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Abstract 
This paper focuses on the key credit risk parameter – Loss Given Default (LGD). We de-
scribe its general properties and determinants with respect to seniority of debt, char-
acteristics of debtors and macroeconomic conditions. Furthermore, we illustrate how 
the LGD can be extracted from market observable information with help of the adjusted 
Mertonian structural approach. We present a derivation of the formula for the expected 
LGD and show its sensitivity with respect to other structural company parameters. Final-
ly, we estimate the 5-year expected LGDs for companies listed on the Prague Stock Ex-
change and find that the average LGD for this analyzed sample is in the range of 20– 
–45 %. To the authors’ knowledge, these are the first implied market estimates of LGD in 
the Czech Republic. 
1. Introduction 
Awareness of credit risk has led to the development of procedures and mecha-
nisms for determining the causality between the attributes and potential bankruptcy 
of a borrower. In the last decade, credit risk techniques have seen significant devel-
opment concerning the estimation of risks and other parameters specifying possible 
losses. One of those parameters is Loss Given Default (LGD), expressing the per-
centage of an exposure which will be not recovered after a counterparty defaults. 
While the estimation of the probability of default (PD) has received considerable at-
tention over the past 20 years, LGD has gained greater acceptance only in recent 
years, as the New Basel Accord identified it as one of the key risk parameters. Yet 
LGD modeling is still quite a new, open problem in credit risk management. LGD 
estimation is not straightforward because it depends on many driving factors, such as 
the seniority of the claim, the quality of collateral, and the state of the economy. More-
over, the insufficient database of realized LGDs makes it more difficult to develop 
accurate LGD estimates based on historical data. Hence, the extraction of LGDs for 
credit-sensitive securities based  on market observable information is an important 
issue in the current credit risk area and may bring other improvements in credit risk 
management. 
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The paper therefore discusses this key LGD parameter for single corporate 
exposures and deals with the possibility of extracting it from market information. 
This type of LGD is denoted as the implied market LGD. To estimate this parameter, 
we utilize the adjusted Merton framework, which has so far been used most often for 
PD evaluation, and empirically implement this contingent claim approach for a set of 
companies in the Czech Republic. As the result, we estimate 5-year expected LGDs 
for almost thirty companies listed on the Prague Stock Exchange in the period 2000– 
–2008. To the authors’ knowledge, these are the first estimates of LGD from market 
information in the Czech Republic. 
2. Basic Characteristics of LGD 
LGD is usually defined as the loss rate experienced by a lender on a credit ex-
posure if the counterparty defaults.
1 Thus, despite the default the lender still recovers 
1 í
 LGD percent of the exposure. One minus LGD is therefore called the recovery 
rate (RR). In principle, LGD also comprises other costs related to default of the debt-
or, and the correct formula should rather be 






 Costs                                           (1.1) 
Nevertheless, costs are relevant only in a specific type of LGD and are not 
usually  high  enough  to  influence  the losses  markedly  in  comparison  with  the re-
covery rate. Therefore, we use the recovery rate as the complement of the LGD in 
the following text and take these two parameters as conceptually the same. 
Usually three basic types of LGD for defaulted facilities are used. Market 
LGD employs the price of a bond after default as a proxy for the recovered amount. 
However, the post-default price is available only for the fraction of the debt that is 
traded and for which an after-default market exists.
2 Market LGD is therefore highly 
limited for defaulted bank loans, which are traditionally not traded. For them, one 
must turn to another approach.  
Workout LGD considers all relevant facts that may influence the final eco-
nomic value of the recovered part of the exposure arising in the long-running work-
out process. LGD is then determined by the loss of principal, the carrying costs of 
non-performing assets, and the workout expenses. However, the appropriate discount 
rate, which should reflect the risk of holding the defaulted asset, is not known. There-
fore, we must speak only of an estimated LGD, even if we are trying to measure it 
from ex-post data.  
The last method of measuring of LGD is the concept of Implied Market LGD, 
which is estimated ex ante from market prices of non-defaulted loans, bonds, or 
credit default instruments by structural or reduced-form models. The idea is that 
prices of risky instruments reflect the market’s expectation of the loss and may be 
broken down into PD and LGD. Implied market LGD estimation does not rely on 
historical data and can be used especially for low default facilities.  
1 In principle, we should refer to the loss rate given default as LGDR and use LGD for the absolute amount 
of the loss. However, LGD is used to indicate the loss rate by many practitioners, including Basel II, while
the absolute loss is indicated as LGD.EAD, where EAD is the exposure at default (see BCBS, 2005). 
2 Moreover, outside the USA the market for defaulted bonds is either non-existent or does not have
the required depth and liquidity.  22                                      Finance a úvČr-Czech Journal of Economics and Finance, 59, 2009, no. 1 
Empirical  evidence  on  recovery  rates  has  confirmed  that  the RR  increases 
with the seniority and security of the defaulted debts and decreases with the degree of 
subordination.
3 The results also tend to be rather similar in terms of average recovery 
rates – for bank loans (70–84 %) and for bonds: senior secured (53–66 %), senior 
unsecured (48–50 %), senior subordinated (34–38 %), and subordinated (26–33 %). 
All studies have also reported a high standard deviation characterizing the recovery 
rate across all bond debt classes, regularly exceeding 20 % (see Altman and Kishore, 
1996, Castle and Keisman, 1999, or Keenan et al., 2000). 
Recovery rates are ultimately determined by the value of the assets that can be 
seized in case of default. It is therefore intuitive to assume that the debtor’s industry 
characteristic is a straightforward determinant of the LGD.
4 However, the literature 
does not give wholly unified answers (see Altman and Kishore, 1996, Grossman et 
al., 2001, or Acharya et al., 2003). Those studies have broken down the LGDs of cor-
porate bonds by industry and have found evidence that some industries, such as pub-
lic utilities and chemicals, do evidently better than others. Nonetheless, they have also 
shown that the standard deviation of the RR per industry and within a given industry 
is still very large.  
An  opposite  view  of  the industry  influence  is  presented  by  Gupton  et  al. 
(2000) and Araten et al. (2004), who, on the contrary, found no evidence of different 
LGDs across industries. They state that some sectors may enjoy periods of high re-
coveries, but can later fall below the average recoveries at other times. These unam-
biguous results of different studies might be due to LGD cyclicality in relation to 
the economic environment. Each industry can be at a different stage of the economic 
cycle, which can influence the LGD more than the industry-type itself. Acharya et al. 
(2003) showed that when the industry is in distress, the mean LGD is on average 10– 
–20 % higher than otherwise.  
Behind the cyclical variation is the fact that as the economy enters a recession, 
default rates increase. Recoveries from collateral will depend on the possibility of 
selling the relevant assets. We can generally suppose that a greater supply of col-
lateral assets will lead to lower prices thereof, depending, of course, on the market 
size and structure observed for the particular asset. The result is that the macroeco-
nomic situation can significantly influence the recovery rate, as has been demon-
strated by several authors (see Araten et al., 2004, or Altman et al., 2005).  
As has been shown, LGD is influenced by many factors, such as the facility’s 
seniority and the presence of collateral, the borrower’s industry characteristics, or 
more general factors such as the macroeconomic conditions. However, the previous 
research gives ambiguous results concerning some properties of LGD. It is clear that 
further research is needed. Hopefully, with the adoption of the Basel II accord, which 
sets rules for LGD data gathering and LGD estimation, this research will be based on 
3 T he capital  structure  of  the firm  and  the absolute  priority  rule  (APR)  are  important  determinants  of 
the recovery rate. The APR states that the value of the bankrupted firm must be distributed to suppliers of 
capital so that “[...] senior creditors are fully satisfied before any distributions are made to more junior
creditors, and paid in full before common shareholders” (Schuermann, 2004, p. 11). Eberhart and Weiss 
(1998) confirm that the APR is routinely violated in the interests of speed of resolution. Creditors agree to
violate the APR to resolve bankruptcies faster. 
4 Firms in some sectors have a large amount of assets that can be easily sold on the market in case of 
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a better data sample offering more exact outcomes. Nevertheless, LGD predictions 
based on past data are not necessarily consistent with the evolution of fundamentals 
across time and can result in inaccurate estimates which do not capture the real trend 
in the economy. 
3. LGD Modeling 
In this section, we focus on analytical tools which enable us to obtain forward- 
-looking estimates of LGD from market observable information. We employ asset- 
-pricing models aimed at determining the equilibrium arbitrage-free price of risky 
assets. Each risky asset should offer an expected return corresponding to its degree of 
risk; therefore, all risky parameters must be evaluated by the market in order to get 
the equilibrium price. This assumption that prices include all information is then used 
in credit risk pricing models which utilize market information (e.g. share or bond 
prices) to measure credit risk and to extract the key risk parameters such as the PD or 
LGD from prices. These models are forward-looking, estimating the risk parameters 
expected by the market. Given the nature of this method, such an estimate of LGD is 
called the implied market LGD.  
These credit risk pricing models can be further classified as structural and re-
duced-form models. The category of structural-form models is based on the frame-
work developed by Merton in 1974 using the theory of option pricing presented by 
Black and Scholes (1973). The term “structural” comes from the fact that these 
models focus on structural characteristics of the company such as asset volatility or 
leverage, which determine the relevant credit risk elements. Default and the RR are 
therefore a function of those variables. 
In contrast, reduced-form models generally assume that default is possible and 
is driven by some exogenous random variable. The result is that default and recovery 
are  modeled  independently  of  the firm’s  structural  features,  which  lacks  the clear 
economic  intuition  behind  the default  event.  The basic  input  parameters  for  ex-
tracting LGD in the reduced-form approach are the prices of risky corporate bonds. 
However, companies in the Czech Republic still use traditional bank loans more than 
bonds as a source of finance. This results in a situation where the domestic corporate 
debt market is rather illiquid and incomplete and can thus barely reflect market ex-
pectations about the default and recovery risk of a particular company or its security 
(see DvoĜáková, 2003). The result is that the reduced-form models are currently hard- 
ly applicable for LGD estimation in the Czech Republic. 
The stock market provides an alternative source of information, assuming that 
share prices incorporate all the available information, including the future prospects 
and creditworthiness of a company.
5 Structural models for extracting a company’s 
default risk typically utilize observed stock prices, stock volatility, and specifics 
about the company’s capital structure. Even though the number of listed companies 
in the Czech Republic is also limited, some of them seem to be sufficiently liquid to 
apply structural models and estimate the required credit risk parameters. As a result, 
5 This is true only if the efficiency hypothesis holds, which has been questioned by some studies (see e.g. 
Sloan, 1996). There is also the question of whether stock price volatility is caused solely by the incorpo-
ration of new information about future stock returns, or if it is caused largely by trading itself (see French, 
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we will utilize the Merton structural approach to derive a formula for the implied 
market LGDs for particular companies. 
The  seminal  structural  Merton  (1974)  model  relies  on  many  assumptions, 
most of which derive from the Black-Scholes option pricing theory.
6 The total asset 
value of firm V is financed by equity E and one zero-coupon non-callable debt con-
tract D, maturing at time T with face value F, i.e.,  tt t VDE   . With a no-taxes as-
sumption this implies that the value of the firm’s assets and the value of the firm are 
identical and do not depend on the capital structure itself. Some of those assumptions 
became  a source  of  criticism  and  were  later  relaxed.
7 T h e   d y n a m i c s  of  the firm’s 
value through time can be described by a stochastic differential equation called geo-
metric Brownian motion 
                                      
V
tV t V t t dV V dt V dW PV                                          (1.2) 
where V P is the asset drift (i.e., the instantaneous expected rate of return on the firm’s 
value V per unit time),  V V  is the standard deviation of its return, and 
V
t dW  is a stand- 
ard Gauss-Wiener process.  
In such a framework, credit risk concerns the possibility that the value of 
the company evolving stochastically will be less on the maturity day T than the re-
payment value of the loan F. The debt holders receive at T either the value F (if 
VT >
 F) or the entire value of the firm and the owners of the firm receive nothing (if 
VT
 <
 F). This means that the value of the equity is identical to the formula for pricing 
an European call option on the firm’s value with exercise price F (Merton, 1974, 
p. 10). Indeed, at maturity time T, the equity holders will exercise the option and pay 
the debt holders the face value of the liabilities if VT  F, otherwise they let this op-
tion expire. By applying the Black-Scholes option pricing formula, the expression for 
the value of the equity is 
                                12 (,)
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    ,) (.) is a cumulative standard 
normal distribution, r is the instantaneous riskless interest rate, and  Ĳ = T
 í
 t is 
the length of time until maturity.  
Default occurs when the firm’s value drops below some default barrier (DB), 
which in the seminal Merton model is represented by the face value of debt F at its ma-
turity. The probability of default is therefore simply expressed as  Pr( ). T PD V F  d  
6 There are no transaction costs, taxes, or short-selling restrictions. The term structure of the risk-free 
interest rate is flat and known with certainty. The price of a riskless bond paying 1 USD at time T is hence 
B0[T] = exp[-rT], where r is the instantaneous riskless interest rate. 
7 Black and Cox (1976) introduced the possibility of a more complex capital structure of the company’s 
liabilities, Geske (1977) presented an interest-paying debt, and Vasicek (1984) established a distinction be-
tween short and long-term debt. All the previous authors also enhanced the model by treating default as 
an event that can occur any time before the debt’s maturity. More recent improvements, such as the work 
by Longstaff and Schwartz (1995) and Hull and White (1995), reject the constant risk-free interest rate and 
consider  the interest  rate  as  a stochastic  variable  instead.  For  a detailed  description  of  later  structural 
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Using the assumption that the value of the firm V is log-normally distributed,
8 we can 
get information about the probability distribution of lnVT,
9 which is  
                       ln T V ~ 
22
0 ln 0,5 , VV V VT T )P V V ªº  ¬¼                                (1.4) 
From the properties of the natural logarithm, the probability of default can be 
expressed as Pr(ln ln ) T PD V F  d and from that by using (1.4) we can get 
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              (1.5) 
which  is  the PD  of  the company  at  the time  of  maturity  T e x p ected  at  time 
0, ( ) t T W    , when the value of the firm V0 is known with certainty. While 
*
2 () d )   
in  (1.5)  gives  the real-world  (physical)  probability  of  default,  Ɏ(–d2)  presents 
the default probability in the risk-neutral world. This is caused by using the riskless 
interest rate r instead of the expected rate of return  V P  in the formula for d2. In 
the real world, investors demand more than the risk-free rate of return and therefore 
*
22 dd ! , which implies 
*
2 () d )  < 2 () d )   and the fact that the risk-neutral PD over-
states its physical measure. Similarly, one has to distinguish between the physical and 
risk-neutral RR.
10  
The recovery rate, assuming no liquidation costs after default, will be given 
by the ratio of the firm’s value at T to the debt F (VT /F ), more formally expressed as 
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                           (1.6) 
As mentioned earlier, V is a log-normal variable, so to get an explicit formula 
for  the RR  we  can  use  the method  presented  in  Liu  et  al.  (1997),  which  derives 
the conditional mean for a log-normal distributed variable, which is exactly the case 
of the previous equation (Resti and Sironi, 2007). 
Considering the normal distribution of lnV stated in (1.4), we can write the con-
ditional mean of VT, given VT <
 F, as  


















                             (1.7) 
The derivation of (1.7) is presented in the Appendix. Using the term in equa-
tion (1.6) we get the final expression for the expected recovery rate at time  t
 =
 0  
in the form 
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                       (1.8) 
8 According to Crouhy et al. (2000) this is quite a robust hypothesis confirmed by actual data. 
9 Itô’s Lemma can again be used to get the dynamics for dlnVt and from that the parameters of the normal 
distribution for lnVt can be determined. 
10 As, for example, Delianedis and Geske (2003) state, risk-neutral default probabilities can serve as
an upper bound to physical default probabilities. For recoveries the reverse relation holds – the risk-neutral 
expected recovery rate is less than its physical (real-world) counterpart (see Madan et al., 2006, p. 5). 26                                      Finance a úvČr-Czech Journal of Economics and Finance, 59, 2009, no. 1 
 
which is the physical recovery rate. The risk-neutral RR would be obtained by re-
placing  V P with r. The RR function is homogeneous of degree zero in V0 and F, which 
means that a proportional change in those variables does not influence its value 
(ceteris paribus). Moreover, the RR, like the PD, is dependent on the uncertain de-
velopment of the firm’s value and therefore is not constant through time but sto-
chastic.  
Using the presented expression for the PD and RR, sensitivity analyses can be 
made with respect to the company’s other structural parameters. Consider a firm with 
F = 80, V0 = 100, ı
2 = 30 %, ȝ = 10 %, and T = 1. The variables will be shocked to see 
how the PD and RR change. 
The Figure 1 presents the results for the RR and PD in physical measures. It 
can be supposed that the higher is the nominal value of the debt which the firm has to 
pay back at maturity T, the higher is the expected LGD and PD – part a). Thus, an in-
crease in the firm’s leverage (leaving asset volatility unchanged) brings about a high-
er PD and LGD. An increase in asset volatility has a similar impact, causing higher 
uncertainty of the firm’s future value at maturity T and therefore a fall in the RR – 
part b). 
To sum up, Merton’s approach evidently generates a negative correlation be-
tween the PD and the RR, because both variables depend on the same structural char-
acteristics of the firm. The RR is significantly determined by the value of the firm’s 
assets at the maturity time T.  
However, the original Merton model does not include any payouts to security 
holders. Since the interest payouts occur over the life of the debt and they are con-
siderably lower than the principal amount, they represent a lower default risk. Ne-
glecting them should therefore not introduce an important bias  into our analysis. 
However, disregarding the dividend stream, as Hillegeist et al. (2004) state, could 
introduce significant errors into the estimation of the current market value of the firm 
and its volatility and influence the resulting LGD estimate. Therefore, it is necessary to 
modify the seminal Merton approach and incorporate dividend payouts into the model. 
If we denote the dividend rate į as the ratio between the sum of the previous 
year’s common and preferred dividends and the market value of the firm’s assets, 
then the equation for the equity value reflecting the dividend stream paid by the firm 
to equity holders would change as proposed by Hillegeist et al. (2004) to 
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b)      V 0=100, F =80, ȝ=10%
Source: computed from eq. (1.5) and (1.8) Finance a úvČr-Czech Journal of Economics and Finance, 59, 2009, no. 1                                                27 
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where the additional  exp[ ] T G  in the first term accounts for the reduction in asset value 
due to dividends distributed before maturity T. The last expression(1 exp[ ]) TV G   
does not appear in the traditional equation for the call option on a dividend-paying 
stock, since dividends do not accrue to option holders. Equation (1.9) is derived 
under the risk-neutral measure; therefore, the risk-free rate is taken to be the expected 
rate of return on the firm’s value. This rate, however, is lowered by the dividend rate, 
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where all parameters were defined above.  
4. Implementation of the Model 
The empirical use of any structural model is based on variables which are not 
directly observable. Similarly, in our case, the market value of assets V and asset vol-
atility ıV  must be estimated in order to compute the expected LGD.
11 The procedure 
for estimating these variables was first proposed by Jones et al. (1984) for publicly 
listed companies, exploiting the prices of their shares. Their approach is based on si-
multaneously solving two equations which match the value of equity E and its vola-
tility ıE with two unknown variables V and ıV. Jones et al. (1984) used relation (1.3) 
as the first equation. However, this equation does not consider dividend payouts  
and we will hence utilize the modified equation (1.9). The second equation linking 
the observable and unknown values results from the relation for the option delta 
                                 1 exp[ ] ( ) EV ET V d V VG )                                           (2.1) 
and its derivation is presented, for example, in Seidler (2008). This system of two 
equations has to be solved to arrive at the unobservable market value of the firm’s 
assets and their volatility. Due to the non-linearity of those equations it is necessary 
to solve the system iteratively.
12  
The accuracy of the expected LGD estimate is therefore dependent on the esti-
mates of the parameters in equation (1.8). Although some of them, such as the debt’s 
face value
13 and its maturity, are observable, some assumptions about them must  
be made before Merton’s simplifying approach can be implemented. For example, 
the model requires the firm’s capital structure to be reduced into a single liability. 
Since a large share of the firm’s debt is not traded very often, we have to use the book 
values as a proxy. As a result, the book value of the total liabilities reported in firms’ 
balance sheets is used as the notional face value of the zero coupon bond. 
11 The market value of the firm is the sum of the market value of its equity and debt. However, the market 
value of the debt is not usually available, since companies are not financed entirely by traded debt.  
12 To solve two non-linear equations of the form F(x,y) = 0 and G(x,y) = 0, the function [F(x,y) ]
2 + [G(x,y) ]
2
can be minimized (see Kulkarni et al., 2005). 
13 This holds only if the debt is traded. 28                                      Finance a úvČr-Czech Journal of Economics and Finance, 59, 2009, no. 1 
To  determine  the maturity  time  of  the zero  coupon  bond  representing  all 
the firm’s liabilities, we could compute the weighted maturity of the individual claims’ 
maturities.
14 However, our intention is to provide LGDs comparable across the sample 
of analyzed companies, which would hardly be practicable in the case of different 
maturities. Therefore, we will assume 5-year debt maturity for all companies, an as-
sumption which should take into account the length of both short-term and long-term 
debt maturity.
15 
From our previous discussion it is obvious that the V and ıV estimates are high-
ly dependent through the system of two equations on the value and volatility of eq-
uity. While the market value of equity E is obtained simply as the closing price of 
the firm’s shares at the end of the fiscal year multiplied by the outstanding number  
of stocks, the equity volatility depends on the chosen method of estimation. For that 
reason, it is desirable to use different types of estimation techniques for comparison. 
The standard approaches to estimating ıE can be based on historical stock 
price data or can exploit bond prices to get the so-called implied volatility. Never-
theless, since the latter volatility estimate incorporates all possible errors of the mod-
el used, and also considering our discussion about the illiquid and insufficient bond 
market, we will use only the historical approach based on the development of stock 
returns. 
Since we set the maturity time to five years, we should also use long-term 
volatility for our predictions. For that reason, we used the volatility of five trading 
years (see Hull, 2002).
16 In addition, to take into account possible changes in vola-
tility in the shorter run, we also estimate the last 250 trading days’ volatility, simi-
larly, for example, to Kulkarni et al. (2005).  
Furthermore, we used the exponentially weighted moving average (EWMA), 
where more recent observations carry higher weights. This method, better capturing 
the volatility dynamics, is recommended in RiskMetrics
TM (1996). For our sample of 
companies we used monthly observations over the five years with a decay factor 
equal to 0.97.
17 
As  the last  estimate  we  used  the long-run  average  variance  from 
the GARCH(1,1) model, which we estimated for daily data over the 5-year interval in 
the form 
                
22 2
11 2 1 tt t br V DD V            012 0, 0, 0 D DD !tt                         (2.2) 
where 
2
0 LR b=D V ,
2
LR V  r epresents  the long-run  unconditional  variance  of  the daily 
returns r and  012 ,, D DD are the weights, whose sum is equal to 1. We computed 
14 Another method widely used among academics is to group the short-term and long-term obligations and 
find out the maturity by weighting the maturities of those two groups. For example, Delianedis and Geske 
(2001) made an assumption of 1-year maturity for short-term and 10-year maturity for long-term debt. 
The weights would be the book values of the claims. 
15 By setting a longer time horizon, we should also avoid inaccuracies deriving from the fact that we use 
a poor diffusion process without possible jumps for the firm’s asset value dynamics. 
16 In the case of an insufficiently long time series, we use the longest available one. This also holds for 
the other 5-year estimates computed later in this section.  
17 The decay factor determines the relative weights for a particular observation. The value 0.97 is based on 
the analysis relating to optimal Ȝ provided in RiskMetrics
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the long-run volatility from the estimated parameters as 








                                                 (2.3) 
For most of the companies in our sample, we estimated four types of daily 
equity volatility by the aforementioned methods. Those still needed to be scaled to 
obtain the annualized volatility used in later computations.  
All the estimates are given in Table 4 available at the webpage of this journal. 
Since higher equity volatility results in higher volatility of the firm’s value and high-
er default risk, the choice of estimated ıE can significantly influence the subsequent 
results. However, we consider it more desirable as a rule of prudence to provide 
overstated rather than understated LGD values. Therefore, we use the average of 
the two highest ıE estimates, ıE
*, as the parameter entering the system of two equa-
tions. 
As the firm’s expected rate of return, the derived system for obtaining the un-
observable  values  of  V a nd  ıV e x p l o its  the risk-free  rate  rf,  for  which  we  used 
the yield on the 5-year government bond. Therefore, the last parameter that must be es-
timated in order to solve the equations is the dividend rate į. Nonetheless, to obtain į 
one needs to get the market value of the firm V. Hence, we use the approximate 
market value V´ as the sum of the market value of the equity E and the book value of 
the debt.
18 Since we are estimating the 5-year horizon, we will use in the compu-
tations the adjusted rate į
* capturing the dividend stream in the last five years instead 
of the one-year dividend rate į.
19 We solved the two equations simultaneously by 
the iterative Newton search algorithm. The approximate value V´ and the equity vola-
tility were used as the starting values for V and ıV, respectively. In almost all cases, 
the process converges within ten iterations. 
For the estimate of the expected LGD in the risk-neutral measure we already 
know all the necessary parameters. However, as the risk-free rate can differ signifi-
cantly from the real rate of return, we also estimate the expected market return on 
assets,  ȝV,  as the return on assets  during  the previous  year. We  can  easily  utilize 
the estimated values of the firm’s market value V and get the one-year return ȝV as 
                            











                                       (2.4) 
where V(t) is the firm’s market value at the end of year t and Div(t) denotes the sum 
of the common and preferred dividends declared during this year. Since the 5-year 
expected return will not be based solely on a one-year observation, we use in our 
calculations the adjusted ȝV
* again as the 5-year weighted average, in which in recent 
years carries more weight to react faster to current information. 
5. Estimation of LGDs in the Czech Republic 
We will implement the aforementioned methods on a sample of firms that are 
listed on the Prague Stock Exchange (PSE) and present the dynamics of the 5-year 
18 This approach, as Wong and Li (2004) show, overestimates the true market value of the firm. 
19 We used an exponentially weighted average with decay factor Ȝ = 0.9. 30                                      Finance a úvČr-Czech Journal of Economics and Finance, 59, 2009, no. 1 
expected LGD for each company between 2000 and 2008. We restrict our sample to 
non-financial firms so that the leverage ratios are comparable across them. In addi-
tion, we exclude enterprises that were listed after 2007 because of the short time 
series of the share prices needed to estimate the asset volatility. The list of 27 ana-
lyzed companies can be found in Table 3 available at the webpage of this journal.  
The income statements and the balance-sheet items for our set of PSE corpo-
rations were obtained from Magnus (2008) database, and some of them were com-
pleted from company annual reports. Share prices, dividend yields, and the number 
of shares outstanding are available on the PSE website.
20 We used the time series of 
share prices from the beginning of 1999 to the end of 2008 and the accounting infor-
mation reported at the end of the fiscal year. The series of 5-year risk-free interest 
rates comes from the ARAD database of the Czech National Bank (CNB). 
The  non-existence  of  dividend  payouts  in  the seminal  Merton  model  was 
modified  in  the last  section.  Still,  one  should  also  incorporate  the costs  of  bank-
ruptcy, which result in debt holders receiving less than the total firm value in the case 
of  default.  While  Betker  (1997)  estimated  the direct  administration  costs  relating  
to bankruptcy at around 5 % of the firm’s value, the study by Andrade and Kaplan 
(1998) indicates higher costs of financial distress – in the range of 15–20 %. Based 
on those empirical studies we consider exogenous common bankruptcy costs (1
 –
 ĳ) 
equal to 10 %.  
The final formula for the 5-year expected LGD at the beginning of year t in 
the physical measure, including both dividend payouts and bankruptcy costs, is then 




















                          (2.5) 





ln( / ) ( ) 0,5
,  and  
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where the time subscripts represent the particular values at the beginning of year t, 
and ȝV,t
* and įt
* denote adjusted rates considering 5-year historical observations. One 
can get the expected LGD in the risk-neutral measure by replacing ȝV,t
* by rf.  
The results are given in Table 1, which presents the expected LGD for each 
company estimated at the beginning of every year during the period 2000–2008 in 
both the risk-neutral and physical measures.
21 All the parameters used for the com-
putations are given in Table 4 available at the webpage of this journal. 
In the theoretical framework, the risk-neutral LGD is always the upper bound 
to its physical counterpart. Nevertheless, this holds only if the asset drift ȝV is greater 
than  the risk-free  rate.  In  the conventional  analysis,  the rate  rf i s  s u p p osed  to  be 
always less than the drift ȝV . For example, Hillegeist et al. (2004) compute ȝV for PD 
estimates  and  use  rf a s  a   m i nimum  bound  for  ȝV
 ,  since  they  claim  that  expected 
growth rates lower than rf are inconsistent with asset pricing theory. However, this 
20 This information is also available for Czech companies in the Magnus (2008) database. 
21 T he estimates in the physical  measure begin from  the year 2001, since we lost one observation for 
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approach can result in highly underestimated LGD values if the real growth rate is 
lower than rf.
22 This can be demonstrated using selected results. 
Paramo ended the year 2000 with a loss of more than CZK 430 million and 
an almost 24 % drop in its market value. This negative result has no impact on the ex-
pected risk-neutral LGD at the beginning of 2001 and its value is even below-average 
for the given year. However, the physical estimate captures the huge deterioration in 
the firm’s asset value, which leads to a more than four times higher expected LGD. 
Also, Spolana recorded losses of about CZK 700 million as a result of negative de-
velopments in the plastics market in 2001. The subsequent year it was negatively 
affected by floods, which led to further losses. While the risk-neutral LGDs in these 
years do not incorporate any problem compared to the other years’ estimates, the phys-
ical  measure  counterparts  indicate  the company’s  poor  performance  quite  well. 
The same situation can be found in the case of LáznČ Jáchymov in 2001, Slezan FM 
in 2001 and 2002, and Papírny VČtĜní in 2002 and 2004, for example. By contrast, 
when the growth rate of the firm’s assets ȝV is higher than rf , the risk-neutral es-
timates overstate the ELGD. 
The relatively high ELGD in both measures for ýEZ in 2002 might seem con-
tradictory, since ýEZ ended 2001 successfully with an increase in net profit of 26 % 
to more than CZK 9 billion. However, its share price dropped from an initial CZK 101 
at the end of 2000 to CZK 77.5  at the end of 2001, which led to a more than 23 % 
decrease in the market value of its equity. This development, together with a high 
dividend rate, was reflected in an almost 14 % deterioration in its asset value and led 
to a significant increase in its ELGD. Similarly, a high decrease in the market value 
of equity caused a worsening of the predictions for Telefónica in 2002 and 2003. 
Nonetheless, the sharp rise in its ELGD in 2008 is solely due to a sharp increase in 
asset volatility. 
The downswing in economic activity due to global and domestic factors was 
not sufficiently incorporated into share prices at the end of 2007. Therefore, the av-
erage ELGD at the beginning of 2008 is relatively small, still  capturing the good 
economic  development  in  recent  years.  However,  the financial  turbulence  during 
2008 caused a considerable drop in market prices of equity and an increase in asset 
volatility for some of the companies analyzed. As the result, the rough average ELGD 
estimate
23 at the beginning of 2009 rose to almost 40 %, which indicates a significant 
increase in credit risk in the non-financial corporation sector. For some companies, 
the ELGD increased only modestly (Unipetrol, Telefónica, and Philip Morris) or was 
virtually unchanged from the previous year (Spolana, Toma, and Zentiva), while other 
companies experienced significant growth of their expected LGDs, which exceeded 
their historical values several fold (CETV – 74 %, Orco – 65 %, and Pegas – 70 %). 
This holds especially for companies that have been listed on the PSE for only a short 
period. 
22 The risk-neutral estimates are based on the same company structural values relating to credit risk as
the physical estimates, except different assumptions are made about the expected growth of the company’s 
assets. The more ȝV differs from rf , the more inaccurate results they provide compared to the physical 
counterpart. 
23 These estimates are based on companies’ share prices at the end of 2008, but still use accounting in-
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As mentioned earlier, the literature relating to the empirical evidence on real-
ized LGDs focuses on different facilities in distinct countries and is based on diverse 
sample sizes across different periods. This makes comparison of our estimates with 
realized LGDs difficult. However, the average LGD based on 25 studies summarized 
by Grunert and Weber (2005) is about 30 %, which corresponds to our results. Direct 
comparison for the Czech Republic is even more problematic because of the insuf-
ficient database of actual LGDs. Moreover, the companies in our sample are among 
the better-rated companies, which generally have a relatively rare occurrence of de-
fault. Nevertheless, CNB (2008) gives LGDs for large enterprises of around 34 % for 
secured claims and 48 % for unsecured claims in 2008. Chalupka and Kopecsni (2008) 
used a set of micro-data on loans to corporations in the period 1995–2005 of an anon-
ymous  commercial  bank  and  estimated  an overall  workout  LGD  of  about  52 %. 
Considering that average the indebtedness in our sample is lower than the average 
indebtedness in the non-financial corporate sector,
24 the average ELGDs of the com-
panies analyzed should be lower than the above-mentioned values. 
 
6. Sensitivity Analysis 
The  sensitivity  analysis  relating  to  the initial  Merton  model  discussed  in 
the theoretical section assumed that all the necessary structural variables are known. 
However, as mentioned earlier, the value and volatility of the firm’s assets are not 
directly observable and they have to be estimated through a system of two equations 
which hold only at a given time. Therefore, the following analysis concentrates on 
the sensitivity of the ELGD arising from potential changes in the company’s struc-
tural variables influencing the estimates of ıV and V. The main emphasis is put on 
leverage, defined  as  the ratio b etween  total  liabilities  and  the market  value of  all 
assets (F/V ). 
Before we present the ELGD sensitivity for the individual companies in the an-
alyzed sample, we provide a general theoretical discussion based on different input 
parameter scenarios. The main difference between the current analysis and the pre-
vious one illustrated in Figure 1 is that a change in leverage influences the estimate 
of the firm’s asset volatility ıV. Thus, as leverage increases, the weight of equity in 
the firm’s value declines and the volatility decreases.
25 The rate of decline is present-
ed for a given set of parameters in the first part of Figure 2. 
This figure also illustrates the impact of an increase in the firm’s leverage on 
the PD and ELGD. However, while the growth in leverage has an unambiguously 
positive effect on PD, the ELGD peaks at a particular leverage ratio and then starts to 
decrease. 
The negative relation between the ELGD and leverage may look counter-intu-
itive; nevertheless, it is caused by decreasing asset volatility ıV.
26 Although the PD is 
24 This comparison is based on the economic results of non-financial enterprises with more than 100 em-
ployees provided by the Czech Statistical Office (CZSO, 2008). 
25 Note that ıV is lower than ıE. This is caused by the presence of leverage, since the debt is considered to 
be non-traded. With increasing leverage, equity occupies a lower share in the overall value of the firm and 
V is therefore less volatile than E. 
26 The previous analysis reported in Figure 1 shows a strictly positive correlation between the ELGD and 
leverage. However, ıV was taken as a constant and did not change with leverage. 34                                      Finance a úvČr-Czech Journal of Economics and Finance, 59, 2009, no. 1 
 
increasing with leverage, the expected value of the firm’s assets at maturity T, con-
ditioned by default (VT 
 < 
 F ), has increased with respect to a given leverage. In other 
words, due to lower volatility ıV it is less likely that the firm’s expected value will be 
excessively below the default barrier F at time T and therefore the expected recovery 
ratio (VT /F ) in the case of default has increased. 
The result is that by leaving the initial volatility of equity as a constant,
27 
the increase in leverage causes a decline in asset volatility, which from a particular 
leverage ratio (L
* – the breakpoint) generates a negative correlation between the PD 
and the ELGD. Nevertheless, for all the presented scenarios the increase in the PD 
outweighs  the decline  in  the LGD,  and  so  the expected  loss  per  unit  of  exposure 
(PD.ELGD) is strictly increasing with leverage.  
Pursuing the issue further, we analyze the changes in breakpoints with respect 
to other parameters. The maximum ELGD points are presented for three different 
values of rf and ıE .  As can be seen, the decline in the risk-free interest rate shifts 
the maximum ELGD points to the left, similarly to an increase in equity volatility 
(Figure 2b). It is evident that any increase in ıE will lead (because of higher uncer-
tainty) ceteris paribus to higher values of ELGD. However, the figure also presents 
the variability of the potential ELGDs along the whole range of leverages. While for 
ıE = 45 % the ELGDs vary from 22 to 33 %, the volatility for ıE = 30 % is only 7 per-
centage points, and in the case of ıE = 15 % the variability of the possible ELGDs is 
minimal. This further highlights the importance of volatility as a crucial variable for 
LGD predictions and indicates that companies with identical leverage ratios can have 
substantially different ELGD sensitivities. Further discussion regarding the sensitiv-
ity analysis can be found in Seidler (2008). 
The empirical results for the analyzed sample are reported in the following 
table, which shows the leverage elasticity of the ELGD in both measures at the be-
ginning of 2008. 
As can be seen, most of the companies analyzed have inelastic ELGDs with 
respect to leverage. Only Spolek pro chem. a hut. výrobu has a negative elasticity, 
slightly exceeding 1. Based on our previous discussion we can analyze differences in 
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Source: computed from eq. (2.5) and system (1.9), (2.1) 
27 The change in leverage will also affect the equity volatility. However, since for the computation we use 
the long-run volatility ıE
*, on which sudden short-term changes have no effect, the assumption of constant 
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the risk-neutral (İ
Q) and physical (İ
P) elasticity with respect to other parameters. For 
example, CET and Pr. Služby, with zero dividend rates and low leverage at the be-
ginning of 2008,  are  located on  the rising  part  of  their  ELGD  sensitivity  curves. 
However, because ȝV lowers the ELGD’s rate of growth and the expected asset rate 
ȝV is higher than rf  for both companies, their “physical” elasticity is lower than İ
Q. On 
the contrary, ý. Nám. Plavba and Jý Papírny show an inverse inequality between İ
P 
and İ
Q since their ȝV  < rf . 
28  
The sensitivity analysis further illustrates the differences already pointed out 
between the risk-neutral and physical measure. However, a more important finding 
seems  to  be  that  the ELGD  is  quite  inelastic  with  respect  to  leverage,  and  sudden 
changes in the ELGD do not generate significantly large changes in the expected LGD. 
7. Criticism and Limitations 
The first implementation of Merton’s model, applied by Jones et al. (1984), 
Ogden (1987), and Franks and Torous (1989), suggested that the model generates 
             Table 2  Elasticity of ELGD with Respect to Leverage
Company 
Q ELGD
Leverage H  
ELGD
Leverage H  
CETV  0.071  0.022 
ý. NÁM. PLAVBA  0.042  0.045 
ýEZ  0.078  -0.034 
ECM  -0.607  -0.643 
ENERGOAQUA  0.188  0.080 
Jý PAPÍRNY VċTěNÍ  0.116  0.129 
JM PLYNÁRENSKÁ  0.198  0.092 
LÁZNċ TEPLICE  -0.055  -0.047 
LEý. L. JÁCHYMOV  0.026  0.028 
ORCO  0.344  -0.128 
PARAMO  -0.393  -0.498 
PEGAS  0.341  0.405 
PHILIP MORRIS  0.403  0.403 
PR. ENERGETIKA  0.268  0.128 
PR. PLYNÁREN  0.856  0.423 
PR. SLUŽBY  0.011  0.004 
RM-S HOLDING  0.022  0.024 
SETUZA  -0.867  -0.890 
SLEZAN FM  0.432  0.493 
SM PLYNÁREN.  0.308  0.228 
SPOL. CH.HUT.VÝR.  -1.072  -1.095 
SPOLANA  -0.647  -0.477 
TELEFÓNICA  0.175  0.150 
TOMA  -0.093  -0.179 
UNIPETROL  -0.025  -0.148 
Vý PLYNÁRENSKÁ  0.271  0.244 
ZENTIVA  0.012  -0.109 
                Note:
 ELGD
Q denotes risk-neutral estimates of ELGD
28The values of leverage and expected asset growth are reported in Table 4 available at the webpage of this 
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lower credit spreads than those observed on the market. Similarly, more recent stud-
ies by Lyden and Saraniti (2001) and Helwege et al. (2004) showed that the basic 
Mertonian contingent claim model underpredicts the actual bond spread, especially 
for low-leveraged and low-volatility companies. Based on those findings, our ELGD 
estimates would be undervalued. However, considering that bond spreads also reflect 
market risk, tax, and liquidity effects, the aforementioned studies only confirm Mer-
ton’s inability to capture other components of debt spreads, saying nothing about 
the model’s ability to reveal default and recovery risk.
29  
Sarig and Warga (1989) did not compare the absolute values of theoretical 
corporate  bond  spreads,  but  only  compared  their  rates  of  change w ith  respect  to 
change in the actual bond default riskiness and confirmed the good predictive power 
of Merton’s model. Furthermore, Delianedis and Geske (2001) termed the difference 
between the observed and modeled spread the residual spread and empirically con-
firmed that the spreads estimated with the Merton approach correctly evaluate default 
risk and that the residual spread is driven by liquidity, tax, and other effects. These 
conclusions move towards the correctness of our LGD estimates, since the accuracy 
of the ELGDs is based on capturing the company’s default risk, which should also be 
reflected in share prices. Nevertheless, the ELGD’s stock market dependence can 
also embody excessive movements in share prices caused by market bubbles. Also, 
the stock market may not efficiently incorporate all publicly available information 
about the default probability and, especially in the case of a young market such as 
the Czech one, the limits of the information given by share prices – particularly for 
companies whose shares are not so frequently traded – should be considered.
30  
For the purposes of the Basel II framework, the ELGDs based on equity de-
velopment are procyclical and, due to an increase in the minimum required capital, 
would lead to a credit crunch in a recession and contrariwise to overlending at a time 
of strong economic growth.
31 The definition of default used in the model corresponds 
more to a state of bankruptcy than to the obligor’s 90 days past due obligation de-
fined  in  Basel II.  Thus,  the model’s  definition  of  default  leads  to  an overstated 
ELGD;
32 h owever,  the companies a nalyzed  should  have  high  capabilities  to  raise 
funds. So, if a company is more than 90 days past due on its obligation, it has prob-
ably exhausted all means of raising funds and bankruptcy will follow. Different de-
fault definitions hence should not generate significant inaccuracies.  
29 In spite of these well known complications and imperfections, the majority of the literature empirically 
testing structural models has presumed that the credit spread is primarily due to default risk, since the other 
components are hardly tractable. This idea stems from  the theoretical  assumption that corporate bond 
markets are perfect and complete and trading takes place continuously (see Delianedis and Geske, 2001). 
30 ý. nám. plavba, Energoaqua, Jihomoravská plynárenská, Pražské služby, RM-S HOLDING, SLEZAN 
FM, and Východoþeská plynárenská. Nonetheless, we estimate LGDs for these less liquid companies as
well, because our estimates are based on 5-year volatility and we can still acquire some information even if 
the liquidity in one year is low. 
31 Implied market estimates should not substitute for estimated LGD values based on historical data as 
requested in Basel II. However, they may serve as an early warning signal and thereby improve the current 
credit management. 
32 A broad definition of default leads to a lower estimate of the PD but a higher estimate of the LGD be-
cause fewer exposures will be classified as “in default,” but those will have relatively lower quality with 
a low recovery outlook. Conversely, higher default rates and also higher recoveries stem from a narrower 
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The computations also do not consider any debt priority, therefore the ELGDs 
for secured and more senior claims should be lower than the presented estimates and 
conversely higher for subordinated debt. However, the distribution of the value of 
the bankrupted firm depends also on violation of the APR, which is difficult to pre-
dict for single cases. The bankruptcy costs were determined using other empirical 
studies. Nonetheless, bankruptcy laws and other procedures differ substantially by 
country and may therefore differ in the Czech Republic. A calibration on the em-
pirical  sample  would  be  needed  to  obtain  more  accurate  estimates,  but  the ap-
propriate data sample is not available due to a low number of defaults of comparable 
companies.  Also,  our  estimates  cover  only  a relatively  short  time p eriod,  charac-
terized (except last year) by relative stability and rapid financial growth. 
The computed ELGDs also suffer from other shortcomings, such as the as-
sumption of a constant interest rate, no tax shield, and other simplifications arising 
from the seminal Mertonian approach. On the other hand, more sophisticated models 
require a higher number of parameters, which have to be estimated. This increases 
the computational complexity and might therefore produce higher errors. Also, some 
of the changes introduced, relating, for example, to the stochastic interest rate, have 
unambiguous  effects  and  sometimes  have  little  impact  on  the results  (Lyden  and 
Saraniti 2001). Nevertheless, the empirical application of more complex models will 
be the goal of further research. 
8. Conclusion 
One of the topics currently being studied intensively in quantitative finance is 
the concept of Loss Given Default, which is rather unexplored territory in the credit 
risk area. Especially with the implementation of the New Capital Accord, LGD has 
received increased attention and become a frequent object of empirical and theo-
retical  research.  The goal  of  this  paper  was  to  present  the basic  knowledge  con-
cerning this key input parameter of credit risk analysis and above all to introduce 
a modeling technique which enables estimation of forward-looking LGDs from mar-
ket observable data. 
We exploited the information embedded in the stock market and implemented 
the Mertonian structural approach based on contingent claim analysis, which con-
siders the residual value of a firm’s assets to be the recovered amount in the case of 
default.  We  also  pointed  out  the interdependence  between  the PD a n d  t h e   L G D ,  
which implies that they should not be treated as independent in credit risk modeling. 
We analyzed companies listed on the Prague Stock Exchange in the period 
2000–2008 and computed the expected LGD for every single company in a given 
year. The average LGD of the sample across time was estimated to be in the range of 
20–45 %. We also described estimation procedures exploiting equity prices and vola-
tility and showed that the LGD is relatively inelastic with respect to the leverage of 
the company. We demonstrated that the LGD in the physical measure is a more re-
liable indicator than its risk-neutral counterpart. 
The main value added of this work is that it demonstrates an estimation tech-
nique for implied market LGD utilizing the Mertonian approach. As a result, the pa-
per presents unique estimates of LGDs for the Czech corporate sector. This should 
offer another perspective on LGD and provide a better understanding of the diffi-
culties related to this credit risk parameter. 38                                      Finance a úvČr-Czech Journal of Economics and Finance, 59, 2009, no. 1 
APPENDIX 
 
Derivation of equation (1.7) – see Liu et al. (1997) and Resti and Sironi (2007)
Suppose that variable Y is log-normal and lnY is normally distributed with mean ȝ 
and  variance  ı
2.  Then  variable  Z   =   (lnYí ȝ)/ı h a s  a   s t a n d a r d  n o r mal  distribution. 
The conditional mean of Y, given Y < c, can then be expressed as follows 
                     >@ >@  exp exp EYY c E Z Z c VP VP     
                                                   > @   exp ln EZ Z c VP P V                         (3.1) 
To simplify the following expression, let’s define  
                                           ln gc P V    and  () hg )                                       (3.2) 
where ) (.) is the normal c.d.f. with these notations. Equation (3.1) becomes 
            
1/2 12 exp[ ] 2 exp[ 2]
g
EYY c h Z z d z VP S
 
f     ³  
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 
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                          (3.3) 
Considering the parameters of the normal distribution of lnV stated in (1.4), we can 
write the conditional mean of VT, given VT <
 F, as 
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where  
*2 * 2 2
0 ln 0,5  and  vV V V V VT T PP V V V     . After substituting and rearranging 























































                                                       (3.5) Finance a úvČr-Czech Journal of Economics and Finance, 59, 2009, no. 1                                                39 
REFERENCES 
Acharya  V,  Bharath  S,  Srinivasen  A.  (2003):  Understanding  the  Recovery  Rates  of  Defaulted 
Securities. London Business School, Working Paper, September. 
Altman et al. (2005): The Link between Default and Recovery Rates: Implication for Credit Risk 
Models and Procyclicality. Journal of Business, 78(6). 
Altman E, Kishore V (1996): Almost Everything You Wanted To Know About Recoveries On De-
faulted Bonds. Financial Analysts Journal, 52(6):57–64. 
Andrade G, Kaplan S (1998): How Costly is Financial (not Economic) Distress? Evidence from 
Highly Leveraged Transactions that Became Distressed. The Journal of Finance, 53(5, October): 
1443–1493. 
Araten et al. (2004): Measuring LGD on Commercial Loans: An 18-Year Study. The RMA Journal, 
May:28–35. 
BCBS  (2005):  International  Convergence  of  Capital  Measurement  and  Capital  Standards:  A 
Revised  Framework. B asel,  Basel  Committee  on  Banking  Supervision  –  Bank  for  International 
Settlements, November 2005, ISBN 92 9197 669 5. 
Betker  B  (1997):  The  Administrative  Costs  of  Debt  Restructuring:  Some  Empirical  Evidence. 
Financial Management, 26(4):56–68. 
Black F, Cox J (1976): Valuing Corporate Securities: Some Effects on Bond Indenture Provisions. 
Journal of Finance, 31(2, May):351–367. 
Black F, Scholes M (1973): The Pricing of Options and Corporate Liabilities. Journal of Political 
Economy, 81(3, May – June):637–654. 
Castle  V,  Keisman  K  (1999):  Recovering  Your  Money:  Insights  Into  Losses  from  Defaults. 
Standard & Poor’s, Credit Week, 16(June):29–34. 
Chalupka R, Kopecsni J (2008): Modelling Bank Loan LGD of Corporate and SME Segments: 
A Case Study. IES Working Paper, no. 27/2008 (IES FSV, Charles University, Prague). 
CNB (2008): Financial Stability Report. Czech National Bank. 
Crouhy M, Galai D, Mark R (2000): A Comparative Analysis of Current Credit Risk Models. Jour-
nal of Banking and Finance, 24(1–2):59–117. 
CZSO (2008): Revised Economic Results of Non-financial Corporations in the Year: 2001–2007. 
Czech Statistical Office. 
Dalianedis G, Geske R (2001): The Components of Corporate Credit Spreads: Default, Recovery, 
Tax, Jumps, Liquidity, and Market Factors. Anderson Graduate School of Management, Working 
paper UCLA, No. 1025. 
Delianedis G, Geske R (2003): Credit Risk And Risk Neutral Default Probabilities – Information 
About Rating Migrations And Defaults. Working paper UCLA. 
DvoĜáková A (2003): Trh dluhopisĤ v ýeské republice – analýza s použitím a porovnáním rĤzných 
ekonomických pohledĤ. PhD thesis, IES FSV, Charles University, Prague. 
Eberhart A, Weiss L (1998): The Importance of Deviations from Absolute priority Rule in Chap-
ter 11 Bankruptcy Proceedings. Financial Management, 27(4):106–110.  
Franks J, Torous W (1989): An Empirical Investigation of U.S. Firms in Reorganization. Journal of 
Finance, 44(3, July):747–769. 
French  K  (1980):  Stock  Returns  and  the  Weekend  Effect.  Journal  of  Financial  Economics, 
8(March):55–69. 
Geske R (1977): The Valuation of Corporate Liabilities as Compound Options. Journal of Financial 
and Quantitative Analysis, 12(4, November):541–552. 
Grossman et al. (2001): Bank Loan and Bond Recovery Study: 1997–2000. Fitch Loan products 
special report. 40                                      Finance a úvČr-Czech Journal of Economics and Finance, 59, 2009, no. 1 
Grunert J, Weber M (2005): Recovery Rates of Bank Loans: Empirical Evidence for Germany. 
Working Paper, University of Mannheim, March. 
Gupton G, Gates D, Carty L (2000): Bank Loan Loss Given Default. Moody’s Investors Service, 
November 2000, http://www.moodyskmv.com/research/whitepaper/61679.pdf [as at 04/03/2008]. 
Helwege J, Eom H, Huang J (2004): Structural Models of Corporate Bond Pricing: An Empirical 
Analysis. The Review of Financial Studies, 17(2):499–544. 
Hillegeist S, Keating E, Cram D, Lundstedt K (2004): Assessing the Probability of Bankruptcy. 
Review of Accounting Studies, 9(March):5–34.  
Hull J (2002): Options, Futures, and Other Derivatives. Prentice Hall, 5th ed., pp. 744. ISBN 13 
978–0130090560. 
Hull J, White A (1995): The Impact of Default Risk on the Prices of Options and Other Derivative 
Securities. Journal of Banking & Finance, 19, (2):299–322. 
Jones E, Mason S, Rosenfeld E (1984): Contingent Claim Analysis of Corporate Capital Structures 
– An Empirical Investigation. Journal of Finance, 39(3):611–625. 
Keenan S, Hamilton D, Berthault A (2000): Historical Default Rates of Corporate Bond Issuers. 
Moody’s Investors Service, January. 
Kulkarni A, Mishra A, Thakker J (2005): How Good is Merton Model at Assessing Credit Risk? 
Evidence from India. Working Paper, National Institute of Bank Management. 
Liu  et  al.  (1997):  Analysis  of  Environmental  Data  with  Censored O b s e rvations.  Environmental 
Science & Technology, 31(12):3358–3362.  
Longstaff F, Schwartz E (1995): A Simple Approach to Valuing Risky Fixed and Floating Rate 
Debt. The Journal of Finance, 50(3, July):789–819. 
Lyden S, Saraniti D (2001): An Empirical Examination of the Classical Theory of Corporate Se-
curity Valuation. Barclays Global Investors, May. 
Madan D, Bakshi G, Zhang F (2006): Understanding the Role of Recovery in Default Risk Models: 
Empirical Comparisons and Implied Recovery Rates. FDIC Center for Financial Research, Working 
Paper, No. 06. 
Magnus (2008): Database provided by Czech Capital Information Agency. Czech Capital Informa-
tion Agency. 
Merton R (1974): On the Pricing of Corporate Debt: The Risk Structure of Interest Rate. Journal of 
Finance, 29(2, May):449–470. 
Ogden J (1987): Determinants of the Ratings and Yields on Corporate Bonds: Tests of the Con-
tingent Claims Model. The Journal of Financial Research, 10:329–339. 
Resti A, Sironi A (2007): Risk Management and Shareholders´ Value in Banking – From Risk Mea-
surement  Models  to  Capital  Allocation  Policies.  Chichester,  John  Willey  &  Sons  Ltd.,  1st  ed., 
pp. 782. ISBN 978-0-0470-02978-7. 
RiskMetricsTM (1996): Technical Document. JP Morgan, December. 
Sarig O, Warga A (1989): Bond Price Data and Bond Market Liquidity. Journal of Financial and 
Quantitative Analysis, 24:367–378. 
Seidler  J  (2008):  Implied  Market  Loss  Given  Default:  structural-model  approach.  IES  Working 
Paper, 26/2008 (IES FSV, Charles University, Prague). 
Schuermann T (2004): What do we know about Loss Given Default? New York, Federal Reserve 
Bank, February. http://www.defaultrisk.com/pp_recov_40.htm, [as at 03/10/ 2007]. 
Sloan R (1996): Do Stock Prices Fully Reflect Information in Accruals and Cash Flows About 
Future Earnings? Accounting Review, 71(3):289–315. 
Vasicek O (1984): Credit Valuation. KMV Corporation, March. 
Wong H, Li K (2004): On Bias of Testing Merton’s Model. Chinese University of Hong Kong, No-
vember. 