Let H be the corner-transfer-matrix Hamiltonian for the six-vertex model in the antiferroelectric regime. It acts on the infinite tensor product W = V ⊗ V ⊗ V ⊗ · · ·, where V is the 2-dimensional irreducible representation of the quantum affine Lie algebra U q sl (2) . We observe that H is the derivation of U q sl (2) , and conjecture that the eigenvectors of H form the level-1 vacuum representation of U q sl (2) . We report on checks in support of our conjecture.
1. Introduction
Motivation and results
Baxter's corner transfer matrix (CTM) [B1] has been providing an effective method for computing 1-point functions in exactly-solvable lattice models: the eight-vertex model [B1] , the hard hexagon model and its generalizations [B1] , [ABF] , [DJKMO1] , and the six-vertex model and its generalizations [DJKMO2] , [(KMN) 2 ].
These computations revealed a deep connection between lattice models and quantum affine Lie algebras, where the temperture variable in the former is the deformation parameter q in the latter. Let us recall two examples of this connection.
The multiplicities of the CTM eigenvalues of the six-vertex model and its generalizations are equal to the weight multiplicities of irreducible highest weight representations of a certain affine Lie algebra [DJKMO2] .
The CTM eigenvectors, in the zero temperaturte limit, coincide, as has been shown for a large class of vertex models, with the base vectors (the crystal base [K] ) of irreducible highest weight representations of the quantum affine Lie algebras U q (g) at q = 0, [MM] , [JMMO] , [(KMN) 2 ].
In this paper, we search for an algebraic structure in the CTM eigenvectors at q = 0. We work in the context of a simple off-critical model: the six-vertex model in the anti-ferroelectric regime (cf. 8.10, [B1] ). For this model the corresponding algebra is U q sl (2) and the corresponding representation is the level-1 vacuum representation.
For clarity, we present our results basically in the order that we obtained them. We first observed that, though the 'bare' CTM Hamiltonian, in the large lattice limit, has divergent eigenvalues, one can define a 'renormalized' Hamiltonian, order by order in a low-temperature expansion, that has finite eigenvalues bounded from below. We report on that in §2.
Because of the identification, mentioned above, of the eigenvectors at q = 0 and the crystal base, it is natural to suspect that, even at q = 0, the eigenvectors of H are identified with the weight vectors in the level-1 vacuum representation of U q sl (2) .
Our preliminary checks confirmed that the ground state (the lowest eigenvector of H) satisfies the highest weight conditions of U q sl (2) , as a vector in the semiinfinite tensor product of the two-dimensional representation of U q sl (2) , on which H acts naturally. So we proceeded to compute the highest weight vector and the next few descendants in this tensor representation. This computation is independent of that used to compute the eigenvectors of H. We report on that in §3.
Once we had these two, a priori independent sets of vectors, we proceeded systematically to compare them. This is discussed in §4. Our computations confirm that the eigenvectors of H form indeed the level-1 representation of U q sl (2) . Though non-trivial, and quite extensive, these computations are limited to a finite number of terms in a perturbation expansion, and we can only make the above statement as a conjecture.
For further support of our conjecture, we observe that H satisfies simple commutation relations with the generators of the quantum affine Lie algebra U q sl (2) . More precisely: H acts as a derivation of U q sl (2) .
In the following subsection we wish to recall the q = 0 result.
1.2. The low temperature limit q = 0
The six-vertex model, that we are interested in, is related to the quantum affine Lie algebra U q sl (2) of Drinfeld, and Jimbo, [D] [J] , since its Boltzmann weights form the R-matrix of the 2-dimensional representation V , of U q sl (2) . As we mentioned above, the deformation parameter q has the physical interpretation of temperature. We restrict our consideration to the anti-ferroelectric regime: 0 < x < 1, −1 < q < 0, i.e., in particular, ∆ = (q + q −1 )/2 < −1. This is an off-critical, ordered regime. In the limit q → 0 − , ∆ → −∞, it is totally ordered, and things become simpler.
Kashiwara's theory of the crystal bases of quantum groups [K] : the representation theory of U q sl (2) at q = 0, enables us to sum the q-series obtained by the CTM method, and to compute the 1-point functions [(KMN) 2 ]. We wish to elaborate this point.
Let A(x, q) be a CTM for the six-vertex model. The parameter x is the multiplicative spectral parameter. In the large lattice limit, the CTM has the asymptotic form [B1] A(x, q) = α(x, q)x H(q) .
(1.2.1)
Here α(x, q) is a normalization constant and H = H(q) is the CTM Hamiltonian.
It acts naturally on the infinite tensor product
From the periodicity requirement for the eigenvalues of the CTM one can deduce that the eigenvalues of H are 0, 1, 2, · · ·. The multiplicities of these eigenvalues are equal to the weight multiplicities of the level-1 vacuum representation V (Λ 0 ) [DJKMO2] . Since the multipicity is independent of q, we can compute it in the limit of q = 0. In fact, at q = 0, the CTM Hamiltonian H is diagonal with respect to pure tensors in W . A pure tensor, or more appropriately, a path, as we will refer to it from now on, is a vector |p in W of the form
where p(k) = (±) is the weight vector (+) or (−) in the k-th component V = Q(q)(+) ⊕ Q(q)(−) of W . Think of W as a semi-infinite 'spin-chain': there are two possible, equivalent anti-ferroelectric ground states. We choose to work with the one that satisfies the following boundary conditions
Let us denote by P the set of all paths that satisfy (1.2.4). These paths are the eigenvectors of the CTM in the low-temperature limit q → 0 − . In [K] the crystal base B(M ) was introduced for an integrable representation M of U q (g). It is a base of M at q = 0 that enjoys remarkably simple combinatorial properties.
Consider the level-1 vacuum representation M = V (Λ 0 ) for U q sl (2) . There is a natural isomorphism between the set P and the crystal B V (Λ 0 ) [MM] (see also [JMMO] and [(KMN) 2 ]). In other words, the paths, which are the eigenvectors of the CTM at q = 0, are at the same time the base of V (Λ 0 ) ⊂ W at q = 0.
In this work, we take a first step to extend the above result to q = 0. We infer, on the basis of direct computations, that the subspace of W spanned by the eigenvectors
of the CTM is isomorphic to V (Λ 0 ) under the action of U q sl (2) -the action via the infinite comultiplication on W .
Related work
In [B2] , Baxter discussed the eight-vertex model. In particular, at the point where it reduces to two decoupled Ising models, the diagonalization of the CTM by means of the spinor representation is given. There are more results in [Da1] , [TP] , [IT] for the Ising case, also on the basis of the free fermion structure of the Ising model.
As for the six-vertex model, in [Da2] , the diagonalization of the CTM Hamiltonian is studied in the ferroelectric phase.
Interesting observations are given in [Te] : the CTM Hamiltonian is a boost operator for the row-to-row transfer matrix (cf. [SW] , [T] ), and in [SB] : there is a similarity in the spectrum of the CTM in the thermodynamic limit at an off critical temperature and that of the row-to-row transfer matrix on a finite size lattice at the critical temperature. The latter was further discussed in [DP] , [F] .
The eigenvectors of H

The model
We consider the six-vertex model in the anti-ferroelectric regime, which is one of the simpler off-critical lattice models with an exact solution [B1] . The variables of the model are arrows that live on the bonds of a lattice, and can point in either direction. In this paper we use 'signs' (±) instead of 'arrows' as we shall explain below.
Draw the lattice diagonally, i.e., with bonds to be directed SW-NE or SE-NW. Let (+) (resp. (−)) stand for an arrow that points upwards (resp. downwards). Figure 2 .1 shows an equivalent pair of signs and arrows around a vertex. To each configuration of signs around a vertex we associate a Boltzmann weight. One can think of the signs in the upper row as an initial configuration that develops to a final configuration given by the signs in the lower row, with a probability given by the corresponding Boltzmann weight. The non-vanishing Boltzmann weights, written as rotated by 45
• clockwise, are
All other possible configuration have vanishing Boltzmann weights. The parametrization (2.1.1) has the following meaning in connection with the R-matrix of U q sl (2) . Let V be the 2-dimensional Q(q) vector space with the distinguished base vectors (+) and (−). Introduce a matrix R(x, q) by
Then it satisfies the Yang-Baxter equation:
Definitions
Let A(x, q) be the CTM of the SE quadrant [B1] . In the large lattice limit, it is of the form (1.2.1), where H = H(q) acts on W given by (1.2.2) with V = Q(q)(+) ⊕ Q(q)(−).
Let us compute H. Set x = e λ . Note that the R-matrix given by (2.1.1-2) is proportional to the identity matrix at λ = 0. Let R(x, q) = 1 + r(q)λ + O(λ 2 ) be the expansion of R(x, q) at λ = 0. We have
Here r(q) k,k+1 means r(q) acting on the k-th and the (k + 1)-th components of W . We expect that the difference of any two eigenvalues of H is an integer.
Let us compute H explicitly. We denote by (s s ′ ) the k-th and the (k + 1)-th components of a vector in W . Define two operators P ′ k and Q k that act on (s s ′ ). The prime in P ′ k is because this operator will be re-defined shortly.
O. Foda and T. Miwa
The diagonal operator P ′ k is given by
where
The operator Q k is given by
In other words, it permutes adjacent spins that are different. We also define an operator S k that measures spin. It acts on the k-th component of W as
From the Boltzmann weights, and the above definitions, one can show that the Hamiltonian H is given by
We call the path
the ground-state path: or the zero-temperature ground state. The point is that, as we will see, at q = 0, the true ground state (i.e., the lowest eigenvector of H) consists of an infinite linear superposition of paths, with q-dependent coefficients. At q = 0 the ground state reduces to the above path |Ø . The coefficients of all others vanish. We fix the value of the spin operator S = ∞ k=1 S k on |Ø as S|Ø = 0. Consequently, S is well-defined on all the paths in P. We call the eigenvalue of S at p the spin of p and denote it by s(p). We define
We refer to them as the depth and the length of p, respectively. The depth is the 'inversion number' of p relative to the ground state path: that is, starting from the ground state path, it counts the minimal number of inversions one has to perform on neighbouring pairs (+, −) or (−, +) to obtain a certain path.
The length gives the extension of spin fluctuations in p, as compared to the ground state path: that is, it gives the left-most spin position following which a given path coincides with the ground state path.
The renormalized Hamiltonian
Starting to compute the eigenvectors of the CTM Hamiltonian given above, one finds immediately that its eigenvalues are infinite. That is why we refer to H as the 'bare' Hamiltonian. We need to renormalize it.
First, we look for the lowest eigenvector |φ . In all generality, we expect it to be of the form
where the sum is restricted to such paths that s(p) = 0. We are going to subtract an infinite scalar from H in such a way that the lowest eigenvalue is shifted to 0. We will surmise that this infinite scalar can be defined consistently, order-by-order in a pertubation expansion in q, and refer to the final result as the 'renormalized' Hamiltonian.
The first step is to redefine P ′ k so that the energy of the ground state path is 0. We define P k by
We define the 'classical' energy ω(p) of a path p to be the eigenvalue of P = ∞ k=1 kP k at p. This is the actual energy of a path at q = 0. We suppose the renormalized Hamiltonian is of the form
Here R k is a scalar to be determined in the recursive process of computing c(p, φ). We wish to choose R so that the lowest eigenvalue of H re is zero.
Spin-0 paths
Denoting the paths in terms of + and − spins is not convenient for long paths. Let us introduce a more concise notation. Given a path p of spin-0, we define a list of non-negative integers
as follows. Let us introduce the auxiliary parameters k, s and c. We start from k = 0, a = [ ], s = −1, c = 0. We increase k. At the k-th process we do the following; if s = p(k) then if c = 0 then (i) add 0 to a at the last column (ii) change s to −s else (i) change c to c − 1 else (2.4.1) (i) add c + 1 to a at the last column (ii) change c to c + 1
The list a satisfies
The correspondence between the spin-0 paths and the lists satisfying (2.4.2) is oneto-one. We label p as (a(i)) 1≤i≤m where m = max{i | a(i) = 0}. The following are the paths of spin 0 and length less than 6.
A perturbative expansion
We are going to solve
perturbatively at ε = 0. (H re is given in (2.3.2).) We assume the following functional form of the coefficients in (2.3.1):
We set c l (0, φ) = 0 for later convenience. We assume also that
where the coefficients r jk are yet unknown. We define the operators Q + k and Q − k as follows.
With this notations, (2.5.1) reads as
Let us determine the unknown terms r jk . Consider (2.5.3) for |p = |Ø . Then, by using (2.5.2) we have 5.4) or equivalently
With this choice the recursion equation (2.5.3) becomes self-contained. It can be solved self-consistently if and only if the succesive coefficients satisfy the asymptotic factorizability: for any j the equality
holds for sufficiently large k. In fact, if (2.5.5) is valid (and that is certainly the case according to our extensive computer checks), we can truncate the summation on k in (2.5.3) at a sufficiently large value of k, and compute c l (p, φ) independently of the cut-off.
Example. Let us illustrate how we perturbatively solve (2.5.3). Take |p = |1 . Then, for l = 0, (2.5.3) reads as c 0 (1, φ) + c 0 (Ø, φ) = 0. Therefore, we have c 0 (1, φ) = −1. Similarly, we have r 0k = −1 for all k. Therefore, for l = 1, (2.5.3) reads as
Using that c 1 (Ø, φ) = 0, c 0 (1, φ) = −1, c 0 (11, φ) = 2, c 0 (101, φ) = 1, c 0 (1001, φ) = 1, . . . , which are computable prior to c 1 (1, φ), we have c 1 (1, φ) = 0.
Excited states
Take s ∈ Z and ω ∈ Z >0 . An excited state with spin s and energy ω is a formal sum |v = p c(p)|p satisfying S|v = s|v , (2.6.1)
Let us denote the space of such vectors by H s,ω . Suppose that there are m distinct paths p 1 , p 2 , . . . , p m that have the same values of the spin and the classical energy. Then, one can expect that there are m distinct solutions to the eigenvalue equations (2.6.1-2). We use the following Ansatz: choose i ∈ {1, 2, . . . , m}, and impose that
Here we denote by ι(p, p ′ ) the inversion number of p relative to p ′ . For example,
The recursion equation reads as
We denote the eigenvector obtained from (2.6.3-4) by |v(p i ) .
We have ω(p) − ω = 0 for p = p j . Therefore, for each j ∈ {1, 2, . . . , m} and each l, we get a consistency condition from (2.6.4). We have checked extensively that these consistency conditions are indeed satisfied. An analytic proof is outside the limited scope of this paper.
The highest weight vector and descendants in
To recall, the object of our interest is the semi infinite tensor product W (1.2.2), of copies of the 2-dimensional irreducible representation V , of U q sl (2) . We can think of the weight vectors (+) and (−) of V as spin-up and spin-down, or equivalently, as spin-1 2 and spin-−1 2 .
The action of the generators of U q sl (2) on V is as follows:
Notice that the generators form pairs that have the same action on the spin variables. In our conventions, co-multiplication is of the form:
Formally, the action of e i , f i and t i on W is as follows:
From now on we abbreviate ∆ (∞) (e i ), ∆ (∞) (f i ) and ∆ (∞) (t i ) to e i , f i and t i , respectively.
We have t 0 t 1 = 1 on V . Since we are aiming at constructing the level-1 vacuum representation in W , we define
Therefore, t 0 t 1 = q on W . Consider a formal element of W :
Our point is that, at q = 0, the physical states are infinite linear superpositions of paths in W . We use the convension c(0, v) = 0. Let us introduce a partial net spin s k (p) by
We define a map σ
Note that s σ ± k (p) = s(p) ± 1. Formally, the actions of e i and f i given by (3.1.1) can be expressed as follows:
These sums contain infinitely many terms. Therefore, if we take an arbitrary element of the form (3.1.2), the right-hand-side of (3.1.3) is not always well-defined. We overcome this difficulty as follows: Firstly, we make use of the fact that the generators of U q sl (2) come in pairs, (e 0 , f 1 ) and (e 1 , f 0 ), that generate identical paths in the sum (3.1.3). The only difference is in the factors of q that they obtain. But we will see that these factors of q are independent of k if k is large. Hence, though the action of a single generator gives rise to an infinite number of terms, the actions of certain linear combinations of two generators, which we will denote by g + and g − in the below, generate only a finite number of terms in the sum.
Secondly, if we restrict our attention to the highest weight vector and the descendants, we can compute the actions of the generators in closed form by using the highest weight condition (3.2.2) and the usual commutation relations among the Chevalley generators.
Proposition 3.1 Define
The action of these operators on W is given by the following finite sum.
This is immediate from (3.1.3). The finiteness follows from the fact that the asymptotic values of s k (p) in (3.1.4) and (3.1.5) when k → ∞ are s(p) − 1 2 and s(p).
The highest weight vector
By the highest weight vector we mean a linear combination of paths Since we are aiming at the embedding
we also require
We have, in particular, that c(p, vac) = 0 unless s(p) = 0. For simplicity we abbreviate c(p, vac) to c(p) in this section. In order to get c(p), we may solve (3.2.2) perturbatively in q, just as we did for (2.5.1). However, using the observation we made above, it is possible to compute c(p) exactly.
Example. Let us compute c(1). We use (f 1 − t 0 e 0 )|vac = 0. Applying (3.1.5) for p = (− − − + − + · · ·), we get In general, we proceed as follows. The equations (3.2.2-3) imply
Therefore, by using (3.1.4-5) we have
The question now is whether we can solve the above equations simultaneously. In the following, we show that the system of linear equations (3.2.5-6) is of blocktriangular form. We conjecture that the diagonal blocks are invertible. Let P l,s be the set of paths p such that l(p) = l and s(p) = s. Then we have bijections
In fact, the cardinality is equal to l − 1 [
. The bijection from P l,−1 (l : even) or P l,2 (l : odd) to P l,0 is constructed as follows. Take p ∈ P l,−1 or p ∈ P l,2 . Consider −p(1), −p(2), . . . , −p(l−1) , and apply the procedure (2.4.1) to this finite sequence, then we get a list a ∈ P l,0 . For example, the correspondence up to l = 4 goes as
2 . Therefore, the system of linear equations is of block-triangular form with respect to the length of paths.
The coefficients of the first few equations are as follows. 
The following is the list of c(p) for |vac up to l(p) = 6. 
Descendants
The descendants are by definition the vectors obtained from the highest weight vector |vac by the actions of f 0 and f 1 . We give a recursive formula for getting the descendants. Note first that by (3.1.4-5) the action of g + and g − are finite on the space of vectors of the form (3.1.2). In particular, the space of vectors created upon |vac , which we denote by U , is well-defined. Let us give a recursive formula for the actions on U , of the Chevalley generators of U q sl (2) . We use the notation
We define the action of d on U by d|vac = 0. Take s ∈ Z and ω ∈ Z >0 . An descendant of spin s and energy ω is a vector |v of U satisfying t 1 |v = q 2s |v , d|v = ω|v . Let us denote the space of such vectors by U sω .
Example. Let us calculate a few coefficients of f 0 |vac and f 1 f 0 |vac . We have
From (3.1.4) a first few coefficients read as
Similarly, we have
A first few coefficients are
4. Identity between the eigenvectors of H and the U q sl (2) -weight vectors
Conjecture
In §2 we developed a scheme for diagonalizing the CTM Hamiltonian H re acting on W , and introduced the space of eigenvectors H sω of spin s and energy ω. In §3 we developed a scheme for realizing the level-1 vacuum representation of U q sl (2) in W , and introduced the space of weight vectors U sω of spin s and energy ω.
We set forth
Conjecture 4.1 The eigenvectors of H re form the level-1 vacuum representation V (Λ 0 ) of the quantum affine Lie algebra U q sl (2) , i.e., we have H sω = U sω .
As a corollary we deduce that
In this section we report on our checks on this conjecture. We used mostly the following data.
Data for H sω . 
Checks
We made the following five different checks.
Check 1: Comparison of Data 1 and Data 3.
This check is particularly important because c(0 · · · 0 k−1 1, φ) are the renormalization terms R k in (2.5.4). Note that Data 1 contain only first 6 nontrivial coefficients (0 ≤ k ≤ 5), but of longer paths than Data 2, which are exact but limited to the paths of length less than or equal to 9. We checked the coincidence of these two sets of data within the common region of accuracy and length.
Here are the relevant part of Data 3 in addition to those given in §3. 
of k for k ≥ max(2l − 1, 0). In general, we conjecture that the following two asymptotic properties. We use the list notation (2.4.1) for the spin-0 paths.
(A) For any path p, the coefficient c
for k ≥ 2l + 1. The case when p ′ = (1) was already mentioned in §2.
Check 2: H|vac = 0 by using Data 3. Let us abbreviate c(p, vac) by c(p). Given a spin-0 path, we wish to check
Let us discuss a simple example.
Example. Let us consider (4.2.1) for p = (+ − − + − + · · ·). We have ω(1) = 1, and c(0 · · · 0
. . for k = 1, 2, 3, . . ., as given previously.
The second sum in (4.2.1) reads as c(Ø) + 3c(11) + 4c(101) + 5c(1001) + · · ·. The relevant terms which are not included in the Since we can take account of only finitely many terms, we must estimate the accuracy we can expect. We use the paths of length less than or equal to 9. Admitting the asymptotic factorization (B) mentioned above, we can expect the cancellation mod ε 9 . This is in fact true. Following a similar procedure we have checked that H re |vac = 0 within the accuracy expected from Data 3, and also that the state f 0 |vac is the first excited state of H re with eigenvalue 1. However, because the coefficients are much more complicated for this state, we could perform the computations only for all paths up to length 8, and to lowest non-trivial order in ε.
Check 3: Comparison of Data 2 and Data 4.
The consistency of the equation (2.6.4) is not obvious, especially when the eigenvalue has non-trivial multiplicity. Therefore, we computed Data 2 rather extensively, i.e., the energy up to 4, as a check of (2.6.4) itself. The result was in favor of our consistency assumption.
Then we checked the coincidence of Data 2 and Data 4 within the common region of accuracy and energy. We omit the details of this check, since the most of the data were created only in the memory of our computer.
Check 4: e 0 |vac = e 1 |vac = 0 by using Data 3.
Recall that the reason why we could evaluate coefficients c(p, vac) exactly, in §3, was that we made use of (3.2.4) instead of (3.2.2-3). In Check 4 that follows, we have to act with single generators e 0 and e 1 , so we end up with infinite series (3.1.3), and must turn to perturbation theory.
The equations read as
Example. Let us cosider (4.2.3) for p = (+ + − + − + · · ·). We are to check
The datum available in addition to those given in §3 is Assuming that
we can expect
which is certainly true.
In general, we have checked (4.2.2-3) up to the accuracy that are expected from the data for the paths of length less than or equal to 9.
Check 5: (4.2.4) by using some additional data.
Since we explicitly know the coefficients of only a finite number of paths: those up to length 9, the accuracy of the cancellations is rather limited. To make our check sure we computed a few more terms in (4.2.4) by solving (2.5.3):
By using this we checked (4.2.4) mod ε 15 .
The commutation relations
Since we are interested in the relation between H re , and U q sl (2) , we wish to evaluate their commutators. We have Each commutator maps a given path to an infinite superposition of paths. We will show that in each case of (4.3.1), the commutator in the left-hand-side gives the same superposition and the Chevalley generator in the right-hand-side, for each choice of a path.
We neglect all scalar terms in H re , since their contributions trivially cancel out in the commutators. We also discard the term proportional to S, since its commutators with e i , f i are known. So, we set H ′ = P ′ + εQ, and compute its commutators with e i , f i .
From §2, we recall that P ′ = ∞ k=1 kP ′ k , and Q = ∞ k=1 kQ k , where P ′ k and Q k are bi-local operators: they act on pairs of neighbouring spins (2.2.1-2). From §3, we recall the action of the co-multiplication of e i and f i on a path (3.1.1). The latter is the sum of an infinite number of semi-infinite tensor products. Let us use e ik , f ik to denote single semi-infinite tensor products, with a generator in the k-th position, e.g., But, they are precisely these cancellations that allow the final result to coincide with that obtained from the action of the Chevalley generator, and that contains no such multiplicative k-dependence.
The rest of the commutation relations can be proven in exactly the same way. We obtain: From these commutation relations, we can see that H re acts as a derivation of U q sl (2) .
As discussed above, these simple commutators is at this point unexpected and mysterious. Together with the direct checks that we discussed before, they encouraged us to present Conjecture 4.1.
Note added in proof. After finishing this work, [FT] was brought to our attention, where a study of CTM eigenvectors of the six-vertex model, both in the ferro-electric ∆ > 1, and anti-ferro-electric ∆ < −1 regimes, is presented.
The connection between our eigenstates, and those obtained in [FT] remains to be understood. The point is that Frahm and Thacker are considering the CTM eigenstates on the whole line, while our CTM eigenstates are on the half line.
We also add [PS] in our reference, in which the commutation relations between the row-to-row transfer matrix Hamiltonian and U q sl (2) is calculated on a finite lattice. Note that our commutation relations are between the CTM Hamiltonian and U q sl (2) .
