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INTRODUCTION
Since they arose in the early 1990s, risk managers have come to rely heavily on models that forecast the risks associated with financial portfolios. Often known as Value-at-Risk (VaR) models, these models in fact can and sometimes do forecast the complete density functions of prospective financial losses (or, equivalently, financial returns). The outputs of these models can then be used to forecast a variety of different measures of financial risk: these include measures such as the VaR and the Expected Shortfall (ES), but also families of risk measures such as coherent, spectral and distortion risk measures.
1 However, these risk forecasts are inevitably open to error -the density functions might be misspecified (giving rise to model risk), and model parameters are unknown, which forces risk managers to rely on estimated parameters and exposes them to parameter risk -and it is therefore important that risk managers have some idea of the precision or accuracy of the forecasts on which they are relying.
This paper investigates this issue, and addresses three particular questions related to the precision of risk forecasts:
• How can we estimate the precision of different risk forecasts? This is not a new question, and there is considerable literature on it (see section 3 below).
However, as we shall see, existing approaches are limited in a number of ways, and the present paper proposes a more flexible Monte-Carlo approach that is free of many of the limitations of the approaches proposed so far.
• What do we know of the distributions of estimators of financial risk measures?
In fact, we know from existing statistical theory that these distributions are asymptotically normal, and practitioners often rely on such asymptotic results as practical short-cuts. Unfortunately, we do not know how large the sample sizes must be for asymptotic results to be taken seriously. Thus, investigating the finite sample properties of these estimators is of considerable practical importance.
• What can we say about the relationship between the precision of risk forecasts and the underlying loss (or return) density function? So, for example, can we say 2 anything about how estimates of precision might be affected by factors such as skewness or tail heaviness in the underlying loss distribution? This is a very difficult question to answer in a general way, but we suggest a procedure that provides some useful insights into these issues and into related questions such as the relative precision of estimators of different financial risk measures.
This paper is organized as follows. Section 2 discusses the risk measures to be considered: the VaR, the Expected Shortfall, and the Spectral Risk Measures (SRMs). 2 Section 3 discusses the existing literature on the precision of estimators of financial risk measures, and section 4 discusses alternative estimators of precision.
Section 5 sets out our methodology for evaluating the precision of our risk-measure estimators, and section 6 looks into the difficult issue of the relationship between the precision of these estimators and the underlying loss (or return) distribution. Section 7 concludes.
ALTERNATIVE RISK MEASURES
Suppose our underlying random variable is the realised daily loss (which is positive for an actual loss, and negative for a profit) on a portfolio. If the confidence level is α , our first risk measure is the VaR at this confidence level, i.e.:
where α q is the α -quantile of the loss distribution. The VaR is the most widely used financial risk measure, but has been heavily criticized in recent years for some of its properties (e.g., its lack of subadditivity; see, e.g., Artzner et al., 1999) . Note, therefore, that the VaR is defined in terms of a conditioning parameter, the confidence level, the value of which usually needs to be specified -more or less arbitrarily -by the user.
Our second risk measure is the ES, which can be defined as the average of the worst α − 1 of losses. In the case of a continuous loss distribution, the ES is given by:
The ES gives equal weight to each of the worst α − 1 of losses and no weight to any other observations. The ES is superior to the VaR in a number of respects (e.g., it is subadditive and coherent). However, the ES is specified in terms of the same conditioning parameter as the 
where ) ( p φ is a weighting function defined over p, the cumulative probabilities in the range between 0 and 1. Borrowing from Acerbi (2004, proposition 3.4) , the risk measure φ M is coherent if and only if ) ( p φ satisfies the following properties:
• Positivity: 0 ) ( ≥ p φ , i.e., weights are always non-negative.
• Normalisation: ∫ = 1 0 1 ) ( dp p φ , i.e., weights sum to one.
• Increasingness: 0 ) ( ≥ ′ p φ , i.e., higher losses have weights that are higher than or equal to those of smaller losses. 3 We now need to specify a suitable weighting function ) ( p φ , and a good choice is the following exponential function:
where the coefficient k is the user's degree of absolute risk aversion. The function ) ( p φ can also be interpreted as the user's risk-aversion function. The user's risk aversion means that higher losses attract higher weights than small losses, and the more risk-averse the user, the more rapidly the weights will rise. The risk measure itself then can then be obtained by substituting (4) into (3), viz.:
Thus, an SRM has the attractive property that it takes account of the user's risk aversion. Furthermore, an SRM based on an exponential risk-aversion function is predicated on a single conditioning factor, the user's degree of absolute risk aversion.
And, unlike the earlier conditioning parameter, the value of this parameter is unique (i.e., because it is determined by the user's risk-aversion).
EXISTING LITERATURE ON THE PRECISION OF RISK ESTIMATORS
Naturally, we never actually know the values of our risk measures in practice, because the parameters of the loss distribution will be unknown. (This is true even in the favourable unlikely case where the form of the distribution itself is known, but we will ignore this issue here.) We must therefore work with estimates of these parameters, and this means that we must deal with estimators of our risk measures.
(We will henceforth call these "risk estimators" for short, to avoid the correct but ungainly term "risk-measure estimators".) This then raises a key question: how can we evaluate the precision -or more loosely, the accuracy -of risk estimators?
Before we begin to answer this question ourselves, we should first consider the answers provided in established literature, and the principal findings of 22 studies in this literature are summarised in Table 1 . 4 This shows that existing studies differ enormously in how they have addressed the precision issue. It also shows that many of these studies are limited in one way or another:
• The majority of them only apply to one risk measure, and typically the VaR.
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• Some approaches are limited to a single distribution (e.g., Jorion (1996) and Chappell and Dowd (1999) require that losses be normal).
• A number of approaches only give estimates of standard errors (i.e., and do not give confidence intervals). However, as discussed in the next section, standard errors can give misleading impressions of the precision of risk estimators.
• A considerable number of approaches are based on asymptotic theory, and asymptotic results might not be appropriate with the sample sizes that practitioners often have to work with. (2004)). However, such findings are essentially illustrative and one of the purposes of the present study is to shed more light on these and related issues.
PRECISION ESTIMATORS AND THE DISTRIBUTION OF RISK ESTIMATORS
We also we need to consider how to estimate precision itself. One obvious way to do so is to estimate the standard error (SE) of a risk estimator. The SE is helpful in its own right as a (rough and ready) estimate of precision, and can also be used to construct confidence intervals using textbook formulas. However, as Yamai and Yoshiba (2002) It is also useful to examine the related issue of the distribution of the risk estimators themselves. In fact, it is well-known in the statistical literature that linear combinations of order statistics are asymptotically normally distributed (see, e.g., Stiegler (1974) , Mason (1981) ), and this result implies that estimators of all three of our risk measures should be asymptotically normal. However, knowing that the distribution of risk estimators approaches normality in the limit as our sample size gets large does not tell us whether it is safe to assume that they are normally distributed for any given (finite) sample size: we don't know how quickly the estimators converge to normality as the sample size increases. Hence, if we are thinking of using asymptotic results, it is prudent to check if the distribution of risk estimators is 'close enough' to normality to allow those results to apply.
Such information is also important in determining the usefulness of several alternative precision estimators:
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• The SE as a precision indicator implicitly presupposes that the distribution is symmetric, and where distributions are asymmetric, we really need an alternative indicator that allows for this asymmetry.
• The SE is often used as an input to textbook formulas for confidence intervals, but this practice is only defensible if the underlying risk estimators are suitably 'well-behaved (e.g., symmetric, and normally or t distributed), and this 'wellbehavedness' condition might not hold empirically. Where such assumptions do not hold, we should use properly constructed confidence intervals (e.g., Monte
Carlo-based intervals) instead.
METHODOLOGY
We wish now to get some sense of how the precision of risk estimators varies across the different types of risk measure. However, this task is complicated by: (a) the variety of precision estimators available; (b) the possibility that results will depend on sample size and/or the conditioning parameter; and (c) the likelihood that results will depend on the underlying loss distribution (e.g., results might depend on the skewness or kurtosis of this distribution). Handling (a) and (b) is relatively straightforward, but dealing with (c) is more difficult because we cannot search over every plausible loss distribution. We therefore need a meaningful way to restrict our search, whilst also attempting to draw out conclusions of (hopefully) more general validity.
We also need some way of organising the search. One reasonable approach is based on the principle that we start from a simple benchmark distribution and get some sense of the precision of the different risk estimators in this benchmark case. A simple and well-understood (and therefore natural) benchmark is a standard normal distribution. We then need some way of generalising from this benchmark case to see how generalisation might affect our results. We would suggest thinking of generalisation in terms of the successive relaxation of the moment restrictions implied by our chosen benchmark (i.e., that the mean should be 0, the variance should be 1, the skewness should be 0 and the kurtosis should be 3). We initially generalise by relaxing the first and second moment (i.e., mean and variance) restrictions, and so move from a standard normal to an unrestricted normal. After this, we generalise further by successively relaxing the third and fourth moment (i.e., skewness and 8 kurtosis) restrictions. Naturally, we recognise that there are different ways of relaxing these moment restrictions, and there is no uniquely 'best' way to do: all we can do here is suggest a plausible procedure and then regard any conclusions we draw from this analysis as tentative hypotheses that would be subject to confirmation (or rejection) by later studies.
The precise approach is as follows. We first select a range of sample sizes, and in this paper we choose n equal to 250, 500, 1000 and 2000. These values correspond to sample sizes of 1, 2, 4 and 8 trading years at 250 trading days to a year: this is a good range, because risk practitioners would not usually work with sample sizes that are less than 1 trading year or more than 8 trading years. In fact, many practitioners would work with sample sizes of 250 or 500, so it is the shorter end of the sample range that we should mainly be interested in. We then select some illustrative parameter values for our risk measures (i.e., we choose values for the confidence level for our VaR and ES risk measures, and values for the coefficient of absolute risk aversion in the case of our SRM). We chose fairly standard confidence-level values of 90%, 95% and 99%, and we chose a fairly wide range of ARA values equal to 5, 25
and 100. Having made these calibrations, we then implement the following threestage procedure.
• Stage One: We select a standard normal benchmark and assume that losses are standard normal. We then estimate the precision of our different risk estimators using our two different precision estimators across the range of selected sample sizes, and thence evaluate how the precision of our risk estimators in the standard normal case changes as we alter the way that precision is measured and as we vary the sample size. . The former gives an example of a non-standard mean, and the latter an example of a non-standard variance. Given that the normal is 'well-behaved' and well understood, these two alternative cases should suffice to give a fairly complete picture of the sensitivities of results to changes in µ and σ .
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• Stage Three: Given that the normal restricts the skewness and kurtosis to 0 and 3 respectively, we now select two convenient cases involving skewness and excess kurtosis. More particularly, the impact of skewness is examined by selecting a two-part normal (2PN) distribution, where the latter is calibrated to produce a skewness of about 0.492. 7 Comparing this 2PN against the standard normal gives us a comparison between a distribution that has no skew and one that has a fairly pronounced skew, and this range of skewnesses encompasses those commonly observed in financial returns. The impact of excess kurtosis is captured by a zeromean, unit-standard deviation t distribution with 5 degrees of freedom. 8 This distribution has a kurtosis of 9, which is higher than the kurtoses usually reported for financial returns. Thus our comparison of the t and the standard normal implies that we are comparing a range of kurtoses from 3 to 9, and this range includes the kurtoses usually found for financial returns.
All calculations were carried out using parametric Monte Carlo simulation with 10000 simulation trials in each case: we run 10000 trials under the specified loss distribution, and estimate the various risk measures from the 'sample' order statistics generated in each trial; 9 we then estimate the (standardised) SE and (standardised) confidence interval from the 10000 sets of 'sample' risk estimates obtained in this way.
7 The 2PN can be represented in various ways, but the particular distribution chosen here is the ( These parameter values ensure that our 2PN has zero mean, unit variance, a skewness of about 0.492 and a 'small' (and hopefully negligible) excess kurtosis (equal to 0.148). For more on this distribution, see John (1982) . 8 This distribution has a pdf equal to v v / ) 2 ( − times the pdf of a Student-t with v degrees of freedom (taken in our calibrations to be 5). This distribution has zero mean, unit variance, zero skew, and (provided 4 > v , which is necessary for the kurtosis to exist) a kurtosis equal to
. For more on the Student-t, see Evans et alia (2000, p.180 ).
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RESULTS
Stage One: Standard Normal Losses
We begin by examining the distributions and precision measures of our risk estimators under standard normality.
VaR results
The results reported in Table 2 suggest that the standard normal VaR estimators have the following properties:
• Their means rise with α and are invariant to n, as expected.
• Their standard errors rise with α and fall with n , as expected.
• Their skewnesses tend to be positive, rise with α , fall with n , and go to zero as n gets large.
• Their kurtoses tend to exceed the normal kurtosis (i.e., 3), rise with α , fall with n , and approach 3 as n gets large.
• Their Jarque-Bera (JB) test results are not supportive of normality, except where α is low and n high.
• The precision results indicate no clear pattern as α rises (which is perhaps a little surprising given that we might have expected that precision would consistently fall with the high values of α that we are considering), but they do indicate that precision rises with n (which is what we would expect).
Insert Table 2 here
The third, fourth and fifth findings suggest that VaR estimators tend to normality as n gets large, but they also approach normality more slowly as α gets larger. This impression is confirmed by Figure 1 , which shows histograms for the 90% and 99% VaRs for sample sizes of 250 and 500. This Figure indicates 
ES results
The ES results reported in Table 3 and illustrated in Figure 2 are similar to the VaR ones in most ways (e.g. they generally exhibit a positive skewness, have comparable precision, etc.) and the only other noteworthy features are the following:
• The skewness, kurtosis and JB results usually suggest that ES estimators are a little 'closer to normal' than the earlier VaR estimators.
• The precision measures are now 'well-behaved' in the sense that they indicate that precision falls with α as well as rises with n. Taken together, these first two bullet points suggest that ES estimators are a little 'better behaved' than VaR estimators.
• Most importantly, in this standard normal case, the precision of ES estimators is of much the same order of magnitude as that of VaR estimators. Table 3 
Insert
SRM results
The corresponding results for the SRM risk measure are shown in Table 4 and illustrated in Figure 3 . These suggest that the ARA coefficient plays much the same role in SRMs as the α parameter plays with the VaR and ES. These results are broadly similar to the earlier ones, and it is particularly interesting to note that estimators of all three risk measures have similar precision. These results also suggest that SRM estimators tend to be a little bit closer to normal than the ES estimators, and are certainly closer to normal than the VaR estimators.
Insert Table 4 we might expect on a priori grounds. More specifically, we get the following results, given in Table 5 to 7:
An increase in µ :
• impacts the means of the risk estimators pari passu (in the cases of VaR and ES) or close to pari passu (in the case of the SRMs);
• has a 'small' negative impact on the standard error, which declines as n gets larger; and
• has a 'moderate' widening impact on the confidence intervals, and this impact declines as n gets larger.
An increase in σ :
13
• leads to major increases in the means of the risk estimators, and these increases are of broadly the same order of magnitude across the different risk measures and are greater for higher α ; and
• leads to the same precision estimates as in the standard normal case. Thus precision estimators are 'well behaved' and are of broadly the same magnitude across the risk measures.
Drawing these findings together, perhaps the most significant conclusion is that for normally distributed losses, estimates of precision are of much the same order of magnitude across the different types of risk estimator.
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Insert Table 5 here   Insert Table 6 here Insert Table 7 here Stage Three: Non-Normal Losses (Impact of Skewness and Kurtosis)
Impact of skewness
The skewness results are presented in Tables 8. These are presented as the relevant 2PN estimate divided by the corresponding standard normal estimate. This format makes it easy to see the impact that skewness makes. These results paint a very clear picture, i.e., introducing skewness:
• has a notably positive impact on the standard errors;
• has a negligible effect on the width of the confidence intervals;
and these results hold for all risk estimators.
Insert Table 8 here
Impact of kurtosis
Tables 9 give the corresponding kurtosis results, in this case expressed as the ratio of the precision estimates generated under our specified t distribution divided by the 10 These findings should be no surprise given that the normal is so well-understood. 14 corresponding estimators generated under the standard normal. The main highlights are:
• Risk estimators under the t-distribution are always less precise than their counterparts under standard normality, and this suggests that excess kurtosis makes risk estimators less precise.
• Increasing the conditioning parameter (i.e., depending on the risk measure, the confidence level or the degree of risk aversion) makes risk estimators under the heavy-tailed distribution less precise, relative to their counterparts under standard normality.
• By and large, the ratios are somewhat higher for the ES and SRM estimators.
This suggests that tail heaviness has a greater (though not much greater) deleterious effect on the precision of ES and SRM estimators than on the precision of VaR estimators.
Insert Table 9 here
CONCLUSIONS
This paper addresses three main issues. The first is the question, how can we estimate the precision of different risk estimates? Various methods have been suggested in the existing literature, but many existing methods are subject to significant limitations: they apply to one risk measure only (typically the VaR), or are limited to specific distributions (e.g., the normal distribution), or only give estimates of standard errors (i.e., and don't give estimates of confidence intervals), or rely on asymptotic theory (which may not be appropriate empirically). We suggest an approach based on Monte Carlo simulation that is free of the above limitations.
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The second issue addressed is the distribution of risk estimators. We know from existing statistical theory that the distribution of risk estimators is asymptotically normal. However, this theory does not tell us how quickly estimators converge to 11 As hinted at in footnote 5, a limitation of our approach is that we restrict our attention to unconditional estimators and ignore time dependence in losses or returns. We believe that most of our findings would also apply to conditional estimators that take account of time dependence (see the next note), but investigating the impact of such extensions would be an involved task beyond the scope of our present study. Another limitation worth pointing out is that we do not consider how estimators might be improved using variance-reduction methods. For on this latter issue, see Inui and Kijima (2004 estimates. This procedure generates some insightful results, including the following:
• When the loss distribution is normal, estimators of all three risk measures have similar precision.
• The impact of skewness on precision depends on how we measure precision:
introducing skewness has a noticeable positive impact on (standardized) standard errors, but no notable impact on (correctly estimated standardized) confidence intervals.
• Introducing excess kurtosis into the loss distribution has the effect of making all risk estimators less precise than they were, and it reduces the precision of ES
and SRM estimators somewhat more than it reduces the precision of VaR estimators.
Of course, we recognise that these results were obtained for specified distributions, and it is possible that a different set of distributions might lead to somewhat different conclusions. We therefore offer these conclusions as tentative hypotheses -albeit plausible hypotheses -that other researchers might wish to investigate further.
12 These results were generated under the assumption of unconditional normal losses. However, statistical intuition would suggest that our results about the distribution of risk estimators are likely to be robust: for example, if losses are heavier tailed than the normal, or conditionally distributed, then we would often expect these changes to slow down the convergence to normality even further. Thus, if anything, we would suggest that our results about the slowness of convergence to asymptotic normality are likely to be over-optimistic, and this would reinforce our warning about the dangers of invoking asymptotic results in a practical risk measurement context. Notes: Based on 10000 iid Monte Carlo simulations using a N(0,1) loss distribution. s and k are the estimated coefficients of skewness and kurtosis.
FIGURES FIGURE 1: DISTRIBUTIONS OF STANDARD NORMAL VAR ESTIMATORS
TABLES TABLE 1: STUDIES THAT HAVE ADDRESSED THE PRECISION OF RISK ESTIMATORS
Study Relevant Findings
Kendall and Stuart (1972) Derives formula for asymptotic variance of quantile estimator: for quantile x at confidence level α and density ) (x f , this variance is Reiss (1976) Deals with asymptotic expansions for variance of sample quantiles; more accurate than Kendall-Stuart formula, but not so tractable. Jorion (1996) Obtains standard error formula for quantile where losses are normally distributed.
Pritsker (1997) Examines precision of VaR estimators using Monte-Carlo simulation.
Butler and Schachter (1998) Proposes kernel and bootstrap methods to estimate the precision of VaR estimators. Chappell and Dowd (1999) Uses variance-ratio theory to obtain confidence intervals for normal VaR.
Gourieroux et alia (2000)
Show asymptotic normality of kernel estimators of VaR.
McNeil and Frey (2000)
Uses profile maximum likelihood to estimate confidence intervals for VaR.
Dowd (2001)
Uses order-statistics theory to obtain confidence intervals for VaR.
Mausser ( 'small' excess kurtosis of 0.148) to the relevant statistic for a standard normal distribution. α is the confidence level, n is the sample size, and LB and UB refer to the lower and upper bounds of the confidence intervals. Notes: Based on 10000 Monte Carlo simulation trials. The Table reports the ratios of the relevant statistic for a t distribution (with mean 0, std 1, and 5 degrees of freedom) to the relevant statistic for a standard normal distribution. α is the confidence level, n is the sample size, and LB and UB refer to the lower and upper bounds of the confidence intervals.
