This is a technical note which solves Moon's conjecture for the exact asymptotic formula for the expected length of the longest path in Shreve's random network for large magnitude (source number).
I n t r o d u c t i o n
We consider the problem of determining the exact asymp totic formula for the expected length /" of the longest path for a large number n of sources in the (topological) random network model of Shreve [1966] . This problem was first studied by Shreve [1974] via computer simulations for trees having up to 500 sources (999 junctions). The first rigorous results were obtained by Moon [1980] , where it was shown that in distribution to a random variable Dc function given by /, 
In a recent paper by Mesa and Gupta [1987] it was shown that /,:
The basic reason that the results there cannot completely resolve the problem is that for a network with random link lengths, the length of the longest path need not coincide with the path having the maximum number of junctions. The purpose here is to completely resolve the problem by show ing the reverse inequality (asymptotically) to be true, thus ceiling Moon's conjecture in the affirmative! The approach relies on a result of Kolchin [1978] , stated below, and an interesting connection with a somewhat sensitive expected value calculation for the maximum of a Brownian excursion process. More general connections with extreme values of the Brownian excursion process are given in the work by Gupta et al. [1989] .
S o l u t i o n In the notation of Moon [1980] . let /" = p.{Dn) = ED", where D" is the length (random variable) of the longest path is a random network of magnitude /;. We will prove (2) for ■ he random model. is not permitted; in fact, it leads to the erroneous conclusion that ED* = 0 since J .
(1 -(kx)2/2) exp {-(kx)2/4} dx = 0
The quickest resolution of this problem is to make the observation that G(x) = FMy/lx) is the distribution func tion of the maximum of the Brownian excursion. For it is known [Durrett and Iglehart, 1977, p. 132] 
Thus the correct calculation of ED, simple change of variable, i.e., follows from (8) by a ED* = 2 y^r (9) In general, the transition from convergence in distribution to convergence of expected values (of n~mD" to £>J requires considerations of uniform integrability. To get around this, we simply note that it is always possible by Skorohod's theorem to put the random variables {D"}. D* on the same probability space such that {£>"} converges to D* with probability 1. In particular, then, one can get by Fatou's lemma of real analysis [see Billingsley, 1986. Theorem 25.11, p. 347] lim inf E{n ' ,/2D"} s* ED* = 2\fn
Our proof is based on an application of a general result of h nQW foy0WS from trus wjth (1) and (3) 
