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Abstract 
Grid computing infrastructures are inherently dynamic and unpredictable environments shared by a large 
number of users. Grid Scheduling aims to make the most efficient use of Grid resources while providing 
the best possible performance for Grid applications and satisfying their associated performance, budget 
and policy constraints. Scheduling in such a large-scale, dynamic and distributed environment is a com-
plex undertaking. 
Traditional approaches to Grid scheduling have focused on the performance prediction of applications and 
workflow tasks and the negotiation and creation of advance reservations. These approaches have several 
major drawbacks, most notably their scalability and the underlying assumption that most resources support 
advance reservations. These problems make advance reservations based approaches unsuitable for use in 
large-scale Grid deployments. 
This thesis proposes an alternative approach to solving the Grid scheduling problem. It presents a schedul-
ing formulation that abstracts over the details of individual applications and jobs, focusing instead on the 
global optimisation problem and the stochastic nature of typical Grid environments. It models the unpre-
dictability of Grid computing environments in terms of queueing theory and develops scheduling models 
which are solved for cost-optimality while ensuring the satisfaction of Quality-of-Sei-vice constraints for 
all applications. 
Our work incorporates capacity planning techniques into the formulation to ensure efficient resource pro-
visioning while guaranteeing that the application QoS constraints can be met for current and future work-
loads. The model provides significant performance advantages over existing Grid scheduling approaches, 
including lower average execution costs, higher resource utilisation, fewer failures and improved perfor-
mance in the face of network delays. Furthermore, it has the ability to schedule over millions of resources, 
significantly increasing the size of scheduling problems that can be solved efficiently. 
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Chapter 1 
Introduction 
1.1 Overview 
Grid computing is defined as coordinated resource sharing and problem-solving in scalable, dynamic, 
multi-institutional collaborations. This, in most cases, involves the use of middleware to abstract over the 
heterogenity of the underlying Grid resources. Grid computing aims to enable access to a wide anay of 
resources, while abstracting over their physical characteristics. This often involves the use of a complex 
network of software and services, which allows the use of these resources in an aggregated, coordinated 
and user-friendly manner. 
Like many new significant concepts and technologies that we now take for granted. Grid ideas have been 
inspired by, and are being applied to, the issues faced by the researchers tackling fundamental problems 
in science and engineering. Applications scientists and engineers harness the power of thousands of 
compute nodes to perform important tasks. What began as an effort to build Grids of compute and storage 
resources has now expanded into a network of large supercomputers and small handheld devices alike. 
Grid technology has moved from the academic circles into industiy, solving real-world problems ranging 
from weather prediction and healthcare to the finance industry and transaction-processing systems. With 
users in the order of thousands, if not millions, and resources ranging in size and complexity, policy 
constraints, capabilities etc, coordinating the execution of applications on the Grid, so as to make the best 
use of the underlying resources while satisfying the users' needs and QoS constraints, is an extremely 
challenging task. 
Furthermore, with the ability to define ever more complex applications and their Quality-of-Service con-
19 
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straints, and the emergence of Commercial Grids, where the objective is not only to get work done but also 
to get it done for the cheapest price, Grid schedulers need to make informed decisions about the perfor-
mance and costs of resources. Resource Brokering has hence become a fundamental part of scheduling. 
Grid resource management, broadly defined, is the process of discovering resources, identifying applica-
tion requirements, matching these requirements to resource capabilities and scheduling and monitoring 
these applications over the available Grid resources in the most efficient manner possible. Most current 
work in Grid resource management or scheduling has resulted in bespoke, domain-specific approaches 
that become increasingly difficult and inefficient when applied to a generic, multi-puipose Grid. Further-
more, most resource management approaches seek to schedule each application that is submitted to the 
middleware individually. Such an approach is inefficient, especially in large-scale, heavily-loaded Grids. 
Grid applications today are usually defined in terms of workflows: Directed Acyclic Graphs (DAGs) that 
represent the various stages involved in the execution of a job and the communication and cooperation 
required between these various stages. The Grid challenge is to enable the predictable and efficient end-
to-end execution of this workflow, commonly known in Grid computing circles as Workflow Enactment. 
In this thesis, we propose a new, generic approach to scheduling Grid applications and workflow enact-
ment for small and large Grids alike. Most previous work on Grid scheduling makes simplifying assump-
tions that preclude the applicability of the work to realistic (real-world) Grid applications. We assume no 
such simplifying assumptions in our work, save that the Grid is being used in a real-world scenario, with 
real-world jobs being submitted to it and that there is a correspondence in how the real world operates 
and how the Grid is being used. This opens up an immense body of work to draw inspiration from, in-
cluding various studies which have investigated real-world workloads and their characteristics in domains 
as diverse as hospitals, banks, airports etc. The results of these studies were used to determine optimal 
schedules meeting staffing needs, resource allocation requirements etc [99, 77, 78]. 
1.2 The Grid Architecture 
The Grid is an infrastructure which allows for the "flexible, secure, coordinated resource sharing among 
dynamic collections of individuals, institutions and resources, known as virtual organisations"[52\. The 
establishment of such an infrastructure requires new technology. In this section, we provide an overview 
of a Grid architecture, along with its protocols, major system components, APIs etc, and define how the 
interaction of these components achieves our objectives. 
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Grid applications need to be flexible enough to be used across a range of potential platforms and en-
vironments. While older grid architectures used dedicated solutions with rigidly controlled hardware 
and environments, this approach is not scalable and causes problems when integrating diverse types of 
platforms. An obvious solution is to remove the highly platfoirn-specific elements and move to a more 
generalized environment. 
The Service Oriented Architecture (SOA) [9] is a component-based model for building applications that 
divides applications into a number of discrete services that, individually, perform a specific function but 
when put together make up the components of a larger application. SOA bonows from the Object Orien-
tation paradigm, where distributed objects communicate and co-operate using technologies like CORBA, 
extending it using Web services [4] to make these objects easier to find and identify, thus also making it 
easier to deploy and distribute an SOA-based application. Because Web services are based on open stan-
dards and are, by definition, architecture and platform-neutral, SOA-based applications can be deployed 
across a wide range of platforms. Grid computing offers an efficient model for the distribution of informa-
tion and resources, a key feature of the SOA model. A SOA in turn offere flexible methods for composing 
Grid applications, building on the dynamic nature of Grid environments and making them increasingly 
transparent and supported on a wider range of platforms and environments. 
Tot)ls and applications USER APPl.ICATIONS 
COLLECTIVE SERVICES 
RESOURCE AND 
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FABRIC 
Figure 1.1: The Grid Architecture [53] 
The Grid architecture [53] follows the hourglass model in that we define a small set of core abstractions 
and protocols onto which high-level behaviours can be mapped and which themselves can be mapped onto 
many underlying technologies, thus building in the flexibility and abstraction of the SOA. 
The Fabric Layer in figure 1.1 is composed of the various Grid resources, including compute resources, 
network links, storage resources etc, to which shared access is mediated by the Grid protocols. The actual 
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physical characteristics of the resource, e.g. the system protocols, ai'e not the concern of the Grid architec-
ture. The Grid is mainly concerned with support for local operations which support the higher level Grid 
operations. As a minimum, resources should support enquiry mechanisms, allowing for the discoveiy 
of resources, their capabilities, properties, state and structure and resource management operations that 
provide control over the QoS provided by the resource. 
The Connectivity Layer defines the core communication and authentication protocols required for Grid-
specific network transactions/operations, e.g. transport, routing and naming. These protocols enable the 
exchange of data between the Fabric layer resources. The Authentication mechanisms are built on top 
of this layer. In Virtual Organisation environments, these mechanisms include single sign on, delegation, 
integration with local security solutions, user-based trust relationships etc. 
The Resource Layer builds on the underlying Connectivity Layer to define protocols for negotiation, 
monitoring, accounting and payment operations on the individual resources. This layer can also interact 
with the Fabric Layer directly to access and control local resources. In a similar way to the Fabric Layer, 
the Resource Layer implements operations relating to information discoveiy, e.g. workloads, configuration 
and usage policy, and resource management, e.g. process creation, advance reservations and data access 
etc. 
The Collective Layer focuses on interactions relating to protocols and services that are global in nature, 
i.e. they are not tied to a single resource. These services include directory services, co-allocation and 
scheduling services, monitoring and diagnostics services, workload management services, community 
authorisation services and data replication services etc. Our work targets the scheduling and resource 
management sei-vices within this layer in the Grid architecture, which seek to optimise the collective use 
of Grid resources amongst the various Grid users and applications. 
The Applications Layer is the top-most layer in the Grid architecture. This layer is composed of the 
user applications that are constructed in terms of the services defined at lower layers. Grid scheduling 
and resource allocation are services offered by the resource and collective layers. These services are 
responsible for the efficient use of Grid resources so as to maximise the benefit to both the Grid users and 
Grid resource owners. Our work deals with the area of Grid scheduling and the allocation of resources so 
as to execute Grid applications most efficiently in terms of both cost and performance. 
The aim of our work is to further develop and enhance the Resource and Collective layers, where we are 
not only trying to define various low-level resource management operations but also higher level services 
such as capacity planning, scheduling, optimisation and workload analysis and forecasting. In conjunction 
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with the Apphcations layer, these services aim to model application and user requirements, to build an 
accurate model of the Grid and to calculate the most efficient schedule. In the context of commercial Grid 
environments, the aim of the scheduler is extended to not only satisfy the QoS constraints of users and 
applications but also to minimise the costs incurred. In the following section, we provide an overview 
of commercial Grids and how economic and market mechanisms are being developed and integrated to 
enable complex interactions and trading between Grid users and resource providers. 
1.3 Commercial Grids 
The economics of high performance distributed computing have been changing dramatically over the last 
few years. The price per performance ratio of compute systems and servers, networks and storage sys-
tems has continued to improve by leveraging new technological advances and improved manufacturing 
processes. High performance and distributed computing has been tiansformed into a commodity. With the 
emergence of service technologies (e.g. Web services [4], SOA [9], SaaS [114]) and Grid computing, com-
mercial and economic mechanisms are becoming an increasingly important part of the next-generation 
Internet, particularly Grid and Utility computing environments. 
Most current Grid computing research has focused on the development and efficient use of large dis-
tributed systems which provides virtualized services to their usere and enable computing on demand on 
a best-effort basis for zero cost, i.e the Grid resource providers do not charge for use of their resources. 
The development and integration of economic mechanisms into Grid environments enables a wide variety 
of computational services and utilities to be traded. This allows the Grid to offer services that span many 
economically independent enterprises (in contrast to enterprise Grids or cluster Grids), foiTning the basis 
of a real economy for computational resources. The Grid is evolving into a complex infrastmcture where 
market mechanisms determine resource prices, and supply and demand. Grid users resolve their differ-
ences in service preferences and utility through interaction in the markets. This allows participants to 
express their requirements in a better way, to share resources more effectively and, potentially, to generate 
revenue. 
Grid middleware and cluster management systems, e.g. Globus [50], Sun Grid Engine [80], Condor [93] 
etc, provide the means whereby physical computational and storage resources can be shared and made 
available for use by the general public and other communities beyond their immediate owners. Com-
putational resources can also be realised through the development of Grid Utility Computing platforms. 
Utility Computing is the provision of remote execution, compute or storage environments, by third party 
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Figure 1.2: The service-oriented, market-based Grid 
vendors. The provisioning of such services is normally realised by large localised federations of servers or 
clusters, in order to support the computational requirements of customers on a use-per-demand, pay-per-
use basis. Utility Computing dramatically lowers the cost of ownership (e.g. for HPC users) and has many 
other benefits accruing from specialisation, centralised management and economies of scale. The Sun 
Microsystems N1 Grid Engine Pay-per-Cycles facility [6] and the Amazon Elastic Compute Cloud (EC2) 
[5] use Grid computing technology to provide Internet-available execution and storage platforms that can 
be acquired and used on a pay-per-use basis. Furthermore, the development of transparent application 
mapping and job submission systems (e.g. GridSAM [69]) means that such execution platforms become 
interchangeable or substitutable as applications can be mapped or adapted to alternative platforms. This in 
turn makes the execution of applications a tradable good/commodity, opening up the potential for markets 
in compute cycles or storage. 
In a service-oriented, market-based Grid, services are highly customized and composed of other services. 
Services can range from buying software execution time, as embodied in the Software as a Service (SaaS) 
paradigm [114], to enabling the composition of services (e.g. workflows), to mapping services onto phys-
ical resources, or to brokering physical resources (i.e. providing virtual computing services). The devel-
opment of a properly functioning market for services will be facilitated by and, in turn, will make heavy 
demands on Utility computing platforms, for the transparent and flexible delivery of computational and 
storage facilities. 
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Furthermore, users are able to express their preferences to the Grid by submitting a request for resources, 
either to the resource providers directly or to a broker in a high-level market (Grid Economy Layer in 
figure 1.2), where Grid resources are traded. If the trade is approved by both parties and thus executed, 
the various market-based resource allocation systems of the Grid middleware allocate the resources to 
the user, which might belong to independent organisations. These market mechanisms are responsible 
for determining the priority among the different service requests and scheduling the resource requests 
accordingly. The SLA Monitoring, Accounting and Charging Systems record the service usage, check it 
against the SLA, and calculate the total charge to the user. 
In such a flexible and dynamic environment, significant economic-related problems aiise, ranging from 
incentives for participation and sharing of information, economic efficiency in resource allocation and in-
formation stmctures for making decisions and evaluating risk to the ability to express preferences through 
charging (i.e. higher QoS means paying more). A new generation of services and Grid technology is being 
developed to provide the means by which users can operate in this economics-aware environment and to 
resolve those economics problems, realising the full potential of commercial Grids. Such an architec-
ture would provide exciting commercial opportunities, where each service would be self-contained and 
the interfaces between them would enable economic or commercial transactions. Thus, each layer will 
provide market opportunities. As this market would operate over the global Internet, there would be no 
restriction as to who could be a producer or a user of such services. That means that the cunent divisions 
of applications (services) between the general public, academia, or business would be eroded. Anyone 
could be a producer or user (or both) of such services, consuming Grid services on demand. 
In order to realise the scenario described above, additional services and components that enhance the 
Grid infrastructure are being developed by several projects including the UK e-Science Grid Markets 
project [31] and the EU STREP GridEcon [10]. These additional services (e.g. accounting and payment 
mechanisms, pricing methodologies, trading and negotiation protocols etc) aim to realise these market 
opportunities as fully and as efficiently as possible (see figure 1.2). The role of the Grid middleware shifts 
to providing dynamically configurable on-demand utility services, where the highly dynamic aspect of the 
underlying resources poses new requirements on pricing models, resource scheduling, resource brokering, 
capacity planning, application and workflow coordination, quality-of-service assurance and compensation 
mechanisms. The current generation of scheduling systems is not suitable for use in commercial Grids. 
Most existing approaches are bespoke, having been developed for specific projects in order to schedule 
very limited types of Grid applications. The approaches in general cannot be applied to general purpose 
applications, nor are they totally scalable. Furthermore, commercial Grids necessitate the development 
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of sophisticated scheduling mechanisms which aim to not only guarantee QoS for the applications while 
minimising the incurred costs, but also incorporate forecasting and capacity planning mechanisms. Com-
mercial Grid environments provide the major motivation behind our work. 
1.4 Grid applications and Quality-of-Service requirements 
Grid applications tend to define various QoS constraints pertaining to their execution. These need to be 
satisfied by the Grid scheduler. These typically include time and cost constraints. In this section, we will 
look at a number of real-world projects which define various performance constraints on the applications. 
The projects discussed here have been chosen so as to represent a diverse set of Grid applications and 
environments and to demonstrate the requirements of real-world Grid applications. 
1.4.1 Image-guided Neurosurgery 
Surgical intervention, e.g. neurosurgical resection, is a common practice in the treatment of brain tumours 
[28]. The use of Magnetic Resonance Imaging (MRI) improves the precision of the resection during 
Image-guided Neurosurgery (IGNS). Image registration is used to adjust pre-operative data according to 
intra-operative tissue deformation as the tumour resection progresses. Hence, in order for pre-operative 
data to be useful, it has to be deformed to take account of intra-operative changes. The modeling of the 
complex biomechanical properties of living tissue is hard. 
Furthermore, there are veiy tight QoS constraints to be satisfied. The surgeon wants to base his decisions 
on the quantitative analysis of registration data as well as his intuition and experience. This in turn requires 
the non-rigid registration of preoperative data into intra-operative configuration to complete in a matter of 
minutes. Workloads are likely to vaiy according to the time of the day and QoS across all the incoming 
requests needs to be guaranteed. 
1.4.2 Portfolio Optimisation in Financial Institutions 
Financial services firms are coming under increasing pressure to grow revenue and market share amidst 
intense competition, regulations, and the growing need for enteiprise risk management. At the same time, 
banks and financial organisations are stmggling to lower the total cost of ownership of resources, increase 
operating efficiency and be faster, more agile and adaptive to changing business demands. 
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Figure 1.3: Tlie interface of a computer-aided surgical navigator, showing the three-dimensional model as 
well as 3 orthogonal magnetic resonance images. The yellow line on the three-dimensional model shows 
the position and direction of the surgical probe. The white crosses mark the tip of the probe. (Image 
Courtesy: The Harvard Medical School) 
Figure 1.4: Tumor resection using computer guidance, a The intraoperative MR image shows the resid-
ual tumour which the surgeon continued removing after the scan, b There is no residual tumour in the 
intraoperative MR image. (Image Courtesy: The Harvard Medical School) 
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Grid Computing, for financial organisations, provides computing infrastructure and solutions to speed 
up applications such as portfolio optimization, risk analysis and Monte Carlo simulations [73, 71, 97, 
33]. It also provides autonomic capability for sharing computing resources between applications, such 
as portfolio optimization and transactional applications, with dynamic resource allocation to optimize 
resources. These organisations, including banks, hedge funds, insurance companies etc, cany out large-
scale, computationally intensive financial modeling that consumes considerable quantities of computing 
power. The more resources that are available, the more advanced modeling can be done. Real-time 
analysis of market data is crucial to allow traders to make informed decisions, resulting in increased 
revenue for the organisation. 
1.4.3 Health Grids and Sensor Networks 
There is an increasing need for hospitals, clinics and other healthcare-related institutions to access com-
pute and data Grids to provide cutting-edge treatments to patients, e.g. Image-guided neurosurgei-y etc. 
Additionally, hospitals aim to improve the efficiency of administrative tasks and information and data-
sharing amongst doctors and medical staff. This includes the digitisation of data like X-rays, MRI scans 
etc, which allows doctors to access vital information at the click of a button. Furthermore, complex ana-
lytical tools, e.g. Image analysis, can be performed on patient data to monitor progress, detect anomalies 
and improve diagnostic procedures. 
Some new projects are also looking at healthcare sensor networks, which include real-time monitoring 
of a patient's health via sensors implanted in the body [96, 57]. This data is fed back to the hospital 
control units which alert the doctors if an emergency is detected. The use of the Grid in conjunction with 
mobile devices could also significantly reduce the cost and improve the accuracy of clinical trials and 
allow remote users to provide their own medical information. The development of these portable devices 
holds the promise of independent living for those that require medical monitoring. The technology could 
have an immediate impact on the lives of patients requiring long-term monitoring and care. 
Grid Computing can be used to enable local and remote access to high powered computational and data 
resources enabling hospitals to provide cutting-edge treatments and increasing the efficiency of hospital 
clinical tasks, including information sharing and monitoring, as well real-time monitoring of patient's 
health and well-being. Furthermore, hospitals are more likely to run data-intensive book-keeping tasks 
during the night. The Grid infrastructure and scheduler need to implement sophisticated methods to enable 
such high level of service provision while ensuring that hospital administrative costs are minimised [34]. 
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The use of Grids in healthcare is subject to a diverse set of QoS constraints, relating from real-time infor-
mation processing to batch requests and administrative tasks. Most of these applications are considered 
to be critical, hence it is important not only to ensure QoS delivery for incoming applications, but also to 
incoi-porate capacity planning into the scheduling mechanisms to guarantee the response time of critical 
applications. 
1.4.4 Climate Modeling and Weather Prediction 
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Figure 1.5: Data Analysis in the LEAD Project 
The Linked Environments for Atmospheric Discovery (LEAD) [42] project aims to use meteorological 
data, forecast models and analysis and visualisation tools to interactively explore the weather as it evolves 
and to predict dangerous stoiTns and hunicanes etc, to minimise the number of casualties. The software 
aims to automate the analysis of meteorological data and provides tools and models for workflow con-
straction that allows data management, data assimilation, forecasting and verification. 
Performance guarantees are paramount as storms develop and in-depth analysis is required to predict 
where and when, before the storm airives, to allow precautionai^ measures to be taken to save human 
lives. One again, capacity planning taking into account stochastic workload patterns is very important to 
guarantee QoS and satisfy deadline constraints. 
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Figure 1.6: SciDAC CEMM NIMROD Simulation of a DIII-D Plasma (Courtesy: The National Fusion 
Collaboratoiy Project) 
1.4.5 FusionGrid 
Fusion science seeks a new power source and is advanced by experiments on fusion devices (tokamaks) 
located worldwide. The tokamaks are operated in a pulsed mode, where they are turned on for an ex-
periment and turned off again. Experiments conducted on the FusionGrid [102, 103] require rapid data 
analysis of thousands of measurements and raw data collected from various sensors. The data is analysed 
by code and a summaiy is produced for the scientist to look at as they try to build a coherent picture and 
make informed decisions about how to configure the next shot. Data analysis throughput and reliability 
are the most important performance metrics. 
The project aims to increase data analysis throughput through resource sharing and more efficient use of 
resources. Performance requirements are hard since a missed shot (which happens every 20 minutes), 
means million of dollars wasted. 
1.4.6 Instrument Monitoring, Control and Steering 
The GridCC project [3, 32] aims to enable access to and control of distributed instruments as opposed 
to compute and storage resources [94]. The control of instruments is often an interactive process. The 
real-time and interactive nature of instrument control provides a critical requirement for the definition of 
acceptable Quality-of-Service constraints for interactions between the different Grid components. GridCC 
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aims to enable the capture of data using instrument control and monitoring, data transfer to compute fairns 
and storage resources and subsequent analysis. 
The remote control of instruments and the steering of experiments according to acquired data puts strict 
limits on the time data analysis takes. It is hence important to guarantee the performance of data trans-
mission and analysis. 
1.4.7 Transaction Management Systems 
Transaction management systems based on Grid computing allow for fully autonomic operation for in-
creased application resilience and reduced system management costs [86]. Comprehensive support for 
business transaction management allows cost advantages of Grid computing to traditional transaction data 
processing environments, while resource virtualization increases the utilisation of computing infrastruc-
ture resources. Furthermore, applications can evolve dynamically to ensure business service availability 
even during application upgrades. 
Transaction management applications and tasks can require significant computational effort. Such systems 
normally have complex workload patterns relating to consumer usage, usually displaying seasonality and 
trend. It is hence important to take into account these arrival patterns to provision enough resources so 
that workload can be handled while satisfying application QoS constraints, e.g. a credit card transaction 
should take no more than a certain number of seconds to complete, for each of the millions of transactions 
carried out every day. 
1.5 Grid Scheduling 
Grid schedulers have historically tended to focus on the scheduling and optimisation of single applications 
[19, 36, 81, 74, 51]. Given that these applications will have potentially conflicting requirements and 
the scheduler typically does not forecast future workloads and does not take the requirements of future 
jobs into account, it is unlikely that the global schedule will be optimal, i.e. minimise the resource costs 
incurred while satisfying all QoS constraints. Most existing work on Grid scheduling considers each 
application as it arrives, thus implicitly giving preference to the jobs that anive first. Therefore the time 
when an application is submitted heavily influences the schedule: the resources available, the jobs ahead 
in the queue, advance reservations etc, all determine the state of the Grid at the time the application is 
scheduled and hence the resulting schedule. This is often not the desired behaviour. Moreover, most 
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approaches fail to take account of the effects of heavy Grid workloads, which would be expected to 
swamp the scheduler, create conflicts between the various workflows and ultimately lead to the rejection 
of incoming jobs due to the inability to satisfy their QoS requirements. 
Performance prediction plays a pivotal role in most existing Grid schedulers. Performance prediction 
algorithms use a wide variety of techniques, from analytical modeling to statistical analysis of empiri-
cal and historical data, to estimate the task execution time on every Grid resource [70, 107, 112]. The 
accuracy of these performance prediction algorithms varies wildly under varying conditions, getting pro-
gressively worse if the performance characteristics of the task exhibit a degree of data-dependance [47]. 
Hence, in most cases, the resulting schedules can only be considered to be best-effort as deadlines, and 
hence Quality-of-Service in general, cannot be guaranteed. In such cases, some schedulei-s schedule us-
ing conservative estimates of the performance of tasks [122, 76]. The scheduler then negotiates for the 
creation of advance reservations on Grid resources so as to allow exclusive, unintenupted/access for the 
workflow in question. In cases where schedulers have attempted to take stochastic behaviour into con-
sideration, models have typically been simplified in terms of normal distributions or the optimisation of 
rudimentary characteristics such as the mean service rates, without regard to the overall Quality-of-SeiTice 
[122, 19, 45, 124]. 
Furthermore, in commercial Grids [31, 24], the job of the scheduler is extended to include that of the 
resource broker. In such scenaiios, it is highly desirable to minimise the cost of resource usage on behalf 
of the Grid users. This applies regardless of whether the resources need to be procured from outside the 
enterprise Grid setting. Even if the organisation-owned resources are capable of handling the workload, 
it may be desirable to minimise the number of resources allocated for enterprise use so that the surplus 
resources can be auctioned off for external use, generating revenue for the organisation. 
The aim of our work is to schedule Grid workloads, especially in Enterprise and Scientific Grids, so as 
to minimise the costs of resource use, while ensuring desired Quality-of-Service guarantees are met with 
a certain degree of confidence. We aim to move away from the existing paradigm of scheduling each 
application individually and focus instead on scheduling the various types of tasks across a heterogeneous 
set of resources such that applications comprising the tasks are executed while satisfying their cost and 
performance constraints. 
1.6 Contributions 
In this thesis, we propose a Scheduling Architecture for Grid Computing infrastructures that: 
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Has the unpredictability of the Grid built into the problem formulation in terms of queueing theory. 
Incorporates capacity planning into the scheduling formulation, allowing us to forecast future work-
loads and to make more informed decisions relating to the procurement of resources. 
Formulates the Grid Scheduling problem in teiTns of various traditional optimisation techniques. 
Considerable work has been done in solving various optimisation problems efficiently and problems 
of the order of tens of thousands (even millions) of variables can be solved vei-y quickly, making 
such approaches feasible for scheduling over very large Grids. 
Alleviates the need to schedule each application/workflow individually. Any applications that are 
submitted for execution are routed directly to the appropriate resources. This approach can es-
sentially be described as predictive scheduling, where the workflows do not have to undergo a 
scheduling phase thus improving application turnaround times. / 
Has the ability to schedule applications without requiring performance prediction or negotiation for 
advance reservations for every stage of the workflow. 
Produces a schedule that is globally optimal with respect to the costs of application execution. The 
schedule is optimal in the sense that it is not possible to improve the solution without making at 
least one type of application worse off or relaxing some of the application/user constraints. 
Caters for multiple job classes and their respective requirements and provides the ability to prioritise 
workloads in a simple and efficient manner. 
Provides improved performance in the face of network delays and stale resource information. This 
is one of the most significant contributions of our work as almost all Grid scheduling approaches 
assume a network with zero latency and/or low traffic. 
Provides improved perfoiTnance in the face of bursty workloads. 
Guarantees QoS with required confidence bounds for the end-to-end workflows. 
Enhances the predictability of the execution of applications in terms of the execution time. 
Provides the ability to efficiently schedule workflows where the component tasks have high-variance, 
heavy-tailed distributions. This offers significant performance improvements over advance reserva-
tion approaches, which have to reserve for the longest predicted execution time, greatly impacting 
performance. 
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We will also demonstrate, especially in the context of commercial Grids, that using our scheduling model 
results in improved application turnaround times, reduced execution or resource costs, higher resource 
utilisations, fewer failures and reduced communication overheads. We will demonstrate how incorpo-
rating capacity planning techniques into the scheduling model enables proactive scheduling, resulting in 
more efficient resource procurement and job routing. 
1.7 Structure of Thesis 
The thesis is organised as follows: 
Chapter 1 This introductory chapter gives a brief introduction to, and outlines the context of, the work 
and identifies the main contributions of this thesis. It also describes the motivation foi} tip work, intro-
duces and outlines the key concepts such as Grid Computing, scheduling and resource brokering, advance 
reservations and quality-of-service and provides a basis for commercial Grid markets. It also presents a 
survey of several important Grid computing projects and their requirements. 
Chapter 2 describes in detail the concept of advance resei-vations and shows how we have improved exist-
ing techniques to allow guaranteed Quality-of-Service using performance prediction and negotiation. We 
provide a theoretical proof as to how advance reservations can enhance the predictability of a application 
execution. 
Chapter 3 describes an implementation of the advance resei-vations system. It provides descriptions of the 
experiments that have been conducted and the results that clearly show how advance reservations improve 
predictability and move a step closer to guaranteeing QoS. 
Chapter 4 highlights the drawbacks of advance reservation based schedulers and introduces and describes 
an alternative formulation for the Grid scheduling problem in terms of queueing theory. It describes in 
detail the problem structure, model and solution and the performance of the optimisation procedure. 
Chapter 5 extends and improves on the techniques described in the previous chapter to enhance the 
scalability of our approach using various approximations. Problem formulation and solution methods are 
described in detail. 
Chapter 6 describes how our scheduling formulation can be extended to take into account complex work-
load patterns and carry out capacity planning in order to guarantee QoS. Other important issues such as 
resource failure and multiple levels of QoS are also incorporated into the model. 
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Chapter 7 describes a scheduling aichitecture which implements the scheduling paradigm described in 
the previous chapters. We identify and describe the major components which interact with each other to 
calculate the most efficient schedule. 
Chapter 8 presents the simulation architecture and details the results of peifoimance experiments that 
compare our approach to popular advance resei-vation schedulers and techniques. We provide extensive 
comparisons on the cost of execution, failures, resource utilisation etc. The chapter identifies and describes 
important trends and the strengths and weaknesses of our approach. 
Chapter 9 provides an overview of existing Grid schedulers and identifies their capabilities and weak-
nesses. It describes several Grid-related projects, their target applications and their scheduling architec-
tures. 
Chapter 10 summarises the work and outlines the conclusions. / / 
Chapter 11 identifies future directions for the work. 
1.8 Conclusions 
In this chapter, we have outlined the basic principles of Grid computing and Grid economics. We have 
described the underlying Grid architecture and Grid applications and their requirements. We have also 
provided a brief summary of the problems with existing Grid schedulers and identified where our work 
seeks to make a contribution. 
In the next chapter, we will introduce a scheduling approach which seeks to guarantee the performance of 
Grid applications, in turn increasing the predictability of their execution times. This approach improves 
upon traditional queueing based Grid schedulers such as Round Robin, Random etc. 
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Chapter 2 
Advance Reservations 
2.1 Introduction 
As the Grid moves beyond its embryonic state of connecting resources together, there is a need to develop 
higher level services. Basic underlying architectures for grouping storage and software resources together 
have been developed [52] with several groups investigating interoperable communication systems [88,91] 
based on Web Services. 
Unpredictable job execution environments pose a significant banier to the widespread adoption of the 
Grid paradigm because of the innate risk that jobs will fail to execute in the time specified by the user. 
Most existing approaches to Grid scheduling rely heavily on the performance prediction algorithms in 
calculating suitable schedules. These algorithms cannot guarantee the accuracy of their estimates and 
typically have large eixor rates. In such scenarios, where the performance of applications cannot be 
guaranteed, the schedule is considered to be best-effort. In Grid computing, where QoS is paramount, this 
is generally not acceptable. 
We demonstrate how predictability can be enhanced, given a supporting infrastmcture consisting of three 
parts: performance modeling and monitoring, scheduling which exploits application structure and an 
advance reservation resource management service. We prove theoretically that execution times using 
advance reservation based schedulers display less variance than execution times using schedulers that are 
not based on resource reservations. We also show that the costs of advance reservations can be reduced by 
providing the system with more accurate performance models. Following the theoretical discussion, in the 
next chapter, we will describe the implementation of a fully functional workflow enactment framework 
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that supports advance reservations and provides predictable execution behaviour. We further provide 
experimental results confirming our theoretical models. 
The aim of the work is to show how combining elements of the fabric (reservations) and the middleware 
(performance and scheduling) with the user and their applications (workflow, application performance 
models and execution constraints) enables us to build a Grid infrastructure delivering a predictable user 
experience. We refer to the selection of resources for applications as scheduling. It is also commonly 
known as brokering. 
Performance Models 
Grid Scheduling Reservation Fabric 
Figure 2.1: The Predictability Trinity 
We show in the work presented here an intrinsic trinity between the scheduling, reservation and perfor-
mance services (see figure 2.1). Without performance modeling one cannot extract a critical path, nor 
produce accurate reservations, and without reservations one cannot control the predictability of execution 
times. 
Consider a user workflow that requires the co-ordinated execution of an application across several re-
sources. We can predict from the performance models the time when the resources are required for the 
staged execution. However, the predicted execution time will have an associated error bound due to un-
certainties in the performance model. This uncertainty in the execution time will need to be reflected in 
the requested reservation slot. If the reservation is not for a long enough period of time, the execution 
may overrun the allowed time slot. The exact response of the execution environment to this situation will 
vary - some systems may enforce job termination while others may allow execution to continue - either 
way the system will be considered to have failed. The job failure risk can be made negligible by using 
large reservation slots. However, this approach rapidly becomes unattractive when the reservation slots. 
2.2. Performance Prediction 39 
including the unused segments, need to be purchased, which will inevitably become commonplace as the 
Grid matures. 
In this chapter, we develop a theoretical model of the execution environment and examine the sensitivity 
of this model to job risk, computational throughput and cost. We identify a service architecture and the 
data flow within this infrastructure. 
2.2 Performance Prediction 
Scheduling with advance reservations in Grid computing environments has been the subject of several 
studies. In this section, we attempt to draw parallels and identify the differences between our approach 
and existing work. Most advance reservation techniques aim to estimate the peiformance of tasks and 
create reservations accordingly. Accurate performance estimation is hence crucial. If the reservation is 
created for a short duration of time, the job execution will exceed the time limit and will be terminated. If 
the reservation is created for too long a time, resources will be under-utilised, not to mention the fact that 
reservations for long durations of time are harder to obtain. By using peiformance estimation techniques, 
workflow schedulers aim to predict how tasks in a workflow or sub-workflow will behave on distributed 
heterogeneous resources and thus make decisions on how and where to run them. 
Simulation-based approaches provide resource simulation environments to emulate the execution of tasks 
in the workflow prior to its actual execution. Such techniques require extra computational resources, 
perform redundant task runs and assume that the simulation environment is an accurate model of the 
real-world. 
In analytical modeling [87, 17], a scheduler predicts the peiformance of tasks in workflow on a given set 
of resources based on an analytical metric. For example, GrADs [36, 18] uses two types of performance 
models: the memoiy hierarchy peiformance model and computational model. By using these models, the 
scheduler aims to predict the memoiy requirements and the execution time of an application component 
for a resource according to the associated problem size. Once again, such models rely on how well the 
real-world is reflected in the model. 
The historical data approach [66, 107, 76] relies on historical data to predict the task's execution perfor-
mance. The historical data related to a particular user's application performance or experience can also 
be used in predicting the resource requirements for that user while making scheduling decisions based on 
QoS constraints. An extension of this approach is the on-line learning approach [39], which predicts task 
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execution peifoirnance from on-line experience without prior knowledge of the environment's dynamics. 
These techniques work well for only a small set of applications, with strict conditions upon their use. In 
complex scenarios, e.g. applications exhibiting data-dependent runtimes, where the quality of the data de-
teiTnines the execution time which as a result can vary wildly, performance prediction algorithms perform 
very poorly [47]. Where runtimes can vary by more than an order of magnitude, it can be difficult to apply 
meaningful quality-of-service criteria to the workflow. 
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Figure 2.2: Runtime variation for different images using the nreg Non-rigid image registration algorithm 
[47]. 
In the absence of accurate performance estimates, advance reservation schedulers tend to use the maxi-
mum predicted execution time or, at best, a conservative estimate of the execution time of a workflow, or 
activity within a workflow, when creating reservations on a resource [108, 29, 122]. Our approach uses 
the mean predicted execution time of a component plus a multiple of the standard deviation. The problem 
with the former approach is that there may be quite a significant difference between the mean and maxi-
mum predicted execution times, especially in the case where the performance predictions were obtained 
using theoretical techniques, e.g. structural analysis of programs. In this case, using maximum predicted 
execution times could unnecessarily delay other applications, even though the running application may 
finish execution well before the expiration of it's reservation. 
Using the latter model, predicted execution times take into account a large percentage of previous runs of 
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the activity, disregarding spurious and widely varying results. This results in a more accurate prediction, 
with a veiy high probability that the activity will finish execution within the reservation time. Since 
reservations are now being requested for a shorter time as compared to the maximum predicted ran-time, 
the likelihood that a reservation request will be rejected is also reduced (see [82]). Thus, we have also 
reduced the mean difference between requested reservation times and actual reservation times. 
Our main concern is the reliable and predictable execution of a workflow by reservation of resources and 
performance prediction. Smith et al. [108] concluded that there was a significant increase in the mean-
wait times of queued jobs when advance reservations were used. We complement this work by looking at 
the predictability of the execution times which is a separate concern. 
The fine-grained monitoring of applications [115, 79] has been found to affect their perfoimance. Our 
approach is much more coarse-grained thus not suffering from this problem. Our model for the reliable 
execution of workflows holds regardless of scheduling algorithm and backfilling. Analysis of the case 
where the reserved jobs have lesser priority than jobs in the queue is the subject of further work. 
2.3 Theory 
In this section, we build a model of an application and its execution time both with and without the 
advance reservation features, and make the following assertions: 
1. Variance of execution is reduced by using advance reservations. We demonstrate that variance can 
be reduced in two ways: terminating over-running jobs and setting the reservation slot to be the 
longest recorded execution time. We demonstrate how this improves predictability at the cost of 
introducing risk of total application failure. 
2. Expected execution time will not always increase when using advance reservations, and might de-
crease in some situations. This is contrary to earlier published results [108]. 
3. By collecting performance information from previous executions we can be more precise in pre-
dicting future execution times. 
We define execution time to be the time between the first workflow task starting and the last task ending. 
The results we prove are rational bounds on the properties of the execution; we do not need to make any 
assumptions about the distribution of the activity execution times. Our results rest only on the model of 
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the application structure and the execution environment, which are fully justified by empirical experience 
with workflow and component based Grid systems, in particular ICENI (see chapter 3). 
2.3.1 Model of the Application and its Execution 
Analysis of the reservation system requires a model of the application and its execution time. Our model 
is based upon a componentised workflow application, in which individual units of execution are composed 
to build a complete solution (workflow). We therefore assume that: 
An application consists of a number of tasks or activities (i.e. components). 
An activity may have dependencies upon other activities - and a directed dependency graph of such 
activities may be drawn. For simplicity, we assume the graph is acyclic. In practice, this is often 
not the case, but acyclic models of inner loops may be modelled in a similar fashion with a similar 
result. 
We consider only the critical path of activities in the workflow (typically represented as a Directed 
Acyclic Graph (DAG)), so that the model consists of a sequence of activities that occur in a strict 
ordering. 
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Figure 2.3: Example workflow structure. The critical path is calculated based on the relative task sizes, 
which indicate that A+C+B+D+F is the longest path. 
This model of application structure and execution is drawn from ICENI, where a component based system 
is used to drive Grid applications, providing meta-data that is used to build workflow structures at run-
time. A critical path of activities can be extracted from this workflow. Figure 2.3 shows the critical path 
from a workflow structure where the arrows indicate temporal dependency. 
Given this model of the application, and the presence of a run-time system that can perform advance 
reservations, the scheduler is presented with the choice of whether to use reservations or not. If we use 
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reservations we must predict how long each activity in the critical path will take, and create a reservation 
long enough to encompass all but an anomalously long run. Reservations may incur higher costs than 
queued or shared execution and the user will seek advantages in exchange for that cost. 
When we use reservations, we can consider the following model of the application execution time; 
• Given n activities, on a reserved resource an activity i will take a certain time r,-, with some arbitral^ 
distribution, to execute where i G We do not specify the model of the activity execution 
times but we do assume that they are independent. 
• The beginning of each reservation slot occurs at some fixed time. These times are denoted r,,. Each 
reservation slot begins at the end of the preceding one, and r, = 0 without loss of generality. For 
simplicity, we ignore any data transfer costs in this model between components. 
• Thus the total execution time of an application (including the wait times between the execution of 
components) on reserved resources is r„ + and is denoted by x. Note that the random nature of all 
but the last activity's execution time is ignored. 
A visual representation of this model is shown in figure 2.4. 
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Figure 2.4: Execution with advance reservations. The end time of this application is r4 + (4. 
In contrast, where we choose not to execute with reservations, the model is as follows; 
• Each activity will take /,c,- + di to execute. c,- and di are all random variables. ?,• is defined as 
above; the execution time activity i will take, if it were executing with sole access to the resource. 
Ci is a factor that represents contention as the resource may be shared, d-, represents the time the 
activity may wait in a queue on resources that have a queuing system. 
• c; > 1, as sharing a resource with another application can only degrade performance, or at best have 
no effect. Though we take c/ to be random, we assume an average value across the execution period. 
• Ci is independent of This follows from the definition of c/ as representing contention with another 
activity. The requirements of an unrelated activity cannot determine or be determined by the activity 
we are considering. 
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• di is independent of r,- and c,-. The length of time in the queuing system will not alter the activity's 
execution time, nor will it determine or be determined by the extent to which other cunently mnning 
tasks are using the system. 
• As each activity will commence upon completion of its immediate predecessor, the complete appli-
cation execution time is 
n 
1 
• All variables in different time slots are independent of each other. This is a simplification, but one 
that is justified by the underlying component based model of the application; distinct activities are 
not likely to have computation times dependent upon those of another distinct component. 
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Figure 2.5: Execution without advance reservations. The unshaded blocks represent our application. The 
darker shaded blocks represent the resource working on other tasks, in such a way as to cause contention 
with the first, second and fourth components of our application. The lighter shaded block represents 
the fourth component being queued before being allowed to execute. The end time of our application is 
The model without reservations is shown in figure 2.5, where other activities cause queueing delays (the 
di effect) and contention delays (the c; effect). 
2.3.2 Reservation Theory 
Assertion 2.1. Executing with reservations reduces the variance of the application 's execution time if 
there is contention in the system. A reduced variance results in more predictable execution times. 
Proof. We adopt the usual definition for variance (Var) 
With Reservations; 
The variance of the execution time is 
Var(r„ 4- (4i) 
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since r,j is constant. 
Without Reservations: 
The variance of the execution time is 
Yar(^tiCi + di) 
1 
and since c„ > 1 if there is contention, we can state that 
Va.T(^tiCi + di) > Var(c„f„) > Var(?„) 
1 
• 
Thus the variance of the execution time with reservations is always less than or equal to the variance 
without reservations. Reduced variance means greater predictability. 
2.3.3 Scheduling Theory 
In order to examine the expected application execution time with reservations, we need to consider how 
the reservation times are determined. The system we have implemented (see the next chapter) is based 
upon the following model: 
• The execution time of a given activity, ti is a random variable, with an (unknown) distribution of 
mean and standard deviation 
• We possess historical measurements of the execution times of activities (see Section 3.2.3). We thus 
have an estimated mean and standard deviation cf,,.. 
• By the central limit theorem m = [1,. is a random variable, with mean jd,,, = fit, and standard deviation 
<^m = ^ (where N is the number of observations). 
• is unknown. We can estimate (7,„ using cf,,. cf,„ = 
• It is possible that m ^ due to two causes: 
- The random nature of f,-. 
- The random nature of m. i.e. it is possible that m is an incorrect estimate of the mean of the 
distribution. 
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• The user selects parameters that reflect their risk preferences with respect to the two possible sources 
of error. 
- Xu, the number of estimated standard deviations of the underlying distribution which we add 
to the expected execution time. 
- x,n, the number of standard deviations of the model which we add to the expected execution 
time. 
• It might not be possible to start a reservation slot at the time it is requested, due to other commit-
ments. We denote the delay between the requested reservation start time and the actual reservation 
start time by 6, 
• As each reservation slot begins at the end of the previous slot, we set r,+i := +x,nCim. + 
r, + 8,+i. This sets the reservation slot to as long as the sample mean, plus 'padding' to compensates 
for model error and variance in the underlying distribution. This is illustrated in figure 2.6. 
• The last reservation slot will thus begin at r„_ i — A, + + 5; 
Xm'^ m TIME 
Figure 2.6: Estimating the length of a reservation slot. The dashed line represents a possible underlying 
distribution. The solid line is the distribution of the estimate of the mean of the underlying distribution, 
based on historical data. The figure shows /J,,. the amount of time allowed for the expected duration of the 
activity; XmOnn the amount allowed for eiTors in the estimate of the mean and the amount allowed for 
the time being different from the mean value. 
With this model in place, we can make a comparison between expected application execution times when 
using resei*vations and when not using reservations. 
Assertion 2.2. Advance reservations do not necessarily mean that the execution time of a given applica-
tion increases. In fact, when certain conditions are met, they may decrease the execution time. 
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Proof. Consider the expected execution time of the application with reservations: 
E(x) = E(r„ + r,j) 
; i—1 
— ^ -{-XifOfj + Sj+i) 
/ = ! 
n n-\ 
— ^ (-E (f;) ) + ^ {Xu^ti + x,n<y„ij + 5;+1) 
i=l 1=1 
and compare this to the case without reservations: 
E(T) = E ( 2 ( c A + 4 ) ) 
!=1 
f=l 
n 
> ^(E(f , )+E( j , . ) ) 
i=l 
By definition c, > 1, hence E(c,?,) > E(?j). Then if 
^ E (J;) > ^ (Xu <$1- + X„i (5mi + S 1 ) 
i=l i=l 
the execution time without reservations is longer than that with reservations • 
2.3.4 Performance Theory 
Assertion 2.3. When using advance reservation, basing predictions on a large number of measurements 
of previous executions increases predictability. Under certain conditions it also reduces the execution 
time of the application. 
Proof. From above we have 
A 
\/]V a„, = 
representing the confidence in our estimate of the mean execution time. By making an estimate using more 
previous measurements we are increasing the value of N. By taking the limit of —> <» and assuming that 
lim^-^oo dti -> Oti ^ oo we can state that 
lim CTm —> 0 
/V—too 
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The Hmit cf,„ = 0 is a statement that /j,, is a correct estimate of the mean execution time of the activity. 
This reduces the sources of enor, and so increases predictability. 
If we consider values of N smaller than infinity, then for values of N above 30, cff, are likely to be stable 
and unchanging. In this case o>„, is monotonically decreasing as N increases. This also results in increased 
predictability. 
Furthermore, from above we have 
E'(T) = '^{E{ti)) + ^ + S,'+i) 
1= 1 / = 1 
It is deal" from this that if = 0, E(T) will be smaller than if a,„. > 0. Thus the execution time of the 
application will have been reduced. 
It should be noted that this execution time is only reduced when compared to the case where advance 
reservations are used, but few performance measurements are included in the calculation of the mean. • 
2.3.5 Trade off between Risk and Cost 
Using reservations improves the predictability of the execution time of an application. This is considered 
advantageous because it reduces the risk associated with the execution time growing in an unplanned 
way due to the sharing of the resources and the activities of others. In our model, we have not placed 
any restrictions on the possible time a single activity may take - importantly we have not assumed it has 
a maximum time. If the activity takes longer to execute than the length of the reservation slot given, 
the application will be considered a failure - if the motivation behind adopting reservations is to reduce 
risk, introducing the possibility of total application failure could be thought counter productive! In fact 
reservations allow a trade off between cost and risk. Where activities have maximum execution times, x„ 
can always be chosen such that 
_ max - fi,. 
% 
To provide probabilistic guarantees for successful completion, where maximum execution times are not 
known, Xu can be set to reflect precisely the level of risk of failure that the user is willing to accept -
something which is impossible without reservation systems. Towards this end, we can use the popular 
Chebyshev inequality to define the number of standard deviations that give us the required confidence 
bounds, and hence determine the level of risk. 
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2.4 Conclusions 
q In this chapter, we have described an alternative approach to advance reservation and guaranteeing 
QoS which does not rely on accurate performance predictions. We have shown theoretically that the 
approach enhances the predictability of application execution. In the next chapter, we will describe the 
implementation of the technique in the ICENI infrastructure and describe and analyse performance results. 
Chapter 3 
The Imperial College e-Science Networked 
Infrastructure 
3.1 Introduction 
We have shown in the previous chapter that there is a trinity between the scheduhng of applications, 
the ability to reserve resources and the ability to accurately predict the performance of the components 
constituting the application. In this chapter, we detail this architecture and describe how we have imple-
mented this within ICENI (Imperial College e-Science Networked Infrastracture). We present experimen-
tal results for this work within ICENI. We describe how the ICENI architecture provides an end-to-end 
workflow enactment pipeline. Abstract workflows enter the scheduler and, through the use of the trin-
ity architecture, are formed into concrete workflows detailing the resources to be used. The concrete 
workflow is then distributed to the relevant resources through the launching services or GridSAM [69]. 
Detailed descriptions of this architecture can be found in [75, 74]. 
3.2 Architecture 
ICENI (Imperial College e-Science Network Infrastructure) [54, 55] is an end-to-end Grid middleware 
system developed at the London e-Science Centre. It supports the users of the Grid and adds value to their 
Grid experience by supporting a complete workflow description and enactment pipeline in a transparent 
manner. By hiding much of the complexity of Grid usage, ICENI supports the process of working on the 
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Grid from capturing user requirements through deployment and interaction with executing codes. ICENI 
is based on an implementation independent API that interfaces to a Service Oriented Architecture (SOA). 
As such, computational resources and software capabilities are exposed as services that can be discovered 
by the user. Using a component-based programming model, the user assembles a composition of software 
elements to represent their application. The user may choose the target compute resource (constrained to 
the resources where the software is available), or allow the ICENI scheduling system to choose the host 
locations. The executing software components are themselves services, which are discoverable by other 
Grid users - and where access privileges allow, they may connect new component instances to the already 
existing application. ICENI thus enables collaborative scientific investigations over the Grid [30]. 
An integrated approach to building Grid middleware has been a central philosophy within ICENI. ICENI 
has been used to prototype a Grid infrastructure that will provide a predictable user experience through the 
co-ordinated use of (initially): reservation-enabled compute resources; an ability to capture, record and 
use performance information obtained during application execution; scheduling services capable of using 
the above services and other meta-data provided within the system. The use of meta-data is one of the 
key features of the ICENI system. The users are given the ability to define the inter and intra application 
workflow and the component developers are given the ability to define annotable component performance 
data. Together, these aspects enable a user to construct an application from these components and to 
submit this workflow specification to a scheduling system capable of exploiting the application meta-
data to optimise the placement of the components to reduce overall execution time. This ensures that 
appropriate reservations are obtained on the relevant compute resources to ensure a predictable execution 
time. 
The basic architecture is illustrated in figure 3.1. A Scheduler, which is used to select the resources and 
the software implementations to run, may interact with multiple Launchers where each Launcher is used 
as a mechanism to deploy work onto one or more resources. Each Launcher may be associated with one 
Reservation Engine, if reservations are possible. The Reservation Engine provides an abstraction of the 
underlying DRM's reservation system. The Reservation Service provides the ability to co-reserve multi-
ple resources such that all the resources involved in a workflow can be reserved at the appropriate times. 
The Scheduler interacts with the Reservation Service which in turn communicates with the Reservation 
Engines through the Launchers. There may be multiple Performance Stores each of which can be inteiTO-
gated by the Scheduler. Once a workflow is instantiated, it will have an Application Service which exists 
until the workflow terminates. The Application Service maintains the state information for the workflow 
execution. 
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Figure 3.1: The Architecture: Highlighting the Trinity of Scheduling, Reservation and Performance Pre-
diction 
In this architecture, the Scheduler acts as the controlling entity with workflows being submitted to it. Once 
the Scheduler has received the workflow, it can determine the critical path by determining the execution 
times of the component activities through requests to the Performance Stores. The scheduler can then 
produce (potentially more than one) concrete workflows using a subset of the resources available within 
the Grid and software implementations that work on these resources. These concrete workflows can be 
passed to the Reservation Service to generate reservations. The Reservation Service will interact with all 
relevant Launchers and make requests to their Reservation Engines if available. 
Once the final workflow is determined the Scheduler will communicate with each Launcher involved in 
the selected concrete workflow, using the Job Description Markup Language (JDML) [68], to initiate the 
appropriate parts of the workflow. If components in the workflow are to be enacted at a later point due to 
a reservation, they are held in the Application Service, in a virtual space referred to as the 'Green Room', 
until they are due to be launched. 
3.2.1 Reservation 
ICENI uses a two-tier system for reserving resources on the grid (see figure 3.2). Underlying DRM sys-
tems which provide support for reservations are wrapped up as ICENI Reservation Engines. This provides 
a generic abstraction to the underlying functionality. Individual resources may be reserved for periods of 
time potentially in the future. The higher level Reservation Service provides the ability to reserve a set of 
resources in order to execute a workflow provided by the Scheduling Service. The Reservation Service 
takes a concrete workflow document detailing the resources required and the relative times required on 
these resources. The Reservation Service will then attempt to book appropriate reservations on the re-
quired resources to satisfy the workflow description. This may require that the workflow does not start 
until some time into the future. Reservation negotiation is performed using a negotiation protocol based 
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Figure 3.2: Reservations Architecture 
on WS-Agreement [72]. Reservations may be first made as temporal^ holds until the Reservation Service 
has a 'hold' for all the resources involved in the workflow. At this stage all holds can be confirmed. If all 
temporary holds cannot be made then they will time out and allow the resource to be used by others. If it 
is not possible to reserve the set of resources for the workflow then the Resource Service will return this 
information, potentially along with possible alternatives that are possible. 
If a resource does not have the ability to provide advance reservations then work will be deployed onto it 
at the first opportunity and assumed to progress with best effort. When reservations are possible, a local 
policy at the resource will determine what should happen to work running at the start of a reservation 
interval (e.g. pre-emption, migration etc) and how to deal with work that ovenuns its reservation intei-val 
(e.g. allowing it to continue, termination etc). In the case of tasks over-running their reservation slots, the 
scheduler can no longer guarantee Quality-of-Service and the application is considered to have failed. 
3.2.2 Scheduling 
Each Grid application is described as an abstract workflow, a description of activities to be carried out 
and the dependencies between them. The task of a Scheduler is to allocate each task to a Grid enabled 
resource, thus creating a concrete workflow. 
The Scheduler is comprised of two elements: the pluggable scheduling algorithm and the supporting 
infrastructure. A number of algorithms are available to perfonn this task, such as simulated annealing, 
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complete information game theory, best ofN random and exhaustive search [123]. Each of these algo-
rithms at some point has to evaluate and contrast potential schedules. When optimising for time (as in 
most cases), this is done by computing the expected execution time. 
Abstract workflows are submitted into the Scheduler where the scheduling algorithm is used to determine 
which resources should be used to perform the task and which implementations of the software should be 
used on these resources. A number of potential concrete workflows may be generated by the scheduling 
algorithm each providing approximately equivalent quality of service. To determine which of these will 
be run, the Scheduler will send them to the Reservation Service which will return one of the workflows 
for which it has been able to obtain reservations. 
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Figure 3.3: Scheduling Applications based on Start Times 
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Figure 3.4: Scheduling Applications based on Finish Times 
In order to compute the expected execution time, the critical path though the application is determined. 
This involves computing the start and end time of each activity. This information is stored and used later 
by the Reservation Service, when reserving time. A number of the activities will have no dependencies on 
any task and are thus considered to be 'starting' activities, which are assumed to start at time t — 0 without 
loss of generality. A predicted duration is then obtained by queiying the Performance Store, taking into 
account the number of activities the scheduler has placed on the same resource, the resource specification, 
the implementation selected and other meta-data defined by the component implementation designer. The 
expected end time of the activity is used as the start time of the next dependent activity. This is repeated 
until all activities have been processed (see figure 3.3). This gives the earliest time an activity can start. 
The latest end time then gives the duration of the application. The Scheduler can then select concrete 
workflows with the shortest application duration. 
Activities which do not lie on the critical path have much more freedom in terms of when they can execute. 
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This results in more freedom for the Reservation Engine in making reservations. This is calculated by 
using the same procedure as above, except that all 'stop' activities (those with no activities dependent 
on them) are considered to occur simultaneously at the end of the application; and the analysis is done 
backwards (see figure 3.4). This gives the latest time an activity can start without increasing the total 
application duration. If the start and end times for an activity match when computed in both directions, 
then the activity lies on the critical path. 
3.2.3 Performance 
The Performance Service provides a framework allowing 'pluggable' support for: Performance Stores for 
persistent storage of results; Data Collector for collecting information on cunently mnning applications 
and a Performance Processor for processing the raw data into a format suitable for storage. At least one 
of each type must be present. 
Gathering Performance Data 
The Data Collector is used to collect infonnation from currently running applications through ICENI. 
This raw information, including timings for component executions, is stored locally along with any meta-
data from the application and resources. This meta-data can also include information specified by the 
component implementor and collected from other parts of the ICENI system. This could include things 
such as the problem characteristics which will affect the execution time. 
We assume that a system has some mechanisms for collecting event times for components starting and 
ports firing. ICENI has a system of event messages which are collected by a performance collection 
service. 
Processing Performance Data 
Once an application has finished execution the information collected by the Data Collector is fed into the 
Performance Processor along with the workflow document used for this application. From this the Per-
formance Processor can determine the execution times for each of the components within the application. 
These timings can then be fed back into the Performance Stores to help improve future predictions for use 
of the component in the future. 
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Using Performance Data 
The Performance Store allows multiple storage implementations to be used at the same time. It is assumed 
that all stores will provide persistent data storage. If multiple stores aie available, results will be aggre-
gated between the stores. As the store provides information given some specification of implementation 
and resource (amongst other data), it is possible to provide an analytical model which provides informa-
tion in place of a store. If multiple stores are attached to a PeifoiTnance Store, each store is given the 
option to add new activity infoimation once it is collected. 
Currently ICENI contains performance stores for a serialised object store and analytical models for a 
range of simple components. A database store is cuiTently under development. 
In general, the store will not be capable of providing predicted execution times for all possible combina-
tions of resource, component and problem specific descriptions. The performance repository is capable of 
using regression techniques to provide estimates in cases where previous data fails to provide an estimate. 
This is currently part of ongoing research. 
3.2.4 Launching 
The Launcher is responsible for taking job descriptions, described in DRM independant JDML docu-
ments, and enacting them through the underlying DRM system. The Launcher provides an abstraction of 
the underlying DRM for use within the ICENI system. A number of DRMs are supported through the use 
of 'pluggable' JDML Enactors. The JDML Enactor is responsible for taking the job description, parsing 
this into a DRM-compatible foiTnat and deploying it onto the resource. 
The Launcher is also responsible for advertising the resources that will be made available through the 
DRM. This information is collected through a 'pluggable' advertising unit and advertised to the ICENI 
environment. 
If the underlying DRM system supports reservations the Launcher will map requests down to the local 
Reservation Engine. When a reserved job arrives, the Launcher will enact the job through the appropriate 
requirements for the reservation system using the JDML Enactor. 
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3.3 Experimental Results 
3.3.1 Experiment Details 
We present here the experimental results for running a linear equation solver on a resource running Sun 
Grid Engine [80]. The application consists of three components (see figure 3.5), the linear equation 
generator, the linear equation solver (in this case using a LU factorisation) and a display component for 
the results. Given the general form of a set of linear equations 
Ax = b 
the linear equation source generates the matrix A and the vector b. These are passed onto the linear equa-
tion solver which computes the solution vector x. This vector is passed onto the vector output component 
for display back to the user. For consistency, all runs of the application had 1000 unknowns. 
Linear 
Equation 
Solver 
Vector 
Output 
Linear 
Equation 
Generator 
Figure 3.5: The Test Application 
Experiments were performed under two different configurati ons: 
• Running ICENI with performance meta-data but without reservations 
• Running ICENI with reservations and perfonnance meta-data. The same application was submitted 
and Sun Grid Engine configured so that all other jobs were given lower priority than the ICENI 
jobs. 
In both cases the test Grid had simulated jobs running at the same time as the experiment was conducted. 
Jobs were submitted on the resource with a Poisson distribution rate and executed for a constant time. 
The linear solver application was executed 123 times and for each run, the overall execution time of the 
application, i.e the sum of the execution time of each of the three components, was recorded. The Linear 
Equation Solver accounts for the bulk of the total execution time. 
Table 3.1 summarizes the experimental parameters. 
The results are presented below. 
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Parameter Value 
Problem Size n = 1000. 
Experimental workload Three-stage workflows comprising a linear equation generator which 
generates a random iixii matrix A and vector b of size «, a linear 
equation solver (LU factorisation) which solves for the vector % and 
a display component. 
Interarrival Times Negative exponential, with mean 40 seconds. 
Background Workload Poisson aiTival rate with mean 0.1 and a constant execution time of 
5 seconds. 
Machine Dual Xeon 2.2GHz with 2GB RAM. 
Software Sun Grid Engine 5.3. 
Number of experiments 1 2 3 
3.3.2 Results 
Table 3.1: Experimental Parameters 
Figure 3.6 shows the results when the experiment was run without resei^vations. The execution times vary 
between 26.7 seconds and 32.9 seconds, with a mean of 29.5 seconds and a variance of 0.842. 
Figure 3.7 shows the results when the experiment was run with reservations. The execution times vary 
between 27.1 seconds and 32.1 seconds, with a mean of 29.7 seconds and a variance of 0.703. 
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Execution Data 
29 30 31 
Execution Tlmes(s) 
Figure 3.6: Distribution curve showing the frequency of different execution times with the reservation 
system disabled. 
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Figure 3.7: Distribution curve showing the frequency of different execution times with the reservation 
system enabled. 
From this we can conclude that when using advance reservations the mean execution time increases by 
0.2 seconds, but the variance decreases by 0.139, this is a reduction of 16.5%. This is inline with our 
assertions. Assertion 1 predicts that using advance reservations will result in a reduced variance. Assertion 
2 predicts that the execution time could increase. Furthermore, this increase in execution time is in line 
with that observed by Smith et al in [108]. 
3.4 Conclusions 
In this chapter, we have shown that scheduling using advance reservations improves the predictability 
of run-times within a Grid environment. This predictability, and the risk taken that the application will 
fail, can be tightly controlled by the user. This allows a hitherto unknown level of control over Grid 
execution. To provide such control, a system requires a performance modeling mechanism that allows 
both application structure and empirical performance results to be recorded, stored, retrieved and analysed. 
The application structure is necessary for the reservation mechanism. The empirical data is needed to 
reduce performance overheads. Increasing numbers of resource management systems can support advance 
reservations, and together with schedulers to exploit them, we have a trinity of performance analysis, 
3.4. Conclusions 60 
reservation mechanism, and scheduling systems that can provide the required predictability. 
Our experimental results support our theoretical assertions. We have shown that in a simple Grid applica-
tion deployed over a resei-vable resource, predictability can be improved for deploying applications. This 
capability is now fully integrated into the ICENI Grid middlewaie system. 
In the next chapter, we will identify the weaknesses of advance reservation based approaches for Grid 
scheduling and develop an alternative formulation which alleviates these problems, abstracting over the 
details of the individual Grid applications and seeks to find an optimal solution to the global scheduling 
problem. 
Chapter 4 
Capacity Planning and Stochastic 
Scheduling 
4.1 Introduction 
In the previous chapter, we described a scheduHng approach based on advance reservations that alleviates 
the need for performance prediction for each task: a problem that has always been notoriously difficult to 
solve. We created reservations for long durations of time (the mean of the execution time, plus a multiple 
of the standard deviation) to ensure that the tasks completed execution without being pre-empted by the 
end of the reservation or by other applications. This leads to predictable and guaranteed execution of 
workflows. However, the approach suffers from several problems: 
• Creating reservations for such long durations of time is wasteful of Grid resources and leads to 
under-utilisation. 
• Negotiating for the creation of advance reservations, especially in large-scale Grid computing en-
vironments, is a difficult and time-consuming task which uses a lot of network bandwidth. This 
results in low Quality-of-Service in general. 
• As workloads increase (a large number of requests as opposed to a small number of very large 
requests), the scheduler becomes the bottleneck as it tries to schedule every aniving request. 
• As the time duration for which a reservation is requested increases, it becomes increasingly difficult 
to find appropriate reservation slots that can fulfill the requirements. The number of rejections hence 
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increases as resei-vation requests cannot be satisfied. 
• The scheduler takes into account only single workflows and their requirements, ignoring the rest of 
the workload and their requirements. This results in potentially sub-optimal scheduling decisions. 
• Grid resources are frequently switched fiom one type of task to another. This involves the staging of 
executables, the installation of software and environment setup etc. Advance reservation schedulers 
typically do not take into consideration the effect of switching resources, thus frequently incumng 
setup costs. 
To improve the performance of Grid schedulers it is necessary to incorporate capacity planning techniques 
into the scheduling algorithm. This ensures that the scheduler takes into account the requirements of the 
entire workload and is able to negotiate for Grid futures and advance reservations to cater for these needs. 
In this chapter we will formulate the scheduling problem in terms of queueing theory and incorporate ca-
pacity planning techniques to ensure QoS and demonstrate how this can alleviate the problems mentioned 
above. In this chapter, we describe how we schedule and provision resources taking into account the entire 
Grid workload. We further describe and extend our capacity planning approach in chapters 5 and 6. 
4.2 Capacity Planning 
A typical Grid consists of a number of services and a number of physical resources, including compute 
resources that are capable of hosting these services, as well as storage resources, network resources. 
Enterprise and Scientific Grid applications are typically defined in terms of workflows, consisting of one 
or more tasks that may communicate and cooperate in order to achieve the overall objective. The job of 
the scheduler is to select a set of resources to which the tasks of an application can be assigned, coordinate 
the execution of the tasks on the resources and manage the data distribution and communication between 
the tasks. 
The Grid experiences a certain workload at any given time: applications (which may be single tasks, 
workflows, DAGs etc.) submitted by various users for execution. These applications are compositions of 
different tasks that are ultimately translated into Grid service invocations. Therefore the overall workload 
translates into workload on each of these individual services. The aim is to ensure the provisioning 
of enough capacity at each service so that the desired performance levels can be achieved. Figure 4.1 
illustrates how the incoming workload is distributed across the Grid services. The workload data, together 
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Figure 4.1: Grid Scheduling Architecture 
with the historical performance information is used by the scheduling and resource management system 
to calculate a schedule such that the users' QoS requirements are satisfied. 
The scheduling problem can hence be formulated such that instead of assigning resources to the individual 
applications and their tasks, we assign resources to the various Grid services such that all of the requests 
received by that service can be handled by the assigned compute resources while meeting some pre-
defined performance constraints. Assigning a resource to a service involves staging the service executable 
on the selected resource and setting up the execution environment. The workload to the service is then 
distributed proportionally across the assigned resources. 
This method of scheduling is particularly suited to Enterprise and Scientific Grids where there are usually a 
relatively small set of workflows that are executed repeatedly, e.g. in Particle Physics experiments, Climate 
Modeling, Medical Image Analysis and Portfolio Optimisation in financial institutions [100, 21], usually 
with tight performance constraints, e.g. in Image-Guided Neurosurgery. It is in these scenarios, where a 
small set of workflows constitute a large percentage of the workload, that our scheduling approach is most 
efficient. Applications for which capacity planning is difficult, because their arrival rates are unpredictable 
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Figure 4.2: The Grid as a Queueing Network: Applications are routed around the network in the order 
defined by the Workflows. To guarantee QoS, the a% confidence limit of the response time distribution 
for the workflow should be less than the application deadline. The transition probabilities indicate the 
probability that service y will be invoked after service x. 
or they do not form a significant proportion of the workload, can still be scheduled using popular advance 
reservation techniques. Advance reservations can hence complement our algorithm in scheduling one-off 
applications. 
In the OGSA model of the Grid, workflow tasks are mapped onto Grid services, so we will use the 
terms workflow tasks and Grid services interchangeably through the rest of this document, depending on 
whether we are talking about the workflow construct or the implementation. 
4.3 Problem Formulation 
The scheduling problem, as described above, can be viewed as two subproblems: capacity provisioning 
and routing. In capacity provisioning, we aim to ensure that every queue in the qeueuing network (see 
figure 4.2) has enough servers assigned to it so that sojourn times at the queue satisfy performance con-
straints. Routing is concerned with guiding the workflows through the queueing network in the order 
deflned by their structure, such that performance constraints for the entire workflow are satisfied while 
ensuring that all queues within the network operate within normal, pre-defined workload limits. The com-
position of the overall workload on the Grid, and the structure of the constituent workflows, determines 
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the transition (routing) probabihties in the queueing network (see figure 4.2), which in turn determine the 
workload that the individual Grid services experience. 
4.3.1 Workflows and QoS 
Workflow 1; Lineai" Workflow 
Workflow 2: Hybrid Workflow 
Workflow 3: Parallel Workflow 
Figure 4.3: Workflow Applications: Some examples of the various types of workflow applications. 
We consider workflows which have been defined as DAGs (Directed Acyclic Graphs) (see figure 4.3), 
with deadlines that indicate the maximum time that the user is prepared to wait for the execution of these 
workflows to complete. We hence need to make sure that compute resources are allocated to the workflow 
tasks (Grid services) such that their execution in the sequence defined by the workflows completes within 
the given time (see figure 4.2). In the case of workflows with multiple execution paths, where we cannot 
determine the critical path through the workflow before scheduling, we need to ensure that all paths 
through the workflow satisfy the deadline constraints. For example, to guarantee that Workflow 2 (figure 
4.3) meets its deadline, we need to ensure that: 
P{Wx+W2 + Ws + We + W-j <D2}>a2 (4.1) 
and 
P{Wi + ^2 + ^3 + VV4 + W7 < D2} > 0.2 (4.2) 
where Wi represents the sojom time distribution of service i, D2 is the workflow deadline for workflow 2 
and a2 is the confidence with which we want the QoS constraint to hold. 
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4.3.2 Optimisation 
The scheduhng problem is hence to minimise the cost, given by the equation 
c^x+k^z(x,^i,x,) (4.3) 
where the vector c represents the resource costs, the vector Xt represents the resources assignments, x,_i 
is the resource assignment vector from the previous time window, the function z represents the necessary 
switches (i.e. switching from one resource pool to another) and the vector k represents the associated 
switching/setup costs, subject (as described earlier) to the constraints that all the paths through the work-
flow w should satisfy the associated deadline Dw In addition, we define other constraints to ensure that 
the assigned service rates exceed the arrival rates for each Grid service and that the ratio of arrival rate to 
service rate, p, at each resource is less than 1; a necessary, but not sufficient, requirement for guaranteeing 
the stability of the queue. A derivation of the sufficient condition is not possible in general where re-
sources can be switched [106]. Furthermore, our model potentially terminates over-running jobs, further 
limiting the applicability of the general stability condition. In the rest of the document, we will use the 
term switching and setup interchangeably. 
4.3.3 M/G/1 Queues 
In modeling the Grid as a queueing network, it is important to describe an accurate model for the con-
stituent queues. As described in the following sections, an M/G/1 queue is the most accurate way to model 
each service queue. 
Poisson Arrivals 
Various studies have shown that the arrival of requests at Web servers diplays burstiness and heavy-
tailed properties [92, 12, 38]. This is due to various factors such as self-generated traffic by Web pages. 
However, user-initiated requests, e.g. TCP sessions and requests to P2P servers, can be characterised by 
Poisson processes [95, 92]. Furthermore, most real-world phenomena, such as the number of telephone 
calls arriving at switchboards or the number of cars passing though a junction on a motorway, can be rep-
resented by Poisson processes. The Poisson process has proved to be veiy accurate in modeling the arrival 
of customers and requests in simple queueing systems. Drawing parallels between such phenomena and 
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previous work, especially on user-initiated requests in computer systems, we model workflow/application 
arrivals as Poisson processes in our work. 
General Service Times 
The tasks that constitute workflows can have widely varying execution times. Furthermore, the distribu-
tion of these execution times can range from being very predictable, e.g. the same execution time every 
time, to having large variances, e.g. heavy-tailed and bi-modal distributions. We have hence assumed 
general service time distributions in our work: all distributions with finite variance. 
Therefore, assuming Poisson arrivals as above, for the M/G/1 queue we have well-known formulae 
(Pollaczek-Khintchine) for the calculation of the mean response time and the variance of the response 
time, at each service queue [65]: 
E[r] = + +Cl)/2tx{\-p) (4.4) 
a^[r] =a^[s]-l-A,£'[5^]/3(l -p)-|-^^£'[5'^]^/4(l - p ) ^ (4.5) 
where r is the response time (the sum of the service and waiting times), s is the service time, n is the 
service rate and p is the queue utilisation. 
4.3.4 Convolution of response times 
Given that the response time distribution of the entire workflow is the convolution of the response time 
distributions of the individual stages in the workflows execution path, we have the following equations for 
the mean and variance of the response time of the entire workflow: 
stages 
E[Rworkflow] = X (4.6) 
i 
<3^[Rworkflow\ = X (4.7) 
i 
for each of the execution paths through the workflow, where Rworkfiow is the response time of the end-
to-end workflow and /?,• is the response time of service /. We have assumed independently distributed 
services in this work, i.e. the execution time distribution of one service is unlikely to affect that of another. 
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4.3.5 Chebyshev and Vysochanskii-Petunin Inequalities 
To guarantee that workflow deadlines will be satisfied with confidence a , we add the following constraint 
to the model, 
E\_^workflow\ ~l~ 'I * ^\Rworkflo\\>\ ^ ( 4 . 8 ) 
where n is the number of standard deviations within which we expect the a confidence limit to lie. 
In probability theory, Chebyshev's inequality states that in any data sample or probability distribution, 
nearly all values are close to the mean value and it provides a lower bound for the probability that a 
random variable with finite vaiiance lies within a certain number of standard deviations of the variable's 
mean. For any real number k > 0, where X is a random variable with expected value ^ and finite variance 
Pr{\X-^i\>ka)<\/k^ (4.9) 
where k is the number of standard deviations. 
Chebyshev's theorem typically provides somewhat loose bounds, which in general cannot be improved 
upon. However, where the probability distribution is known to be unimodal, we can use the Vysochanskii-
Petunin inequality [116]. For a random variable X with a unimodal distribution with mean n and finite, 
non-zero variance a^, 
(4.10) 
where A, is the number of standard deviations. The theorem can also be applied to heavily skewed distribu-
tions allowing us to model the majority of unimodal execution time distributions. Unimodal distributions 
with large variances have been obsei-ved in practical situations, where the tighter confidence bounds will 
result in more efficient schedules. 
So, for example, to guarantee 95% confidence, the Chebyshev inequality calculates around 4.4 standard 
deviations, while the Vysochanskii-Petunin inequality gives a result of 3 standard deviations. Based on 
historical performance data, we can identify the nature of the distribution of the workflow execution times 
and hence the inequality that will give us the tightest confidence bounds. 
4.3.6 Setup costs and the Fixed-charge model 
Every time a resource is switched from serving one queue to another, setup costs will be incuired, as-
sociated with the staging of files, installation of software, setup of the environment etc. The total cost 
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of assigning a resource to a service is hence the sum of the variable costs related to the level of service 
provided by the resource and the setup costs required to provision the resource. 
To incorporate these costs into the problem we introduce binary variables which represent yes-or-no deci-
sions as to whether setup costs are incurred. Since in this problem formulation, the running costs relate to 
whether a resource is assigned to a service or not and not just the amount of work that is being assigned, 
the binary decision variables also determine the variable costs incuned. 
The objective function (equation 4.3.2) defines the total costs incuned in terms of the vector x: a set 
of binary decision variables. The value of the binary decision variable is determined by the following 
constraint: 
yj-Mxj<0 (4.11) 
where yj is the arrival rate assigned to the resource and M is very large integer, which forces xj to take on 
the value 1 if yj is non-zero, i.e. when the resource has been assigned some work. 
4.3.7 Additional constraints 
In determining the allocation of resources, it is often necessary to take additional constraints into ac-
count, e.g. the suitability of resources for a particular task and the anchoring of services to resources. In 
order to improve the optimisation process it is important to pre-prune the search space to remove such 
combinations. 
Where certain resources are unsuitable for allocation to a service, we can do either, or both, of two things: 
• Set the service rate for that resource to zero. 
• Assign artificially high setup and/or running costs to that resource. 
Both of these modifications have the effect of precluding the resource from assignment to the service in 
question. 
Where it is important to assign a particular resource to a service, we can add a constraint to the model, 
setting the corresponding binary resource assignment variable to 1. However, this approach has the disad-
vantage that it increases the number of constraints in the optimisation problem resulting in longer solution 
times. As an alternative, we can set the costs of assigning the resource, to the service, to zero. This 
encourages the optimisation algorithm to allocate the resource to the Grid service. 
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4.4 The NLP Model 
The scheduling model aims to minimise the cost given by the following equation: 
m /I 
Z = ^ ^ CijXij + kijXij 
' j 
subject to the following constraints: 
ViJ, + 
Vi,7, Xija'^[sij] + 'kijE[sl]/3{l-Xij/nij) + X j j E [ s l f / 4 { l - X i j / ^ i j f < a? 
yk, ^ CT? < of 
\/k, ^ di + nkak<Dk 
Vi, 
J 
ViJ, X i j - M x i j < 0 
The model depicted above is solved using an MINLP (Mixed-Integer Non-linear Programming) solver 
such as SBB or MINOPT. 
The number of variables in the optimisation problem are 0(mn) and the number of constraints are 0(mn+c), 
where m is the number of services, n is the number of resources and c is the number of critical path equa-
tions which define deadline constraints. 
4.5 Routing and Load Balancing 
The proportional distribution of workload across the resources assigned to a Grid service is vital to our 
scheduling architecture to ensure that the queues operate as desired and satisfy the execution-time con-
straints. In our work, we have implemented a Weighted Random Routing Approach, whereby the propor-
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tion of jobs routed to a particular resource is determined by the proportion of the total workload that has 
been allocated to that resource, as deduced from the result of the optimisation process. 
Figure 4.1 shows a sample routing table as calculated by the optimisation algorithm. The table shows the 
arrival rates for each service assigned to each resource. These values are used to calculate the proportion 
of requests for each service which should be directed to the resources assigned to the service. 
The results obtained from the optimisation algorithm are used to configure the workload distribution 
across the Grid resources: the resource allocation tables in the Grid infrastructure. In our problem for-
mulation, we are assigning a certain proportion of n resources to each Grid service. The workload on the 
Grid service is hence divided proportionally across the assigned resources. Each resource operates as an 
M/G/1 queue, as described above. 
R1 R2 R3 R4 R5 R6 R7 
SI 0.3 0.0 0.6 0.0 0.1 0.0 0.0 0.0 
S2 0.0 1.0 0.0 0.0 0.0 0.0 0.0 1.0 
S3 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 
S4 0.0 0.0 0.0 0.0 0.0 0.5 0.5 1.0 
S5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 
Table 4.1: Sample Routing Table. SI-5 are the Grid services and Rl-8 are the Grid resources. 
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Figure 4.4: Routing and Load Balancing 
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As shown in figure 4.4, the ratios calculated from the above table are used for routing. A random number 
generator produces a number which is then used to lookup which resource the request should be redirected 
to. This approach balances the load amongst the resources in proportion to the queue capacities. 
4.6 Comparison with Advance Reservations 
Figure 4.5 shows a qualitative comparison of our scheduling approach and advance reservation schedulers. 
It can be seen that the scheduler has to do much more work in advance reservation schedulers, whereas in 
our approach incoming jobs are routed directly to the appropriate resource, in Of J J time, where they wait 
for their turn in the queue and subsequently execute. In advance reservation schedulers, the workflow first 
waits in a queue for the scheduler to become available. In heavily-loaded Grids, where the scheduler is 
constantly kept busy, this can severely degrade performance. 
The advance reservation scheduler, when it becomes available, performs performance prediction and sub-
deadline calculations and enters a negotiation process for the creation of advance reservations on the 
available resources. In Grids with high network latency or a large number of resources, the negotiation 
process can incur significant costs and take substantial time, once again degrading performance. Once 
a reservation has been obtained, the workflow is held in containment until the reservation start time is 
reached, whereupon it is deployed onto the resource and executed. In busy Grid environments, holding 
times may be significant if a suitable reservation slot cannot be found. 
Advance Reservation Scheduler 
.Job Submission 
V 
QW AR Neg/Sched Holding Setup Execution 
Timeline 
NLP Scheduler 
Job Submission 
Queueing Time Execution 
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Figure 4.5: Timeline Comparison: The diagram shows a comparison of the operations involved when 
scheduling an application using an advance reservation scheduler and our NLP scheduling algorithm. 
The advance reservations scheduler has to perform many more operations than the NLP scheduler, which 
performs the necessary routing in Of 7J time. The timeline shown is for indicative purposes only. 
All of the above factors make it very difficult for advance reservation schedulers to guarantee performance 
and meet deadlines unless the workflow deadlines are especially lax or the Grid is only lightly loaded, e.g. 
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advance reservations have been widely used in situations where there are tight deadlines, however the 
variance of service demand is strictly bounded, such as in the DAME project [13]. 
4.6.1 Stale Information 
A major problem with advance resei^vation schedulers is their dependence on the speed and reliability 
of networks to allow negotiation, performance feedback etc. In real-world scenarios, assuming that the 
network is always reliable, results in degraded scheduler perfoiTnance and approaches built around this 
assumption will be expected to fail, e.g. because of stale information. 
Our approach does not require negotiation or immediate peif oiTnance feedback. The schedule is calculated 
based on historical perfoiTnance information and does not require any significant communication with the 
Grid resources. To eliminate any network delays we host the performance repository on or close to the 
node running the scheduler so that peifoirnance information can be efficiently queried and used. 
4.7 Complexity and Scalability 
Mixed-Integer Non-Linear Programming (MINLP) is computationally extremely challenging [46, 61]. 
MINLP programs are considered to be NP-Complete. In our work, we have solved relatively small op-
timisation problems in order to demonstrate the efficacy of our scheduling algorithm. The scatter graph 
(figure 4.6) shows the solution times for various problem sizes, where the problem size is 0(mn), where 
m is the number of services and n is the number of resources. In the next chapter, we will investigate vari-
ous approximations and techniques to increase the scalability of our approach, where the large number of 
resources reduce the cost-sensitivity of the optimal solution. 
4.7.1 Optimisation 
The results in figure 4.6 were obtained using the SBB MINLP optimiser running on the NEOS server 
[101,48]. SBB is a GAMS [98] solver for Mixed Integer Nonlinear Programming models. It is based on a 
combination of the standard Branch and Bound method known from Mixed Integer Linear Programming 
and some of the standard NLP solvers already supported by GAMS. Currently, SBB can use the CONOPT, 
MINOS and SNOPT as solvers for the nonlinear sub-models. It supports all types of discrete variables, 
including binary and integer variables. 
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Figure 4.6: Scatter graph showing optimisation runtimes/solution times: the time taken by the software to 
calculate the optimal resource allocations. Since we are solving using the remote NEOS seiver, solution 
times include data transmission and queue waiting times, thus providing only an indication of the actual 
solution times. 
4.7.2 Simple Branch and Bound 
The SBB solver initially solves the Relaxed Mixed Integer Nonlinear Programming (RMINLP) model, 
using the starting point provided by the modeler. SBB stops immediately if the RMINLP model is un-
bounded, infeasible or if it fails. If all discrete variables in the RMINLP model are integer, SBB will return 
this solution as the optimal integer solution. Otherwise, the cunent solution is stored and the Branch and 
Bound procedure started. 
During the Branch and Bound process, the feasible region for the discrete variables is subdivided, and 
bounds on discrete variables are tightened to new integer values to cut off the cuiTent non-integer solutions. 
Each time a bound is tightened, a new, tighter NLP submodel is solved starting from the optimal solution 
to the previous looser submodel. The objective function values from the NLP submodel are assumed to 
be the lower bounds on the objective in the restricted feasible space (since we are seeking to minimise the 
objective function), even though the local optimum found by the NLP solver may not be a global optimum. 
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If the local NLP solver returns a Locally Infeasible status for a submodel, it is usually assumed that there 
is no feasible solution to the submodel, even though the infeasibility only has been determined locally. In 
the case of convex models (e.g. our scheduling problem), these assumptions will be automatically satisfied 
and SBB will provide correct bounds. If the model is not convex, the objective bounds may not be conect 
and better solutions may exist in other, unexplored parts of the search space. 
In the context of our work we are more interested in obtaining a good feasible solution as quickly as 
possible, since obtaining the globally optimal solution maybe extremely difficult. Most of our models 
were solved using the default parameter values for the SBB solver. In the case where the solver failed, we 
increased the number of node searches (nodelim) and iteration limits (iterlim) thus allowing more time for 
the solver to search for a solution. 
An alternative solver for MINLP problems is the DICOPT solver. However, for problems with few discrete 
variables and difficult nonlinearities, the SBB solver has been shown to be superior in terms of the time 
taken to solve the problem and the problem sizes that can be solved. We will investigate the use of the 
DICOPT solver to solve our model as part of future work. 
4.8 Conclusions 
In this chapter, we have described an alternative model for the Grid scheduling problem which signifi-
cantly increases the size of the Grid that can be modelled efficiently and reduces solution times. We have 
detailed the formulation of the optimisation problem and described the solution procedure and shown how 
the solution can be used to configure the Grid environment. We have also touched upon the performance 
of the scheduling algorithm. In the next chapter we will investigate how to improve the scalability of our 
approach, from tens of resources to potentially millions of resources. 
Chapter 5 
Large-Scale Grids 
5.1 Introduction 
In the previous chapter, we proposed a scheduUng architecture for Grid computing infrastructures that 
aims to minimise the cost of appHcation execution while ensuring that the Quality-of-Service constraints 
are satisfied with desired confidence levels. The scheduling formulation, in terms of queueing theory, 
embodies the stochastic nature of the Grid. In modeling the Grid as a queueing network (see figure 
4.2), we enhance the scheduler's capabilities for capacity planning and resource procurement, resulting in 
greater efficiency in negotiating for advance reservations and buying Grid futures. Applications are routed 
around the network in the order defined by the workflows. To guarantee QoS, the a% confidence limit of 
the response time distribution for the workflow (the convolution of the response time distributions of the 
individual workflow stages) should be less than the application deadline. 
The technique described in the last chapter provides several improvements over existing Grid schedulers. 
Our model: 
• Alleviates the need to schedule each application/workflow individually. The scheduling approach 
described in the last chapter is predictive in nature. Any applications that are submitted for execution 
are channeled directly to the appropriate resources without first having to undergo a scheduling 
phase. This results in improved application turnaround times. The approach can essentially be 
described as predictive scheduling. 
• Has the ability to schedule applications without requiring performance prediction or negotiation for 
advance resei-vations for every stage of the workflow. 
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• Provides improved perfoiTnance in the face of network delays, stale resource information and unre-
liable networks. This is one of the most significant contributions of the work as almost all traditional 
Grid scheduling approaches assume a network with zero latency and/or low traffic. 
• Has the fundamental unpredictability of the Grid built into the problem formulation. 
• Produces a schedule that is globally optimal with respect to the costs of application execution. 
Although the technique described solves a lot of the problems associated with Grid scheduling, scalability 
is still something of a problem. This is because the MINLP (Mixed Integer Nonlinear Programming) 
problems are very difficult to solve efficiently. The cuixent generation of MINLP solvers can only handle 
small problem sizes. An analysis of the scheduling model reveals that the nonlinearity in the optimisation 
problem arises from the presence of the queueing model and response time equations. 
In this chapter, we describe in detail how the nonlinearity can be removed from the problem formulation, 
resulting in a MIP (Mixed Integer Programming) model which is linear, compact, efficient and thus ex-
tremely scalable. This allows us to solve large problem sizes in a matter of seconds. We describe how we 
use various approximations to allow us to model Grids that are orders of magnitude greater in size, and 
thus determine the optimal schedules more efficiently. 
5.2 Deadline Calculation and Assignment 
In our previous problem formulation, we calculated the mean and variance limits on the response times 
of the service queues as part of the optimisation process. This introduced a large degree of nonlinearity 
into the problem. In this section, we describe a method for approximating these limits before the model is 
formulated and solved, resulting in a simple resource assignment problem. 
We begin by assigning sub-deadlines to each constituent task in the workflow, i.e. we define limits on 
the mean and variance on the execution time of each task, such that the a% confidence limit of the 
convolution of all the execution times of the tasks on the critical path of the workflow is less than the 
workflow deadline (see figure 5.1). In the case of workflows with multiple execution paths, we begin by 
identifying the critical path through the workflow using problem sizes, relative task execution times from 
historical performance data etc. The deadline is distributed proportionally across the tasks. Tasks which 
execute in parallel with tasks on the critical path are subsequently assigned deadlines such that the critical 
path remains unaltered. This technique ensures that all paths through the workflow satisfy the deadline 
constraints. 
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Workflow 1: Linear Workflow 
Workflow 2: Hybrid Workflow 
Workflow 3: Parallel Workflow 
Figure 5.1: Workflow Applications: Some examples of the various types of workflow applications. The 
critical paths (in terms of relative task sizes) are highlighted in bold. 
As before, we consider workflows that have been defined as DAGs, with hard deadlines. We hence need 
to make sure that compute resources are allocated to the workflow tasks (Grid services) such that their 
execution in the sequence defined by the workflows completes within the given time. 
5.2.1 Execution times 
Assertion 5.1. From the Pollaczek-Khintchine equations for the mean and variance of sojourn times, it 
can be seen that for any Grid service, for a given resource utilisation p, the coefficient of variation of 
sojourn times is the same regardless of the resource that is being used to execute the sendee. 
Proof As an example consider two resources R1 and R2, where R1 (service rate iJ\ ) \ sk times as fast as 
R2 (service rate ^ii)- For a given task T, to ensure that the utilisations of the two resources is the same, 
R1 is assigned k times the arrival rate (A,) of R2 (X2). The other performance parameters are summarised 
in table 5.1, where the parameters for R2 are defined in terms of the parameters for R1 to provide a 
comparative analysis. 
Calculating the mean and variance for the response times, where p is the same for both queues: 
E[n] = +C^)/2/v,(l - p) (5.1) 
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Parameter Rl R2 
X X 2 - ^ 
a^[5i] a^[52] = 
E[s\ E\si] £[52] = 
Els'] E[sl]^k^*E[sj] 
Els'] 
Table 5.1: Comparison of resource parameters 
a2[ri] = a2[5i]+A,i£'[5^]/3(l-p) + A,?£[5?]^/4(l-p)^ (5.2) 
E M - +X2Ek2](l +C^)/2jU2(l - P) 
- (T^ [J2] +X2E[f2]/3(l - p) +X|E[j|]^/4(l - p)^  
(5.3) 
(5.4) 
From the values in table 5.1, we can see that the mean response time for R2 is a factor k greater than the 
mean response time for R1 and that the variance for the response time in R2 is a factor of greater than 
the variance for the response time in Rl . The coefficient of variation of response times: 
C V l = 
CV2 •• 
E[n] 
Ein] 
is hence the same for the given resource utilisation p. 
(5.5) 
(5.6) 
• 
Hence, from the historical data we can plot a graph for each Grid service, of the coefficient of variation of 
response times against resource utilisation. Using the least mean-squared error technique, we determine 
a line of best-fit and can subsequently determine the average coefficient of variation when p is 0.5. 
The value of the coefficient of variation at p = 0.5 provides us with a reasonable approximation. This is 
because our experiments have suggested that resource utilisations tend towards values near 0.5. Higher 
utilisations can significantly increase response times hence driving utilisation lower in the face of tight 
deadline constraints, while lower utilisations are not cost-effective hence driving utilisation upwards. The 
theorem holds trae regardless of the shape of the graph. 
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5.2.2 Deadline assignment 
Using the relative sizes of the workflow tasks in the critical path (based on historical performance data) 
described in terms of the average execution time or MIPS, we can hence formulate the following simulta-
neous equations to calculate the task subdeadlines for each task on the critical path of the workflow, where 
Y is the relative size of the task and [3 is the average coefficient of vaiiation of response times, as calculated 
above. We assume independently distributed services and that the response time distribution of the entire 
workflow is the convolution of the response time distributions of the individual stages in the workflow's 
execution path. 
stages 
^ Yi^workflow fT-* (^[^workflow] — ^workflow (5-7) 
i 
stages 
^ i^workflow) — ^ \f^workflow\ (5.8) 
stages 
1 (5.9) 
We solve the above equations for Rwoitfiow^ the mean response time of the workflow, where Dworkflow is 
the workflow deadline. The mean and variance limits for each task i on the critical path of the workflow 
are hence yiRworkfiow and { l^yiRworkfiow)^  respectively. The mean and variance limits for tasks not on the 
critical path are assigned subsequently, such that the convolution of the response times of the non-critical 
path tasks does not exceed the limits for the relevant subgraph or the entire workflow. 
Using historical performance data from the performance repository about mean task executions times and 
variances etc, it is possible to calculate, using the Pollaczek-Khintchine formulae, the maximum arrival 
rate aij for Grid service i that can be handled by a resource j while satisfying the mean and variance 
limits for that Grid service, as calculated above. This information is used to define the parameters for the 
optimisation problem described below (section 5.3). 
5.3 Optimisation Problem 
The scheduling problem is hence to minimise the cost, given by the equation 
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S ^ ( ' ' V ^ij)^ij (5.10) 
j i 
where the cij and Zij represent the resource costs and setup costs respectively and xij are binary variables 
representing the resource assignments (Grid service i on resource j), subject to the constraints: 
n 
Vj, ^ a i j X i j > X i (5.11) 
j 
7M 
V;, (5 12) 
I 
where m is the number of services, n is the number of resources, A,- is the total arrival rate to service i, 
Uij is the maximum arrival rate for Grid service i that can be handled by resource j and 5 is equal to 1, 
ensuring that each resource can only be assigned once. The model is then solved using an MIP solver 
such as CPLEX. 
In this problem formulation, we are assigning each Grid resource as an individual entity. In order to 
improve performance, similai" resources can be grouped together to allow us to reduce the problem size 
and hence schedule over much larger Grids. We will describe this approach in more detail later in this 
chapter. 
The scheduling problem can be solved extremely efficiently using Mixed Integer Programming (MIP) 
solvers [61, 64]. Our problem formulation implicitly performs capacity planning in that it assigns just 
enough resources to be able to handle the total service workload, while minimising the cost of the re-
sources. 
5.4 Resource Assignment 
The model described in section 5.3 is a variation of the classic assignment problem which has been the 
subject of much study in operations research literature. Assignment problems are a special case of the 
transportation problem (see figure 5.2) [61]. 
The assignment problem is a special type of linear programming problem where assignees, e.g. workers 
and resources, are being assigned to tasks. For example, in this case, the assignees are the Grid resources 
which need to be allocated work from Grid services. 
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Figure 5.2: Network representation of the resource assignment problem 
The problem departs from the classic assignment problem in two ways: 
• A task can be performed by several assignees (Grid resources), i.e. more than one resource could be 
assigned to a single task (Grid service). This violates the constraint that each assignee is assigned to 
only one task and each task has only one assignee assigned to it. This issue is normally resolved by 
splitting the tasks into smaller, separate tasks where each task is to be performed by one assignee. 
• The number of resources and tasks is not the same. This problem is typically solved by introducing 
dummy tasks or resources into the problem. 
However, we choose not to reformulate the problem to fit the traditional assignment model for several 
reasons. 
• The splitting of tasks into sub-tasks which can then be assigned to single assignees is non-trivial. We 
will need to determine this as part of the optimisation process as it is part of the resulting schedule 
that we need to calculate. 
• The number of resources in Grid scheduling problems is typically orders of magnitude larger than 
the number of services. Modifying the problem to fit the traditional resource assignment model 
5.5. Resource aggregation and grouping 83 
would hence require the introduction of potentially thousands of dummy variables. This is not the 
most efficient solution. 
In the next section we will investigate an alternative approach to increasing the efficiency of the optimi-
sation process, where we reformulate the problem in such a way so as to reduce the number of variables 
that we are solving. 
5.5 Resource aggregation and grouping 
To further improve the scalability of the approach described above, we define a modified version of the 
problem where similar resources are grouped together. We define the similarity of resources as being 
dependent on the processor type and speed, memory size, hard disk size, network bandwidth etc. These 
parameters can be defined by the user who can either relax or tighten these constraints further. 
Moreover, similar resources will typically have more or less the same cost. This follows from the law 
of one price [16], which states that "In an efficient market all identical goods must have only one price". 
Hence, the above problem can be solved to deteimine the number of each type of resource to be provi-
sioned for each Grid service. The objective function can be defined in terms of the average costs for each 
type of resource. Subsequently, to ensure cost-optimality, the lowest priced resources in each categoiy 
can be allocated. 
Each group of resources is hence represented by a set of integer variables (as opposed to a set of binary 
variables as above), where the upper bound on these variables is the number of resources in the defined 
group (the parameter 5 as described in section 5.3). These variables define the number of resources of 
each type that are allocated to a service (as opposed to simply a true or false value as before). 
5.6 Pre-pruning the search space 
In real-worid Grid computing environments it may sometimes be necessary to put restrictions on the 
allocation of resources to services. This may be the case when: 
• Certain resources are unsuitable for certain types of jobs, for example when the resources do not 
meet certain requirements e.g. software availability, memory, bandwidth. 
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• The user's preferences do not allow the resource to be used. 
• There are policy restrictions in place, e.g. resource provider policy. 
It is much more efficient to incorporate these constraints into the optimisation model. 
There are two ways in which these restrictions can be modelled in the problem formulation. Assuming, 
for example, that resource r is unsuitable for jobs of type j (as defined above), we can set the cost of 
assigning resource r to service 5 artificially high so that as part of the cost minimisation, the optimisation 
will disregard that allocation. Alternatively, we can set the supply or the workload of type 5 that can be 
handled by resource r to zero, in which case the optimisation algorithm will once again disregard the 
allocation as being of little benefit. 
In terms of the optimisation process, because the standard procedure for solving Mixed Integer Program-
mming problems is the Branch-and-Bound technique, our constraints have the effect of pre-pruning the 
search space at the node where the solution first becomes infeasible. 
5.7 Complexity and Scalability 
5.7.1 Performance 
MILP problems can be solved very efficiently using branch-and-bound and linear programming algo-
rithms. The results shown in figure 5.3 were obtained from a CPLEX 9.0 solver running on a 2.8GHz 
Pentium 4 Machine with 1GB Memory. Due to few non-zero elements in the problem and a well-defined 
structure, the solution times (the time taken by the optimisation algorithm to calculate an optimal sched-
ule/resource allocation) are very short even for large problem sizes. 
5.7.2 Optimisation 
The ILOG CPLEX Mixed Integer Optimizer solves MIP models using a very general and robust branch 
and cut algorithm. Optimizing a MIP model involves: 
• Finding a succession of improving integer feasible solutions (solutions satisfying the linear con-
straints and the integrality conditions), while 
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Figure 5.3: Scatter graph showing optimisation runtimes/solution times: the time it takes for the software 
to calculate an optimal resource allocation. Note that for under a thousand variables (more than the 
maximum number of variables that we solved using the NLP schdeduler), the solution time is negligible. 
• Working towards a proof that no better undiscovered feasible solution exists. 
For Integer Programming problems, although it is not necessary to specify explicit bounds on the vari-
ables, if during the branch and cut algorithm a variable exceeds 2.1 x 10^  in magnitude of its solution, an 
error termination will occur. This is a limit defined by the optimisation software, CPLEX version 9.0. For 
our scheduling problem, this should not pose a problem as most of our variable values lie well within this 
range. However, it is necessary to ensure that when aggregating and grouping together resources, the size 
of the groups falls well within the limit defined above. 
In solving our scheduling problem, we seek a balance between the optimality and integer feasibility of 
the solution. In our experiments we have configured CPLEX with different values for the parameter 
CPX_MIPEMPHASIS_BALANCED to provide varying emphasis on the optimality of the solution, as 
opposed to finding a feasible solution quickly. At the default value of 0, CPLEX uses various methods to 
find a proven optimal solution quickly. Considerable analysis of the model is performed before branching 
ever begins in the expectation that the investment will result in a faster total run time, yet not every possible 
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analysis is performed. The branching is peifoiTned in a manner that seeks to find good quality feasible 
solutions without sacrificing too much time that could be spent proving the optimality of any solution that 
has already been found. 
We have discovered that the optimizer produces a good solution at the default value and that increasing 
the emphasis on optimality does not significantly improve the performance of the scheduler and the Grid 
applications. Furthermore, with a combination of presolving and aggregation by the presolver, and so-
phisticated branch and cut methods which pre-pmne parts of the seaich tree that are unlikely to yield 
feasible results, CPLEX can solve MIP problems very efficiently. 
5.8 Thresholds and Rescheduling 
The Grid infrastructure defines several performance parameters which are constantly monitored by the 
scheduler. The current schedule is only viable if those parameter values fall within pre-defined thresholds. 
A breach of the thresholds prompts a re-optimisation and re-calculation of the schedule. 
The Grid administrator could define these threshold values or configure the system to either use default 
values or converge to optimal values itself. These parameters are described in table 5.2. 
5.9 Conclusions 
In this chapter, we have described how we can improve the scalability of the model detailed in the last 
chapter. We removed the nonlineaiity in the model from the optimisation problem to increase efficiency. 
In the next chapter, we will discuss further enhancements to the model which can improve performance in 
the face several real-world phenomena, including bursty arrivals, heavy-tailed distributions and resource 
failures. 
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Parameter Description 
Workload The values most likely to vary over time are the arrival rates. The 
current schedule is only feasible, and/or optimal, if the arrival rate 
values lie within certain limits. If the anival rates increase, more 
capacity will need to be provisioned. Similarly, if arrival rates de-
crease, the system is over-provisioning and the current schedule is 
hence not cost-effective. 
Availability The availability of resources may change. Re-calculation of the 
schedule becomes critical if a resource fails or becomes unavailable. 
If new resources become available, re-optimisation is important to 
ensure cost-optimality. 
QoS The satisfaction of deadline and QoS constraints is constantly mon-
itored. The scheduler looks at the margins by which the deadlines 
were satisfied. If these margins become smaller, the scheduler may 
decide to re-calculate the schedule. This may happen when the cur-
rent schedule was based on insufficient performance information or 
performance estimates. As new performance information becomes 
available, a more reliable and efficient schedule can be computed. 
Costs The costs of resource usage may change as market mechanisms or 
resource-owner policy determine new prices. In these cases, al-
though the current schedule is still feasible, it may not be cost-
optimal and hence a re-optimisation, though not critical, may be ini-
tiated. 
Table 5.2: Performance parameters and thresholds 
Chapter 6 
Quality of Service 
6.1 Introduction 
In the previous chapter, we improved and enhanced our scheduling model to scale up to millions of 
variables, i.e. resources, services and workflows, which could be solved in a matter of seconds. In this 
chapter, we take a detailed look at some of the most important workload and resource characteristics which 
need to be taken into account to produce a reliable, more accurate representation of the Grid environments, 
resulting in an improved model and better scheduling decisions. 
6.2 Workloads in Enterprise and Scientific Grids 
In order to implement efficient capacity planning mechanisms, calculate optimal schedules and guarantee 
QoS overall, it is important to understand the nature of the workload. Not just the type and composition of 
the workload, but also the nature of the arrival process and how it varies over time. This allows the system, 
perhaps with some help from the system administrator, to provision resources where they are needed, to 
understand future demands and plan accordingly. The lack of proactive and continuous capacity planning 
procedure may lead to unexpected unavailability and performance problems. 
It is hence very important to correctly identify the workload pattern. This allows us to measure and un-
derstand the complexities of the Grid. Each workload pattern has an associated class of Grid applications. 
Each class is characterized by how the requests arrive at the Grid and the resources required to satisfy 
the request. The major factors that affect airivals include standard distribution, dependence structure, and 
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seasonality. Workloads display complex behaviors that include light-tailed and heavy-tailed distributions, 
short-range and long-range dependencies, seasonality and periodicity and, in some cases, geographic ef-
fects. 
6.2.1 Distribution and dependence 
Grid traffic exhibits bursty, heavy-tailed, and con-elated arrival patterns (see section 6.2.3). Bursts refer to 
the random arrival of requests, with peak rates far exceeding the average rates. These bursts are caused 
by unpredictable or special events such as major stock market swings, natural disasters or public holi-
days. Such events yield dependencies among requests (for example, larger bursts tend to occur in close 
proximity) and heavy-tail distributions (very high variability in the sizes of the bursts). A heavy-tailed 
distribution for a random variable is one where the tail of the distribution decreases sub-exponentially. 
In such situations large values can frequently occur. As a consequence of burstiness and heavy-tailed 
arrivals, capacity planning is made very difficult. 
Wide-ranging hit rates and burstiness are among the workload pattern complexities that affect performance 
and availability. In traditional performance models, requests are independent and the variance in the size 
of the bursts is relatively small. These distributions belong to the class of light-tailed distributions. 
Non-traditional request traffic puts significant stress on the system. Bursty traffic, containing elements 
with heavy-tailed distributions, degrades the performance by several orders of magnitude over light-tailed 
distributions. For heavy-tailed distributions, the extremely large bursts occur relatively more frequently 
than with the light-tailed model. Moreover, the dependence stracture causes these bursts to occur in close 
proximity to each other. With such input traffic characteristics, the performance metrics, in paiticular, the 
response time, have similar characteristics as the input traffic. 
With respect to Service Level Agreements, the same level of service for heavy-tailed distributions requires 
a larger, more powerful set of resources, compared with the case of independent light-tailed request traffic. 
To guarantee good performance, we need to focus on peak traffic duration because it is the large bursts of 
requests that most degrade performance. 
6.2.2 Seasonality 
Seasonality refers to the periodicity of the request patterns. Seasonal traffic is most often represented 
by the regular daily activities of the users. For example, traffic in some e-trading systems has consistent 
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peaks and valleys each day when the market opens and closes. Seasonal traffic is also observed in monthly 
intervals, for example, running algorithms to collate experimental data or scheduled accounting tasks, and 
during designated periods, for example, the holiday season, week nights or weekends. 
Seasonal requests can degrade the performance of the Grid because, for the peak duration, large batches of 
requests occur around the same time. The central questions are how high is the peak and how long is the 
peak duration. The answers to these two questions can have a significant impact on how much capacity 
needs to be provisioned in order to handle the workload while satisfying perfoirnance constraints. To 
satisfactorily handle request traffic, the capacity of the system should be somewhere close to peak request 
level. 
6.2.3 The National Grid Service (NGS) 
The UK National Grid Service (NGS) [7] consists of a collection of hardware, software and support 
resources available to the UK academic community through a middleware/Grid interface. The service is a 
collection of nodes and each node must specify through a Service Level Description (SLD) the resources 
it is making available, the eligibility-to-use criteria, the support that may be available and any constraints 
that are imposed upon either the node (the Grid resource), the other nodes in the NGS or the users. 
The NGS currently has nodes in Oxford, Bristol, Cardiff, Manchester, Edinburgh, London and Leeds. 
The Oxford NGS node is located at Oxford University and is based on a ClusterVision high performance 
Beowulf-type compute cluster comprising 64 compute nodes and a disk server node. It also has a head 
node which acts as a front-end to compute nodes which are used for executing jobs submitted via Globus, 
the appropriate job manager and the PBSPro scheduling system. The disk server node provides the user 
filestore. 
The graphs in figures 6.1, 6.2, 6.3 and 6.4 show the number of jobs received by the Oxford National Grid 
Service (NGS) globus gatekeeper during a period of two weeks in May 2006. Jobs submitted to the PBS 
Pro batch system via gsissh are not included. The graphs are representative of typical Grid workloads, 
displaying burstiness and trend over the two weeks. We have plotted average hourly, six-hourly, twelve 
hourly and daily aixival rates. 
The graphs display certain properties that are already well-known for Web workloads and have recently 
been observed in Grid workloads as well, namely burstiness and seasonality and trend [21, 83]. Traffic 
surges at certain times during the day, cooling off periods during the weekends are the norm. Moreover, as 
the day (or week) progresses, traffic intensity follows certain patterns, increasing or decreasing gradually 
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Figure 6.1: National Grid Service data showing hourly airival rates over two weeks 
over time when adjusted for the burstiness mentioned earlier (the dotted green lines in the graphs show 
the trend). 
When capacity planning for Grid infrastmctures, it is necessary to take such workload characteristics into 
account and provision enough resources that even during bursts or temporary periods of high demand, 
QoS can be guaranteed. 
6.3 Burstiness in Workloads 
In distributed systems such as the Internet, intranets and the World Wide Web, studies have observed new 
phenomenon related to large-scale distributed systems such as self-similarity. Intuitively, a self-similar 
process looks bursty across several time scales. Studies have shown self-similarity in Ethernet traffic on 
LANs and WANs and that Web traffic contains bursts observable over four orders of magnitude of the 
average workload [12, 15]. To avoid degraded performance and high variability, this burstiness needs to 
be accounted for. 
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Figure 6.2: National Grid Service data showing six-hourly anival rates over two weeks 
Figures 6.1, 6.2, 6.3 and 6.4 show anival rates during bursts exceed the average rate by factors of up to 
five and can hence easily swamp the Grid resources servicing the requests. In the case of Web Servers, 
it has been shown that even a small amount of burstiness degrades the throughput. We will hence use a 
simple model, based on the techniques described in [78], to try to account for the effects of burstiness in 
Grid workloads. 
We assume that a Grid environment is maintaining a log of incoming requests to allow us to monitor 
workloads and predict future demand. A log consisting of L requests to the Grid, T being the time interval 
we are taking into consideration, the average anival rate of requests A is given by 
'k = L/T (6.1) 
Dividing the time interval T into n equal subintervals of duration T/n called epochs, we have 
Xt = n*Arrivals{k)/T (6 2) 
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Figure 6.3: National Grid Service data showing twelve-hourly arrival rates over two weeks 
where Xk is the anival rate of requests in epoch k and Arrivals(k) are the number of requests received in 
epoch k. 
Given that we can hence calculate Arrivals'^ (total number of requests that airive in epochs in which the 
arrival rate exceeds the average anival rate X) and Arrivals~ (total number of requests that arrive in 
epochs in which the anival rate Xk is less than or equal to the average arrival rate X) using the following 
equations 
Arrivals'^ = ^ Arrivals{k) 
k=0,Xk 
n 
Arrivals~ = ^ Arrivals{k) 
((^3) 
( 6 . 4 ) 
we thus have 
L = Arrivals'^ + Arrivals ( 6 . 5 ) 
Burstiness in a given observation period is given by two parameters a and h, where a is the ratio between 
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Figure 6.4: National Grid Service data sliowing daily amval rates over two weeks 
the above-average request rate and the average request rate during the monitoring period, and b is the 
fraction of time during which the instantaneous anival rate exceeds the average arrival rate. 
b = Number of epochs for which > X/n 
a = X+/X = [Arrivals'^/{b*T)]/{L/T) — Arrivals'^/{b*L) 
where the above-average airival rate is given by Arrivals'^/{b *T). 
(6.6) 
(6.7) 
The burstiness factor is hence used to adjust the average anival rate data fed into the forecasting algorithm 
so that the resulting schedule can effectively handle incoming jobs while guaranteeing QoS even during 
arrival bursts. The adjusted anival rate (demand) for which the schedule is computed is: 
A, = {aab)'kf (6 8) 
where A,/ is the airival rate unaffected by bursts and a is calculated by the scheduler based on historical 
performance information. To guarantee QoS, the default value for a is i.e. X = aXf . This sets the 
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arrival rate to the maximum observed burst rates during the monitoring period. The scheduler monitors 
the performance of applications and in the case of over-provisioning of resources (where application 
completion times are significantly less than the associated deadlines), the scheduler takes conective action 
such as assigning fewer resources to handle the workload. 
6.4 Forecasting 
In a scheduling approach based on the cuixent values of the parameters alone, there is a danger that the 
resulting schedule, though optimal with regard to the cunent parameter values, will be unsuitable for use 
soon after it is calculated. Therefore, our scheduling model aims to forecast the values of the parameters 
at some time in the future and to calculate a schedule for those values. The parameters most likely to 
vary over time are the workflow arrival rates. At any point in time the anival rates in next scheduling 
window are likely to be closest to the most recent aixival rates observed. We have seen before that Grid 
workloads display seasonality and trend in a similar fashion to Web Server Workloads [44, 35, 12, 15], 
therefore we use the Holt-Winter's method [61] to forecast future airival rates. The least mean squared 
error technique is used to discover the initial smoothing constants and then using these values, we predict 
the future workloads. 
We use the triple exponential smoothing technique to try to forecast anival rates in the next scheduling 
window. We base our predictions on a finite number of the most recent time windows, hence employing a 
sliding window approach. 
The Holt-Winter's method (triple exponential smoothing) comprises the following equations: 
St = ayt/It-L + (1 — a)(5,_i +b t - i ) (6.9) 
i ' t — Si-i) + {I—'Y)bi-\ (6.10) 
lt = ^yt/St + {l-m-L (6.11) 
Ff+m — {St (6.12) 
where: 
• 3; is the observation, i.e. the arrival rates 
• 5 is the smoothed observation 
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• 6 is the trend factor 
• / is the seasonal index 
• F denotes the forecast at m periods ahead 
• t denotes the time period 
and a , 3, and y are the smoothing constants estimated by the software package (i.e. OpenForecast) [56]. 
In most Grid scheduling problems, we will be concerned with estimating i.e. the arrival rates in the 
next time window. However, as Grid environments become ever more complex and sophisticated market 
mechanisms come into play, it may be necessary to forecast arrival rates several time windows ahead to 
enable the schedule to negotiate for and buy futures and options contracts. 
6.5 Heavy-tailed and Multi-modal Distributions 
Heavy-tailed distributions have been observed in many natural phenomena, as well as in computer systems 
e.g. the World Wide Web, job sizes. Grid applications, like Web traffic, can exhibit execution time dis-
tributions that decrease with a power tail. This implies that there would be a large percentage of requests 
with small execution times and a small percentage of requests that are orders of magnitude longer. 
The heavy-tailed nature of job execution times can cause non-preemptive scheduling policies to have large 
average response times. An alternative approach is to queue all jobs in a central queue and assign them in 
a FCFS fashion to the next available server. But this approach has also been known to yield large response 
times [59]. 
We propose to incorporate another well-known approach into our formulation which involves the classifi-
cation of jobs according to their size, based on historical performance information, and assigning sei-vers 
to each class. Although job sizes are difficult to predict, experiments suggest that even a reasonable guess 
can significantly improve performance [58]. 
In size-based task assignment [58], a size range is associated with each host and a task is sent to the 
appropriate host based on its size. In practice, the size ranges associated with the hosts is chosen somewhat 
arbritrarily. We choose a more formal algorithm for size-based task assignment which aims to define the 
size ranges associated with each host such that the total workload to each host (or group of hosts) is the 
same. The motivation for doing this is that balancing the load minimises mean waiting time. 
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We use the task size distribution to define the cutoff points, i.e. the ranges, so that the expected work 
directed to each host is the same. We obtain the task size distribution by maintaining a histogram of all 
task sizes in the performance repository. 
Hence, for 
(6 .13) 
denoting the cumulative distribution function, F{X), of task sizes with finite mean M, k denoting the 
smallest task size, p denoting the largest task size and h being the number of intervals or host groups, we 
determine the cutoff points x,, z = 0....h where k = xq < x\ < X2 < ••• < < x/, = p, such that 
f" . .< iFw = = „ . = 
Jxo=k Jx\ h h 
(6 .14 ) 
We hence assign all tasks ranging in size from Xi-\ to Xi to the ith group of hosts. 
6.6 Resource Failure 
Grid computing environments are extremely dynamic. The size and stmcture of the Grid environment, in 
terms of the member resources, may change frequently, i.e. the availability of resources may change. Re-
calculation of the schedule becomes critical if a resource fails or becomes unavailable. If new resources 
become available, re-optimisation is important to ensure cost-optimality. 
However, as a failsafe mechanism to ensure that the Grid behaves predictably while a new schedule is 
being calculated, we have incoiporated into our architecture a simple recoveiy mechanism. The aim of 
the approach is to replace the unavailable resource with a similar resource. Similarity is defined in one of 
two ways: 
• The performance data suggests that the resource will be able to handle the assigned workload while 
satisfying QoS. This implies that the service rate of the resource is a close approximation of the ser-
vice rate of the failed resource. The performance repository maintains historical performance data 
and up-to-date statistics about the application mntimes on each resource. It can hence determine a 
suitable replacement. 
• In the case where performance data is not available, resource similarity can be defined in terms of 
resource descriptions, i.e. physical resource data, e.g. CPU speed, CPU type. Memory size. This 
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data is available in the central Registry which maintains information about the Grid environment. 
Figures 6.5 and 6.6 show the resource parameters that can be specified and an example description 
in the Job Description Markup Language (JDML). The XML description allows the specification 
of a large variety of parameters. 
<Resources> 
<CandidateHosts .../>? 
<FileSystem .../>? 
<ExlusiveExecution .../>? 
<OperatingSystem .../>? 
<CPUArcMtecture . . . />? 
<IndividualCPUSpeed .../>? 
<IndividualCPUTime .../>? 
<IndividualCPUCount .../>? 
<IndividualNetworkBandwidth .../>? 
<IndividualPhysicalMemory .../>? 
<IndividualVirtualMemory .../>? 
<IndividualDiskSpace .../>? 
<TotalCPUTime .../>? 
<TotalCPUCount .../>? 
<TotalPhysicalMemory .../>? 
<TotalVirtualMeinory ... />? 
<TotalDiskSpace .../>? 
<TotalResourceCount .../>? 
<xsd:any##other>? 
</Resources>* 
Figure 6.5: Resource Description Tags 
<jsdl:Resources> 
<j sdl:CPUCount> 
<Exact> 1.0 <Exact> 
</j sdl;CPUCount> 
<j sdl:PhysicalMemory> 
<LowerBoundedRange> 
2097152.0 
</LowerBoundedRange> 
</j sdl:PhysicalMemory> 
</jsdl;Resources> 
Figure 6.6: Example Resource Description 
The new resource replaces the now unavailable resource and the jobs are reassigned. The job that was 
executing when the old resource became unavailable is not restarted as that would have a knock-on effect 
on the queued jobs. Instead, the job is pre-empted from the queue and scheduled using an advance 
reservation based scheduling approach. 
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6.7 Differentiated QoS and Partitioning the Grid workload 
The Grid is used by a large number of users, all of whom will expect different levels of service. One 
solution to this problem is to provide differentiated levels of service, e.g. silver, gold, platinum. Users can 
then specify at the time of job submission what level of service they expect and will hence be charged 
accordingly. The scheduling infrastructure will then be required to predict the workload for each of these 
service levels and allocate resources to satisfy the Quality-of-Service constraints of all incoming jobs, 
while minimising the cost. High levels of quality-of-service of course incur a premium charge, reflecting 
the fact that faster, more expensive resources need to be procured to provide a better level of service. 
6.8 Conclusions 
In this chapter, we described several enhancements to our scheduling model to allow for efficient capacity 
planning and also described techniques to ensure the smooth operation of the Grid in the case of resource 
failure or unavailability. In the next two chapters, we will describe our scheduling architecture and com-
pare our scheduling approach with several advance reservation scheduler and describe and analyse the 
results. 
Chapter 7 
Scheduling Architecture 
7.1 Introduction 
In this chapter, we describe in detail a Grid architecture that supports and implements the scheduling 
formulation described in the earlier chapters. We describe the structures and information repositories 
necessary to realise an efficient Grid scheduling environment. 
7.2 The Architecture 
In chapters 4 and 5, we described a scheduling formulation which draws on queueing theory, capacity 
planning techniques and historical performance infomiation to guarantee the performance and QoS of 
Grid applications. This scheduling paradigm necessitates the development of a new scheduling architec-
ture with a set of specialised components to calculate the most efficient schedule. An overview of the 
scheduling architecture is shown in figure 7.1. We describe each of the components of this architecture in 
more detail in the following sections. 
7.2.1 The Forecasting Module 
The forecasting module monitors workload characteristics, collects data and uses this information to iden-
tify trends in the workload, e.g. seasonality effects, allowing it to forecast future arrival rates and work-
loads. This information is used by the scheduler to develop optimisation models and to calculate future 
schedules enabling the Grid to provide proactive capacity planning and resource provisioning. The results 
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Figure 7.1: The Scheduling Architecture 
of the scheduling process determine the resources that will be procured for use, either by reserving the 
resources or by buying Grid futures. 
7.2.2 The Registry 
The Registry is responsible for monitoring and keeping up-to-date records about the physical state of the 
Grid, including the services, the resources and the network topology. Other information it maintains, 
in collaboration with the forecasting module, includes the arrival rates to the various Grid services and 
the workload characteristics. This information is used by the Scheduler to make predictive scheduling 
decisions. 
The information in the Registry is updated using a combination of push and pull mechanisms. Push 
mechanisms are used by the resources and services to update information about availability, configuration, 
prices etc. The pull mechanism is used by the Registry and other information repositories to obtain up-to-
date information when required, e.g. polling resources to verify their availability and the status of jobs. 
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7.2.3 The Performance Repository 
The Performance Repository is based on an architecture similar to the one used in ICENI [75]. It is de-
signed to monitor resources and applications and gather performance data. The repositoi-y keeps track of 
the execution times of the various Grid services on the different resources, storing meta-data about the 
resources used, the implementation and the Grid service or task etc. The Performance Repositoiy calcu-
lates and stores various statistics, e.g. the mean, standaid deviation and variance, about the data collected 
to date. The repository can also take into account problem sizes and other user-defined pai'ametere that 
can have a significant impact on the performance of a Grid sei-vice, breaking down and organising data 
in terms of these parameters. The organisation of the Performance Repositoi-y allows the scheduler fast 
access to performance information and statistics. 
In the absence of performance information for a task on a given resource, the performance repositoiy 
estimates the performance of the task by analyzing the resource meta-data and comparing it to the other 
resource descriptions to find the closest match. Alternatively, if the resource capabilities are defined 
in terms of standard parameters, such as the MIPS rating, the perfomance repositoiy can scale known 
performance data to estimate the performance of the given task. 
7.2.4 The Scheduler 
The scheduler is the most critical part of our scheduling architecture. It determines the optimal alloca-
tion of resources to the Grid services such that the incoming user jobs are serviced in the most efficient 
manner. The Scheduler contacts the various information centres in the Grid, using the most up-to-date 
performance information from the Performance Repositoi^y together with infonnation from the Registry 
regarding the number, type and availability of the resources and services, and formulates the scheduling 
problem in terms of Non-linear and Linear/Mixed-Integer Programming. After the scheduling problem/-
model has been solved, the Scheduler is responsible for translating the result of the optimisation process 
into configuration information and data for the various Grid entities, e.g. the Grid resources, the Router 
etc. This information is then dispatched to the respective Grid entities. 
The scheduler is also responsible for monitoring the state of the Grid, the applications and the satisfaction 
of QoS constraints. When the parameters being monitored change beyond pre-defined thresholds, e.g. the 
workload increases by more than 5%, or an important event occurs which alters the state of the Grid, such 
as new resources becoming available or an application being flagged as having violated its QoS constraint, 
it is necessary to re-calculate the schedule. 
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Optimisation Software 
In the Grid architecture, the scheduler will typically use external specialist software and optimisation 
libraries to solve the optimisation problems. In our architecture, we use the NEOS sei-ver [48] for solving 
the non-linear programs and submit jobs to it using an XML-RPC client which uses the NEOS API. For 
solving the linear programs we interface with the CPLEX 9.0 solver through its Java API [64]. 
7.2.5 The Router 
In our scheduling architecture, there are a set of Grid resources allocated to a given Grid service. This set 
of Grid resources is determined by the scheduling and optimisation algorithm. All the incoming service 
requests to a particular Grid service need to be shared amongst these resources in a manner that maximises 
utilisation and throughput. The Router performs this load-sharing and load balancing. After the scheduler 
has found an optimal schedule it updates the Router with a new routing table. This table contains resource 
allocation and load-sharing information according to which the Router guides the service requests through 
the system, distributing it across the various Grid resources (see section 4.5). 
7.2.6 The Workload Module 
The Workload module monitors and stores traces of the incoming applications. These applications can be 
single tasks or complex workflows or DAGs. The data maintained by the Workload module includes: 
• The user who is submitting the request 
• The Grid application, it's structure and QoS constraints, time of arrival etc. 
• The resource requirements, if any, specified by the user. 
The information stored by the Workload module is also used by the Scheduler and Router to determine 
if policy constraints specified by the user or application are being met. If not, this necessitates a re-
calculation of the schedule. The forecasting module uses the trace information and workload data to 
calculate workload statistics and forecast future workloads. This information is used by the scheduler to 
calculate future schedules. 
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The workload data is stored and maintained by the Workload module for a pre-defined time period, after 
which the old data is discarded. The scheduling and forecasting mechanisms hence implement the sliding 
window approach whereby only the most recent data is used make scheduling decisions (see section 6.4). 
7.2.7 The Grid Services and Resources 
The Grid Services aie implemented as First in, Firet out (FIFO) queueing systems. They monitor and 
record statistics about local arrival rates, service rates, completion times and waiting times for the queue. 
These statistics are updated into the Registry and the Performance Repository periodically. This infoima-
tion is useful in monitoring the state of the Grid, the margins by which performance constraints aie being 
met and essentially that the Grid is operating as expected. 
The Grid Resources are the physical entities responsible for executing the task assigned to it and producing 
the results. They are also responsible for updating the information in the Registry if the state or capabilities 
of the resource change. 
7.3 Conclusions 
In this chapter, we have provided an overview of the various components that are necessary to realise the 
efficient scheduling of Grid applications using the formulation described in the earlier chapters. We have 
described the functions of each of the components in the architecture and how they coordinate with each 
other to achieve the desired objectives. 
In the next chapter, we will use a simulator for the above architecture to conduct a number of experiments 
comparing our scheduling approach to several popular advance reservation schedulers. We will analyse 
and present results relating to several important measures including average execution costs, resource 
utilisation and reliability. 
Chapter 8 
Simulation and Performance Results 
8.1 Introduction 
In this chapter, we describe a simulation architecture which has been used to conduct a large number of 
experiments for the evaluation of our scheduling algorithms. We present detailed performance results 
comparing our approach with several popular advance reservation based schedulers and analyse the ben-
efits of our approach. 
8.2 The Simulation Infrastructure 
In real-world Grid environments, it is difficult to control and monitor the various parameters that need to 
be measured in order to study the effectiveness of various scheduling algorithms. The algorithms need to 
be evaluated for varying Grid infrastructure sizes, something that in a real-world environments is subject 
to economic, policy and other considerations. In addition it is difficult to compare and contrast various 
scheduling algorithms in real-world Grids, either production Grids or testbeds [2], as they will be subject 
to varying conditions which are hard to replicate. This makes objective assessment very hard. Therefore, 
in order to evaluate our scheduling algorithm, we have developed a simulation infrastructure that models 
real-world Grid infrastructures, thus allowing us to control the environment and the parameters and to 
conduct a wide range of experiments. 
Simulation has been used extensively for the modeling and evaluation of real worid systems. Many general 
and application-specific tools and technologies have been built to facilitate the simulation of interesting 
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and complex scenarios. They include simulation languages (e.g. Simscript), simulation environments 
(e.g. Parsec), simulation libraries (SimJava) and application specific simulators (e.g. OMNet++ network 
simulator). While a large body of knowledge and tools exists for general-purpose simulation, there are 
very few tools which enable the simulation of the Grid and are designed for the evaluation of scheduling 
algorithms [84, 27, 109]. Moreover, the design of the few existing simulations is based on the paradigm 
where each application is scheduled individually on the Grid and there is little support for the modeling 
and analysis of queueing-based approaches. We are dealing with a radically different paradigm which 
necessitates the development of a new simulation infrastructure to cater for these needs. 
We have developed a simulator which extends the ICENI Grid computing infrastructure [74] and the 
GridSim toolkit [84] and realises the scheduling architecture described in chapter 7. The architecture 
has been extended to include support for advance reservations and queueing. This architecture has been 
implemented using SimJava [63]. The main extensions and improvements that our simulation architecture 
provides over existing work include: 
• Support for pluggable schedulers and optimisation libraries. 
• Complex resource sharing and service rate scaling mechanisms. 
• A performance repository which compiles performance data and calculates numerous performance 
statistics. 
• Support for application queueing and status monitoring. 
• Dynamic application routing and workload balancing. 
• Automatic and trace-driven workload generation. 
• Multi-stage negotiation and creation of advance reservations using a two-phase commit protocol. 
• Support for backfilling. 
• Monitoring and statistical analysis of workload and arrival patterns. 
• Recovery mechanisms in the event of resource failure. 
We have extended the Workload module in the scheduling architecture (see chapter 7) to incorporate a 
Workload Generator. The Workload Generator enables us to generate and submit customizable workloads 
allowing us to study the performance of various schedulers under vaiying conditions. The customizable 
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parameters include the workload size, the workload pattern and seasonality and trends in the workload. 
The workload can be defined in terms of workflows and DAGs to the overall Grid or as separate workloads 
to the individual Grid services. The Workload Generator can be replaced by other custom solutions or can 
easily be extended to allow more advanced workload generation. Furthemiore, the workload generator 
allows trace-driven workload generation and also allows for the configuration and modification of the 
trace in order to vary and control the workload parameters, e .g. the scaling of inter-arrival times etc. 
In the following section, we will use our simulator to conduct vaiious experiments to study the perfor-
mance of our scheduler and compare it to several existing advance reservation schedulers. We use trace 
data from the National Grid Service [7] to generate the workloads. 
8.3 Performance Results 
Workflow 1: Linear Workflow 
Workflow 2: Hybrid Workflow 
Workflow 3: Parallel Workflow 
Figure 8.1: Example Workflow Applications 
Grid workloads are comprised of a wide range of workflow types and structures. We simulated several 
common workflow structures in scientific and commercial workflows; sequential, parallel and hybrid (see 
figure 8.1). 
We have conducted a large number of experiments with varying workloads which were generated using 
the trace data from the National Grid Service. The inter-airival times in the trace data were scaled to study 
the effect of arrival rates on the perfoiTnance of the schedulers. We also conducted experiments to study 
the effects of variances in task sizes and execution times. 
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Experiments were conducted to estimate a range of values including failures rates, average resource utili-
sations, average cost of workflow executions etc. For each value, the number of workflows simulated was 
increased until the resultant graphs became smooth/non-volatile, indicating that the results were accurate 
with acceptable confidence intervals, i.e. the stochastic noise in the data was reduced to an acceptable 
level. For our experiments, this state was reached at around 8000 workflows. 
The workflows were assigned deadlines, which were calculated based on the 95% confidence limit of 
their execution time when running on the fastest available resources, with the highest vatiance for all of 
the constituent tasks in the workflow (See table 8.3). 
We have compared our scheduling algorithm to three popular advance reservation schedulers. 
The Simple Scheduling Algorithm (Algorithm I) is an extension of the technique proposed by [108], incor-
porating mechanisms used by the Maui Scheduler [29]. The scheduler begins by requesting reservations 
to run an application or task at time T on N nodes, for at most M time units. Based on the replies it 
receives from the resources the scheduler makes the reservation at time T if it is possible. In this case, the 
actual reservation start time equals the requested reservation time T. If no resources are available at the 
requested time and hence the scheduler cannot make the reservation at time T, it asks the resources for 
a list of times when it can make the reservations. The scheduler picks the available slot which is closest 
in time to T. In case no suitable reservations can be found the algorithm terminates without creating any 
reservations. 
Algorithm 2 describes an implementation of the advance reservation scheduler used in the ICENI in-
frastructure [76, 75]. This follows the same protocol as described above except that it employs a more 
rigorous co-allocation procedure. In the case of failure where suitable reservations could not be found, 
the scheduler relaxes or re-calculates task deadlines and tries again to obtain advance reservations. This 
process continues until all possibilities have been exhausted. 
Algorithm 3 is an implementation of the Just-in-Time scheduling technique, a variant of the work de-
scribed in [124]. This algorithm attempts to obtain reservations only for the task at hand as opposed to 
trying to obtain reservations for the end-to-end workflow. This technique minimises the chances of failure 
since it deals with only a single reservation request at a time, thus simplifying the co-allocation prob-
lem. However, the main drawback of the approach relates to partial execution, where it is only part way 
through execution of the workflow that the scheduler realises that the QoS and deadline constraints cannot 
be satisfied, ultimately resulting in the termination of the workflow and wasted resource time. 
We have further extended the reservation algorithms and infrastructure to support backfill operations. 
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Algorithm 1 Simple scheduling algorithm: Upon failure in creating advance reservations, the algorithm 
terminates 
Require: A Workflow W defined as a Directed Acyclic Graph 
Ensure: DAG is scheduled within deadline 
9 
10 
11 
12 
13 
distribute deadline proportionally over all tasks 7] 6 W 
repeat 
S <— all unscheduled tasks 
for all j G S do 
compute ready time for task i 
calculate reservation duration based on performance prediction or conservative estimate 
request processing time, price and available time slots from resources with ready-time and deadline con-
straints 
make advance reservations on desired resources for task i 
if advance reservations could not be created then 
flag failure to schedule, cancel reservations and terminate 
end if 
end for 
until all tasks have been scheduled 
Backfill allows a scheduler to make better use of available resources by running jobs out of order (see 
section 9.2.4). This involves the scheduler stepping through the reservation timetable and identifying 
resource slots which are unused, i.e. have not been resei^ved for use by anyone. In such cases, the scheduler 
can start low-priority jobs which can be expected to complete execution before a reserved job becomes 
active. This mechanism results in higher resource utilisation. 
In the following sections, we present our results and compare and contrast our algorithm with the ad-
vance reservations algorithms described above. First, we present the results for the MINLP algorithm 
(referred to as the Queueing Scheduler) in section 8.4. We begin by describing the simulation parameters 
including resource speeds and capabilities, service (task) sizes and workflow deadlines. We present results 
comparing reliability, costs (for negligible and non-negligible setup costs) and utilisation. 
In section 8.6, we present the results for the MILP scheduler (referred to as the LP Scheduler). Once 
again, we describe the simulation parameters and then proceed to present experimental results relating to 
costs, resource allocations, utilisation and network delays (i.e. stale information). 
For the sake of clarity, we present the simulation parameters as tables. Experimental results are presented 
as graphs. 
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Algorithm 2 Static scheduling algorithm: Upon failure in creating advance reservations, the schedule 
attempts to relax the subdeadlines and reschedule. 
Require: A Workflow W defined as a Directed Acyclic Graph 
Ensure: DAG is scheduled within deadline 
1: distribute deadline proportionally over all tasks 7] € W 
2: repeat 
3: 5 <— unscheduled tasks whose parent tasks have been scheduled 
4; for all i € S do 
5: compute ready time for task i 
6: calculate reservation duration based on performance prediction or conservative estimate 
7: request processing time, price and available time slots from resources with ready-time and deadline con-
straints 
8: make advance reservations on desired resources for task i 
9: if advance reservations could not be created then 
10: if attempts threshold not reached then 
11: re-calculate subdeadlines and attempt to reschedule 
12: else 
13: flag failure to schedule, cancel reservations and terminate 
14: end if 
15: else 
16: adjust subdeadline of i and re-distribute deadline over remaining tasks 
17: end if 
18: end for 
19: until all tasks have been scheduled 
8.4 The Non-linear Programming Model and Small Grids 
We conducted experiments for a wide range of anival rates and variances in task execution times over 
a fixed set of resources, with fixed deadlines for each of the workflows (see figure 8.1). The tasks of a 
workflow were defined in terms of MI (Millions of Instructions) and the resources in terms of MIPS (Mil-
lions of Instructions Per Second). We simulated 8 different types of Grid services and 24 heterogeneous 
resources with 4 different speeds. The values of the task sizes range from 5.0 x 10^ to 40.0 x 10^ MI and 
the resource speeds from 5.0 x 10^ to 20.0 x l ( f MIPS (See Tables 8.1 and 8.2). In the experiments, we 
considered the data transmission times and costs to be negligible. 
The parameters aie summarised in the tables below. 
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Algorithm 3 Dynamic scheduling algorithm: The algorithm performs Just-in-Time Scheduling 
Require: A Workflow W defined as a Directed Acyclic Graph 
Ensure: DAG is scheduled within deadline 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
distribute deadline proportionally over all tasks T, eW 
repeat 
S <— unscheduled task whose parent tasks have completed execution 
for all / e 5 do 
set ready time to current time 
calculate reservation duration based on performance prediction or conservative estimate 
request processing time, price and available time slots from resources with subdeadline constraints 
make advance reservations on desired resources for task i 
if advance reservations could not be created then 
if attempts threshold not reached then 
re-calculate subdeadlines and attempt to reschedule 
else 
flag failure to schedule, cancel reservations and terminate 
end if 
else 
execute task i 
compute finish time and adjust subdeadline of i 
re-distribute deadline over remaining tasks 
end if 
end for 
until all tasks have completed execution 
Resource ID Speed (MIPS) Cost 
Resources 1-6 20.0 X 10* 24.0 
Resources 7-12 15.0 X 10* 18.0 
Resources 13-18 10.0 X lO'^  15.0 
Resources 19-24 5.0 X 10* 10.0 
Table 8.1: Resources Speeds (in MIPS) and Cost 
8.5 Simulation Results 
In this section, we present the most important performance results. 
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Service ID Average Task Size (MI) 
Service 1 40.0 X 10"^  
Service 2 30.0 X 10^ 
Service 3 20.0 X 10* 
Service 4 10.0 X 10^ 
Service 5 5.0 X 10* 
Service 6 15.0 X 10* 
Service 7 2 5 A x l ^ 
Service 8 35.0 X lO'^  
Table 5 >.2: Mean Task Sizes 
Workflow ID Deadline( seconds) 
Workflow 1 
Workflow 2 
Workflow 3 
35.0 
43.75 
45.5 
Table 8.3: Workflow Deadlines 
Resource ID SI j'2 S3 S4 S5 57 ^8 
Resources 1-6 9.60 7.20 4.80 2.40 1.20 3.60 6.00 8.40 
Resources 7-12 9.60 7.20 4.80 2.40 1.20 3.60 6.00 8.40 
Resources 13-18 12.00 9.00 6.00 3.00 1.50 4.50 7.50 10.50 
Resources 19-24 16.00 12.00 8.00 4.00 2.00 6.00 10.00 14.00 
8.5.1 Reliability 
Table 8.4: Resource setup costs 
As the variances of task sizes and execution times increases, advance reservation schedulers have to create 
reservations for increasingly longer periods of time to guarantee that the task will complete its execution 
before the reservation terminates. Similarly, the Queueing scheduler has to allocate a larger number 
of resources to each sei-vice type since the mean and the variance of the response time at each queue 
increases as the variance of the execution time increases. This means that the workload that each resource 
can handle, while satisfying QoS constraints, decreases with increasing execution time variance. We 
have conducted several experiments that compared the performance of the schedulers under increasing 
variances in light and heavily loaded Grids. We experimented with only a small number of resources 
to ensure that enough capacity was not available in the system to successfully schedule all incoming 
applications and hence ensure that failures will occur. Failure in this context is described as the scheduler's 
inability to find a schedule that is guaranteed to complete while satisfy all QoS constraints. In situations 
where the coefficient of variation is high, it is likely that a probabilistic guarantee for the execution of the 
application would be given, however this is not explored here. 
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Figures 8.2 and 8.3 show the percentage of applications that failed to execute or meet their deadlines as the 
variance of the task execution times was increased, under light and heavy loads respectively. The results 
indicate that the Dynamic scheduler (algorithm 3) perfoiTns better than its reservations-based counterparts, 
but was outperformed by our Queueing Scheduler (MINLP algorithm) which recorded the lowest number 
of failures as the variances were increased, in both light and heavy workloads. Because the deadlines (as 
calculated above) were quite tight, all of the schedulers registered 100% failure at maximum vaiiance. 
The Queueing scheduler performs much better mainly because in calculating the schedule and resource 
assignment, the scheduler can determine the maximum anival rate that can be handled given the workload 
and the available resources. The scheduler discards the excess workload without attempting to schedule it. 
This is not the case with advance reservation schedulers which attempt to schedule each incoming work-
flow. This can sometimes result in partial executions where some tasks in the workflow were executed 
however since subsequent reservations could not be obtained, the workflow fails resulting in decreased 
reliability and wasted resources. 
8.5.2 Cost 
In commercial Grids, resource providers will charge for the use of their resources. The prices charged will 
be determined by complex economic mechanisms or the resource provider. In the following experiments, 
we have attempted to simulate such a Grid environment and have assigned each resource a price: the 
cost of using the resource per second of use. We have assigned costs roughly in line with the resource 
capabilities. The cost of execution of a task is hence the task duration multiplied by the cost of resource 
per second. The cost of the end-to-end execution of a workflow is the sum of the costs of each component 
task. 
For advance reservation schedulers, the costs are calculated based on the assumption that the resource 
providers, in a commercial Grid environments, will charge for the duration of the reservations created, 
regardless of the actual resource time used. The sum of the resource costs is averaged over the number of 
successful executions. For these experiments, we have assumed negligible resource setup costs. 
Figures 8.4 and 8.5 show the average cost of resource usage per workflow execution, taking into account 
only successful workflows. Since we experience 100% failure at coefficient of variation 2.0, we only 
plot results for CV upto 1.8. Once again, the Dynamic scheduler performs increasingly better than its 
co-allocation-based counterparts as the variance is increased, however it is outperformed by the Queueing 
scheduler. The Queueing scheduler thus gives lower costs and higher success rates. 
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An interesting thing to note with regard to the reservations-based schedulers is the occasional decrease in 
average cost as the load is increased. This is because at higher anival rates there are a higher number of 
conflicts and thus fewer successful executions, which in turn means that slower and cheaper resources can 
be used more often. Furthermore, the resei-vations-based schedulers are using roughly the same number 
of resources as for lower workloads, however the resources are now being better utilised. The Queueing 
scheduler has the ability to optimise and allocate the least number of resources that would satisfy the 
QoS constraints, leading to better workload allocations, increased utilisation and hence lower average 
workflow costs even as the load is increased. 
8.5.3 Setup Costs 
In the previous section, we assumed that the setup costs were negligible. This is normally not the case in 
real-world Grid environments where every time a task is assigned to a resource, executables will need to 
be staged, software installed and the environment setup [104]. The resource provider may even charge a 
premium (or a minimum charge) every time a resource is used. 
In the following experiments, we assumed non-negligible setup costs for the allocation of resources. Table 
8.4 shows the setup costs for each task on the various resources. Note that setup costs are only incurred 
when a resource is switched to a different type of task. When another instance of the same task airives as 
the one before, since the environment is already set up, no additional costs are incuned. The setup costs are 
calculated based on the assumption that the sum of all setup costs (the resource provider's administration 
fee, software setup etc) is 20% of the average cost of the execution of the task. 
Figures 8.6 and 8.7 show how the average cost of workflow execution changes with increasing variance in 
task sizes, for light and heavy workloads respectively. Compared with the graphs in 8.4 and 8.5, we can 
see that setup costs significantly increase the average cost of workflow execution in all cases however the 
effect is much higher in the advance reservation schedulers than in queueing based approaches by a factor 
of approximately 5. This is because the Queueing scheduler assigns resources to Grid services. The setup 
costs are incurred only once: when the resource is first assigned to the service. Since the environment is 
already setup, subsequent task arrivals do not incur setup costs. This is not the case for advance reservation 
schedulers which have to setup the environment frequently as resources are reserved for many different 
types of tasks. 
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8.5.4 Utilisation 
As mentioned earlier, increasing variances in the task sizes and execution times mean that advance reser-
vations have to be created for increasingly longer durations of time to guarantee perfomance. This results 
in increasing number of conflicts between resei-vation requests and hence the number of rejections. Fur-
thermore, as the average execution times remain the same, large chunks of reservation slots are left unused 
resulting in lower utilisation. 
The Queueing scheduler analyses the workload data and performs capacity planning meaning that only 
the minimum number of resources necessaiy to meet the QoS requirements for the incoming workload are 
used. This provides significant advantages over advance reservation based schedulers which do not per-
form capacity planning and schedule only single applications creating resei"vations on whatever resources 
are available. The workload is hence spread across a wider set of resources, resulting in lower average 
utilisation. 
A v e r a g e Ut i l isat ion at Ar r iva l R a t e 0 .6 
1 r 
Q u e u e i n g S c h e d u l e r — i — 
S i m p l e S c h e d u l e r — x -
Stat ic Schedu le r 
D y n a m i c S c h e d u l e r a -
0.8 1 1.2 
Coef f i c ien t of Var ia t ion 
Figure 8.8: Utilisation versus Variance under Light Workloads 
Figures 8.8 and 8.9 show the average utilisation across the allocated Grid resources as the task variances 
are increased. The Dynamic scheduler starts off having exactly the same utilisation as the Queueing 
scheduler but the utilisation drops off sharply as the variance increases and the scheduler has to make 
resource reservations for increasingly longer durations of time. Since increasing the variance in task sizes 
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means that less workload can be assigned to the resource while guaranteeing QoS, the average resource 
utilisation decreases as variance is increased. In the case of the Queueing scheduler, the average utilisation 
decreases as a larger number of resources is provisioned to handle the incoming, high-variance workloads. 
FurtheiTnore, as the workload is increased, the number of conflicts between reservations (and hence fail-
ures) also increase. However, simultaneously increasing the workload on the resources results in increased 
average resource utilisation for the advance reservation schedulers, although it is still much lower than for 
the Queueing scheduler. 
8.6 The Integer Programming Model and Large-Scale Grids 
The experiments described in the previous section show that the NLP/Queueing scheduler performs much 
better than advance reservation schedulers in terms of average execution costs, reliability and resource 
utilisation. However, the approach is not very scalable. Advances in MINLP optimisation algorithms 
are taking place but it could be some time before solution times can be reduced to a level where we can 
schedule effectively over laige-scale Grids. 
The Integer Programming formulation described in chapter 5 uses several approximations to remove the 
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non-linearity from the optimisation problem resulting in large increases in the scalability of our approach. 
In this section, we describe experiments conducted to see how effectively the approximations allow our 
scheduling formulation to scale. 
We conducted experiments for a wide range of anival rates and variances in task execution times over a 
fixed set of resources, with fixed deadlines for each of the workflows (see figure 8.1). The tasks of a work-
flow were defined in terms of MI (Millions of Instructions) and the resources in teims of MIPS (Millions 
of Instructions Per Second). We have simulated 8 different types of Grid services and 100 heterogeneous 
resources of 4 different speeds. The values of the task sizes range from 5.0 x 10* to 40.0 x l(f MI and the 
resource speeds from 5.0 x 10^ to 20.0 x l(f MIPS (See Tables 8.5 and 8.6). In our current experiments, 
we consider the data transmission times and costs to be negligible. 
Resource ID Speed (MIPS) Cost 
Resources 1-25 20.0 X 10* 40.0 
Resources 26-50 15.0 x 10* 304 
Resources 51-75 10.0 X 10^ 20.0 
Resources 76-100 5 4 x 1 0 * 10.0 
Table 8.5: Resources Speeds and Cost 
Service ID Average Size (MI) 
Service 1 40.0 X 10^ 
Service 2 30.0 X 1 0 * 
Service 3 20.0 X 10* 
Service 4 10.0 X 10^ 
Service 5 5.0 X 10* 
Service 6 15.0 X 10* 
Service 7 25.0 X 10* 
Service 8 35.0 X 10'^  
Table 8.6: Mean Task Sizes 
Workflow ID Deadline( seconds) 
Workflow 1 
Workflow 2 
Workflow 3 
35.0 
43.75 
45.5 
Table 8.7: Workflow Deadlines 
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Resource ID SI S2 S3 S5 ^6 57 
Resources 1-25 16.0 12.0 8.0 4.0 2.0 6.0 10.0 14.0 
Resources 26-50 16.0 12.0 8.0 4.0 2.0 6.0 10.0 14.0 
Resources 51-75 16.0 12.0 8.0 4.0 2.0 6.0 10.0 14.0 
Resources 76-100 16.0 12.0 8.0 4.0 2.0 6.0 10.0 14.0 
Table 8.8: Resource setup costs 
8.7 Simulation Results 
In this section, we present the most important performance results. The terms low-variance and high-
variance workloads refer to coefficients of variation of 0.2 and 1.8 respectively. 
8.7.1 Costs 
As we mentioned in the section 8.4, resource providers in commercial Grid environments will charge for 
the use of their resources where the prices charged will be determined by the resource providers and/or 
complex economic mechanisms. In order to simulate such scenarios, we have assigned each resource a 
price which is roughly in line with the resource capabilities (see table 8.5). 
We compared our Integer Programming algorithm (LP Scheduler) with the advance reservation schedulers 
described in section 8.3. The cost of execution of a task is hence the task duration multiplied by the cost 
of resource per second. The cost of the end-to-end execution of a workflow is the sum of the costs of each 
component task. For these experiments, we have assumed negligible resource setup costs. 
Figures 8.10 and 8.11 show the average cost of execution for each workflow, as the workload (the arrival 
rate of workflows) is increased, where the constituent tasks of the workflows have low and high variances 
respectively. The results indicate that the LP scheduler performed significantly better than its reservation-
based counterparts. Furthermore, the increase in average cost of workflow execution, as the variance 
was increased, is much smaller for the LP scheduler than any of the reservation-based schedulers. This 
is because as the variance of the workflow tasks is increased, the advance reservation based schedulers 
need to make reservations for increasingly longer periods of time for each task to guarantee successful 
completion. On the other hand, while the Queueing scheduler incurs resource costs for the entire duration 
for which the resource is assigned to the service, it is able use the resources more effectively, completing 
more tasks per unit time resulting in lower average execution costs. 
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8.7.2 Costs (Non-negligible Setup Costs) 
In the previous section, we assumed neghgible setup costs, i.e. when a resource is switched to a different 
service or a task arrives for execution at a resource there are no setup procedures involved. Assuming 
non-negligible setup costs for the allocation of resources (as shown in table 8.8), figures 8.12 and 8.13 
show how the average cost of workflow execution changes with increasing anival rates. Compared with 
the graphs in figures 8.10 and 8.11, we can see that setup costs significantly increase the average cost of 
workflow execution in all cases, however, the effect is much higher for advance reservation schedulers 
than for the LP scheduler. We have assumed, for the puiposes of the experiments, that the setup costs for 
a task are uniform for all the resources. This is keeping in line with the resource costs, which are directly 
proportional to the resource speeds, and does not in any way effect our analysis. 
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8.7.3 Number of Resources 
The LP scheduler employs capacity planning techniques within the algorithm, thus ensuring that it allo-
cates only the minimum number of resources that would be sufficient to guarantee QoS for all incoming 
jobs. The reservation-based schedulers schedule each single application without taking into account the 
properties of the overall workload, i.e. they do not perform any capacity planning. Hence, the resulting 
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schedules are not always globally optimal. Moreover, reservation-based schedulers have to reserve re-
sources for long durations of time to guarantee successful execution. This results in the under-utilisation 
of resources and hence the number of resources actually used by these schedulers is far larger than for the 
LP scheduler. 
Figures 8.14 and 8.15 show the number of resources that were used by the schedulers to handle the 
workload. As the arrival rate is increased the LP scheduler shows a gradual increase in the number of 
resources that it allocates. This is keeping in line with the capacity planning and provisioning capabilities 
inherent in this scheduler. The advance reservation schedulers consider each application individually, 
reserving resources so that the QoS for the end-to-end workflow is guaranteed. Thus, it can be seen from 
the graphs that even at low arrival rates, a high proportion of resources were being used. This also follows 
from the fact that the advance reservation schedulers have to reserve for large periods of time, forcing it 
to use more and more resources as reservation slots run out. 
8.7.4 Utilisation 
As seen in the previous section, reservation-based schedulers tend to use many more resources than re-
quired in order to satisfy QoS constraints. This results in lower utilisation across the resources, as seen in 
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figures 8.16 and 8.17. The LP scheduler performs capacity planning and cost minimisation, hence ensur-
ing that only the minimum number of resources required to handle the incoming workloads aie assigned. 
Since the workload is being assigned across fewer resources, the average resource utilisation tends to be 
much higher. 
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The advance resei'vation schedulers distribute the workload across a much large number of resource re-
sulting in much lower resource utilisation. 
8.7.5 Stale Information 
The majority of Grid schedulers, especially those using advance reservation techniques, assume zero or 
negligible network latency. They require up-to-date information about performance, advance reservations 
and resource status in order to be effective. This is rarely the case in real-world Grids where networks can 
be highly unreliable and up-to-date information will not always be available severely affecting communi-
cations, e.g. negodation for reservations. 
The LP Scheduler does not need to communicate directly with the resources. Its scheduling decisions 
are based mainly on information from the Registry and the Performance Repository. To further reduce 
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Figure 8.17: Utilisation under high-variance workloads 
communication overheads, the Performance Repository and Registry can be hosted on the same resource 
as the scheduler, thus making the scheduling architecture less dependent on network efficiency. 
Figures 8.18 and 8.19 show how network latency can affect the performance of the schedulers. While 
the advance reservation schedulers register high failure rates for non-zero latencies, the LP scheduler per-
forms orders of magnitude better. When information/scheduler timeouts are introduced, e.g. in negotiation 
protocols, status update and resource information requests, even latencies of around one second lead to 
very high failure rates. 
8.8 Comparison of Non-linear Programming and Linear Programming 
Schedulers 
As described earlier in the chapter, the LP scheduler uses various approximations to simplify the schedul-
ing model, resulting in a huge increase in the size of the problems that can be solved efficiently. In the 
results presented in this chapter, we have solved problem sizes of up to 250 variables using the NLP sched-
uler. The LP scheduler has been used to solve problem sizes up to million of variables. In this section, we 
will scale down the problem sizes solved by the LP scheduler to provide a direct comparison between the 
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solutions obtained by the two schedulers. We will provide results relating to costs and the subdeadlines 
assigned to the various tasks in the workflows. 
The experiments were conducted using the parameters described in section 8.4. Low-variance workloads 
have a coefficient of variation of 0.2 and high-variance workloads have a coefficient of variation of 1.8. 
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Figure 8.20: Percentage difference in the cost of workflow execution between the NLP(Queueing) and LP 
schedulers. 
Figures 8.20 and 8.21 show that under increasing workloads and variance, the difference in the perfor-
mance of the NLP and LP schedulers increases significantly, with the LP scheduler always underper-
forming the NLP scheduler in terms of cost. The subdeadlines calculated by the LP scheduler differ 
significantly from the subdeadlines which the NLP scheduler calculates as part of the optimisation prob-
lem. 
The underperformance of the LP scheduler (by up to 20%) is however offset by the increased scalability 
that it provides. 
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8.9 Conclusions 
In this chapter, we have described our simulation architecture and the main enhancements that it offers 
over other existing Grid scheduler simulators. We have used our simulation architecture to conduct a 
large number of experiments, scheduling several different types of workflows over a heterogeneous set 
of resources. We compared our scheduling formulations (the MINLP and IP algorithms) with several 
popular advance reservation based schedulers. To simulate real-world Grid workloads we used workload 
traces from the National Grid Service to generate workflows. This allowed us to replicate the properties 
of real-world workloads, including burstiness, and seasonality and trend. 
We have presented results comparing the reliability of Grid applications, the average costs of execution 
(with both negligible and non-negligible setup costs), the number of resources used and the average re-
source utilisation. The results show that our scheduling algorithm performs markedly better than all the 
other schedulers in all the experiments we have conducted. The capacity planning paradigm, inherent in 
algorithm, greatly improves the efficiency of the scheduling process. With workload being distributed 
across a smaller number of resources, the average resource utilisation increases several-fold. 
In advance reservation schedulers, the resource providers were being paid for the reservations that were 
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created. As the variances in task execution times increased, reservations were requested for longer dura-
tions of time resulting in significant increases in the average workflow execution costs. The introduction 
of non-negligible setup costs resulted in a large increase in the average cost of execution. The Queueing 
and LP scheduling algorithms performed much better in terms of average workflow execution costs even 
with the introduction of setup costs. 
In heavily-loaded Grids, where there are too few resources to handle the entire incoming workload, our 
scheduling algorithm was able to successfully schedule more Grid applications than any of the other 
schedulers. While advance reservations schedulers attempt to schedule every incoming workflow, our 
schedulers were able to deteimine the maximum workload that could be scheduled while satisfying the 
QoS constraints, discarding the excess workload and resulting in better utilisation of the resources. 
Furthermore, our experiments have shown that the performance of advance reservation schedulers is ad-
versely affected by network delays and stale infoimation because the negotiation process can no longer 
occur in a timely and relevant fashion. Introducing scheduler timeouts further exacerbates the problem 
in advance reservation schedulers. Since our scheduling algorithms do not rely heavily on real-time ne-
gotiation and communication with Grid resources, they perform much better even in the face of network 
delays. 
In the next chapter, we will describe several other Grid scheduling projects and their architectures, their 
capabilities and their drawbacks. 
Chapter 9 
Related Work 
9.1 Introduction 
Scheduling is a widely studied topic in a diverse range of fields. In this chapter, we are primarily concerned 
with the scheduling of Grid jobs over a heterogeneous set of compute resources, storage systems, networks 
etc. We provide a brief overview of some of the approaches that have been proposed towards solving 
the Grid scheduling problem. We look at this work in the context of Distiibuted Computer Systems in 
general and Grid Computing in particular. We identify the strengths and weaknesses of the approaches 
and highlight the areas that need more research. 
9.2 Distributed Resource Management Systems 
Distributed Resource Management Systems (DRMs) are the most basic class of Grid scheduling systems. 
They usually enjoy absolute control over the local cluster or group of resources. System administrators 
normally define the scheduling policy that is then used to make scheduling decisions. The objectives 
of such scheduling systems can range from simple cycle-stealing or opportunistic scheduling to more 
sophisticated, QoS-based mechanisms. 
9.2.1 Condor 
Condor [93] is a high-throughput computing environment that can manage a large collection of diversely 
owned machines and networks. Although it is well known for harnessing idle computers, Condor can 
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be configured to share resources. The Condor environment follows a layered architecture and supports 
sequential and parallel applications. The Condor system allocates the resources in the Condor pool ac-
cording to the usage conditions defined by resource ownere. Through its remote system call capabilities 
Condor preserves the job's originating machine environment on the execution machine. It is not necessaiy 
for the originating and execution machines to share a common file system and/or user ID scheme. Condor 
jobs with a single process are automatically checkpointed and migrated between workstations as needed 
to ensure eventual completion. 
Condor can have multiple Condor pools and each pool follows a flat RMS organisation. The Condor col-
lector, which provides the resource information store, listens for advertisements of resource availability. 
A Condor resource agent rans on each machine periodically advertising its services to the collector. Cus-
tomer agents advertise their requests for resources to the collector. The Condor matchmaker queries the 
collector for resource discoveiy that it uses to determine compatible resource requests and offers. Com-
patible agents contact each other directly and if they are satisfied the customer agents initiate computation 
on the resources. 
Resource requests and offers are described in the Condor classified advertisement (ClassAd) language. 
ClassAds use a semi-structured data model for resource description. The ClassAd language includes 
a query language as part of the data model, allowing advertising agents to specify their compatibility by 
including constraints in their resource offers and requests. Condor can be considered a computational Grid 
with a fiat organisation. It uses an extensible schema with a hybrid namespace. It has no QoS support 
and the information store is a network directory that does not use X.500/LDAP technology. Resource 
discovery is centralized queries with periodic push dissemination. The scheduler is centralized. 
9.2.2 Sun Grid Engine 
The Sun Grid Engine (SGE) [80] is an advanced resource management tool for heterogeneous, dis-
tributed computing environments. It accomplishes, through resource management and policy adminis-
tration, workload management: controlling the use for shared resources for the maximum benefit to the 
organisation. It offers the following benefits over other load management tools: 
• Facilities to enforce site-specific management policies, using innovative scheduling and resource 
management. 
• Provision of dynamically collected performance data to the scheduler to provide it with up-to-date 
job, resource and system information. 
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• High-level policy administration for the definition and implementation of enterprise goals. 
The Sun Grid Engine allows the user to submit batch, interactive and parallel jobs. The distribution of the 
associated workload is handled by SGE, transparent to the user. The Sun Grid Engine also supports an 
internal mechanism for advance reservations. 
9.2.3 GridSAM 
Grid applications which pre-date the concept of Grid computing normally lack the appropriate function-
ality to exploit its capabilities. The majority of these legacy applications are based on executables, or 
jobs, which can often be platform-specific. Some of the Grid schedulers mentioned above, e.g. SGE [80], 
Condor [93], have the capability to allow legacy applications to be executed efficiently on Grid-enabled 
platforms. However, most systems adopt proprietai-y languages and interfaces to describe jobs and interact 
with the launching process. This leads to the requirement that a user needs to learn a large number of job 
description languages and deployment mechanisms to exploit a wide variety of Grid resources. 
The objective of GridSAM [69] is to allow users to execute applications through existing distributed re-
source managers transparently. The Transparency is achieved through the use of a common job description 
language, JSDL [11], and a uniform networked access interface, Web Services, OGSA-BES [1]. The core 
function of GridSAM is to translate the submission instructions specified in a JSDL document to a set of 
resource specific actions to stage, launch and monitor a job. 
GridSAM provides a mechanism to transparently execute a job on a remote resource within the Grid. 
However, it provides no mechanism to select which resources to use, although many of the DRMs that 
GridSAM sits on top of may be able to perform the required action using their local set of resources. Thus 
to make the best use of the Grid, a brokering mechanism is required which is capable of selecting the best 
resources for a particular job. GridSAM is hence an ideal platform on top of which to build such resource 
scheduling and brokering architectures. 
9.2.4 Maui Scheduler 
Maui's [29] scheduling algorithm is based on advance reservations with backfill, a mechanism where jobs 
are allowed to overtake a job with higher priority only if it does not delay the start time of any prioritized 
job. 
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Every reservation in Maui consists of three main attributes: a task description (specifying a set of re-
sources), a time frame and an access control list (ACL). These attributes are described below: 
• Resources: Resources are specified by way of task descriptions. Resources may include processors, 
memory, disk space, swap space etc. Resources are grouped together into tasks that are atomic, 
indivisible collections of resources. Reservations can consist of one or more tasks. In attempting 
to locate resources required for a particular resei-vation, the Maui Scheduler examines all feasible 
resources and identifies the needed resources in groups specified by the task descriptions. 
• Timeframe: The timeframe specifies when the resources will be reserved and dedicated to jobs 
meeting the reservation's ACL restrictions. This consists of a start time and an end time. 
• Access Control List: A specification of which jobs can use the reservation. The Reseivation access 
criteria can be defined in teims on users, groups, accounts, job durations etc. 
It is the job of the scheduler to make certain that the access control list is not violated during the reserva-
tions lifetime on the resources listed. 
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Figure 9.1: The Maui Scheduler 
Backfill allows a scheduler to make better use of available resources by mnning jobs out of orden When 
Maui schedules jobs, it prioritizes the jobs in the queue according to a number of factors and then orders 
the jobs into a 'highest priority first' sorted list. It starts the jobs by stepping through the priority list 
until it reaches a job that cannot be started. Because all jobs and reservations possess a start time and 
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a wall clock limit, Maui can determine the completion time of all jobs in the queue. Hence. Maui can 
also determine the earliest the needed resources will become available for the highest priority job to start. 
Backfill operates based on this 'earliest job start' infoimation. Because Maui knows the earliest time 
when the highest priority job can start, and which resources it will need at that time, it can also determine 
which jobs can be started without delaying that job. Enabling backfill allows the scheduler to start other 
lower-priority jobs so long as they do not delay the highest priority job (see figure 9.1). If Backfill is 
enabled, Maui protects the highest priority job's start time by creating a job reservation to reserve the 
needed resources at the appropriate time. Maui can then run any job that does not interfere with the 
reservation of the higher priority job. 
Backfill offers significant scheduler performance improvement [29]. Because of the way it works, essen-
tially filling in holes in the resource space, backfill tends to favour smaller and shorter running jobs over 
larger and longer mnning ones. Most short jobs are backfilled by the Maui Scheduler and hence, sites see 
a marked improvement in the level of service delivered to the small, short jobs and only moderate to no 
improvement for the larger, long ones. 
9.2.5 SLA Management and AssessGrid 
With Grid technology in the early stages of commercialisation, the interaction between Grid entities is 
becoming increasingly complex in the pursuit of QoS guarantees for users, e.g. by negotiating SLAs for 
all aspects of the business relationship [90, 41]. However, despite the popularity of SLAs, Grid providers 
are cautious on adopting SLAs since it introduces the possibilities of system failures, operator unavail-
ability etc. This can result in SLA violation and, potentially, penalty payments to the user. It is therefore 
important to incorporate risk assessment methods for supporting decisions about accepting or rejecting 
SLAs, for acivating fault-tolerant actions and for capacity and service planning. 
AssessGrid [40] aims to supply the Next Generation Grids with additional innovative and required com-
ponents to close the gap between SLAs as a concept and an accepted tool for uptake by commercial 
Grids. It aims to develop and integrate risk assessment and management into all Grid layers. This will 
allow resource providers to integrate risk of failure into the SLA agreement, in turn allowing Grid users to 
compare prices and risk levels from different offers, decide upon an acceptable level of risk and perform 
complex analysis on cost, risk and SLA fulfilment statistics. The resource providers can also model their 
pricing structure on the level of risk inherent in the SLA contracts. 
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9.3 Grid Scheduling Projects 
In this section, we review several popular Grid scheduling architectures and review their algorithms and 
capabilities. 
9.3.1 Globus 
Globus was the pioneering open-source toolkit for developing Grids. It does not in itself implement a 
scheduling policy, relying instead on the local resource management interfaces to provide the resource 
management functions. The Globus Toolkit's Grid Resource Allocation Manager (GRAM) defines a 
layered resource management architecture. It defines the resource-layer protocols and APIs that enable 
clients to securely create and execute a computational task. GRAM provides interfaces to local job man-
agement system such as PBS, LoadLeveler, SGE and LSF, which provide resource management at the 
local level [49]. 
Although GRAM does not support the notion of advance reservations, it can interact with other systems 
that provide this capability, e.g. the Maui scheduler. The provisioning and binding of resources is per-
formed implicitly by the resources. Co-allocation of resources in based on a light-weight broker called 
DUROC, which is layered on top of GRAM. In the absence of advance reservations, co-allocation mech-
anisms rely on out-of-band provisioning agreements. 
9.3.2 GriPhyN 
The GriphyN [66] project is driven by the unprecedented requirements for geographically dispersed ex-
traction of complex scientific information from very large collections of measured data. It aims to support 
large-scale data management in fields such as astronomy, particle physics, gravitational wave physics etc. 
The execution of applications, which are typically described as workflows, on GriPhyN is managed by 
Pegasus (Planning for Execution in Grids) [37]. 
Pegasus takes the application in the form of an abstract DAG (DAX), produced by Chimera, and based on 
the available resources and replica locations, creates a concrete DAG that will produce the requested file. 
The abstract DAG describes the computation in terms of logical files and logical applications components 
and indicates their dependencies. The concrete DAG indicates which resources need to be used to execute 
the tasks in the graph and describes the necessary data transfers. Additionally, the final and intermediate 
data products can be registered for future reuse. 
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Pegasus uses two techniques for resource allocation. Random and Performance-based. The Random ap-
proach does exactly what it says; resources are assigned to tasks on a random basis. In the latter technique, 
Pegasus uses performance data from Prophesy [113] to predict the best site to execute an application 
component by using historical performance data. This data gives an insight into the relationships between 
applications and the various resources and their performance. The data is used to generate an analytical 
model which is used to predict future behaviour. Hence, workflow execution in Pegasus is based on static 
planning. 
9.3.3 ICENI 
The ICENI middleware [54] was designed to facilitate the execution of component-based applications on 
the Grid. The applications are defined as workflows using an XML-based language. These workflows 
use layered descriptions of components, described in temis on meaning, behaviour and implementation, 
and provide a high-level view of the ordering of the tasks and the links between them. Meta-data is 
associated with the components at each level, allowing informed decisions to be made on implementation 
and resource selection. These applications are then submitted for execution to the middleware. 
The ICENI scheduler uses the associated meta-data to translate the abstract workflow description into 
a concrete schedule, known as an Execution Plan. The Execution Plan describes the mapping of the 
various workflow components onto a subset of the resources. Several scheduling algorithms have been 
developed which include random, best of n random, simulated annealing and game theory. The ICENI 
scheduler uses information from the performance repository (which monitors application execution and 
collects performance data) to predict future execution times. This information is used by the scheduler 
to determine the pseudo-optimal schedule. Predictability in execution is enhanced by creating advance 
reservations on resources that support this mechanism [75, 74]. 
9.3.4 GrADs 
GrADs [18] is a collaborative project between several American univerities, which aims to provide pro-
gramming tools and execution environments for the development, execution and tuning of scientific appli-
cations on the Grid. Once again, these applications are typically described in terms of workflows/DAGs. 
The GrADs scheduling method [36] is driven by the objective of minimising the overall job execution time 
(makespan) of the application. It uses an architecture-independent model of each workflow-component 
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in order to estimate the peifoiTnance of a workflow component on the Grid resources. The workflow 
scheduler uses analytical performance models, e.g. memoiy usage and execution time models, to rank 
each resource according to its suitability to execute an application component. This value is based on 
a weighted sum of the expected execution time and the expected cost of data transfers. This informa-
tion constitutes a performance matrix which is used by the scheduler to map application components 
onto resources based on some heuristic. Heuristics that have been used include Min-Min, Max-Min and 
Sufferage. 
GrADs monitors the enactment of the agreement between application components and resources. If this 
agreement is violated, it takes coixective action by re-scheduling the application. For MPI applications, 
these approaches include the stop-restart approach and process-swapping. 
9.3.5 UNICORE 
UNICORE uses advanced flow controls, e.g. conditional execution, repeated execution, conditional sus-
pends etc, in addition to the standard DAG constructs to model its workflows. The workflows are con-
structed using graphical tools which also allow the translation of the workflow into Abstract Job Objects 
(AJO) and their subsequent submission to the UNICORE server. The UNICORE server translates the job 
specification into a number of batch jobs and dispatches them to the target resources. The coordination of 
jobs and provision of the required data is handled by the UNICORE server. 
Resource management in UNICORE is based on resource viitualisation and job abstraction. The former 
manifests itself in UNICOREs Virtual Site that comprises a set of resources, which must have direct 
access to each other, a uniform user mapping and are usually under the same administrative control. 
The UNICORE job begins life as an abstract description with no site-specific information, which is later 
translated into a representation which includes all the necessary information for the execution of the job. 
Most scheduling actions are performed manually, e.g. resource discovery and system selection. Towards 
guaranteeing QoS, UNICORE requires the underlying resources to support: 
• The publishing of time-slots at which the resource is available. 
• Reservations for a given start and stop time. 
In the case where the resources do not support advance reservations, the scheduler cannot guarantee QoS 
and only calculate a best-effort schedule. 
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9.3.6 Taverna 
Tavema [89] is the workflow management system developed for the myGrid project [111], which aims 
to exploit Grid technology to develop high-level middlewaie for supporting personalised in-silico exper-
iments in biology. myGrid aims to assist scientists with the development and execution of bioinfonnatic 
workflows on the Grid. Taverna provides data models, enactor task extensions, and graphical user inter-
faces. The FreeeFluo workflow orchestration tool is also integrated into Taverna as a workflow enactment 
engine to transfer intermediate data and invoke services. 
In Tavema, data models can be represented in either a graphical format or in an XML-based language 
called Simple Conceptual Unified Flow Language (SCUFL). The data model comprises inputs, outputs, 
processors, data flow and control flow. In addition to specifying execution order, the control flow can also 
be trigged by state transitions during the execution of parent processors. Compared to other workflow 
languages, such as the Business Process Execution Language for Web Services (BPEL4WS), SCUFL 
allows implicit iteration over incoming data sets based on a specified strategy. At the execution level, the 
workflow enactor also provides a multithreading mechanism to speed up the iteration process. Users are 
allowed to set the Thread property to specify how many concunent instances will send parallel requests 
to the iteration processor. It is especially suitable for services that are capable of handling significant 
simultaneous processing, for example, a service that is backed by a cluster. This can reduce sei-vice 
waiting time since the workflow engine can send the next input data at the same time as the service is 
working on the current input. 
Tavema provides an environment for users to manipulate workflows, validate and select available re-
sources, and then execute and monitor these workflows. Taverna allows the user to monitor the current 
progress of a workflow invocation and to browse the intermediate and final results. Users can also handle 
storage of those results on local or remote data stores in a variety of formats. Fault tolerance in the work-
flow management of myGrid is achieved by setting configurations for each processor in the workflow, for 
example, the number of retries, time delay and alternate processors. Users can also specify the critical 
level for faults on each processor, e.g. if the processor is set as critical, after all retries and alternates have 
failed, the entire workflow execution will be terminated, otherwise the workflow will continue but child 
nodes of the failed processor will never be invoked. 
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9.3.7 Nimrod/G 
Nimrod/G [22, 23] is an extension of Nimrod [8], a tool for performing parameter sweep applications on 
computational clusters. Parameter sweep applications involve running the same program a large number 
of times with different input parameters in order to explore the parameter space. As each execution is 
independent of all other executions, scheduling decisions can be made by selecting the number of steps 
taken to cover the parameter space, as well as how many instances to run at once. 
Nimrod/G extends the Nimrod concept to execute on a set of Globus resources, rather than a local cluster 
of processors. Scheduling is performed using a cost-based economic model in which each user specifies 
a price they are willing to pay and each resource costs a certain amount to use. This allows the scheduler 
to match the jobs to resources within the constraints provided by the user. Once the schedule has been 
decided, a dispatcher is called to stage the job onto the resource. This is done using GRAM to run the 
job-wrapper (a script which actually rans the job) and communicates with the local server in order to 
manage file transfers and feedback information to the Nimrod/G node. 
9.3.8 MUSCLE/TITAN/A4 
The MUSCLE scheduler [110] is the upper layer of a two-layer Grid and cluster scheduling architecture, 
which uses the PACE toolkit [87] to predict a job's execution time prior to mn time. It allocates parallel 
jobs with high packing potential to the same cluster, taking into account the QoS constraints and using a 
heuristic method to determine the cluster to which jobs should be allocated. 
TITAN [60] is a local cluster scheduler which uses a genetic algorithm, taking into account combined 
metrics such as over-deadline, makespan and idle-time to improve the schedule calculated by MUSCLE, 
providing the best performance for parallel jobs with QoS demands. It uses crossover and mutation to 
transform and evolve schedules until the schedule stabilises. MUSCLE and TITAN communicate using 
the agent system A4 (Agile Architecture and Autonomous Agents), a methodology for building large-
scale distributed software systems. The hierarchical model in A4 describes a simple method that can 
organize a large numbers of agents. The discovery model solves the problem of coordinating the services 
of the different agents so that they locate each other, while the coordination model focuses on the way that 
services can be organized to provide more complex services. 
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9.4 Economic Scheduling 
Grid users and resource owners have different goals, objectives, strategies and requirements. This in-
creases the complexity of Grid scheduling and resource management in an already complex environment. 
The economic scheduling approach aims to address these resource management challenges by regulating 
the supply and demand of available resources via a price mechanism [24, 43, 25]. The Economic-based 
frameworks offer an incentive to resource owners to contribute resources to the Grid and motivates re-
source users to define their QoS requirements in terms of the trade-off between processing time and cost. 
There has been some work in the area of Grid resource pricing and market mechanisms. The GridBus 
Toolkit provides Grid technologies for service-oriented utility computing [26]. The GridBus architecture 
is driven by the requirements of a Grid economy and its workflow management system targets the appli-
cation of market-driven workflow management to Grid environments. Applications are defined in terms 
of workflows using a simple XML-based language for users to define their tasks and dependencies. The 
workflow language allows for the expression of parameters and QoS requirements. The scheduling engine 
provides a hierarchical architecture to adapt to heterogeneous and dynamic Grid environments. GridBus 
uses an event-driven mechanism for scheduling using the subscription-notification approach, which makes 
the workflow loosely-coupled and flexible. The system also supports just-in-tinie scheduling. 
The work in [120] and [119] models and evaluates a computational economy for the Grid, named G-
commerce. The authors consider a Grid environment that offers two kinds of resources, CPU and disk, 
that are complementary to each other. Each producer offers a single resource to the Grid, deciding on the 
number of fixed shares (or fractions) of the resource that it i s willing to offer to the Grid. Given a price for 
that resource from the economy it decides whether or not it is profitable to sell the resources at that price. 
The consumers purchase resources for a job by declaring only the amount of the commodities needed 
and not the duration of the assignment. Given a price-point, each consumer expresses their demand by 
considering the remaining budget and the average rate at which he would spend his budget if he were 
charged at the current price. The budget of each consumer is refreshed at regular periods (e.g. each day). 
The purpose of the work in [120] and [119] is to evaluate and compare two different price-setting eco-
nomic mechanisms: the commodities markets and auctions. The commodities market mechanism intro-
duces a price adjustment scheme so that prices for both types of resources are set in a way that converges 
towards the equilibrium point. They approximate Smale's method by using tatonnement [117] and a poly-
nomial method for calculating excess demand functions. The auctions mechanism involves a centralized 
auctioneer and a sealed-bid, second-price auction. This work also considers two cases of demand: the 
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under-demand and the over-demand case. The authors conclude that under specific assumptions for the 
behaviour of the consumers, the commodities markets provide better results than the auctions in terms of 
price stability, market equilibrium, application and resource efficiency. 
9.5 Stochastic Grid Scheduling 
Most of the scheduling approaches described above assume a deterministic Grid, where most of the data 
used to make scheduling decisions is accurate or based on highly reliable estimates. Of course, in a highly 
dynamic and heterogeneous infrastructure such as the Grid, it is unlikely that we will have accurate data 
at hand to make important scheduling decisions. This dictates the need to take the stochastic information 
into account when detennining schedules. 
There has been some work in trying to schedule over resources which have stochastic behaviour [122, 19], 
using conservative estimates of future workloads and the mean and variance of CPU capacity. In [19], an 
attempt is made to improve the schedule by incoiporating information about the variance of the resources 
in question and a user-defined tuning factor which defines how conservative the estimates used should be. 
Initial results show that it is possible to obtain faster execution times and improved predictability by using 
such an approach. 
9.6 Grid Scheduling as a Resource-Constrained Project Scheduling Prob-
lem (RCPSP) 
There has been considerable attention on formulating the Grid scheduling problem as an extension of the 
traditional Resource-Constrained Project Scheduling Problem (RCPSP) [81,20, 118, 85]. The approaches 
try to exploit the similarities between a workflow job and a schedule: a set of precedence-related tasks that 
have to be scheduled onto a given set of resources. The aim is to schedule the workflow in a way that the 
precedence and resource constraints are satisfied and the project makespan is minimised. The technique 
has also been extended to take account of setup costs on resources [67], network bandwidths and other 
data transfer costs etc. 
However, most of these approaches focus on the scheduling of a single application over a set of resources 
and hence the solution may not be globally optimal. Moreover, the efficiency of the scheduling algorithm 
is highly reliant on the accuracy of the performance predictions, with regard to execution times and data 
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transfer sizes, which are at the heart of optimising such that the makespan is minimised. Though there has 
been a considerable amount of work on performance prediction, existing techniques are either not accurate 
enough for use in RCPSP problems [121, 39] or require a lot of work in building analytical models, to be 
efficient and suitable for use in typical Grid environments [105, 113]. Such techniques are hence unlikely 
to fare well in real-world Grids, under very heavy workloads and uncertain job execution times. 
9.7 Summary 
In this chapter, we have provided a brief overview of some of the major Grid scheduling approaches, their 
strengths and weaknesses. In the next two chapters, we will compare our work with some of the existing 
schedulers and describe the benefits of our scheduling algorithm. We will draw conclusions about the 
work presented in this thesis and outline future work. 
Chapter 10 
Conclusions 
10.1 Introduction 
In the preceding chapters we investigated the problem of the efficient scheduling of Grid applications and 
proposed an efficient and scalable solution. In this chapter we will summarise our main achievements and 
relate them to outstanding issues and problems in the field of Grid scheduling. 
10.2 Summary 
In the introduction we provided an overview of Grid computing and described how the efficient scheduling 
of Grid applications in large-scale Grid environments in an extremely challenging task. Under heavy 
workloads, where a large number of Grid jobs, including single tasks and workflows, are submitted for 
execution each with strict QoS requirements, guaranteeing performance for each application is a difficult 
problem. This is especially the case in the face of unreliable, heavily-loaded networks, varying workload 
and unpredictable resource performance amongst other factors. 
Most current approaches to Grid scheduling rely on some form of predictability in performance to cal-
culate schedules and guarantee QoS, e.g. advance reservation approaches. However, at the heart of these 
approaches are fundamental assumptions relating to the reliability of the network and the accuracy of 
performance prediction algorithms. Most importantly however, none of the current Grid scheduling algo-
rithms scale very well which make them unsuitable for use in Grid computing environments. 
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Our work was motivated primarily by the requirements of Enteiprise and Scientific Grids. The main 
concerns are as follows: 
• Cost minimisation: In commercial Grid settings where users are charged for resource use, it is 
important to minimise the costs. This is typically the task of the scheduler or resource broker. 
• Heavy workloads: In Grid environments which experience extremely heavy workloads it is ineffi-
cient to schedule every incoming workflow individually. Not only does this result in the scheduler 
becoming the bottleneck it also means that the scheduler is not taking into account the entire state 
of the Grid and workload requirements, resulting in sub-optimal schedules. 
• QoS: A large number of Grid applications are subject to constraints on their perfoiTnance. It is 
important to guaiantee performance and QoS with the required degree of confidence. 
• Capacity Planning: Grid users, especially enterprise users and organisations, want to be able to 
predict their requirements and procure resources for future use, either by creating reservations or 
buying Grid futures. This allows the organisation to potentially reduce costs while ensuring that 
they have enough resources to handle their workload. 
The main contributions of our thesis are as follows; 
• We have developed a scheduling architecture which demonstrates how advance reservations can 
be used to enhance the predictability, reliability and performance of Grid applications. We have 
proposed techniques based on advance reservations which do not require performance prediction 
for every task. Depending on the reliability that we aim to achieve we create reservations for the 
mean execution time plus a multiple of several standard deviations. This allows us to provide 
guaranteed performance in the face of unreliable performance predictions. 
We have also shown theoretically that predictability of execution times can be increased by using 
advance reservations. We have implemented the reservations architecture in the ICENI middleware 
and conducted experiments which demonstrate that applications display less variance in execution 
times when using advance reservations than without. 
• We have developed a scheduling formulation which models the Grid as a queueing network. This 
allows us to incorporate the inherent unpredictability of such dynamic, large-scale environments 
into the scheduling model. Applications are routed around the network in the order defined by their 
workflow stracture such that the convolution of response times at each queue satisfies the deadline 
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constraints. Because resources no longer need to be reserved our algorithm alleviates the need 
for performance prediction which is a difficult and enor-prone process. FurtheiTnore, we do not 
need to negotiate for and create advance resei-vations allowing us to focus instead on the end-to-
end execution of the Grid applications and workflows and ultimately the satisfaction of the QoS 
requirements while also providing significantly lower communication overheads, 
• Our scheduling model alleviates the need to schedule each application or workflow individually. 
Any applications that are submitted for execution are routed directly to the appropriate resources. 
The approach is best described as predictive scheduling, where the workflows do not have to un-
dergo a scheduling phase resulting in improved application turnaround times. We have used the 
technique to schedule not only current but also future workloads. 
• We have modelled our scheduling algorithms in terms of Mixed Integer Non-Linear Programming 
(MINLP) and Mixed Integer Linear Programming (MILP) optimisation problems. The non-linear 
model allows us to build very accurate models for small Grid environments and calculate efficient 
schedules. However, solving MINLP problems is very difficult and we have shown that only very 
small problems can be solved in a timely manner. 
Using various approximations we have been able to remove the non-linearity from the model re-
sulting in an MILP model. This allows us to solve problems of the order of tens of thousands 
(even millions) of variables in the order of a few seconds, making such an approach extremely effi-
cient in scheduling over very large Grids, where the number of resources and Grid services makes 
traditional advance reservation approaches infeasible. The schedule that is produced is globally 
optimal with respect to the costs of application execution, i.e. it is not possible to improve the 
solution without making at least one type of application worse off or relaxing some of the applica-
tion/user constraints, thus guaranteeing QoS within required confidence bounds for the end-to-end 
workflows. 
• We have implemented capacity planning techniques in our algorithm. These include the use of 
the Holt-Winter's method for identifying the seasonality and trend in the workload data and using 
this information to predict future workloads which allows us to compute resource requirements, 
calculate schedules and procure resources in advance, i.e. by creating reservations or by buying 
Grid futures. Furthermore, we analyse the workload for burstiness and incorporate these effects 
into our model so that performance can be guaranteed even in the face of temporary, high arrival 
rates or bursts. We have also shown that our algorithm allows us to provide differentiated levels of 
service to Grid users based on how much they are willing to pay. 
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Furthermore, the capacity planning mechanisms allow enterprise users and organisations to forecast 
their future workloads and requirements and to procure Grid resources and futures in advance. 
This results in higher efficiency and reduced load on the scheduler as well improved application 
performance. 
• We have developed a simulator which models the Grid environment and provides several significant 
improvements over existing simulation systems, including support for pluggable schedulers and op-
timisation libraries, complex resource sharing and service rate scaling mechanisms, a peiformance 
repository, support for application queueing and status monitoring, dynamic application routing and 
workload balancing, multi-stage negotiation and creation of advance reservations using a two-phase 
commit protocol and backfilling and the monitoring and statistical analysis of workload and anival 
patterns. 
• We have conducted numerous experiments using our simulation to study the performance of Grid 
schedulers. We have implemented our scheduling algorithms and compared their performance when 
scheduling a diverse set of workflow structures across a heterogeneous set of resources. We have 
compared our scheduling algorithm with several popular advance resei-vation schedulers. We have 
shown that our algorithm results in lower average workflow execution costs. The improvement in 
average execution costs is much greater when setup costs are non-negligible. Furthermore, taking 
into account the entire workload, we are able to more accurately determine the number of resources 
that are required to meet the QoS constraints hence making for more efficient utilisation of the Grid 
resources. Our experiments have shown that using our algorithm results in a large improvement 
in the utilisation of Grid resources. In heavily-loaded Grids, or in small Grids with only a few 
resources, our experiments suggest that using our algorithm results in fewer failures: instances 
where the workflows are unable to achieve the desired QoS levels. 
The scheduling algorithm also increases the efficiency of workflow scheduling where the com-
ponent tasks have high-variance, heavy-tailed distributions providing significant performance im-
provements over advance reservation approaches which have to reserve for the longest predicted 
execution time, greatiy impacting performance. 
Chapter 11 
Future Work 
11.1 Introduction 
In this chapter, we outline directions for future research which would improve upon our current work by 
adding a number of enhancements to the problem formulation. This will allow us to take more factors 
into account when making scheduling decisions, which will help in improving accuracy and efficiency. 
11.2 Stochastic Scheduling 
We aim to extend our current problem formulation to take into account predictions of future workloads, 
where various future scenarios have assigned probabilities. The Multi-Stage stochastic programming 
problem aims to optimise the schedule over a finite time series up to a defined time horizon. The formu-
lation includes the notion of recourse which is the cost incuired if supply fails to meet demand. In our 
model, the recourse costs are the penalty costs associated with the violation of a user's QoS constraints. 
The nonlinear programming model cannot easily be extended to the multi-stage programming problem 
owing to its complexity. However, the significant improvements in performance that we have been able 
to achieve using the integer programming formulation opens up the opportunity to explore multi-stage 
stochastic scheduling in more detail. 
As application requirements become more and more stringent, it is normally necessary to procure increas-
ingly faster and more expensive resources to meet these requirements. However, sometimes the benefits 
of meeting the deadline may not justify this additional expense and the user may be compensated for 
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Figure 11.1: Scenario Tree in Multistage Stochastic Optimisation 
this. The optimisation process can be extended to take compensation costs into account by extending the 
Integer Programming formulation using the recourse costs model. 
We further hope to introduce the costs of failures into the formulation so that the scheduler optimises over 
the trade-off between the costs of failure-avoidance (e.g. redundant execution) and the compensation paid 
to the users if their jobs fail to execute within the given time. 
11.3 The Transportation Problem 
We aim to extend our approach to optimise for network bandwidth and costs, which are a significant factor 
in Data Grids [62,14]. Extensions of the resource assignment problem in operation research literature may 
be suitable candidates for investigation. 
Of particular interest is the Minimum-Cost Capacitated Flow Problem which determines the flows (data 
transmission rates) in the different arcs (network links) that minimise the total cost while satisfying the 
flow restrictions (bandwidth limitations) on the arcs and the supply and demand amounts at the nodes. 
The minimum-cost capacitated flow problem makes the following assumptions: 
• A nonnegative unit flow cost is associated with each arc. 
• Arcs may have positive lower capacity limits. 
• Any node in the network may act as a source or as a sink. 
11.4. Integration into Grid Markets IM 
Consider a capacitated network G = (N,A), wliere N is the set of nodes and A is the set of arcs, where the 
following are defined: 
• Xij = amount of flow from node i to node 7 
• Uij = upper bound on the capacity of arc (i,j) 
• kj = lower bound on the capacity of arc (i,j) 
• Cij = unit flow cost from node i to node 7 
• fi = net flow (supply or demand) at node i 
The problem can hence be formulated as follows. 
Minimisez= ^ (11.1) 
('J)GA 
subject to 
^ ^ Xij = fi,j^N (112) 
k,{j,k)&A i,{i,j)€A 
Uj ^  ^ij ^ M/y (11.3) 
Exploiting the similarity in the structure of the problem descriptions, the minimum-cost capacitated flow 
problem formulation can be integrated into the scheduling formulation developed in this thesis to take 
account of network communication and data transfer costs. 
11.4 Integration into Grid Markets 
Our scheduling algorithm performs extremely well when scheduling over very large Grids. It incorporates 
forecasting and capacity planning mechanisms which make it ideal for use in commercial Grid settings 
allowing users and enterprises to buy and sell resources, Grid futures and options etc. As the supply and 
demand of resources determine resource prices, the ability to analyse workload patterns, forecast future 
workloads and hence procure resources in advance could be extremely beneficial to such organisations. 
Several projects are looking at developing and implementing Grid economies [31, 10]. 
The UK e-Science Computational Markets Project [31] developed a Web Service based infrastructure to 
allow service providers, e.g. resource providers and software providers, to be paid for providing services 
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Figure 11.2; The UK e-Science Grid Markets Project 
to the user. The project is cun-ently investigating economic models and market mechanisms to enable 
efficient trading of services on the Grid (see figure 11.2). 
The GridEcon project [10] aims to advance the functionality of existing Grid technology to allow for the 
economics-aware operation of Grid applications. GridEcon aims to extend current technology so that new 
Grid business models can be implemented. It aims to analyse economic issues that arise in the current and 
emerging Grid business models by using representative scenarios of Grid computing in different potential 
market sectors, e.g. general public, SME, large enteiprises and academia, and analyse and implement 
efficient mechanisms for revenue generation, accounting and settlement in Grid computing environments 
and the utility services model. 
Our work will complement cunent research by allowing the use of efficient scheduling and capacity plan-
ning to make accurate and cost-effective decisions regarding the procurement of resources on behalf of 
Grid users and resource brokers. We aim to integrate our scheduling algorithms into the Computational 
Markets project and GridEcon project and conduct experiments to evaluate the effectiveness of our capac-
ity planning and scheduling techniques as compared to other algorithms. 
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11.5 Other Improvements 
Besides the major enhancements described above, there are many small improvements that can be made 
to the scheduling architecture and the optimisation model to incorporate more information when making 
the scheduling decisions, resulting in more efficient resource allocation. We describe several of these 
extensions below: 
• We aim to extend the scheduling algorithm to incoiporate scenarios where workflows do not have 
defined deadline constraints but where the utility of completing execution within a certain time is 
given by the cost function. The optimisation model will be extended to allocate Grid resources so 
as to maximise the utility to the user while minimising the total resource costs. 
• Our scheduling algorithm cun'ently does not take into account the reliability and availability of 
Grid resources. We aim to integrate infoimation about the reliability of Grid resources into the 
optimisation process. This is to ensure that critical jobs with very strict QoS constraints will be 
assigned only to the most reliable or predictable resources, e.g. lambda networks. We also aim to 
investigate recovery mechanisms in the case of resource failure. 
• In our scheduling algorithm, we have assigned resources to specific tasks/Grid services, with no 
sharing of resources amongst the services. This approach implicitly assumes that there are more 
resources than types of tasks or Grid services. We aim to extend our work to allow Grid services 
to share resources. This will necessitate the development of a complex algorithm which models 
context switching, service rate scaling etc. 
• In real-world Grid implementations, it is unlikely that there will be a single resource broker respon-
sible for scheduling applications and provisioning resources. We aim to extend our work to allow 
a network of schedulers to operate seamlessly, sharing information about workloads and resources 
and collaboratively calculating the most optimal schedules. 
• Our approach to multi-priority workloads involves setting up separate queues which provide dif-
ferentiated levels of service. There has been much research into multi-priority queues and their 
performance where jobs of all priorities share the same queue. We aim to extend our algorithm to 
model multi-priority queues where workflows with varying levels of QoS requirements are routed 
around the network tagged with their priority information. The response time equations in the 
problem formulation will need to modified to take higher priority jobs into account. 
Appendix A 
Non-linear Programming: GAMS 
Formulation 
A.l Transcript 
Set j /Resourcel, Resource], Resource], Resource4, Resources, Resource6, 
Resource?, Resources, Resources, ResourcelO, Resourcell, Resourcel2, 
Resourcel3, Resourcel4, Resourcel5,Resourcel6, Resourcel?, Resourcel8, 
Resourcel9, Resource]0/; 
Set i /Servicel, Service], Service], Service4/; 
Set k /Workflowl/; 
Parameters 
Table e_s(j,i ) service time for service i on resource j 
Servicel Service] Service] Service4 
Resourcel 1, ,99 1 .49 1.0 0.498 
Resource] 1, ,99 1, .49 1.0 0.498 
Resource] 1, .99 1, .49 1.0 0.498 
Resource4 1. .99 1, ,49 1.0 0.498 
Resources 1, .99 1, .49 1.0 0.498 
Resources 2 . .66 ] , ,0 1.33 2.01 
Resource? ] . ,56 2. ,0 1.33 2.01 
Resources 2 . ,66 ] , ,0 1.33 2.01 
Resources ] . ,66 2, ,0 1.33 2.01 
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ResourcelO 2 .66 2 .0 1.. 33 2 .01 
Resourcell 3 .99 2 .99 2 .01 1.0 
Resourcel2 3 .99 2 .99 2 .01 1.0 
Re source13 3 .99 2 .99 2 .01 1.0 
Resourcel4 3 .99 2 .99 2 .01 1.0 
ResourcelS 3 .99 2 .99 2 .01 1.0 
Resourcel6 7 .98 5 .98 3 .99 2.01 
ResourcelV 7 .98 5 .98 3 .99 2.01 
ResourcelS 7 .98 5 .98 3 .99 2.01 
Resourcel9 7 .98 5 .98 3 .99 2.01 
Resource20 7 .98 5 .98 3 .99 2.01; 
Table inu(j, i) service rates 
Servicel Service2 services Service4 
Resourcel 0 .52 0 .66 1 .0 2.00 
Resource2 0 .52 0 .66 1 .0 2.00 
Resources 0, .52 0, .66 1 .0 2.00 
Resource4 0, .52 0, .66 1 .0 2.00 
Resources 0, .52 0, .66 1, .0 2.00 
Resources 0, .37 0, .50 0 .75 1.51 
Resource? 0, ,37 0. ,50 0, .75 1.51 
Resources 0. .37 0. .50 0, .75 1.51 
Re source9 0, ,37 0, .50 0, .75 1.51 
ResourcelO 0. ,37 0, ,50 0, ,75 1.51 
Resourcell 0, ,25 0. ,33 0, ,51 1.01 
Resourcel2 0. ,25 0. 33 0. .51 1.01 
ResourcelS 0. ,25 0. ,33 0, ,51 1.01 
Resourcel4 0. 25 0. 33 0, ,51 1.01 
ResourcelS 0. 25 0. 33 0. ,51 1.01 
Resourcel6 0. 13 0. 16 0. ,25 0.51 
ResourcelV 0. 13 0. 16 0. ,25 0.51 
ResourcelS 0. 13 0. 16 0. 25 0.51 
ResourcelS 0. 13 0. 16 0. 25 0.51 
Resource20 0. 13 0. 16 0. 25 0.51; 
Table var_s(j,i) variances 
A.J. Transcript 156 
Servicel Service2 services Service4 
Resourcel 4. 0 2. .25 1 .01 0.25 
Resource2 4. 0 2. 25 1, .01 0.25 
Resources 4. 0 2. 25 1 .01 0.25 
Resource4 4. 0 2. 25 1 .01 0.25 
Resources 4. 0 2. 25 1, .01 0.25 
Resources 7. 08 3. 91 1. .77 0.43 
Resource? 7. 08 3. 91 1. .77 0.43 
Resources 7. 08 3. 91 1, ,77 0.43 
Resources 7. 08 3. 91 1, .77 0.43 
ResourcelO 7. 08 3. 91 1, .77 0.43 
Resourcell 16 .03 9. 01 4, .0 1.0 
Resourcel2 16 .03 9. 01 4. .0 1.0 
Resourcel] 16 .03 9. 01 4. .0 1.0 
Resourcel4 16 .03 9. 01 4. ,0 1.0 
ResourcelS 16 .03 9. 01 4. ,0 1.0 
Resourcel6 64 .12 36 i.07 16.03 4.0 
Resourcel? 64 .12 36 1.07 16.03 4.0 
ResourcelS 64 .12 36 i.07 16.03 4.0 
Resourcel9 64 .12 36 i.07 16.03 4.0 
Resource20 64 .12 36 1.07 16.03 4.0; 
Table e_s2(j,i) service times squared 
Servicel Service2 services Service4 
Resourcel 8. 12 4. 49 1. 99 0.48 
Resource2 S. 12 4. 49 1. 99 0.48 
Resources S. 12 4. 49 1. 99 0.48 
Resource4 S. 12 4. 49 1. 99 0.48 
Resources 8. 12 4. 49 1. 99 0.48 
Resources 14 .13 7. 94 3. 53 0.87 
Resource? 14 .13 7. 94 3. 53 0.87 
Resources 14 .13 7. 94 3. 53 0.87 
Resources 14 .13 7. 94 3. 53 0.87 
ResourcelO 14 .13 7. 94 3. 53 0.87 
Resourcell 31 .96 17 .98 8 . 01 1.99 
Resourcel2 31 .96 17 .98 8. 01 1.99 
ResourcelS 31 .96 17 .98 8 . 01 1.99 
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Resourcel4 31. 96 17. 98 8. 01 1 .99 
ResourcelS 31. 96 17. 98 8. 01 1 .99 
Re source16 127 .86 71. 92 31 .96 8.01 
ResourcelV 127 .86 71. 92 31 .96 8.01 
ResourcelS 127 .86 71. 92 31 .96 8.01 
Resource19 127 .86 71. 92 31 .96 8.01 
Resource20 127 .86 71. 92 31 .96 8.01; 
Table e_s3{j,i) service times cubed 
Servicel Service2 services Service4 
Resourcel 31. 91 13. 46 3. 98 0 .498 
Resource] 31. 91 13. 46 3. 98 0 .498 
Resources 31. 91 13. 46 3. 98 0 .498 
Resource4 31. 91 13. 46 3. 98 0, .498 
Resources 31. 91 13. 46 3. 98 0. .498 
Resources 15. 08 SO. 23 9. 38 1. ,14 
Resource? 7S. OS SO. 23 9. 38 1, ,14 
Resources 75. 08 30. 23 9. 38 1. ,14 
Resources 15. 08 SO. 23 9. 38 1. ,14 
ResourcelO 75. 08 SO. 23 9. 38 1. ,14 
Resourcell 255 .32 107 .71 34 .23 3. ,98 
ResourcelS 255 .32 107 .71 34 .23 3. 98 
ResourcelS 255 .32 107 .71 34 .23 3. ,98 
Resourcel4 255 .32 107 .71 34 .23 3. .98 
ResourcelS 255 .32 107 .71 34 .23 3. 98 
Resourcel6 2042.62 861 .53 255.32 31.91 
ResourcelV 2042.62 861 .53 255.32 31.91 
ResourcelS 2042.62 861 .53 255.32 31.91 
ResourcelS 2042.62 861 .53 255.32 31.91 
Resources0 2042.62 861 .53 255.32 31.91; 
Table setup_costs(j, i) 
Servicel Service2 
Re source1 0.0 
Resource2 0.0 
Resources 0.0 
Resource4 0.0 
Service] 
0 . 0 
0.0 
0.0 
0.0 
Service4 
0 . 0 
0 . 0 
0.0 
0.0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
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Resources 0.0 0.0 0.0 0.0 
Resources 0.0 0.0 0.0 0.0 
Resource? 0.0 0.0 0.0 0.0 
Resources 0.0 0.0 0.0 0.0 
Resource9 0.0 0.0 0.0 0.0 
ResourcelO 0.0 0.0 0.0 0.0 
Re source11 0.0 0.0 0.0 0.0 
Resourcel2 0.0 0.0 0.0 0.0 
ResourcelS 0.0 0.0 0.0 0.0 
Resourcel4 0.0 0.0 0.0 0.0 
ResourcelS 0.0 0.0 0.0 0.0 
Resourceie 0.0 0.0 0.0 0.0 
Resourcel? 0.0 0.0 0.0 0.0 
ResourcelS 0.0 0.0 0.0 0.0 
Resourceig 0.0 0.0 0.0 0.0 
Resource20 0.0 0.0 0.0 0.0; 
Table cs(j,i) 
Servicel Service] Service] Service4 
Resourcel 1.0 1.0 1.0 1.0 
Resource] 1.0 1.0 1.0 1.0 
Resource] 1.0 1.0 1.0 1.0 
Resource4 1.0 1.0 1.0 1.0 
Resources 1.0 1.0 1.0 1.0 
Resources 1.0 1.0 1.0 1.0 
Resource? 1.0 1.0 1.0 1.0 
Resources 1.0 1.0 1.0 1.0 
Resources 1.0 1.0 1.0 1.0 
ResourcelO 1.0 1.0 1.0 1.0 
Resource11 1.0 1.0 1,0 1.0 
ResourcelS 1.0 1.0 1.0 1.0 
ResourcelS 1.0 1.0 1.0 1.0 
Resourcel4 1.0 1.0 1.0 1.0 
ResourcelS 1.0 1.0 1.0 1.0 
ResourcelS 1.0 1.0 1.0 1.0 
Resourcel? 1.0 1.0 1.0 1.0 
ResourcelS 1.0 1.0 1.0 1.0 
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Resourcel9 1.0 1.0 1.0 1.0 
Resource20 1.0 1.0 1.0 1.0; 
Table workflow_composition(k,i) 
Servicel Service2 Service] Service4 
Workflowl 1 1 1 1; 
Parameter costs(j) 
/Resourcel 24.00 
Resource2 24.00 
Resources 24.00 
Resource4 24.00 
Resources 24.00 
Resources 18.00 
Resource? 18.00 
Resource8 18.00 
Resources 18.00 
ResourcelO 18.00 
Resourcell 15.00 
Resourcel2 15.00 
Resource13 15.00 
Resourcel4 15.00 
ResourcelS 15.00 
Resourcel6 10.00 
Resourcel? 10.00 
ResourcelS 10.00 
ResourcelS 10.00 
Resource20 10.00/; 
Parameter lambda(i) 
/Servicel 1.2 
Service2 1.2 
services 1.2 
Service4 1.2/; 
Parameter deadline(k) 
/Workflowl 35.0/; 
A.J. Transcript 
Parameter confidence(k) 
/Workflowl 3/; 
Variables 
arrivals{j,i) 
alloc{j,i) 
subdeadline(i) 
stdev(i) 
stdev(k) 
z total scheduling cost; 
Positive variable arrivals,subdeadline,stdev,• 
Binary variable alloc; 
* Setting limits for hopefully a faster solution 
variance.lo(k) = 10; 
arrivals.up(j,i) = 5*lambda(i); 
arrivals.lo{j,i) = 0; 
Equations 
cost 
utilisation!j,i) 
mean_service_time(j,i) 
variance_limit{j,i) 
sum_of_variances(k) 
convolution(k) 
arrival_rates(i) 
integrality(j,i); 
cost.. Z =e= sum{(j,i), costs(j)*alloc(j,i) + setup_costs(j)*alloc(j,i)); 
utilisation!j,i).. arrivals{j,i) -mu(j,i) =1= 0; 
mean_service_time(j,i).. alloc(j,i)*e_s{j,i) + arrivals(j,i)*e_s(j,i) 
*(l+sgr(cs(j,i)))/(2*(1-arrivals(j,i)/mu(j,i))) =1= subdeadline(i); 
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variance_limit(j,i).. alloc(j,i)*var_s(j,i) + arrivals(j,i)*e_s3(j,i) 
/(3*(1-arrivals(j,i)/mu(j,i))) + sqr(arrivals(j,i))*sqr(e_s2(j,i)) 
/(4*sqr(l-arrivals(j,i)/mu{j,i)) ) =1= sqr(stdev(i)) ; 
suin_of_variances (k) .. sum(i, workflow_composition(k, i) *sqr (stdev{i))) =1= 
sqr{stdev(k)); 
convolution(k) .. suin(i, workflow_composition(k, i) *subdeadline (i)) 
+ confidence(k) *stdev{k) =1= deadline(k); 
arrival_rates(i).. lambda(i) - sum{j, arrivals(j,i)) =1= 0; 
integrality(j,i).. arrivals(j,i) - M*alloc(j , i) =1= 0; 
Model scheduling /all/; 
scheduling.iterlim = 500000; 
scheduling.optfile =1; 
scheduling.reslim = 1000; 
scheduling, nodliin = 10000; 
solve scheduling using minip minimizing Z; 
display arrivals.1, subdeadline.l, alloc.1, stdev.l; 
Appendix B 
Integer Programming: CPLEX LP 
Formulation 
Minimize 
obj:40.0 xl + 30.0 x2 + 20.0 x3 + 10.0 x4+ 40.0 x5 + 30.0 x6 + 20.0 x7 
+ 10.0 x8 + 40.0 x9 + 30.0 xlO + 20.0 xll + 10.0 xl2 + 40.0 xl3 
+ 30.0 xl4 + 20.0 xl5 + 10.0 xl6 
Subject To 
IloCl: xl + x2 + 0.14 x3 + 0.0 x4 > = 3.0 
IloC2: 0.51 x5 + 0.34 x6 + 0.19 x7 + 0.0 x8 > = 3.0 
IloC3: x9 + 0.63 xlO + 0.38 xll + 0.0 xl2 > = 3.0 
IloC4: 1.54 xl3 + 1.06 xl4 + 0.58 xl5 + 0.0 xl6 > = 3.0 
IloC5: xl + x5 + x9 + xl3 < = 25 
IloC6: x2 + x6 + xlO + xl4 < = 25 
IloC7: x3 + x7 + xll + xl5 < = 25 
IloC8: x4 + x8 + xl2 + xl6 < = 25 
Bounds 
0 <= xl <= 25 
0 <= x2 <= 25 
0 <= x3 <= 25 
0 <= x4 <= 25 
0 <= x5 <= 25 
0 <= x6 <= 25 
0 <= x7 <= 25 
0 <= x8 <= 25 
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0 <= x9 <=25 
0 <= xlO <= 25 
0 <= xll <= 25 
0 <= xl2 <= 25 
0 <= xl3 <= 25 
0 <= xl4 <= 25 
0 <= xl5 <= 25 
0 <= xl6 <= 25 
Integer 
xl 
x2 
x3 
x4 
x5 
x6 
x7 
x8 
x9 
xlO 
xll 
xl2 
xl3 
xl4 
xl5 
xl6 
End 
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