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1. IntroductIon
Aircraft is a kind of non rigid targets with complex shapes. 
The non rigid vibration or attitude change of aircraft relative 
to the observation radar will induce complicated nonlinear 
modulations on the echo amplitude and its phase1. In addition, 
the jet engine modulation (JEM) induced by the rotation 
of the aircraft rotating parts, such as the rotor, empennage, 
propeller, turbine fan, etc., is also a typical nonlinear 
modulation, which embodies in the echo characteristics, such 
as amplitude, phase, frequency, and polarisation1-3. These kinds 
of nonlinear modulations reflect the complicated micro-motion 
modulation effects of various parts of aircraft and contain 
target attribute information, such as the geometric structure, 
material composition, etc.4-5. Different types of aircraft targets 
generally have different structure and rotating parts, and often 
have different nonrigid vibration and JEM characteristics. 
So if these nonlinear modulation signatures which reflect the 
physical characteristics of an aircraft target can be extracted 
effectively, then one may apply them to target classification 
and recognition directly6-7.
So far, some scholars have proposed several theoretical 
models for aircraft echoes from low-resolution radars8-12. 
However, due to the complexity of the nonlinear modulation 
induced by the nonrigid vibration or attitude change, most 
models have paid more attention to the modelling of the JEM 
echo section, and simplified the modelling of the airframe echo 
section; so in some cases they are unsatisfactory in analyzing 
the nonlinear modulation characteristics of aircraft echoes from 
low-resolution radars. In recent years, some fractal geometry 
methods, such as mono-fractal, fuzzy fractal, multifractal, etc., 
have been introduced into the characteristic analysis of aircraft 
echoes from low-resolution radars6,12-14. However, it has not 
been reported that self-affine fractal theory has been applied 
to the modelling of real-recorded aircraft echo data from low-
resolution radars so far. Therefore, the paper plans to take 
self-affine fractal theory as the tool to model aircraft echoes 
from low-resolution radars. On basis of introducing self-
affine fractal theory, the text models aircraft echoes from low-
resolution radars by using the self-affine fractal representation 
method15, analyzes their self-affine fractal characteristics, and 
investigates the application of echo self-affine fractal signatures 
in aircraft target classification.
2. the theoretIcal basIs 
2.1 the theoretical basis of self-affine Fractal
Iterated function system16 (IFS) theory is a powerful 
mathematical tool for the research of self-affine fractal, which 
is built on the basis of the compression mapping. Firstly, 
the definitions related to compression mapping are given as 
follows17.
Definition 1: Let ( ),dX  be a metric space and ω  be a mapping 
of →X X . If there exists a positive constant, forming 
( ) ( )( ) ( ), ,d x y c d x yω ω ≤ ⋅ , ,x y∀  ∈ X  then ω  is called a 
compression mapping, and c is its compression factor.
Definition 2: A hyperbolic IFS is composed of a 
complete metric space ( ),dX  and a set of compression 
mapping :iω →X X  with its compression factor ic  
( 0 1, 1,2, ,ic i N≤ < =  ). The system can be expressed 
as { }; , 1, 2, ,i i Nω =X  , and its compression factor 
{ }max , 1,2, ,ic c i N= =  .
If a time series is known, then one can construct an IFS 
and make its attractor approximate a specified sequence to 
model the series. Research on the attractor is usually carried 
out in the Hausdorff metric space. One can map the series to the 
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corresponding local through each of the self-affine transform 
of the IFS and piece these local fragments together, and then 
the error of the new series with the original series describes the 
degree of similarity between the attractor generated by the IFS 
and the original series. The smaller is the error, the higher is 
the degree of similarity between the two. For the error with the 
original series, the following collage theorem gives a metric 
method.
Collage theorem18: Let ( ),dX  be a complete metric space, 
and the elements of the space ( )H X  consist of all non 
empty set of  X. If given ( )H∈L X  and 0ε ≥ , one can select 
an IFS { }; , 1, 2, ,i i Nω =X   with its compression factor c (
0 1c≤ < ), making
( )
1
,
N
i
i
h
=
 ω ≤ ε 
 
L L

                                                       (1)
then one can get ( ) ( ), 1h c≤ ε −L A , where A denotes the 
attractor of the IFS and ( )h ⋅  is Hausdorff distance.
2.2 representation of self-affine Fractal
Authors described the theoretical basis of self-affine 
fractal for modelling a time series, below we further discuss 
the realisation of self-affine fractal19. Consider a linear affine 
mapping of point ( ),t x  in the t x−  plane, defined as
0t a t e
x c d x f
      ω = +      
      
                                           (2)
where a, c, d, e, and f are the mapping parameters, t is the 
time, and x is the amplitude of the signal. The mapping in 
Eqn (2) is called shear transformation; this is because it has 
different scaling in the horizontal and vertical direction. The 
parameter d is called the compression factor of the mapping, 
and ( )1, 1d ∈ − + . If the signal ( )x t  defined in the interval 
0 , ft t    is self-affine and the corresponding endpoint values 
are 0x  and fx , then for the subinterval ,p qt t   , there exists 
a linear mapping iω  which maps the signal in 0 , ft t    to the 
signal fragment in [tp, tq]. In particular, 0x  and fx are mapped 
as xp = x(tp) and xq = x(tq), so
0
0
,p q fi i
p q f
t t tt
x x xx
      = ω = ω      
      
                                    (3)
According to Eqn (3), a, c, e, and f can be calculated 
by the compression factor d and the corresponding boundary 
values, which can be expressed as
0
q p
f
t t
a
t t
−
=
−
,                                                                    (4)
0
0
f p q
f
t t t t
e
t t
−
=
−
,                                                                (5)
0
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f f
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c d
t t t t
− −
= −
− −
,                                       (6)
0 0 0
0 0
f f q f p
f f
t x t x t x t x
f d
t t t t
− −
= −
− −
.                                     (7)
Assume that t0 ≤ tp ≤ tq ≤ tf, then the compression factor 
d can be obtained by the analytic technique19. Obviously, the 
affine mapping iω  is completely determined by the compression 
factor d and the subinterval boundary condition. In practice, 
the signal is often a discrete time series. When iω  compresses 
the whole series to a series subset according to the proportion, 
the number of sampling points will not be consistent before 
and after mapping. If assuming that the discrete series is 
{ }, 1, 2, ,nx n N=   and [ ],p q is the subinterval of [ ]1, N , i.e., 
1≤ p ≤ q ≤ N, where p, q and N are all positive integers, then 
iω  is an approximate affine mapping, viz.
( ) , 1, 2, ,i in
mn
n N
mx
  ω = =   ω   
                                 (8)
with p ≤ m ≤ q. Here, the symbol ( )i mω  denotes the image 
of x
n
 in the m position. Attention is required, here m is not 
necessarily an integer. The optimal compression factor d for the 
mapping should make the mean square error (MSE) between 
the mapping value and the measured value smallest, and the 
error function20 is
( ) 2
q
d k
k p
E k x
=
= ω −  ∑                                                     (9)
Obviously, in the subinterval, the mapping points is N, 
while the measuring point has only q - p + 1. In Eqn (9), ( )i kω  
denotes the average value of all ( )kω , where round( )m k=  
( round( )⋅ represents the nearest integer). The method is used 
to overcome the inconsistency of the sampling points before 
and after mapping. The minimum variance estimator for the 
compression factor d is19
1
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with
( )
( ) ( )
1
round
1
1
n n n n N
n n p n qa n e
A x x x
B x x x⋅ +
 = − ξ + − ξ  
  = − ξ + − ξ  
,   (11)
and
1n
N n
N
−ξ =
−
.                                                                  (12)
3. selF-aFFIne Fractal ModELLing oF 
aIrcraFt echoes
3.1  Self-affine Modelling of a Signal
Consider a discrete time series { },nx  n = 1, 2, …, N, 
which can be divided into M overlapping subintervals with 
δ and φ as their sizes, there into, δ denotes the number of 
points in the subinterval, and φ denotes the overlapping points 
of two adjacent subintervals. Due to self-similarity, each 
subinterval is the replication of the whole series by shrinking 
proportionally and rotating corresponding to the compression 
factor. Segmenting data according to this method, we can get 
M contraction factors , 1, 2, ,id i M=  . The evolution process 
of the contraction factor can be modelled as a P-th order AR 
process20, i.e.
1
P
j l j l j
l
d d −
=
= α + ε∑                                                       (13)
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where jε  is the noise term and lα  are AR model coefficients. 
P can be selected by Akaike’s Information Criterion (AIC)21. 
Then the (M+1)-th contraction factor can be estimated as
1 1
1
ˆ
P
M l M l
l
d d+ + −
=
= α∑                                                       (14)
 
As can be known from Eqns (4) ~ (7), the mapping is 
completely determined by the two boundary values and the 
contraction factor. The estimator 1ˆMd +  of dM+1 can be obtained 
by Eqn (14). Because the data overlap, the right boundary can 
be estimated by the minimum mean square error between the 
estimation value and the actual value of the overlapping part of 
the (M+1)-th subinterval. And then it can be used to predict the 
values of { },nx n N> .
3.2 Echo Modelling Results based on Self-affine 
Fractal
The echo data used in the text are recorded from a 
surveillance radar, and they are from two different types of 
aircraft targets with the one fighter aircraft and the other civil 
aircraft. There into, the radar operates in the VHF band with 
its PRF 100 Hz and pulse width 25 μs, and the flight attitude 
of both types of aircraft targets contains two kinds: towards 
the radar station and off the radar station. In the working band 
of the experimental radar, the RCS values of the two kinds of 
aircraft targets fluctuate slowly. In the forward or backward-
looking to the range of plus or minus 30 degrees, the RCS 
value of the fighter target is about 15 m2, while the RCS value 
of the civil aircraft target is about 31.6 m2. Figures 1 (a) and 
1(b) show the self-affine fractal modelling results of a group of 
a normalised echo data from both types of aircraft targets when 
fly off the radar station. Among them, the echo data points N 
equals to 1024, the number of points in a subinterval δ equals 
to 32, and the number of overlapping data points φ equal to δ/2. 
Figure 2 presents the relationship curves of the mean square 
modelling error Ex of these two groups of echo data with δ, and 
the number of overlapping data points φ are also δ/2.
It can be seen from Fig. 1, compared to echoes from the 
fighter target, although echoes from the civil aircraft fluctuate 
more intensely, but the self-affine fractal model can effectively 
track the change trend of the two kinds of echo data, and 
therefore it can model them effectively. As can be seen from 
Fig. 2, the mean square modelling errors of echo data from the 
two types of aircraft targets increase with the increase of δ, but 
with the further increase of δ, both them grow more and more 
slowly and gradually stabilize. Comprehensively considering 
the factors such as the amount of calculation, 128 is selected 
as the number of points in a subinterval, i.e., δ = 128, and φ is 
still taken as δ/2.
Figure 3 shows the distributing circumstances of the 2-D 
signatures composed of the mean square modelling error Ex and 
the model order P of the AR process of the contraction factor d 
of echo data from both types of aircraft targets, with ‘’ and ‘o’ 
denoting the fighter aircraft and the civil aircraft, respectively. 
Among them, the group numbers of echo data from both types 
of aircraft are all 2560, with the echo group numbers for each 
flight attitude 1280. It can be seen from the figure, although 
there are some overlaps between the 2-D signatures of both 
types of aircraft targets, as a whole, the signatures belonging to 
different types of aircraft separate from each other distinctly. 
Therefore, if combining the two characteristic parameters 
together to identify different types of aircraft targets, it is 
hopeful to obtain a better performance.
4. AiRcRAFt tARgEt cLASSiFicAtion 
based on selF-aFFIne Fractal 
SignAtuRES
Section 3 shows that the self-affine fractal method can 
model an aircraft echo from low-resolution radar effectively. As 
pointed out in the introduction, echo data from different types 
Figure 1. Self-affine fractal modelling of echo data from two 
types of aircraft targets (a) civil aircraft and (b) 
Fighter aircraft.
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Figure 2.  the relationship curves of the mean square modelling 
error Ex with the number of points in a subinterval δ.
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of aircraft targets often have different nonlinear characteristics, 
and thus they certainly will appear different self-affine fractal 
signatures. Therefore, it provides a probability for aircraft 
target classification and recognition with low-resolution radars. 
Based on the foregoing real recorded aircraft echo data, below 
the paper will investigate the application of self-affine fractal 
signatures in aircraft target classification with low-resolution 
radars.
Due to complexities of the actual target state and the 
environment, the target attitude, distance, background, etc. 
often change, which makes the raw target echo data cannot be 
directly used for feature analysis and extraction, and therefore 
one must do some data preprocessing to reduce the influence 
of these factors. Here the following two kinds of preprocessing 
will mainly be done: one is attitude partition, the other is energy 
normalisation. The specific method can be found in Literature 14.
Based on the difference between the distributing 
circumstances of the 2-D signatures of echo data from both 
types of aircraft targets shown by Fig. 3, here Ex and P are 
chosen as the characteristic parameters for target classification. 
Compared to other classifiers, support vector machine (SVM) 
has stronger generalisation abilities and a faster convergence 
rate22, so in the experiment SVM using the gaussian kernel 
function is taken as the classifier, and the kernel function 
parameters are selected rationally without going beyond the 
calculation burden.
Table 1 shows the classification results of the two types of 
aircraft targets, and as a contrast, the results using the raw echo 
data without performing any preprocessing are also presented. 
Among them, the group numbers of echo data from both types of 
aircraft targets are the same as those in Fig. 3, and for each type 
of aircraft targets, the signature data extracted from 512 groups 
of echo data are chosen as training samples (the group numbers 
for each of the two flight attitudes useful for classification are 
256), with the rest signature data as testing samples. As can be 
seen from Tab. 1, the average correct classification rate (CCR) 
is more than 91 per cent, and the data preprocessing obtains a 
classification gain more than two percentage points. Therefore 
the classification effect is satisfactory. What should be pointed 
out is that the signature dimension reduction processing 
has been done in the classification experiment. If the whole 
signatures such as the AR model parameters of the contraction 
factor d are made full use of, the average CCR could still have 
an increase to a certain extent. Of course, this will lead to the 
increase of the feature dimension and the computation of the 
algorithm.
5. conclusIons
Based on the complex nonlinear modulation characteristics 
induced by the nonrigid vibration and attitude change of 
aircraft targets along with the JEM effect, the paper models 
aircraft echoes from low-resolution radars from the viewpoint 
of self-affine fractal. On basis of introducing self-affine fractal 
theory, it models the real recorded aircraft echo data from low-
resolution radars by using the self-affine fractal representation, 
and investigates the application of aircraft echo self-affine 
fractal signatures in target classification with low-resolution 
radars. The experimental results show that:
(i) It is an effective method to model aircraft echoes from 
low-resolution radar using a self-affine fractal model; 
(ii) If one performs the self-affine fractal analysis of measures 
on an aircraft echo, it is hopeful to reveal its internal 
dynamics evolution mechanism;
(iii) Self-affine fractal characteristic parameters of aircraft 
echoes can be used as effective signatures for aircraft 
target classification with low-resolution radars.
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