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Abstract
We give the upper bound of differences of exponents for balanced
2-multiarrangements in terms of the cardinality of hyperplanes. Also,
we give a shift isomorphism of 2-multiarrangements like Coxeter ar-
rangements when the difference of exponents is maximum. As an
application, a sufficient numerical and combinatorial condition for 3-
arrangements to be free is given.
0 Introduction
Let V be an ℓ-dimensional vector space over a field K of characteristic zero,
S = K[x1, . . . , xℓ] the coordinate ring and Der(S) = ⊕
ℓ
i=1S ·∂xi the module of
S-regular derivations. A hyperplane arrangement A is a finite collection
of hyperplanes in V . In this article A is assumed to consist of linear hy-
perplanes unless otherwise specified. Such an arrangement is called central.
For each H ∈ A let us fix a linear form αH ∈ V
∗ such that kerαH = H . A
function m : A → Z>0 is called a multiplicity and a pair (A, m) is a mul-
tiarrangement. Then we can define the logarithmic derivation module
D(A, m) by
D(A, m) := {θ ∈ Der(S) | θ(αH) ∈ S · α
m(H)
H (∀H ∈ A)}.
D(A, m) is a reflexive module in general. When D(A, m) is a free module of
rank ℓ, we say that (A, m) is free and for the homogeneous basis θ1, . . . , θℓ,
we define
exp(A, m) := (deg θ1, . . . , deg θℓ),
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where deg θ := deg θ(α) for some α ∈ V ∗ such that θ(α) 6= 0. When m ≡ 1 a
multiarrangement (A, 1) is the same as an arrangement, which is sometimes
called a simple arrangement and D(A, 1) =: D(A). An ℓ-arrangement
is that in V ≃ Kℓ.
The freeness of an arrangement A has been studied by a lot of mathe-
maticians for a long time. Actually it is very difficult to determine whether
a given arrangement is free or not. For example, whether the freeness of
simple arrangements depends only on the combinatorics of arrangements or
not has been unsolved for a long time, which is called the Terao conjecture
and still open. Recently, new freeness criterions were found by Yoshinaga in
[14] and [15] in terms of restricted multiarrangements. Hence it has become
important to study the freeness of multiarrangements. In particular, by [15],
to solve the Terao conjecture of 3-arrangements, to determine exponents of
2-multiarrangements is essential.
Since 2-multiarrangements are free, we can always define the exponents.
However, contrary to the simple arrangement case, the behavior of exp(A, m)
is complicated. One of the approaches to understand it is [3] in which a
multiplicity lattice is introduced and studied. The aim of this article is
the further analysis of the theory of multiplicity lattices, introduction of a
generalized Euler derivations called (A, m)-Euler derivations, and apply them
to the freeness problem of 3-arrangements as desired. Let us explain these
in details below.
For a 2-multiarrangement (A, m) with exp(A, m) = (d1, d2), let us define
∆(m) := |d1 − d2|.
We say that a multiplicity m is balanced if
m(K) ≤
∑
H∈A\{K}
m(H) (∀K ∈ A).
In [3] the structure of multiplicity lattices was considered and studied by
using ∆. The theory constructed there will be used to prove results in this
article. See [3], Lemma 1.5, Theorem 1.6 and section one for details.
Note that, if m is not balanced, then exp(A, m) can be easily computed,
see Proposition 4.2. Hence for the Terao conjecture of 3-arrangements, we
have to study the exponents of balanced 2-multiarrangements. Since d1 +
d2 = |m| when exp(A, m) = (d1, d2), to know exponents is equivalent to
know ∆(m). Then it is a natural question to ask for a 2-multiarrangement
(A, m), is there any upper bound of ∆(m) whenm is balanced? Experimental
computations imply that |A|−2 might be the upper bound. In fact, ∆(m) =
h− 2 when m ≡ 1. The first main result in this article is to prove that it is
in fact the strict upper bound.
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Theorem 0.1
Let A be a 2-arrangement with |A| = h > 2. If m : A → Z>0 is balanced,
then ∆(m) ≤ h− 2.
For the proof, we use results in [3] and the affine connection ∇. Then it
is an interesting problem to ask whether there are some special properties
if m is balanced and ∆(m) = |A| − 2. When m ≡ 1, this condition is
satisfied. Let us agree that the lower degree basis θ for D(A, m) is the
homogeneous derivation θ such that {θ, ϕ} is an S-basis forD(A, m) and that
deg θ ≤ degϕ. Then the lower degree basis for D(A) is the Euler derivation,
which is apparently special. The answer is interesting.
Theorem 0.2
Let A be an arrangement in K2 with |A| = h > 2 and m0 : A → Z>0 be
a balanced multiplicity such that ∆(m0) = h − 2. Assume that one of the
following two holds:
(1) |A| = h = 3 and m0 − 1 is balanced, or
(2) |A| = h ≥ 4.
Then the lower degree basis θ0 for D(A, m0) gives rise to an isomorphism
Φ0 : D(A, m)→ D(A, m0 +m− 1)
defined by
Φ0(θ) := ∇θθ0
with
m : A → {+1, 0}.
The isomorphism Φ0 is first introduced in [13], generalized in [6] and [2]
all for Coxeter multiarrangements. In these papers, the invariant theory of
Coxeter groups and the existence of the primitive derivation played impor-
tant roles. On the contrary, Theorem 0.2 do not need them and the same
statement can be true for all 2-arrangements.
As an application of Theorem 0.1 a freeness condition for 3-arrangement
is also given. It is well-known that when A is free with exp(A) = (d1, . . . , dℓ)
the characteristic polynomial χ(A, t) splits into
(0.1) χ(A, t) =
ℓ∏
i=1
(t− di).
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The formula (0.1) is the famous Terao’s factorization theorem proved in [10].
However, the converse does not hold. Theorem 0.1 combined with the result
in [15] gives the converse for some cases. In other words, if a 3-arrangement
has a splitting characteristic polynomial with certain exponents, then it is
free as follows.
Theorem 0.3
Let A be an affine 2-arrangement, cA its coning with the infinite hyperplane
H0 ∈ cA. Put |A| = k and χ(A, t) = (t
2 − kt + c2). Also, let (A, m) be the
Ziegler restriction (see Definition 1.3) of cA onto H0 with |A| = h > 2.
If (A, m) is balanced and χ(A, t) = (t − d)(t − d − h + 2) or χ(A, t) =
(t− d)(t− d− h + 3) for some integer d, then cA is free.
Note that every central 3-arrangement can be obtained as the coning of
a certain affine 2-arrangement. Hence Theorem 0.3 says that only the com-
binatorics determines the freeness of some 3-arrangements. More explicitly,
if we define the category of 3-arrangements PB3 which consists of A such
that every Ziegler restriction is balanced, and there exists H0 ∈ A such that
χ(A, t) = (t− 1)(t− d)(t− d′) for some d, d′ ∈ Z with |d− d′| ≥ h− 3, where
h = |A ∩H0|. Then we have the following:
Corollary 0.4
The Terao conjecture 1.1 is true in PB3.
Since the Terao conjecture is true for non-balanced 3-arrangements (see
Proposition 4.2 or [12]), Corollary 0.4 is the first step for the Terao conjecture
of balanced 3-arrangements.
The organization of this article is as follows. In section one we introduce
some notions and results which will be used in this article. In section two we
prove Theorem 0.1. In section three we prove Theorem 0.2. In section four
we prove Theorem 0.3 and Corollary 0.4. Also we give several applications
of Theorem 0.1 and examples of free 3-arrangements.
Acknowledgements. The author thanks Yasuhide Numata for his reading
the first draft of this article and pointing out a mistake.
1 Preliminaries
In this section let us summarize results and definitions which will be used
in this article. For a general reference, see [8]. We use the notation in the
introduction. For an affine ℓ-arrangement A, the coning cA of A is an
(ℓ + 1)-arrangement obtained by replacing {α = k} ∈ A (α ∈ V ∗, k ∈ K)
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by {α = kz∞} ∈ cA combined with the infinite hyperplane H0 = {z∞ =
0} ∈ cA. For a simple arrangement A define the intersection lattice L(A)
by
L(A) := {∩H∈BH | B ⊂ A}.
This is a partially ordered set with the reverse inclusion order and the unique
minimum element V ∈ L(A). The Mo¨bius function µ on L(A) is defined
by µ(V ) = 1 and by
µ(X) := −
∑
X(Y
µ(Y ) (X ∈ L(A) \ {V }).
A characteristic polynomial χ(A, t) is defined by
χ(A, t) :=
∑
X∈L(A)
µ(X)tdimX .
The following is one of the most important problems among the arrangement
theory.
Conjecture 1.1 (Terao)
The freeness of a simple arrangement A depends only on its intersection
lattice L(A).
For a multiarrangement (A, m), put
|m| :=
∑
H∈A
m(H).
The following is the most fundamental result in the free arrangement theory.
For the proof, see [8] and [16].
Theorem 1.2 (Saito’s criterion)
Let θ1, . . . , θℓ be homogeneous derivations in D(A, m). Then A is free with
basis {θ1, . . . , θℓ} if and only if {θ1, . . . , θℓ} is S-independent and
∑ℓ
i=1 deg θi =
|m|.
To use Yoshinaga’s freeness criterion, we often use the Ziegler restriction.
Definition 1.3 (Ziegler restriction)
Let A be a simple arrangement and fix H0 ∈ A. A Ziegler restriction
(A′′, m0) of A with respect to H0 is defined by
A′′ : = {H ∩H0 | H ∈ A \ {H0}},
m0(K) : = |{H ∈ A \ {H0} | H ∩H0 = K}| (K ∈ A
′′).
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Then for D0(A) := {θ ∈ D(A) | θ(αH0) = 0}, the restriction map
π : D0(A)→ D(A
′′, m0)
is defined by taking a residue of αH0 . See [16] for details.
Next let us introduce the shift isomorphism, which will be generalized in
Theorem 0.2 for 2-arrangements. In this paragraph we assume that K = R.
Let A be a Coxeter arrangement with the Coxeter groupW . Put R := SW =
R[P1, . . . , Pℓ] with homogeneous basic invariants P1, . . . , Pℓ by Chevalley’s
theorem. Let F be a quotient field of S. We may assume that degPℓ = h >
deg Pi (i 6= ℓ), where h is the Coxeter number of W . Let D ∈ Der(R) :=
⊕ℓi=1R ·∂Pi be the invariant derivation of degree −h+1, called the primitive
derivation. Then for the Euler derivation θE and the affine connection ∇
defined by
∇θ(
ℓ∑
i=1
fi∂xi) :=
ℓ∑
i=1
θ(fi)∂xi
for θ ∈ Der(F ) := Der(S)⊗S F , the following shift isomorphism holds.
Theorem 1.4 ([6], Theorem 2)
For m : A → {+1, 0} and k ∈ Z≥0, the S-morphism
Φ : D(A, m)→ D(A, 2k +m)
defined by
Φ(θ) := ∇θ∇
−k
D θE
is an isomorphism.
For the most generalized version of shift isomorphisms, see Theorem 0.7
in [2]. In the rest of this section assume that A is a 2-arrangement in K2.
Let us recall results in [3]. For a multiarrangement (A, m) with exp(A, m) =
(d1, d2), recall that
∆(m) = |d1 − d2|.
Then the multiplicity lattice Λ and the subset Λ′ is defined by
Λ : = {m : A → Z≥0},
Λ′ : = {m ∈ Λ | ∆(m) 6= 0}.
Then ∆ is a function
∆ : Λ→ Z≥0.
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Also, define
ΛK : = {m ∈ Λ | m(K) >
∑
H∈A\{K}
m(H)} (K ∈ A),
Λ0 : = Λ
′ \ ∪H∈AΛH .
Note that Λ0 is denoted by Λ
′
φ in [3]. Put
d(m,m′) :=
∑
H∈A
|m(H)−m′(H)| (m,m′ ∈ Λ).
Then the following structure theorems hold for Λ0.
Lemma 1.5 ([3], Lemma 4.2)
For m1, m2 ∈ Λ such that d(m1, m2) = 2, m1(H) = m2(H) for H ∈ A\{H0}
and m1(H0) = m2(H0) + 1, it holds that |∆(m1)−∆(m2)| = 1.
Theorem 1.6 ([3], Theorem 3.2)
Let C ⊂ Λ0 be a maximal connected component of Λ0. Then there exists the
unique point m ∈ C, called the peak point of C, such that
∆(m) ≥ ∆(µ) (∀µ ∈ C).
Moreover,
C = {µ ∈ Λ′ | d(m,µ) < ∆(m)}
and for µ ∈ C,
∆(µ) = ∆(m)− d(m,µ).
The maximal connected component of Λ0 in Theorem 1.6 is just called a
(finite) component, and ΛK an infinite component. Also, the following
independency property holds.
Proposition 1.7
Let m1, m2 ∈ Λ
′ such that d(m1, m2) = 2, ∆(mi) = 1 (i = 1, 2), m1(H) =
m2(H) for H ∈ A \ {H1, H2}, m1(H1) = m2(H1) + 1 and m1(H2) + 1 =
m2(H2). Assume that for two multiplicities
µ(H) : = max{m1(H), m2(H)} (H ∈ A),
µ′(H) : = mim{m1(H), m2(H)} (H ∈ A),
it holds that∆(µ) = ∆(µ′) = 0. Then the lower degree bases θi ofD(A, mi) (i =
1, 2) are S-independent.
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Proof. This is the special case of Lemma 4.17 in [3]. 
Remark 1.8
We always start a multiarrangement (A, m) such that m : A → Z>0. How-
ever, in the arguments in the rest of this article, it often happens that a new
multiplicity m′ attains zero at some hyperplane H ∈ A. However, as we have
seen in the above, the theory in [3] is constructed in the multiplicity lattice
Λ = {m : A → Z≥0}. Hence there are no problems.
2 Proof of Theorem 0.1
In this section let us prove Theorem 0.1.
Proof of Theorem 0.1. Assume that ∆(m) > h− 2. We may assume that
{x1x2 = 0} ⊂ A, which may not be orthogonal. Then there exist derivations
∂x1 , ∂x2 of degree zero such that 〈∂x1, ∂x2〉K = Der(S) and that ∂xi(xj) = δij .
Let C be a connected component of the multiplicity lattice of A such that
m ∈ C. Since ∆ attains the maximum value at the peak point of C, we
may assume that m is the peak point of C. Let θ be the lower degree basis
for D(A, m) with deg θ = d. Then exp(A, m) = (d, d + ∆(m)). If we put
ni := m(xi = 0) (i = 1, 2), nH := m(H) (H ∈ A) and
θ(xj) = x
nj
j fj (j = 1, 2),
θ(αH) = α
nH
H fH (H ∈ A \ {x1x2 = 0}),
then, for {i, j} = {1, 2},
∇∂xiθ(xj) = x
nj
j ∂xi(fj),
∇∂xiθ(xi) = x
ni−1
i (nifi + xi∂xi(fi)),
∇∂xiθ(αH) = α
nH−1
H (nH∂xi(αH)fH + αH∂xi(fH)) (H ∈ A \ {x1x2 = 0}).
Hence the derivation ∇∂xiθ is belonging to D(A, m−mi), where
mi(H) =
{
0 if H = {xj = 0},
1 if H 6= {xj = 0}
with {i, j} = {1, 2}. Since |mi| = |A| − 1 = h − 1 and ∆(m) > h − 2,
it holds that m − mi ∈ C or on the boundary of C for i = 1, 2. Since
exp(A, m−mi) = (d, d+∆(m)−h+1) by Theorem 1.6, d ≤ d+∆(m)−h+1
and deg∇∂xiθ = d− 1 (i = 1, 2), it holds that
∇∂xiθ = 0 (i = 1, 2).
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Since char(K) = 0, it holds that θ = a∂x1 + b∂x2 with a, b ∈ K, which is a
contradiction. 
Remark 2.1
If char(K) = p > 0, then the statement in Theorem 0.1 does not hold.
For example, assume that p = 2 and consider a balanced multiarrangement
(A, m) defined by
x41x
4
2(x1 + x2)
4 = 0.
Then Theorem 1.2 shows that x41∂x1 + x
4
2∂x2 and x
8
1∂x1 + x
8
2∂x2 form a basis
for D(A, m). Hence ∆(m) = 4 > |A| − 2 = 1.
On the other hand, the proof of Theorem 0.1 says that, if char(K) = p > 0,
m ∈ Λ0 is a peak point and ∆(m) > h−2, then the degree of the lower degree
basis for D(A, m) can be divided by p. See also [7].
3 Proof of Theorem 0.2
In this section we prove Theorem 0.2.
Proof of Theorem 0.2. The assumptions and Theorem 0.1 imply that m0
is the peak point of some finite component C ⊂ Λ0. We may assume that
{x1x2 = 0} ⊂ A and take ∂x1 , ∂x2 in the same way as those in the proof
of Theorem 0.1. By the argument in [13], Φ0(θ) ∈ D(A, m0 + m − 1) for
θ ∈ D(A, m). Put d := deg θ0. Then
|m0 +m− 1| = (2d+ h− 2) + |m| − h = 2d+ |m| − 2.
On the other hand, for a basis {θ1, θ2} for D(A, m),
deg∇θ1θ0 + deg∇θ2θ0 = (|m| − 2) + 2d.
Noting that all multiplicities on A are free, by Theorem 1.2 and arguments
in [13], it suffices to show that ∇∂x1θ0 and ∇∂x2θ0 are S-independent. Define
two multiplicities m1 and m2 by
mi(H) =
{
0 if H 6= {xj = 0},
1 if H = {xj = 0},
where {i, j} = {1, 2}. Then ∇∂xiθ0 ∈ D(A, m0 + mi − 1) by the same
arguments as in the proof of Theorem 0.1. Since d(m0, m0 + mi − 1) =
h − 1, it holds that exp(A, m0 + mi − 1) = (deg θ0 − 1, deg θ0) by Lemma
1.5 and Theorem 1.6. Note that if ∇∂xiθ0 6= 0, then it is of degree deg θ0 − 1
and is the lower degree basis for D(A, m0 + mi − 1). Let us check that
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∇∂xiθ0 6= 0. We may assume that i = 1 and suppose that ∇∂x1θ0 = 0. Then
θ0 = ax
d
2∂x1 + bx
d
2∂x2 (a, b ∈ K), which is only tangent to one of following
three arrangements of hyperplanes:
(1) {(bx1 − ax2)x2 = 0} if a 6= 0, b 6= 0.
(2) {x1x2 = 0} if a = 0, b 6= 0.
(3) {x2 = 0} if b = 0.
Any case contradicts h > 2. Hence ∇∂xiθ0 6= 0 (i = 1, 2) and both derivations
are the lower degree basis of degree d− 1 for D(A, m0 +mi − 1).
Note that ∆(m0 +mi− 1) = 1 and ∆(m0 +m1 +m2− 1) = 0. Hence, by
Proposition 1.7, it suffices to show that ∆(m0 − 1) = 0.
Assume that ∆(m0−1) 6= 0. Then Lemma 1.5 shows that ∆(m0−1) = 2.
Then the result in [3], or the addition theorem in [5] says that
∇∂x1θ0 = x2θ
′, ∇∂x2θ0 = x1θ
′
(up to scalars) for the lower degree basis θ′ for D(A, m0− 1). Hence it holds
that
(3.1) x1∇∂x1θ0 = x1x2θ
′ = x2∇∂x2θ0
up to scalars. Let us put θ0 = f∂x1 + g∂x2 and f =
∑d
i=0 aix
i
1x
d−i
2 . Then
(3.1) implies that
iai = (d− i)ai (i = 0, . . . , d)
up to a unique scalar. Note that ∆(m ≡ 1) = h − 2 and |m ≡ 1| =
h > 0. Since there is nothing to prove when m0 ≡ 1, we may assume that
|m0| − |A| ≥ 2. Thus d ≥ 2. Also, for i 6= j,
i
d− i
=
j
d− j
⇐⇒ d = 0.
Hence f is a monomial. The same argument to g shows that θ0 is of the form
θ0 = ax
i
1x
d−i
2 ∂x1 + bx
i
1x
d−i
2 ∂x2 = x
i
1x
d−i
2 (a∂x1 + b∂x2)
with 1 ≤ i ≤ d − 1. Apparently θ0 is tangent to x1 = 0 and x2 = 0 with
multiplicity i and d − i respectively, can be tangent to bx1 − ax2 = 0 and
tangent to no other hyperplanes. When |A| = 3 and m0 − 1 ∈ Λ0, the
statement is true by [11] and Proposition 1.7. If |A| ≥ 4 then θ0 cannot be
in D(A, m0). Hence ∆(m0−1) = 0 and Proposition 1.7 completes the proof.

Theorem 0.2 says that, if ∆(m) = h − 2, then D(A) ≃ D(A, m) as S-
modules. Since θ0 in Theorem 0.2 for D(A) is the Euler derivation θE , we
introduce the following definition.
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Definition 3.1
The derivation θ0 in Theorem 0.2 is called to be the (A, m)-Euler deriva-
tion.
Obviously the Euler derivation θE is (A, 1)-Euler for all 2-arrangements.
Let us see the other examples below.
Example 3.2
Let (A, m) be an A2-type multiarrangement. By [11] we know that∆(m) = 1
if |m| is odd and m is balanced. Since |A| = 3, Theorem 0.2 shows that every
lower degree basis for D(A, m) such that |m| ≡ 1 (mod 2) and m,m−1 ∈ Λ0
is (A, m)-Euler.
Historically a lot of (A, 2k + 1)-Euler derivations have been constructed
by using the invariant theory for Coxeter arrangements A, see [13] and [6].
In these papers to prove the independency is an important part. By using
Theorem 0.2, we can give an another proof when ℓ = 2.
Corollary 3.3
Let A be a Coxeter arrangement in R2 corresponding to the Coxeter group
W and put R := SW = R[P1, P2] the invariant ring with basic invariants.
Define D := ∂P2 ∈ Der(R) the primitive derivation. Then the derivation
Ek := ∇
−k
D θE is (A, 2k + 1)-Euler for k ∈ Z.
Proof. Assume that k ≥ 0. Then degEk = hk + 1 with h = |A|. Also,
|(A, 2k + 1)| = h(2k + 1) and a constant multiplicity is balanced. Since
Ek ∈ D(A, 2k + 1) by [4], Theorem 0.2 completes the proof.
Assume that k < 0. Note that the same theory in [3] holds true for
−Λ := {m : A → Z≤0}. Then, noting that ∇θ(ω) ∧ dα = ∇θ(ω ∧ dα) for
a rational differential form ω and α ∈ V ∗, the same argument as the above
completes the proof. 
The proof of Theorem 0.2 implies the following.
Proposition 3.4
Let (A, m0) be a 2-multiarrangement with |A| = h ≥ 4, m0 ∈ Λ0 and
∆(m0) = h− 2. Then m0 − 1 is balanced.
Proof. Assume not. Then it is obvious that ∇∂x1θ0 and ∇∂x2θ0 in the proof
of Theorem 0.2 are S-dependent since they are in the same infinite component
and that ∆(m0 − 1) = 2. 
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4 Freeness condition for 3-arrangements
Before the proof of Theorem 0.3 let us recall one of Yoshinaga’s freeness
criterions.
Theorem 4.1 ([15], Theorem 3.2)
Let A be a central 3-arrangement with the infinite hyperplane H0 ∈ A. Let
(A ∩ H0, m0) be the Ziegler restriction onto H0 with exp(A ∩ H0, m0) =
(d1, d2). Also put
χ(A, t) = (t− 1)(t2 − c1t + c2).
Then, for the Ziegler restriction map
π : D0(A)→ D(A∩H0, m0),
it holds that
dim coker π = c2 − d1d2 ≥ 0.
In particular, A is free with exp(A) = (1, d1, d2) if and only if c2 = d1d2.
The following is an immediate consequence of Theorem 4.1 and well-
known, see [12] for example. Here we give a proof.
Proposition 4.2
The Terao conjecture is true for a 3-arrangement A such that its Ziegler
restriction is not balanced.
Proof. Fix an infinite hyperplane H0 ∈ A and put (A
′′, m) the Ziegler
restriction of A onto H0 such that m(K) >
∑
H∈A′′\{K}m(H) for some K ∈
A′′. We may assume that αK = x1. Then
∏
H∈A′′\{K}
α
m(H)
H ∂x2
is the lower degree basis for D(A′′, m). Hence exp(A, m) = (m(K), |m| −
m(K)) and Theorem 4.1 says that A is free if χ(A, t) = (t−1)(t−m(K))(t−
|m|+m(K)), which is combinatorial. 
Now let us consider the balanced cases. Let us recall a notation. Let A be
an affine 2-arrangement, cA its coning with the infinite hyperplane H0 ∈ cA.
Put |A| = k and χ(A, t) = (t2 − kt + c2). Also, let (A, m) be the Ziegler
restriction of cA onto H0 with |A| = h > 2. We say that an affine simple
2-arrangement A is balanced if m(K) ≤
∑
H∈A\{K}m(H) for any K ∈ A.
Now we have prepared for the proof of Theorem 0.3.
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Proof of Theorem 0.3. First assume that c2 = d × (d + h − 2) and
k = 2d+h−2. Put exp(A, m) = (d1, d2). Note that d1+d2 = 2d+h−2 = k.
Since m is balanced, Theorem 0.1 implies that
d1d2 ≥ d(d+ h− 2).
Also, Theorem 4.1 implies that
c2 = d(d+ h− 2) ≥ d1d2.
If exp(A, m) 6= (d, d+h−2), then d < min{d1, d2} and max{d1, d2} < d+h−2
by Theorem 0.1. Hence
c2 = d(d+ h− 2) ≥ d1d2 > d(d+ h− 2),
which is a contradiction. Hence exp(A, m) = (d, d+h−2), and Theorem 4.1
completes the proof.
Second assume that c2 = d × (d + h− 3) and k = 2d + h− 3 = d1 + d2.
In this case, k− (h− 2) is an odd number. Hence ∆(m) = |d1− d2| ≤ h− 3.
By the same arguments as the above,
c2 = d(d+ h− 3) ≥ d1d2 ≥ d(d+ h− 3),
which, combined with h = |A| > 2, completes the proof. 
Proof of Corollary 0.4. Immediate by Theorem 0.3. 
Theorem 0.1 has a lot of applications on the characteristic polynomials,
freeness and chambers of 3-arrangements as follows.
Theorem 4.3
In the above notation, assume that A is balanced and χ(A, t) = (t−a)(t−b)
with a ≤ b.
(1) If k = a+ b = 2d+h−2 for some integer d, then d ≤ a ≤ b ≤ d+h−2.
(2) If k = a+ b = 2d+h−3 for some integer d, then d ≤ a ≤ b ≤ d+h−3.
Proof. Since the proof is the same, we only prove (1). By Theorem 4.1 it
holds that
ab ≥ d1d2
with exp(A, m) = (d1, d2). Note that d1 + d2 = a + b. By Theorem 0.1,
|d1 − d2| ≤ h − 2. Hence, if b − a > h − 2, then ab − d1d2 < 0, which is a
contradiction. 
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Theorem 4.4
In the above notation, assume that A is balanced and K = R. Let ch(A) be
the set of connected components of R2 \ ∪H∈AH .
(1) If k = 2d+ h− 2 for some integer d, then c2 ≥ d(d+ h− 2) and
|ch(A)| ≥ 1 + k + d(d+ h− 2).
In particular, the equation holds only if cA is free.
(2) If k = 2d+ h− 3 for some integer d, then c2 ≥ d(d+ h− 3) and
|ch(A)| ≥ 1 + k + d(d+ h− 3).
In particular, the equation holds only if cA is free.
Proof. The same as that of Theorem 4.3. 
These results say that, if A is balanced, then the characteristic polyno-
mial χ(A, t) is irreducible, or splits with a restricted splitting type seen in
the above. Also, the freeness of these arrangements are determined by the
intersection lattice, or more explicitly, by the characteristic polynomial.
The following can be proved by using results in [11]. We give an another
proof here.
Corollary 4.5
Let cA be a 3-arrangement with the infinite hyperplane H0 ∈ cA and (A, m)
the Ziegler restriction of cA ontoH0. Assume that |A| = 3. Then the freeness
of cA depends only on L(A). In particular, so is that of the deformation of
the Coxeter arrangement of type A2.
Proof. If (A, m) is not balanced, then Proposition 4.2 completes the proof.
Assume that (A, m) is a balanced Coxeter multiarrangement of type A2.
Since |A| − 2 = 1, Theorem 0.3 completes the proof. 
Example 4.6
Let A be the Coxeter arrangement of type B2 and A its deformation as in
[1]. The freeness of such deformations have not yet classified, nor have the
exponents of the multiarrangements (A, m). Some of the freeness of cA was
classified in Propositions 2.3 and 2.4 in [1]. They were proved by using the
addition theorem. If we use Theorem 0.3, the explicit formula of the Poincare´
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polynomial ([1], Lemma 2.1) is enough to show the freeness. In other words,
Theorem 4.3 says that if A is balanced and cA splits, then it is of the form
χ(A, t) = (t− d)2,
χ(A, t) = (t− d)(t− d+ 1) or
χ(A, t) = (t− d)(t− d+ 2).
Then Theorem 0.3 says that cA is free if χ(A, t) splits into the form of the
second and third types in the above.
More generally, when |A| = 4 and not necessarily of type B2, the following
holds.
Corollary 4.7
Let A be a central 3-arrangement such that |A ∩H0| = 4 for some H0 ∈ A.
If |A| is even, then the freeness of A depends only on L(A).
Proof. If the deconing dA := (A \ {H0})|αH0=1 (a converse operation of the
coning) is not balanced, then Proposition 4.2 completes the proof. Assume
that dA is balanced. In this assumption, the splitting type of the characteris
tic polynomial is always
χ(A, t) = (t− 1)(t− d)(t− d− 1)
by Theorem 4.3. Hence Theorem 0.3 completes the proof. 
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