Remote manipulation of fluid-borne magnetic particles on a surface is useful to probe, assemble, and sort microscale and nanoscale objects. In this paper, fields emanating from magnetic domain walls in zigzag wires as well as from magnetization distributions in notched Co 0.5 Fe 0.5 wires patterned on a silicon surface are shown to act as effective traps for such objects. Weak (∼100 Oe) in-and out-of-plane external magnetic fields modify the energy landscape, allowing for the entrapped objects to be remotely maneuvered along predetermined routes across the surface while the magnetization profiles at the wire vertices and notches remain stationary. In calculating the forces, the net magnetic field and its spatial distribution are determined by modeling the wire magnetization using micromagnetic simulation or by approximating the trap as a point source of fields. The applicability of these models to particle manipulation under the experimental conditions is discussed.
I. INTRODUCTION
Magnetism-based manipulation, separation, and detection methods for engineering and biological applications have recently seen rapid growth in their use. [1] [2] [3] [4] [5] [6] Among these methods, techniques that utilize superparamagnetic particles as the force-transmitting handle have been particularly promising. The nonhysteric magnetization loops and absence of remanence or coercivity at room temperature when the particle size lies below the single domain limit (∼20 nm for Fe 3 O 4 ) are attractive features of superparamagnetism that, among other attributes, render predictable forces and do not promote particle clustering in the absence of an external field. 7 On the other hand, the corresponding magnetic tractive force for such a tiny particle in a field gradient, which is proportional to the particle volume, is greatly diminished, requiring very large applied fields and/or high gradients to maneuver them. Although the use of macroscopic magnets in such situations is possible, they offer limited accuracy and are unpractical in many settings for manipulation of micron-and smaller-scale entities.
One approach that has emerged to generate the strongly needed inhomogeneous local fields has been via magnetic films 8 and patterned micromagnets 9 that create near-surface fields enabling fluid-borne superparamagnetic particles to be transported atop a substrate. Underlying this method are domain walls (DW) that, along with their emanating magnetic fields, are rendered mobile through the application of external fields. In these instances, the stray field-trapped particles are transported along the route defined by the trajectory of the mobile domain walls. For example, domain walls in garnet films 10, 11 and patterned wires [12] [13] [14] provide fields and field gradients that are sufficiently high to trap and transport microscale magnetic particles. In addition to DW phenomena, magnetic disk, 15 oval, 16 and sawtooth 17 patterns have been utilized to transport magnetic particles trapped in the resulting stray field with the device magnetization and trapping locations dictated and rendered mobile by externally applied fields. In some instances, these different approaches have been extended to manipulate biological cells. [18] [19] [20] [21] In contrast to transporting particles by moving the DWs via application of external magnetic fields, we recently demonstrated that static domain walls offer a viable means to maneuver particles and labeled cells across a surface. 22 In this approach, illustrated in ferromagnetic zigzag wires, weak external fields transport the targeted entities by strengthening or weakening the local fields in the vicinity of the stationary DWs at the zigzag vertices. The accompanying changes to the energy landscape across the entire platform and the corresponding attractive and repulsive directed forces offer advantages over approaches that rely on properties of mobile magnetization. These benefits include the ability to (a) maneuver and transport particles away from the ferromagnetic wire conduits (in addition to transporting particles along the wire), (b) generate the required directed forces for transport along specific surface trajectories through weak external fields (<100 Oe) produced by inexpensive miniature electromagnets, (c) weaken or strengthen the trapping potential to control Brownian fluctuations 23 that become more pronounced with diminishing particle size, and (d) multiplex trapping and transport of particle ensembles across a surface, thereby enabling efficient outcomes related to transfer and conveyor applications. In addition, since in this approach the DWs are stationary, they are not susceptible to pinning at topographic imperfections or defects that could hinder particle transport.
In this paper, we present results associated with stationary magnetization in microscopic magnetic wires of a rectangular cross-section patterned on a surface to trap and transport miniature (<10 μm) magnetic particles along programmed routes. Two types of engineered surfaces are discussed for the purpose of creating traps. First, we investigate a previously established technique of using stationary domain walls in patterned zigzag wires with regular turns (vertices) for trapping particles. [22] [23] [24] Second, a new particle trapping technique, based on straight wires with periodic indentations (notches), is studied. In particular, by selecting a high-shape anisotropy design for the notched or zigzag wire and a particular ferromagnetic material (Co 0.5 Fe 0.5 ), our investigation focuses on conditions where the wire magnetization is substantially unchanged and the DW does not leave the immediate vicinity of the trapping site for low (<100 Oe) external magnetic fields. The DW magnetization profiles at the wire vertices and notches are evaluated via micromagnetic simulation, magneto-optical Kerr effect (MOKE) microscopy, and magnetic force microscopy (MFM). For the low external fields (∼100 Oe), the highly compact, large field gradients (>10 4 T/m) and associated forces arising from the stationary DW enable individual fluid-borne magnetic particles in the 10-nm to 10-μm range to be steered across the platform in a controlled manner. In calculating the forces from the two distinct wire patterns, the net magnetic field and its spatial distribution are determined either as resulting from the micromagnetic magnetization distribution of the wire or by approximating the domain wall/notch as a point charge/point dipole. We consider the applicability of these models to particle manipulation under the experimental conditions reported in this paper.
II. EXPERIMENTAL METHODS
The zigzag and notched wires, made of Co 0.5 Fe 0.5 , are patterned on a silicon wafer with natural oxide by initially spin coating and then baking two layers of e-beam resist (methyl methacrylate and polymethyl methacrylate) onto the Si/SiO 2 wafer. A scanning electron microscope (FEI, Hillsboro, OR) was used to pattern the desired wire geometries prior to magnetron sputtering a 40-nm-thick layer of Co 0.5 Fe 0.5 . Warm acetone enabled subsequent liftoff of the e-beam resist, and a 20-nm Au capping layer with a 1-nm permalloy seed layer was sputtered atop the entire substrate. A momentary in-plane magnetic field (5 kOe) was applied to orient the magnetization vectors in the zigzag wires to generate domain walls at the wire turns. 25 Similarly, an in-plane field (5 kOe) applied along the length of the straight wires oriented the magnetization in the notched wire. The wire-based platforms were then placed in the setup illustrated in Fig. 1 by four small electromagnets while the out-of-plane (H z ) field is derived from a coil. Fields H x , H y (<150 Oe) are produced by connecting each electromagnet to independent current channels programmed in LabView software (National Instruments, Austin, TX); the direction of H z was also reversed through programmed routines. The particles utilized in this study consist of small (∼10 nm) iron oxide nanoparticles embedded in a polymer matrix with radius R = 2.3 or 1.4 μm (SPHERO CM-40-10, Spherotech, Lake Forest, IL, and Dynabead M280, Invitrogen, Carlsbad, CA). To avoid adhesion of the microparticles to the surface, they were placed in a solution of 0.05% Triton X-100 (Dow, Midland, MI, USA). A key feature of the spheres is their superparamagnetic character that enables them to be readily magnetized in fields of only a few tens of Oersted at room temperature and display no remnant magnetization after removal of the field.
The magnetic domains along the wires were observed through use of a commercial magnetic force microscope (MFM) and a magneto-optic Kerr effect (MOKE) setup built in our laboratory. A brief description of the MOKE system (with schematic illustrated in Fig. 8 ) and our procedure for acquiring images are provided in Appendix A.
III. MICROMAGNETIC SIMULATION
To model the magnetic forces on a superparamagnetic particle, we considered the magnetization profiles at the vertices (zigzag wire) and notches (straight wire). Computer simulations based on the 2D version of the Object-Oriented Micromagnetic Framework (OOMMF) program yielded the micromagnetic structure associated with the wires. 26 Vectorial maps of these magnetic configurations were generated using a cell size of 20 nm over the Co 0.5 Fe 0.5 domain wall (saturation magnetization 2 T, exchange constant 1.5 × 10 −11 J/m, no crystalline anisotropy). An initial, spatially uniform magnetization along the +y or +x direction (for 40-nm-thick, 1-μm-wide zigzag or notch wires, respectively) was allowed to relax to yield equilibrium magnetization configurations. The resulting vector data provides the spatially dependent magnetization M(x,y,z) with the magnetization remaining largely in plane for the modest out-of-plane fields (H z < 150 Oe) used in this study.
IV. RESULTS: MAGNETIZATION PROFILES, ENERGY CONTOURS, AND PARTICLE TRANSPORT

A. Zigzag wires
Figure 2(a) shows results of the micromagnetic simulation of the equilibrium domain wall structure at the vertex for a 1-μm-wide, 40-nm-thick zigzag wire. The magnetization in the wire arms is found to transition from pointing up right to pointing up left. Because of the relatively large width of the wire, the domain wall cannot be classified as purely transverse or vortex type, but instead consists of multiple transition regions. Figure 2 (b) shows a magnetic force microscope (MFM) image of light and dark spots at alternating vertices that correspond to head-to-head (HH) and tail-to-tail (TT) domain walls, respectively. Note that, for Co 0.5 Fe 0.5 wires, a magnetic field of 5 kOe was used in the MOKE system to attain oppositely magnetized images for image subtraction (see Appendix A). However, when significantly weaker fields, up to a few hundred Oe, were used, the MOKE image contrasts would not appear. This feature indicates that a few hundred Oe fields are too weak to remagnetize the Co 0.5 Fe 0.5 wires in this geometry.
The lack of such a MOKE contrast suggests that for our , and (j) Two magnetic particles manipulated from one wire to the next and back based on the magnetic field sequence indicated by white arrows in (c), (e), (g), and (i), respectively. Inverting the magnetic field sequence reverses the direction of particle transport. Energy minima associated with secondary traps, only present under external fields, are too weak to be evident in the grayscale energy landscapes.
experimental conditions (external fields 150 Oe), the wire magnetization would remain substantially unchanged during particle transport. In contrast, for similar wire-based devices made of permalloy, fields on the order of a few hundreds of Oe were sufficient to significantly remagnetize the wires. As discussed in Appendix B, the magnetic fields, gradients, and forces associated with the wires can be calculated either by assuming a point charge at the wire vertex or by modeling the discretized magnetization of the wire. Figure 3 presents the calculated grayscale potential energy landscapes (left column) associated with a 2.8 μm-diameter microparticle in the presence of this Co 0.5 Fe 0.5 wire, as well as images related to corresponding experimental particle manipulation (right column). The calculated potential energy landscapes are based on point charge approximations of the vertices. Figure 3(a) shows calculated potential energy landscapes of the trapping platform with the brighter shade representing lower energy. As indicated [ Fig. 3(a) ], in the absence of an external field, low energy sites (i.e. traps) arise at both HH and TT domain walls [ Fig. 3(b) ] for superparamagnetic microparticles. Application of an external field H z = 120 Oe directed perpendicular to the platform plane creates repulsive centers (dark spots) at alternating vertices evident in Figs. 3(c) , 3(e), 3(g), and 3(i). An in-plane field H x , H y creates a secondary trap away from the wire, displaced a few microns from these repulsive centers, where the line connecting the vertex (domain wall) and this secondary trap is parallel to the direction of the net in-plane field H xy = H xx + H yŷ . Note that due to the shallowness of the secondary traps, they are not directly visible in the grayscale energy landscape plots of Fig. 3 . The occurrence of the secondary trap and its response to external fields are however more clearly illustrated in Fig. 4 . The location of the secondary trap thus specifies the direction in which the particle is steered from the vertex [ Fig. 4(a) , H xy = 50 Oe (black arrows) and H z = 120 Oe (circles with enclosed Xs)]. In the absence of an in-plane applied field, the secondary minimum does not exist. The characteristics of the trap (depth, width, and location) are tunable by the external in-plane field. For example, using the point charge model discussed below, Fig. 4(b) instance, for manipulation over long distances (>10 micron) shown in Fig. 3 , a weak, in-plane field H xy = 25 Oe was used to weaken the deep confining potential ( U k B T) and ensure that the particle could be maneuvered along the platform plane to an adjacent vertex.
In Fig. 3 (c) (H z = 120 Oe and H xy = 25 Oe), the point charge model reveals traps at H H walls (white spots) and repulsive sites at T T domain walls (dark spots). Correspondingly, magnetic particles are trapped only at H H domain walls [ Fig. 3(d) ]. Upon reversing H z , the H H domain walls become repulsive [ Fig. 3(e) ], and the trapped particles are steered to secondary traps upward and to the right of the vertices [ Fig. 3(f) ] to be captured by the T T domain wall [ Fig. 3(h) ]. Reorienting H x , H y [ Fig. 3(g) ] redirects the particles in preparation for transport to a new set of vertices. Once again, reversing the direction of H z switches traps and repulsive centers [ Fig. 3(i) ], and the particles are transported down and to the right to be trapped at H H domain walls [ Fig. 3(j) ]. The general rightward trajectory of particle movement is dictated by the sequence in which the external fields are applied. Inverting the sequence reverses the particle trajectory (see videos 1 and 2 in the supplementary material, 27 which illustrate such one-and two-particle manipulation, including the momentary localization of particles at secondary traps, as discussed above).
B. Notched wires
Straight wires with periodic notches patterned along its length on alternate edges were investigated. Results of the corresponding OOMMF simulation applied to 1-μm-wide, 40-nm-thick straight Co 0.5 Fe 0.5 wires with a single notch on one edge that extends inward by a length equal to one third of the width are shown in Fig. 5(a) . Similar to the case of zigzag wires, the straight wire was momentarily magnetized by a 5-kOe field, however, in this instance in the + x direction, resulting in a mostly uniform magnetization along the length of the straight wire [ Fig. 6(a) ]. The magnetization realigns at the notch to contour with the wire edge, creating regions of changing magnetization, which coincide with locations of particle traps. Figure 5(b) shows two 2.8-μm-diameter magnetic particles trapped at notches in straight Co 0.5 Fe 0.5 wires. Magnetic force microscopy imaging [ Fig. 5(c) ] shows dark/light spots to the left/right of each notch, indicating that the magnetic configuration in the immediate vicinity of the notch is consistent with approximating each notch as a magnetic dipole (see Appendix B), which gives the repulsive/attractive energy contour in Fig. 6 .
In the absence of external fields, a particle is trapped in the vicinity of a notch. Under the application of ∼100-Oe fields, trapping locations can be moved (despite the magnetization profile remaining substantially unchanged). Figure 6 shows a 4.5-μm-diameter particle tracking the location of the calculated local potential minima for the prescribed external field orientation when it is steered from left to right along the wire by sequencing the external fields. As evident in video 3 of the supplementary material, 27 when the order of field applications is reversed, the particle is transported to the left.
V. FORCE CALCULATIONS
The magnetization of superparamagnetic particles increases linearly for low fields and asymptotically approaches a saturation magnetization at high fields, as is schematically illustrated in Fig. 7(a) . For the Fe 3 O 4 nanoparticles that make up the magnetic microspheres used in this study, saturation occurs at fields greater than a few kOe, and the range of external fields used in this study ( 150 Oe) is contained within the linear region near the origin of Fig. 7(a) . 28 In this linear response region, the magnetic moment m of a superparamagnetic particle can be approximated by m = χ m V H where χ m and V are the particle susceptibility and volume, respectively. The equation for a force on a generic paramagnetic object F = μ 0 (m · ∇)H yields a force F = shows that the energy minimum occurs at locations of highest field magnitude H . This is generally true as long as M increases monotonically with H .
We estimate the fields arising from a given domain wall configuration using approaches based on (i) effective point charges/dipoles, (ii) dipole distributions, and (iii) magnetic charge distributions, as discussed in Appendix B. The corresponding fields, field gradients, and forces are calculated at the particle center [Figs. 7(b)-7(g)] utilizing the OOMMF-derived equilibrium magnetization configuration.
Figures 7(b) and 7(c) illustrate the calculated magnetic field as a function of height z directly above the center of a vertex or notch. The thick, dotted, and thin lines, respectively, representing the point charge/dipole, dipole distribution, and charge distribution models, as described in the appendix, yield similar results for heights in the range ∼2 μm z ∼10 μm. As noted in the appendix, the point source models do not take into account the specific microscopic magnetization configuration, but rather approximate the profile by a monopole-like point charge q m or a point dipole m d . This approximation accounts for the deviations evident for z < 2 μm in the point-source-derived field values from those based on the more realistic dipole-and charge-distribution models.
In comparing near-source (z < 500 nm) magnetic fields from domain wall (zigzag) traps and notch traps, they are calculated to be within an order of magnitude of each other. However, as dipole fields, the notch field falls off significantly faster (∼1/r 3 ) than the domain wall fields (1/r 2 ). The corresponding field gradients (d|B|/dz) above the vertex/notch are illustrated in Figs. 7(d) and 7(e). Field gradients from domain wall (zigzag) traps are found to rise well above 10 4 T/m for z < 1000 nm. This is an important characteristic for trapping and manipulating low volume magnetic particles (<100 nm in diameter), which are susceptible to fluid drag forces and Brownian motion. 24 Figures 7(f) and 7(g) show the vertical component of the force (F z ) on a 2.8-μm-diameter particle (χ m = 0.85) as a function of height z above the vertex/notch. The plot shows that, when localized at the domain wall (z = 1.4 μm), the trapping force is several hundred picoNewton (pN), while the forces associated with notch traps are significantly lower at a few pN. As comparison, a stationary 2.8-μm-diameter particle in 100-μm/s fluid flow experiences a drag force of about 2 pN, while a DNA molecule, tethered to a magnetic particle and fully extended by magnetic tweezers, results in a recoil force that ranges between 0-20 pN. 29 Finally, we note that the robustness of this experimental ferromagnetic wire-based manipulation scheme will depend on the stability of the magnetic properties of the fabricated wires. For example, oxidation of the metal or repeated use of the platform could lead to changes in the magnetic characteristics of the wire. In particular, if the saturation magnetization were modified by a multiplicative factor μ, then while the field and field gradient would be altered by the same factor, the magnetic force would change by a factor μ 2 of the original value. Thus, a 10% degradation in M s , for example, would lead to a more substantial 19% reduction in the trapping force F z . Experiments based on observing particle trapping in the presence of controlled fluid flow, tracking particle fluctuations while at trapping locations, and stretching DNA with well-known force extension curves (now a metrology standard 30 ) while in the vicinity of traps could be used to verify the calculated forces.
VI. CONCLUSION
We have demonstrated a technique for trapping magnetic particles at microscopic vertices and notches in patterned wires with the ability to remotely manipulate them through weak external magnetic fields. Unlike many other approaches where the particle transport is restricted to conduits along which the DW motion occurs, in the present study, the magnetic domain walls and profiles associated with the wires remain stationary as the particles are maneuvered across the platform along trajectories that are not restricted to the wires. The models described in this paper provide qualitative explanations of some of the more subtle characteristics, such as the ability to (i) steer particles with weak external fields (<100 Oe) away from the wires or along them in predetermined directions, (ii) localize the fluid-borne particles within a trap for extended time periods (tens of minutes), and (iii) provide rapid particle transit times that are limited only by protocols that modulate the external fields and the fluid environment.
While the magnetic fields and their gradients emanating from the miniature surface profiles play a central role in steering the particles across a surface, use of standard optical or e-beam lithography methods allow for large numbers of traps to be fabricated on a single device. Furthermore, since the weak external magnetic fields necessary for manipulation generally do not interfere with chemical or biological interactions, this approach has the potential for wide ranging applications. These features thus lend themselves to be integrated into microfluidic devices for biological cell 9, 21, 22 and microparticle sorters, as well as next-generation biomedical devices. For instance, we envision scale up for transporting ∼10 6 magnetic particles on a single centimeter-sized platform. Moreover, by conjugating magnetic particles to a biological cell, these tethered entities could be steered to a location-specific stimulus for eventual interrogation. The potential for large-scale multiplex operation would also lend this an attractive approach for rapid sequential analysis operations that do not rely on ensemble averaging. transverse MOKE. The analyzer placed before a CCD camera transmits only p-polarized reflected light. The image recorded when the medium is magnetized in one direction is subtracted digitally from that recorded with the magnetization in the opposite direction and the resulting spectrum amplified 100-fold. The result is a grayscale image where white-gray-black corresponds to an M x value that is positive-zero-negative. A similar approach can be implemented to monitor the M y component. 31 See Fig. 8 for a schematic of the MOKE setup.
APPENDIX B: FIELD CALCULATION METHODS
Point charge/dipole model for field calculation
This model describes magnetic fields as arising from a point source, either an effective point charge q m (i.e. monopolelike) or a point dipole. An effective point charge is given by q m = − S M(x,y,z) ·ndA where M(x,y,z) is the spatially dependent magnetization of the wire,n an outwardly directed normal to the surface. In the case of a domain wall, q m = 2M s wt, where M s , w, and t are, respectively, the saturation magnetization, width, and thickness of the wire. The magnetic field at location r from this effective charge at the origin is
In the case of the notches, the total effective charge is zero, and the notch can be approximated as a point dipole. The magnetic field at a distance r from a dipole moment 
While the point charge (q m ) was calculated based on geometric considerations, the point dipole m d associated with the notch traps was calculated to be 1.2 × 10 −14 Am 2 by fitting the fields from the point dipole model at large z (>2 μm) to those derived from dipole and charge distribution models. In comparison, a typical superparamagnetic bead 1 micron in diameter in a 100-Oe magnetic field has a magnetic moment of 10 −15 Am 2 . Either point source model works best for r w (wire width). Closer to the domain wall or notch, the precise magnetization profile is needed for a more realistic calculation of the magnetic field in the immediate vicinity of the wire. The following approaches provide a better description of the field profile close to the trap.
Dipole and charge distribution model for field calculation
The OOMMF simulations yield the magnetization profile as a 2D grid of magnetized cells. A cell located at (x,y,z) is characterized by a magnetic dipole of moment m d (x,y,z) = M(x,y,z)V C , where V C is the volume of the cells. While each dipole can, in general, orient in any direction in three dimensions, in the present case, the magnetization is primarily confined to the xy plane of the ultra-thin, 40-nm-thick wire. Summing the fields originating from all of the dipoles [Eq. (A2)] provides the resulting magnetic field and its spatial distribution.
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The magnetic field from the domain wall can also be determined from the magnetic charge density ρ m given by ρ m = ∇·M(x,y,z) (Ref. 32) where the divergence is evaluated numerically based on the OOMMF cell magnetizations. The collection of magnetic charges associated with each cell q m = ρ m V C , and the resulting field [Eq. (A1)] yields the net field from the domain wall. This method is advantageous in that ρ m only arises where ∇·M(x,y,z) is nonzero (i.e. at the domain wall), thereby rendering this approach computationally far less intensive than summation of the fields from each dipole.
