Efferent fibers were electrically stimulated in the brain stem, while afferent activity was recorded from the superior vestibular nerve in barbiturate-anesthetized chinchillas. We concentrated on canal afferents, but otolith afferents were also studied. Among canal fibers, calyx afferents were recognized by their irregular discharge and low rotational gains. In separate experiments, stimulating electrodes were placed in the efferent cell groups ipsilateral or contralateral to the recording electrode or in the midline. While single shocks were ineffective, repetitive shock trains invariably led to increases in afferent discharge rate. Such excitatory responses consisted of fast and slow components. Fast components were large only at high shock frequencies (200-333/s), built up with exponential time constants <0.1 s, and showed response declines or adaptation during shock trains >1 s in duration. Slow responses were obtained even at shock rates of 50/s, built up and decayed with time constants of 15-30 s, and could show little adaptation. The more regular the discharge, the larger was the efferent response of an afferent fiber. Response magnitude was proportional to cv* b , a normalized coefficient of interspike-interval variation (cv*) raised to the power b = 0.7. The value of the exponent b did not depend on unit type (calyx vs. bouton plus dimorphic, canal vs. otolith) or on stimulation site (ipsilateral, contralateral, or midline). Responses were slightly smaller with contralateral or midline stimulation than with ipsilateral stimulation, and they were smaller for otolith, as compared to canal, fibers.
INTRODUCTION
Most hair cell organs receive an efferent innervation originating in the brain stem (Rasmussen 1946; Warr 1975; Meredith 1988; Goldberg et al. 1999) . In this regard, vestibular organs are not exceptional (Gacek 1960; Gacek and Lyon 1974; Warr 1975; Goldberg and Fernàndez 1980) . Efferent fibers synapse on vestibular hair cells and on calyx endings and other afferent processes (Smith and Rasmussen 1968; Iurato et al. 1972; Wersäll and Bagger-Sjöbäck 1974; Lysakowski 1996; Lysakowski and Goldberg 1997) .
To study efferent actions, afferent activity has been recorded during electrical stimulation of efferent pathways. In the case auditory or vibratory receptors, the predominant efferent action so produced is an inhibition of afferent activity (Wiederhold and Kiang 1970; Flock and Russell 1973; 1976; Furukawa 1981; Ashmore and Russell 1982; Art et al. 1984) . More heterogeneous responses have been seen in vestibular organs of frogs (Rossi et al. 1980 (Rossi et al. , 1994 Bernard et al. 1985; Sugai et al. 1991 ) and turtles (Brichta and Goldberg 2000) and include both increases and decreases in afferent discharge. In the toadfish, the predominant effect is an increase in afferent discharge (Boyle and Highstein 1990; Boyle et al. 1991) . Studies in the squirrel monkey (Goldberg and Fernández 1980) and cat (McCue and Guinan 1994) have shown that the main efferent actions in mammals are excitatory. Responses differ depending on the discharge regularity of the afferent (Goldberg and Fernández 1980) . In irregularly discharging afferents responses can be large, increasing the background discharge by as much as 100 spikes/s. The increase consists of a fast excitation with a time constant of 10-100 ms and a slow excitation with kinetics measured in seconds. In regular units, responses are smaller (<10 spikes/s) and mainly slow.
A purpose of the present study was to determine if similar results could be obtained in a rodent species, which could then provide a convenient model for further studies of efferent actions. Among rodents, we chose the chinchilla because extensive studies of the vestibular periphery in this species have provided information about the morphology (Fernández et al. 1988 (Fernández et al. , 1990 Lysakowski and Goldberg 1997) , physiology Goldberg et al. 1990a) , and morphophysiology Goldberg et al. 1990b ) of its afferent innervation and about the morphology of its hair cells (Lysakowski and Goldberg 1997) and of its efferent innervation (Smith and Rasmussen 1968; Marco et al. 1993; Ishiyama et al. 1994; Bridgeman et al. 1996; Lysakowski and Goldberg 1997; Lysakowski and Singer 2000) .
Besides the practical need for a new animal model, two more theoretical considerations prompted the study. In the original work in the squirrel monkey efferent system (Goldberg and Fernández 1980) , the two classes of morphologically distinct irregularly discharging afferents were not distinguished. The two classes are calyx afferents innervating type I hair cells and dimorphic afferents supplying both type I and type II hair cells. Both classes innervate the central zone of the crista ) and the macular striola (Goldberg et al. 1990b ). In the present study, we took advantage of the fact that calyx afferents innervating the crista can be recognized by their distinctive discharge properties without the need for intra-axonal labeling . The second reason was prompted by the anterograde labeling of efferent neurons in the gerbil by Purcell and Perachio (1997b) , who found that neurons located in the brain stem ipsilateral to the labyrinth preferentially innervated the central zone of the crista, whereas contralateral efferents preferentially supplied peripheral zones. Based on the regional organization of the crista Lysakowski et al. 1995) , electrical stimulation of efferent fibers in the midline or on the contralateral side might be expected to mainly affect regularly discharging afferents. The expectation is inconsistent with observations in the squirrel monkey that afferents were affected similarly whether stimulation was contralateral, in the midline, or on the ipsilateral side (Goldberg and Fernández 1980) and with observations in the cat that large efferent responses were obtained from irregular fibers with midline stimulation (McCue and Guinan 1994) . A possible explanation for the discrepancy is that the anatomical arrangement discovered by Purcell and Perachio (1997b) exists in rodents, but not in the monkey or cat. For this reason, the effects of stimulation at different sites were examined in the present experiments.
METHODS

Animal preparation
Experiments were done in chinchillas (C. lanigera) of either sex weighing 400-600 g. After an intramuscular injection of atropine sulfate (25 lg) and acepromazine (0.3 ml/kg), animals were anesthetized with a solution containing 10% 5,5-diallylbarbituric acid, 40% urethane, and 40% monoethyl urea (0.3 ml/kg IP). The superior branch of the left VIIIth nerve was exposed by an extracranial approach . A plexiglass recording chamber was cemented to the skull. Ag-AgCl stimulating electrodes were implanted on the round window and in the floor of the middle ear on the left side. Throughout the experiment, rectal temperature was kept at 36-38°C. Aspiration of the cerebellar vermis exposed the floor of the fourth ventricle, which was covered with warm mineral oil. The animal was placed in a superstructure in which the whole body could be tilted about pitch-and-roll axes with respect to the horizontal platform of a rotator. A velocity servo (Inland, Pittsburgh, PA, model 823) controlled the motion of the rotator. In the zero-tilt position, the animal was prone with the plane of the horizontal canal near the horizontal (motion) plane.
A stimulating array, held in a three-dimensional micromanipulator, was advanced into the brain stem. The array consisted of four tungsten wires, electrolytically sharpened and insulated to within 0.25 mm of their tips. The electrodes were spaced 0.5 mm apart in a parasagittal plane. In different experiments the array was placed in the midline or 1.5 mm laterally ipsilateral or contralateral to the recording site. For lateral placements, the sulcus limitans served as a landmark (Fig. 1) . The most caudal stimulating electrode was positioned 2-3 mm rostral to the obex and the array was advanced 0.5-1 mm into the brain stem. Experimental procedures were approved by the University of Chicago Institutional Animal Care and Use Committee.
Physiological testing
Recording micropipettes were filled with 3 M NaCl and had impedances of 15-30 MX. They were advanced into the nerve with a manual microdrive attached to the plexiglass chamber. Neural activity was monitored with a negative-capacitance preamplifier coupled to an amplifier with the gain 100 mounted near the animal (Biomedical Engineering, Thornwood, NY). The output of the amplifier and other signals were passed through slip rings. Experiments and data collection were controlled by custom programs run on a 386 computer.
Once an afferent was isolated, a series of manual rotations and tilts was used to determine which organ it innervated (Goldberg and Fernández 1975) . As recordings were confined to the superior vestibular nerve, no posterior canal afferents were encountered. Rotation-sensitive units innervated either the horizontal (HC) or the superior (SC) canals. Units responding to tilts but not to rotations were classified as otolith (OTO) units. Based on the recording location in the superior nerve, most OTO units might be expected to innervate the utricular macula, although some might supply the anterior part of the saccular macula (Wersäll and Bagger-Sjöbäck 1974) .
HC and OTO units were studied in the zero-tilt position. For SC units, the animal was first tilted 30°n ose-down and 30°right-ear-down to bring the left superior-canal plane partly into the plane of motion. A 5-s sample of background activity was recorded and was used offline to compute a coefficient of interspike-interval variation (cv*), normalized to a mean interval of 15 ms . For HC and SC fibers, responses to sinusoidal rotations (2 Hz, 20 deg/s, 64 cycles) were used to calculate gains and phases. Gains of SC fibers were multiplied by a factor of 1/cos(h) = 1.52, where h = 49°was the approximate angle between the superior-canal and motion planes after tilting. In several units, we studied the excitatory response to a 5-s, 50-lA galvanic stimulus delivered between the round-window and middle-ear electrodes with the round-window electrode serving as the cathode.
Efferent pathways were stimulated with trains of 100-ls constant-current shocks delivered between two adjacent electrodes of the stimulating array from a stimulus isolator (World Precision Instruments, Sarsota, FL, WPI 1850). Current magnitude was monitored as a voltage drop across a 10-kX resistor placed in series in the return (anodal) pathway. To record afferent activity during shock trains, the associated shock artifacts were canceled online (see Brichta and Goldberg 2000 for details). The electrode pair and their polarity were chosen and the depth of the array in the brain stem was adjusted to maximize the responses obtained from the first few units encountered in each animal.
Unless otherwise stated results are expressed as means ± SEM, and two-tailed t tests, corrected when necessary for unequal variances, were used to test for between-group differences. Statistical tests were done in SYSTAT for the Macintosh. Nonlinear regressions were calculated in Igor Pro using the MarquardtLevenberg algorithm. The quadratic discriminant function of Figure 2 was calculated from the dye-filled units in Baird et al. (1988) . Based on their morphology, the units were assigned to the calyx (C) or noncalyx (NC, bouton plus dimorphic) class. The units were characterized by x 1 = log 10 (cv*) and x 2 = log 10 (gain), where gain was calculated from the responses to our standard 2-Hz rotation. The two-dimensional vectors x = (x 1 , x 2 ) for each unit were used to calculate a scalar score, g(x), from a standard formula (Morrison 1990, p. 276, equation 3) . Extracellularly recorded units were assigned to C if g(x) > 0 and to NC otherwise. The curve seen in Figure 2 is the solution to g(x) = 0. 
Histological controls
The position of the most effective brain-stem-stimulating electrode was marked in selected animals by an electrolytic lesion. At the end of the experiment, all animals were given an overdose of sodium pentobarbital. Animals chosen for histological examination were perfused transcardially with 250 ml of physiological solution followed by the same amount of 2.5% paraformaldehyde-2.5% glutaraldehyde in 0.1 M phosphate buffer (pH 7.4). The head was immersed in fixative solution for 24 h and in the fixative solution to which 30% sucrose had been added for another 24 h. Transverse frozen serial sections of the brain stem were cut at 80 lm and stained with 1% neutral red.
RESULTS
Conclusions are based on 118 canal units recorded in 29 animals. Fibers innervated the horizontal (HC, n = 88) or superior canals (SC, n = 30). Results from an additional 24 otolith (OTO) fibers are summarized in a separate section. Stimulation was on the ipsilateral side in 11 animals, in the midline in 9 animals, and on the contralateral side in 9 animals. A midline placement of the stimulating array is illustrated in Figure 1 (arrow) and a lateral placement is depicted in Figure 11b . In the 15 brains examined histologically, the most effective stimulating electrode was located at anterior-posterior midlevel of the facial genu. Lateral placements were just medial to the vestibular nuclei, in the location of the main efferent cell group, the so-called group e (Marco et al. 1993; Bridgeman et al. 1996; Lysakowski and Singer 2000) . Midline placements were at the same anterior-posterior level of the brain stem, just beneath the floor of the IVth ventricle, in a position where efferent fibers cross the midline (Lysakowski and Singer 2000).
Distinguishing calyx and noncalyx units
By the intra-axonal labeling of physiologically characterized afferents, Baird et al. (1988) showed that calyx units innervating the semicircular canals could be recognized by their irregular discharge and low rotational gains. Using the same population of labeled canal units, we derived a quadratic disciminant function based on the normalized coefficient of variation (cv*) and the rotational gain (Fig. 2 , curved line), which correctly assigned all 14 calyx and 28 noncalyx units of the original study. Here and elsewhere, we include both bouton and dimorphic units in the non-calyx category.
The same function was used to assign the canal units of the present study to the same two categories. Of the 118 canal units, 38 (32%) were placed in the calyx class. As indicated by the straight line in Figure 2 , calculated from the present sample, the rotational gains of noncalyx units were related to the cv* by a power law, gain = a AE cv* b with a = 0.69 ± 0.09 spikes s )1 /deg s )1 and b = 0.94 ± 0.07. The power law is statistically indistinguishable from a linear relation or from the relation previously obtained by Baird et al. (1988) . Calyx units in our study had a mean cv* of 0.38 ± 0.02. Substituting the mean value into the power law for noncalyx units gives a predicted gain for calyx units of 1.93 spikes s )1 /deg s )1 , about four times the actual mean gain of 0.52 ± 0.04 spikes s )1 /deg s )1 . Calyx units are relatively homogeneous in their discharge properties. They are the most irregularly discharging units in the sample and have distinctively low rotational gains. Noncalyx units are more heterogeneous, with many of their discharge properties being correlated with discharge regularity (Goldberg 2000) . Because of the correlation, it is convenient to divide noncalyx units into regular (cv* £ 0.05) and nonregular (cv* £ 0.05) categories.
Responses to electrical stimulation of efferent pathways
As was the case for the squirrel monkey (Goldberg and Fernández 1980) Baird et al. (1998) were used to construct the curved line, a quadratic discriminant function, which was then used to classify the unlabeled units of the present study as calyx (s) or noncalyx (d). Gains of noncalyx units related to cv* by a power law (straight line).
Guinan 1994), electrical stimulation of efferent pathways in the chinchilla invariably increased the discharge of afferent vestibular units. Single shocks were ineffective, but repetitive shock trains led to clear responses. In the following sections, we describe how the responses were affected by shock intensity, stimulation duration, shock frequency, discharge regularity, and stimulation site.
Shock intensity. As a standard stimulus, we used 5-s shock trains at a frequency of 333 shocks/s. The effects of varying shock intensity are illustrated for a noncalyx unit in Figure 3 . Stimulation was on the contralateral side. A response was seen at 18 lA, but not at 16 lA. Responses increased rapidly between 30 and 40 lA to reach a maximum of 125 spikes/s.
Thresholds across animals were usually in a range of 10-20 lA and were similar for ipsilateral, midline, and contralateral stimulation sites [ANOVA, F(2, 23) = 0.54, p > 0.8]. As exemplified by Figure 3 , responses typically reached near-maximal values at shock strengths 3 · T (threshold). In the following sections, stimulus amplitude was typically set to 30-50 lA, approximately 3 · T.
In a later section, we compare responses to stimulation of the ipsilateral and contralateral efferent cell groups. The similarity in response thresholds for the two sites effectively rules out the possibility that contralateral responses were due to stimulus spread to the ipsilateral side, some 4-6 mm away. We routinely found that movement of the stimulating electrodes 1 mm from an optimal location abolished responses to 50-lA shocks and raised thresholds to near 100 lA. (see also Goldberg and Fernández 1980) . Shock-train duration and response kinetics. In previous studies (Goldberg and Fernández 1980; McCue and Guinan 1994) , efferent responses were decomposed into fast and slow components, which built up and decayed with time constants s FAST < 0.1 s and s SLOW > 5 s. Because of the disparity in response kinetics, we can use shock-train duration or, equivalently, the number of shocks to separate the two components (Fig. 4) ; shock frequency was always 333/s. For short trains ( Fig. 4A-D) , only a fast component is present: There is a brief increase in discharge that barely outlasts the shock train. Trains lasting a second or more ( Fig. 4E -J) generate both fast and slow excitatory responses, with the latter taking >l0 s of the post-train period to decay.
To estimate the kinetics of the fast response, we plotted the excitatory response as a function of the time in the train, t, and fit the points with a simple exponential, A[1 ) exp(t/s FAST )] (Fig. 5A ). We confined the calculation to t £ 500 ms to minimize the responses being contaminated by a slow response. The calculated time constant (± SE) for the unit in Figure 5A was s FAST = 84 ± 6 ms. A similar analysis, done in a second unit, gave a s FAST = 64 ± 7 ms.
We estimated the kinetics of the slow response from a simple exponential fit of the post-train response decay. To avoid contamination from the fast response, the first second of the post-train period was excluded from the regression. In the example of Figure 5B , the estimated s SLOW = 26 ± 1.8 s. Regressions done on the responses for train durations of T = 1 ) 32 s ( Fig. 4E -J) gave an average (± SEM) s SLOW of 25.6 ± 5.8 s. Similar calculations were done in 30 units, in all cases with our standard 5-s shock train. The average s SLOW was 25 ± 4.0 s. A second method of estimating s SLOW is illustrated in Figure 5C , where the slow response (S), measured during the post-train period, is plotted versus train duration. Points are fit by a simple exponential function with s SLOW = 2.7 ± 0.9 s, about 10 times smaller than the time constant of the post-train response decay. In the next section, we use low shock frequencies to evoke a slow response in the absence of a fast response. Under those circumstances, the discrepancy between the buildup and decay of the slow response disappears. This suggests that the concomitant presence of a fast response during the train may affect the buildup of the slow response.
There is an adaptation of the fast response as train duration is prolonged. This is reflected in the rapid termination of the fast response at the end of the train (F 2 ) being smaller than the abrupt rise at the beginning of the train (F 1 ) (Fig. 5B) . In Figure 5D , the decline in F 2 with train duration (t) is fit by an exponential function, F 2 (t) = F 1 exp()t/s), with a time constant s = 12.3 ± 2.3 s. In the sample of 118 canal units, the mean F 2 /F 1 ratio for our standard 5-s shock train was 0.45 ± 0.02; substituting this value into the exponential equation gives a time constant of 5.8 ± 0.04 s.
To study adaptation of the slow response, we modified a previously published paradigm (McCue and Guinan 1994) (Fig. 6 ). Brief (0.5 s) shock trains at a frequency of 333/s were delivered every 1.5 s. A total of 50 trains were presented. Average rates were calculated during each train (T 1 ) and in the 0.5-s period immediately preceding the train (T 0 ). Because of the short intertrain interval, the slow response increases during successive trains with the result that there is a gradual increase in the T 0 and T 1 rates as the paradigm continues. The specific measure of the slow response at time t is the difference in T 0 rates at t and at the beginning of the paradigm, t = 0. In addition, a fast response is measured as the difference in rates between T 1 and the immediately preceding T 0 (shaded areas in Fig. 6 ). Adaptation of the slow response could be seen as a decline in the T 0 rate after it reaches a maximum, while adaptation of the fast response was measured as a decline in the T 1 )T 0 differential rate from its maximum near t = 0. In Figure 6A , adaptation of the slow response is not seen. Rather, the T 0 rate continues to increase throughout the nearly 75 s of the paradigm. Even when such adaptation was present (Fig. 6B) , the decline in the T 0 rate was usually small and always incomplete, seldom exceeding 50%. Similarly, the time- dependent decline in the fast response was usually small; in Figure 6A , the decline was 35%, while in Figure 6B , it was 15%.
Of the 31 units tested with the McCue-Guinan (1994) paradigm, we selected 15, which showed both fast and slow responses. The peak slow response averaged 15.0 ± 3.3 spikes/s (range: 4.3-42 spikes/s); the peak fast response had a mean of 14.4 ± 3.8 spikes/s (range: 0.8-42 spikes/s). Fast and slow response amplitudes were correlated (r = 0.88, p < 0.001). Adaptation of the slow response resulted in an average decline of 24.0 ± 4.2% in the T 0 rate from its peak value; adaptation of the fast response led to a mean decline of 27.4 ± 7.7% in the T 1 ) T 0 differential rate. Adaptation indices for the two response components were not significantly correlated (r = )0.26, p > 0.05).
Shock frequency was varied while the number of shocks was held constant. Results were obtained in 12 units, including the example in Figure 7 . Fast responses, marked by an abrupt rate transition at the beginning of the shock train, were most conspicuous at 333/s (Fig. 7 A) but were barely discernible at 100/s (Fig. 7C ) and 50/s (Fig. 7D) . We used the F 1 /S FIG 5. Kinetics of fast and slow response components. Same calyx unit as in Fig. 4 . A Rate increase during the first 500 ms of the shock train illustrates the buildup of the fast response, which is fit by an exponential with a 80-ms time constant. An average of 7 repetitions. B Response to 16-s shock train. The decay of the slow response, starting 1 s into the post-train period, is fit by an exponential. The difference in the abrupt changes in rate at the beginning (F 1 ) and end (F 2 ) of the shock train reflects the adaptation of the fast response. The amplitude of the slow response (S) is estimated by the extrapolation of the exponential fit back to the start of the post-train period. F 1 is the response averaged during the first 0.5 s of the shock train and F 2 is the difference in rates during the last 1 s of the shock train and the slow response amplitude (S). C S is plotted versus the duration of the preceding shock train and fit by a simple exponential with a time constant of 2.7 ± 0.9 s. D F 2 is plotted as a function of train duration and fit by an exponential with a time constant of 12.3 ± 2.3 s. ratio, as defined in the legend to Figure 5B , to quantify results. F 1 and S components were approximately equal in size at 333/s (Fig. 7A ) with the F 1 /S ratio for the 12 units averaging 0.96 ± 0.11. As shock frequency declined, F 1 declined more rapidly than S, so that the population F 1 /S was 0.52 ± 0.11 at 200/s and 0.14 ± 0.10 at 100/s.
Fast responses were conspicuous only at high shock frequencies. This has a bearing on the buildup of the response during the shock train. The buildup could be fast at high rates, in part reflecting the presence of a fast response. In addition, as we have already seen (Fig. 5C) , there may be an interaction between the fast and slow responses. As shock frequency was lowered and the slow response began to predominate, the per-stimulus time constant lengthened and approached the post-stimulus time constant. For the unit in Figure 7 Based on a simple linear model (Goldberg and Fernández 1980) , the buildup and decay of the slow response should have the same kinetics. Hence, the similarity between the per-train and post-train time constants at the lower shock frequencies is consistent with the conclusion that per-train responses become dominated by slow components. During stimulation at 100 (Fig. 7C) or 50 shocks/s (Fig. 7D) , there is little response decline even though the shock trains last 60-120 s. This provides additional evidence that there is little adaptation of the slow response. In contrast, the F 2 /F 1 ratios included in Table 1 indicate that the fast response declines by 50% or more during 5-s trains.
Discharge regularity, stimulation site, calyx vs. noncalyx units.
In the squirrel monkey, the sizes of efferent responses were related to discharge regularity (Goldberg and Fernández 1980) . The same was true in the present study. Responses to ipsilateral stimulation are compared for regular (Fig. 8A ) and irregular units (Fig. 8B) . Overall responses are much larger in irregular units. In addition, in most irregular units (Fig. 8Ba, b) there is a conspicuous fast response (F 1 ) at the beginning of the shock train and an abrupt decline in rate (F 2 ) at train termination. For many regular units (Fig. 8Ab, c) , the buildup and decline of responses are predominantly slow. There are exceptions to these rules. For example, a regular unit (Fig. 8Aa) shows an abrupt rate change at train start, though not at train end. Similar differences in both response magnitude and response form were seen when efferent responses were compared for regular and irregular units during ipsilateral (Fig. 9  A) , midline (Fig. 9B) , or contralateral stimulation (Fig. 9C) . Based on the anatomical results of Purcell and Perachio (1997b), we had supposed that irregular units would show only small responses to midline or contralateral stimulation. The responses of the irregular units in Figure 9B , C contradict the conjecture. Large responses of irregular afferents to midline or contralateral stimulation were common (Figs. 3, 4,  6B) .
The relation between discharge regularity (cv*) and efferent response is plotted versus cv* when stimulation was on the ipsilateral (Fig. 10A) or contralateral sides (Fig. 10C ) or in the midline tude and cv* was influenced by stimulation site or unit type. Unit type had no effect (p > 0.6), but stimulation site had a significant influence (p < 0.01). Smaller responses were obtained with midline or contralateral stimulation than with ipsilateral stimulation (p < 0.02 in both cases). Exponents from power-law regressions-response = a AE cv *b -were not significantly different for the three relations and provided a pooled value, b = 0.68 ± 0.05. The multiplicative constant a was 1.5 times higher for ipsilateral stimulation (102.3 ± 9.0 spikes/s) than for midline or contralateral stimulation (67.6 ± 8.1 and 70.8 ± 7.0 spikes/s, respectively).
We were also interested in whether the shape, as well as the magnitude, of the efferent response was influenced by discharge regularity, unit type, and stimulation site. To this end, we tabulated the response indices F 1 , F 2 , and S, as well as the ratios F 2 /F 1 and F 1 /S for the three unit categories (Table 1) . ANCOVAs indicated that the differences between groups reflected their cv* s rather than unit type per se. Stated another way, differences between calyx and noncalyx units can be entirely explained by the former units being the most irregular units in the sample. The same ANCOVAs indicated that there were small differences with stimulation site for some of the indices, but a perusal of the table indicated that the differences did not obscure trends based on cv*. From the pooled data at the bottom of Table 1 (All sites), we see that F 1 grew with cv* both absolutely and relative to S. There was a more than tenfold variation in cv* between noncalyx regular and calyx units. F 1 and S were nearly equal in regular units, but F 1 was twice as large as S in calyx units. Reflecting the differential growth of F 1 , a pooled power-law regression between the F 1 /S ratio and cv* gave a positive, statistically significant exponent, b = 0.35 ± 0.07 (p 0.001). The F 2 /F 1 ratio is a measure of fast-response adaptation during the 5-s shock train; the smaller the ratio, the greater the adaptation. The exponent from a power-law regression between F 2 /F 1 and cv*, b = 0.17 ± 0.05, was significant (p < 0.01) and consistent with the 1.5-fold decrease in the F 2 /F 1 ratio between calyx units and noncalyx regular units. It would thus appear that fast adaptation is more conspicuous in regular units.
Regular and irregular fibers differ in their efferent responses. To investigate a possible explanation for the difference, we studied responses to galvanic currents delivered by way of the round window. Responses, averaged for a 5-s, 50-l A cathodal current, are plotted against cv* in Figure 10E . As had been found previously (Goldberg et al. 1984; Baird et al. 1988) , galvanic sensitivity was related to cv* by a power law. The exponent, b = 0.74 ± 0.09, was nearly identical to the pooled exponent, b = 0.68 ± 0.05, for the relations between efferent response magnitude and cv* (Fig. 10A-C) . The similarity in exponents suggests that the same mechanisms underlie the two relations with cv*. Galvanic sensitivity reflects the sensitivity of the spike encoder in the afferent terminal (Goldberg et al. 1984; Smith and Goldberg 1986) and the same may be true for efferent-response magnitude.
Otolith afferents. Efferent responses of otolith fibers resembled those of canal fibers in being exclusively excitatory, in consisting of fast and slow components, and in being larger in irregular fibers. Figure 10D plots efferent response magnitude versus cv* for the otolith population. A power-law regression combined for all three sites gave an exponent, b = 0.59 ± 0.16, statistically indistinguishable from the exponent for canal fibers. The multiplicative constant, a = 33.3 ± 14.1 spikes/s, was 2-3 times smaller than the corresponding canal values. Separate power-law regressions comparing ipsilateral with contralateral plus midline stimulation were similar.
No attempt was made in this study to distinguish calyx from noncalyx otolith units because the former, while being the most irregularly discharging units supplying otolith organs, do not have distinctively low gains (Goldberg et al. 1990b) . Irregular otolith units do not seem to form distinct groups in Figure 10D , suggesting that the efferent responses of calyx otolith units are not distinctive.
Effects of midline lesions on contralateral efferent responses. Contralateral stimulation leads to large efferent responses in irregular units. This would seem contradictory to the conclusion that contralateral efferents do not project to the central zone of the cristae (Purcell and Perachio 1997b), where irregular afferents terminate . The contradiction would be explained were the responses to contralateral stimulation not the result of direct activation of contralateral efferents.
A test of the direct involvement of contralateral efferents is provided by their crossing the midline just below the IVth ventricle (Lysakowski and Singer 2000) . We determined whether contralateral responses survived midline lesions that may sever crossing efferent axons. Results from one such experiment are shown in Figure 11 . The contralateral response seen in a noncalyx unit (Fig. 11B ) was abolished by a midline section to a depth of 1 mm (Fig. 11C) . Efferent responses returned in the unit when the stimulating array was moved to the ipsilateral side (Fig. 11D) . Effects of superficial midline lesions on the contralateral responses of individual units were tested in two other animals. In each animal, contralateral responses were monitored in an individual unit before and after a midline lesion. Responses were abolished in one animal and reduced by >80% in the other animal.
DISCUSSION
The present study demonstrates that responses to electrical stimulation of efferent pathways in the chinchilla resemble those previously obtained in the squirrel monkey (Goldberg and Fernández 1980) and the cat (McCue and Guinan 1994) . Only excitatory responses are seen and consist of fast and slow response components. Responses of irregular units are larger and have more conspicuous fast components than do those of regular units. The relations between response magnitude and discharge regularity (cv*) are statistically indistinguishable for calyx and noncalyx units. Except for a small difference in magnitude, similar responses are obtained with stimulation on the ipsilateral or contralateral side and this is true for regular and for irregular canal units. Qualitatively similar efferent responses were seen in canal and otolith afferents though the responses were smaller in otolith fibers.
Based on the similarity of the results with those from other mammals, we conclude that the chinchilla provides a suitable model for the study of efferent actions. One reservation is that we have not adequately studied the effects of efferent stimulation on the afferent responses to sensory inputs in the chinchilla. In the squirrel monkey (Goldberg and Fernández 1980) and toadfish (Boyle and Highstein 1990), efferent activation reduces the responses to head rotations, consistent with efferents exerting an excitatory action.
Excitatory nature of the responses
As in the squirrel monkey (Goldberg and Fernández 1980) and cat (McCue and Guinan 1994) , efferent responses in the chinchilla were invariably excitatory. We now suspect that the few inhibitory responses described in the squirrel monkey (Goldberg and Fernández 1980) were not legitimate but rather were the result of misidentifying antidromically activated spikes as shock artifacts. In the few reports implying that efferent actions are inhibitory in mammals (Sala 1965; Kashii et al. 1987 ) it is unclear that efferent pathways were stimulated or that recordings were made from peripheral vestibular neurons.
When it was first reported (Goldberg and Fernández 1980) , the fact that efferents exerted an excitatory action in the mammalian vestibular labyrinth seemed surprising since other studies had shown that efferent actions in auditory and vibratory organs were inhibitory (Wiederhold and Kiang 1970; Russell 1973, 1976; Furukawa 1981; Ashmore and Russell 1982; Art et al. 1984) . In retrospect, the challenge was to explain how an efferent action based on ionotropic, cholinergic neurotransmission (Bobbin and Konishi 1971, 1974) could give rise to inhibition. The synaptic basis of efferent inhibition has now been worked out (Fuchs and Murrow 1992a, b) . Inhibition takes place in hair cells and is the result of the activation of a9/10 nicotinic channels (Elgoyhen et al. 2001) , whose opening allows the entry of Ca 2+ ions (Weisstaub et al. 2000) and the activation of calcium-activated K + channels of the SK variety (Oliver et al. 2000) . Outward currents through the SK channel hyperpolarize the hair cell and inhibit neurotransmitter release.
To date, efferent excitation has been confined to vestibular organs. Excitation, revealed by an increase in afferent discharge, is seen in a fraction of irregularly discharging afferents in the frog (Rossi et al. 1980 (Rossi et al. , 1994 Bernard et al. 1985; Sugai et al. 1991 ) and in calyx-bearing afferents in the turtle (Brichta and Goldberg 2000) . It is the predominant action in the horizontal crista of the toadfish (Boyle and Highstein 1990; Boyle et al. 1991) and in the entire vestibular labyrinth of mammals (Goldberg and Fernández 1980) . The basis of the excitation may be heterogeneous. In the frog, excitation is associated with an increase in afferent quantal neurotransmission (Rossi et al. 1980 (Rossi et al. , 1994 Bernard et al. 1985; Sugai et al. 1991) , which implies that the action is presynaptic onto hair cells. There is some evidence that receptors other than a9/10, either nicotinic (Bernard et al. 1985) or purinergic (Rossi et al. 1994) , are involved. Another possibility is raised by the observation that efferent inhibition can be converted to excitation by agents that block the SK channel and uncouple it from the preceding a9/10 action (Holt et al. 2003) .
A second source of efferent excitation may arise postsynaptically. There are efferent endings on calyx and other afferent terminals (Smith and Rasmussen 1968; Iurato et al. 1972; Lysakowski 1996; Lysakowski and Goldberg 1997) . Recordings from calyx-bearing afferents in turtles reveal that efferent excitation is the result of an EPSP that is blocked by nicotinic antagonists (Holt et al. 2003) . The same study implies that there is a postsynaptic excitation of bouton afferents, which can be masked by the presynaptic inhibition of hair cells. Most afferents in mammals receive afferent inputs from type II hair cells (Fernández et al. 1988 (Fernández et al. , 1990 (Fernández et al. , 1995 . This is obviously the case for bouton and dimorphic afferents, but even the calyx terminals innervating type I hair cells can be contacted on their outer faces by ribbon synapses from type II hair cells (Lysakowski and Goldberg 1997) . Type II hair cells receive a conspicuous efferent innervation (Smith and Rasmussen 1968; Wersall and Bagger-Sjöbäck 1974; Lysakowski 1996; Lysakowski and Goldberg 1997) . Inhibition is not seen in mammalian afferents, even those receiving type II inputs. This suggests one of two possibilities: (1) there is a presynaptic efferent inhibition of hair cells that is outweighed by the postsynaptic excitation of calyx endings and other afferent processes, or (2) the presynaptic action is excitatory. Concerning the latter possibility, a presynaptic excitatory action might be mediated by a novel receptor as is suggested in the frog (Rossi et al. 1980 (Rossi et al. , 1994 Bernard et al. 1985; Sugai et al. 1991) . As an alternative, the excitation could result from an a9/10-mediated excitation that is not completely checked by an activation of SK channels.
Efferent actions, discharge regularity, and neuroepithelial organization
As was demonstrated previously (Goldberg and Fernández 1980) and confirmed in the present study, efferent excitatory actions in mammals are much larger in irregular, as compared with regular, afferents. A strong relation between efferent responses and discharge regularity is seen for both canal and otolith fibers. There are regional differences in the afferent innervation patterns, with irregular afferents innervating the central region of each crista and the striola of the utricular macula, while regular afferents are found in peripheral (extrastriolar) regions Goldberg et al. 1990b ). The differences in efferent responses' magnitudes cannot be explained by regional differences in the density of efferent innervation, which is heaviest in the peripheral zone (Nomura et al. 1965; Lysakowski and Goldberg 1997) and parallels the density of hair cells (Lindeman 1969; Fernández et al. 1995; Lysakowski and Goldberg 1997) and afferent fibers (Fernández et al. 1988 (Fernández et al. , 1990 (Fernández et al. , 1995 . Quantitative electron microscopy indicates that the number of efferent boutons supplying individual type II hair cells and individual calyx endings is relatively uniform throughout the crista (Lysakowski and Goldberg 1997). Regional differences in efferent synaptic physiology cannot be ruled out, especially since separate groups of efferent neurons project in the crista to the central and peripheral zones (Purcell and Perachio 1997b). But, perhaps the most likely explanation relates to the spike encoder located in the afferent terminal (Goldberg 2000) .
Studies of the responses to externally applied galvanic currents (Goldberg et al. 1984 (Goldberg et al. , a,1990b Baird et al. 1988 ), as well as modeling studies (Smith and Goldberg 1986) , imply that encoder sensitivity is related to discharge regularity. As shown in the present study, galvanic sensitivity and efferent response magnitude grow almost identically with cv* suggesting that both reflect variations in encoder sensitivity. Such an explanation would be consistent with the observation that the relation between efferent response magnitude and cv* is indistinguishable in calyx and noncalyx units since the response of calyx units to galvanic currents is not distinctive. At the same time, this cannot be the entire explanation since the various response indices (F 1 , F 2 , and S) do not grow in the same way with cv*. The F 1 relation with cv* is similar to that of the overall response, but the S and F 2 relations are less steep. Accepting the notion that encoder sensitivity is a major determinant of overall response magnitude, these last observations would suggest that slow responses, as well as fast-response adaptation, are more conspicuous in regular units than would be expected from their encoder sensitivities.
There would seem to be a puzzle concerning the laterality of efferent projections. Using anterograde tracers in the gerbil, Purcell and Perachio (1997b) found that efferents projecting to the contralateral crista innervated the peripheral zone, including the slopes of the crista and the ends abutting the planum semilunatum. Ipsilaterally projecting efferents could project to the central or peripheral zones. Because the central zone in the tracer experiments was exclusively supplied by ipsilateral efferents, we expected that irregular afferents, which preferentially innervate the central zone, would show small or negligible responses on stimulation of contralateral efferents. But confirming and extending results in other species (Goldberg and Fernández 1980; McCue and Guinan 1994) , stimulation in the midline or on the contralateral side resulted in large responses in both calyx and noncalyx irregular afferents. On average, contralateral and midline responses were slightly smaller than ipsilateral responses. This is easily explained by the fact that contralaterally projecting efferent axons pass quite close to the ipsilateral efferent cell group (Goldberg and Fernández 1980; Purcell and Perachio 1997b) so that efferent axons from both sides should be activated during ipsilateral stimulation.
There are two ways to reconcile our results with those of Purcell and Perachio (1997b) : (1) responses of irregular afferents during midline or contralateral efferent stimulation might be due to the activation of bilaterally projecting efferent neurons originating in the ipsilateral efferent cell group, or (2) such responses might be the result of the trans-synaptic activation of ipsilateral efferents. A difficulty with the first explanation is the large size of the efferent responses in question (Goldberg and Fernández 1980; McCue and Guinan 1994 ), yet bilaterally projecting neurons have been described as making up only a small fraction of the efferent innervation (Perachio and Kevetter 1989) . Nevertheless, the possibility cannot be entirely dismissed since some workers have estimated that as many as 20-30% of efferent fibers may be bilaterally projecting (Dechesne et al. 1984; Ryan et al. 1991) . In addition, such fibers, on crossing the midline, can project to central (striolar) as well as peripheral (extrastriolar) zones (Purcell and Perachio 1997a) . Concerning the second possibility, it has to be emphasized that multiple shocks are needed to produce efferent responses (Goldberg and Fernán-dez 1980) and, hence, the presence of such responses cannot be taken as definitive evidence for a monosynaptic connection between contralateral efferents and irregular afferents. Moreover, the fact that contralateral efferent responses were abolished by shallow midline lesions is hardly definitive. Besides crossing efferent axons (Lysakowski and Singer 2000), commissural fibers (Shimazu and Precht 1966) and possibly other fiber systems will be severed by such lesions.
These considerations leave open the possibility that our contralateral responses were due to the transsynaptic activation of ipsilateral efferents. We think this unlikely because, except for small differences in magnitude, efferent responses were similar for ipsilateral and contralateral stimulation. The similarities included shock thresholds and shock-frequency dependence. There can be little question that ipsilateral responses are the result of a direct activation of efferent axons. The similarity in thresholds, besides effectively ruling out the possibility of current spread from the contralateral to the ipsilateral efferent cell groups, would seem difficult to reconcile with a transsynaptic origin of the contralateral responses. Even more difficult is the finding that fast responses were as easily evoked from the contralateral as from the ipsilateral side. Fast responses from either side required high-frequency stimulation on the order of 200 shocks/s. It seems unlikely that contralateral stimulation, even at high frequency, would routinely evoke such a high-frequency trans-synaptic activation of ipsilateral efferent neurons.
At the very least, were the contralateral responses the result of trans-synaptic activation, this would raise serious methodological problems since such responses have always been interpreted as due to the direct activation of efferents (Goldberg and Fernández 1980; Guinan and Gifford 1988) . Clearly, there is a need for an anatomical study repeating the experiments of Purcell and Perachio (1997b) in the chinchilla.
Fast and slow responses
Efferent responses consist of a fast component, which builds up and decays with a time constant of <100 ms, and a slow component with a time constant >10 s (Goldberg and Fernández 1980; McCue and Guinan 1994 ; the present study). The two components also differ in how they are affected by changes in shock frequency. Fast responses require high shock frequencies ( ‡200/s) with the result that at lower shock frequencies only slow responses are evident. Part of the difference in shock-frequency dependence no doubt reflects response kinetics since the slow component should summate the effects of successive lowfrequency shocks more effectively than the fast component. But there is an additional feature. As was emphasized in a previous study (Goldberg and Fernández 1980) , the fast component shows facilitation in that the responses to successive, closely spaced shocks grow in magnitude. Facilitation is much less evident in slow responses.
One other difference concerns adaptation. During prolonged high-frequency shock trains, fast responses show a large decline. McCue and Guinan (1994) reported large declines in slow responses during prolonged stimulation with closely spaced repetitive shock trains. In fact, slow responses in the few units illustrated disappeared after 90 s of such stimulation. We used a similar paradigm and got different results. Many of our units showed no adaptation and in those that did the decline seldom exceeded 50%. We have no explanation for the differences between the two studies. A lack of adaptation was confirmed when we used prolonged stimulation at shock frequencies low enough to evoke only slow responses. Differences in response kinetics, shock-frequency requirements, and adaptive properties suggest that slow responses would be more suited to influence tonic activity, while fast responses could serve to modify phasic responses such as might occur during rapid head movements.
In considering fast and slow responses, it has been convenient to suppose that they are entirely separate processes that summate linearly to produce an overall response. In many respects, the two components behave in this way. The one exception has to do with the buildup of the slow response. When estimated during the simultaneous presence of the fast response, the buildup has much faster kinetics than that governing the post-train decay of the slow response. The discrepancy between buildup and decay kinetics disappears when low-frequency stimulation is used to evoke a slow buildup in the absence of a fast response. The results suggest that fast and slow responses can interact nonlinearly but do not provide obvious clues as to the nature of the interaction.
Several mechanisms may underlie slow responses. Because of the slow kinetics involved, it is natural to suspect metabotropic receptors. At the same time, it should be noted that fast and slow efferent effects in the mammalian cochlea may involve the same nicotinic receptor (Sridhar et al. 1995 (Sridhar et al. , 1997 . Efferent neurons contain CGRP (Tanaka et al. 1988 (Tanaka et al. , 1989 Wackym et al. 1991; Ishiyama et al. 1994 ) and possibly other neuroactive peptides (for review, see Goldberg et al. 1999) . In lateral lines, CGRP causes a slow excitation not unlike our slow response (Sewell and Starr 1991; Bailey and Sewell 2000) . Muscarinic receptors are found in the mammalian vestibular periphery and application of muscarinic agonists in the frog crista causes a slow excitation (Bernard et al. 1985) . The slow responses observed in lateral lines (Sewell and Starr 1991) and in the frog crista (Bernard et al. 1985) are likely to arise presynaptically. Postsynaptic actions could be mediated by CGRP-containing efferent axons, which have been observed to contact calyces and other afferent processes (Tanaka et al. 1988; Ishiyama et al. 1994) . The presence of an M current postsynaptically could provide the basis for a slow excitation since such currents are suppressed by muscarinic agonists (Fukuda et al. 1988 ) and the suppression can give rise to a slow EPSP (Brown 1988) . KCNQ4, one of several channels that can give rise to M currents (Selyanko et al. 2000) , has been immunolocalized in type I hair cells and calyx endings (Kharkovets 2000 ). An M current has also been observed in recordings from cultured chick vestibular ganglion cells (Yamaguchi and Ohmori 1993) .
Functional considerations
Electrical stimulation, such as employed here, provides a convenient starting place for the analysis of efferent actions. Yet, the resulting activation of efferent fibers is so artificial that one may question its relevance to normal function. Some reassurance has been provided by a recent study of efferent-mediated responses to head rotations (Plotnik et al. 2002) . In that study, conventional responses were nulled by placing the relevant semicircular canal orthogonal to the rotation plane. The remaining responses, which are triggered by inputs to efferent pathways from canals other than the one being innervated, resemble those obtained with electrical stimulation in many ways. Both kinds of responses are exclusively excitatory, consist of fast and slow response components, and are largest in irregularly discharging fibers. Canal plugging shows that both the ipsilateral and contralateral labyrinths contribute to the efferent-mediated rotational responses.
Efferent-mediated responses of afferents, whether these are the result of electrical or natural stimulation, are exclusively excitatory. In contrast, afferent responses to vestibular stimulation always include the increased discharge of some fibers and the decreased discharge of other fibers. Not only are efferent-mediated responses exclusively excitatory, they affect coplanar canals and otolith afferents with opposite functional polarization similarly (Goldberg and Fernández 1980; Plotnik et al. 2002 ; the present study). The widespread and exclusively excitatory influence of efferent actions differentiates them from purely afferent responses and would seem to preclude their acting to produce surrogate afferent signals.
Even in irregular units, efferent-mediated rotation responses are small, seldom exceeding 20 spikes/s (Plotnik et al. 2002) . Large responses to electrical stimulation of efferent pathways require high, possibly unphysiological, shock frequencies (Goldberg and Fernández 1980 ; the present study). In regular units, efferent-mediated responses, both those to rotations and those to electrical stimulation, are quite small, typically <10 spikes/s. Turning first to irregular units, the fact that large, particularly fast responses require shock rates of ‡200 shocks/s suggests that efferent neurons would have to fire at very high rates to produce such responses. Since efferent neurons have not been observed to fire in a sustained manner at such high rates (Marlinsky 1995), large efferentmediated fast responses would presumably depend on high-frequency bursts in efferent neurons and would happen only episodically. This raises the question as to the conditions that might trigger such high-frequency bursts. One suggestion is that efferent responses could be tied to active head movements either by an efference copy or a reafference signal (Goldberg and Fernández 1980; Highstein 1991) . Supporting this notion were observations in lateral lines (Russell 1971; Roberts and Russell 1972) and the toadfish vestibular system (Highstein and Baker 1986; Boyle and Highstein 1990) that efferent neurons fired in anticipation of movement. Such an efferent response would presumably modify the afferent discharge caused by active compared with passive head movements. However, in a recent study, no differences in afferent discharge were observed when active and passive head movements were compared (Cullen and Minor 2002) .
Slow responses provide a means for the efferent system to alter the background discharge of afferents. Efferent neurons can discharge up to 100 spikes/s (Marlinsky 1995) . In this frequency range, the efferent responses of irregular units are typically 5-20 spikes/s (Goldberg and Fernández 1980 ) (see Fig. 7 , the present study). While small compared with the afferent responses to large, rapid head movements, such an effect would result in a relatively large modulation of the background discharge, which in irregular units in the chinchilla is typically 40-60 spikes/s. That the efferent system can exert a slow but powerful influence on afferent discharge is indicated by the presence in decerebrate preparations of large oscillations in the background discharge, which are likely to reflect a positive feedback loop between the vestibular organs and central vestibular neurons (Plotnik et al. 2002) . Although the oscillations are likely to be an artifact of decerebration, they indicate that in the absence of electrical stimulation the efferent system can have a much larger effect on afferent discharge than hitherto expected.
Only small efferent responses are seen in regular afferents. This is so for electrical stimulation (Goldberg and Fernández 1980) , for efferent-mediated rotational responses (Plotnik et al. 2002) , and for slow oscillations (M. Plotnik, V. Marlinski, and J.M. Goldberg, unpublished observations). Were the only function of efferents to modify spike discharge on a reltively rapid time scale, it would be difficult to understand why the peripheral zones of the cristae and maculae, the regions where regular afferents reside Goldberg et al. 1990a,b) , receive so dense an efferent innervation (Nomura et al. 1965; Lysakowski and Goldberg 1997; Purcell and Perachio 1997b) . The results for regular units suggest that the efferent system is involved in functions besides the immediate modification of afferent discharge. A challenge of future research will be to discern potentially long-lasting influences of efferent modulation, including effects other than alterations in afferent spike activity.
