ABSTRACT. Consider the differential equation z = ef(z,t,e), where / is Tperiodic in t and e > 0 is a small parameter, and the averaged equation z = f(z) := (1/T) f f(z, t, 0) dt. Suppose the averaged equation has a hyperbolic equilibrium at z = 0 with stable manifold W. Let /3e(t) denote the hyperbolic T-periodic solution of z = ef(z,t,e) near z = 0. We prove a result about smooth convergence of the stable manifold of 0e (£) to W x R as e -► 0. The proof uses ideas of Vanderbauwhede and van Gils about contractions on a scale of Banach spaces.
(1) z = sf(z,t,e),
where /: R" xRxR-» Rn is C1 and T-periodic in t. Consider also the averaged equation (2) i = 7(*):=I f f(z,t,0)dt.
Jo
Suppose /(0) = 0 and Df(0) is hyperbolic, i.e., has no eigenvalues on the imaginary axis. Then it is well known that for each small e > 0 there is a hyperbolic T-periodic solution Pe(t) of (1) near z = 0. Our goal is to study the dependence of the stable manifold of (3e(t) on e as e approaches 0. Let E-(resp. E+) denote the stable (resp. unstable) subspace of Df(0). Let B$ denote the ball of radius 8 about 0 in R". A result of Hale [3, pp. 166-167] states that there are constants k > 0, 8 > 0, and £o > 0 such that the following is true: for each e with 0 < e < £o, there is a Lipschitz continuous function (E-C\Bs) xR -► E+ with Lipschitz constant k whose graph is a local stable manifold of (3e(t). (Note that the stable manifold of j3£(t) is a subset of Rn x R, where the second variable is time.) This result, which is proved using only a Lipschitz assumption on /, gives a "uniform" description of the stable manifolds of (3e(t) for small e > 0, but does not provide information about their limit as e approaches 0. We now state our result: THEOREM 1.1. Let r > 1 and assume f is Cs where s > 3(r + 1). Then there exists 6 > 0 and a Cr function ip: (E-fl Bs) xRx[0,f)-» E+ such that (1) for e > 0, the graph oftp(-,-,e) is a local stable manifold of f3e(t); (2) there is a local stable manifold W E R" ofO for z = f(z) such that the graph ofip (-, -, 0) is W x R.
Of course, an analogous result holds for unstable manifolds. We remark that one knows from the usual stable manifold theorem that the restriction of tp to (E-ri-Bo) x R x (0,8) is Cs. We make no claim that this result is the best possible; we hope that the differentiability assumption can eventually be reduced to s > r + 1.
Let us indicate an application of Theorem 1.1. Suppose z = f(z) has an orbit homoclinic to the hyperbolic equilibrium at z = 0. One wishes to use Melnikov's method [3] to determine how this homoclinic orbit breaks as £ increases from 0. Melnikov's method involves the computation of an integral that is supposed to represent the derivative with respect to £ at e = 0 of the separation between the stable and unstable manifolds of @e(t). One way to justify Melnikov's method requires knowing that this derivative in fact exists; this is a consequence of Theorem 1.1. We remark that the fact that this derivative exists also follows from a version of Hartman's Theorem for equations like (1) that is due to Murdock and Robinson [6] . A consequence of their theorem is that there is an asymptotic expansion in power of £ for the position of the stable or unstable manifold of (3e (t).
2. Outline of proof. We consider equation (1), where /: Rn x R x R -+ R" is at least C1 and is T-periodic in t. We consider also the averaged equation (2) . We assume /(0) = 0 and A := Df(0) is hyperbolic. We first make a change of coordinates that takes the T-periodic solutions of (1) to zero.
For small e ^ 0, let /3(t,e) := /3s(t) be the T-periodic solution of (1) near z = 0, and let (3(t,0) := 0.
PROPOSITION 2.1. In the above situation, assume f is Cs, s > 1. Then there exists £i > 0 such that @(t,s) is Cs on R x (-£i,£i).
// we make the T-periodic coordinate change z = y + 0(t,e), then (1) becomes (3) y = eg(y,t,e), where g is Cs on Rn x R x (-£i,£i) and T-periodic in t. Moreover, g(0,t,e) = 0 andg(y) = f(y), where 1 fT
Thus (3) has the solution y = 0 for each e. Proposition 2.1 is proved in §3. Next we use averaging to make (3) autonomous to order 2r + 1: PROPOSITION 2.2. Let r > 1 and assume f is Cs, s > 3(r + 1). Let g be as in Proposition 2.1. Then there is a Cr+3 change of coordinates y = tp(x,t,e), with tp(x,t,0) = x and tp(0,t,e) = 0, that transforms (3) to Ir (4) x = sAx + J2£'+19i(x) + £2r+2h(x,t,e). The coordinate change is defined on a set of the form BpxRx (-p, p) in xte-space. Moreover, gi and h are at least Cr+2, h is T-periodic in t, gi(0) = 0, h(0,t,e) = 0, Dg0(0) = 0, and Ax + g0(x) = g(x) = f(x).
The proof of Proposition 2.2 is in §4.
We now scale time by r := et, which converts (4) to , 2r
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When £ = 0, we take (5b) dx/dr := Ax + g0(x) =g(x) = f(x).
In the remainder of the proof, we shall assume for simplicity that the & are defined and Cr+2 on all of R", that h is defined and Cr+2 on all of Rn x R x R, and that h is T-periodic in t. Also, the term E2r+xh(x,T/e,e) will always be taken to be 0 for £ = 0.
Recall that E-and E+ denote the stable and unstable subspaces of A. Let ttand ir+ denote the corresponding projections.
Equation (5) has the bounded solution x = 0 for each e. In order to find the stable manifolds of these solutions, we shall look for solutions of (5) that are bounded for r > 0. Such a solution satisfies, for some x0 E E-, the equation
See Hale [4] and Chow and Hale [1] for this approach to stable manifold theorems. We now formulate equation (6) Then (6) is equivalent to the fixed point problem x = F(x,Xq,s). Ii F were Cr and a contraction in x for each (xo,£) near (0,0), then the fixed point x(xo,£) would be a Cr function of (xq,b) near (0,0), say for (xq,e) E (E-C\Bs)x (-8,8) . The proof of Theorem 1.1 would then be completed as follows. By standard arguments it suffices to find a Cr function ip: (E-C\Bs)x [0,8) -> E+ such that: (1) for e > 0, the graph of ip(-, s) is the intersection of a local stable manifold of fi£(t) with the plane t = 0; (2) the graph of ip(-, 0) is a local stable manifold of 0 for z = J(z). Define x: (E-F\BS) x (-8,8 ) -» E+ by x(xo,e) = 7r+x(x0,£)(0). If x(xo, e) were CT, then x would be C'. For each e, the graph of x(-, £) would be the intersection of a local stable manifold of x = 0 for (5) with the plane t = 0. The map ip is then constructed by tracing through the coordinate changes (for a smaller 8). The restriction £ > 0 enters because for e < 0 the stable manifold of x = 0 for (5) corresponds to the unstable manifold of x = 0 for (4). Unfortunately, F is not differentiable because N is not differentiable with respect to £, even when e ^ 0. The reason is that
which is not bounded in r for all x E C°(R+,Rn).
To deal with this difficulty, we shall work in a "scale" of Banach spaces. The idea of doing this comes from Vanderbauwhede and van Gils [8] , who use this idea to give a nice proof of the Cr center manifold theorem. The same idea was used earlier by Diekmann and van Gils [2] and by van Gils [9] . There is also some resemblance to the Nash-Moser implicit function theorem [5] . For 7 > 0 we define AV={xeC°(R+,Rn): e^||x(r)|| is bounded}.
Note that || || denotes a norm in R". In X1 we use the norm llxll-, = supe'yT||a;WI|, r>0 which makes X1 a Banach space. There exist constants M > 0 and a > 0 such that llTr-e^xH < Me-Qr||x|| for all x E R" and for all r > 0;
HTT+e^xH < MeQT||x|| for all x E Rn and for all r < 0. Proposition 2.3. // a > 7 > 77 > 0, then F maps X^^xR into Xv.
Thus if a > 7 > n > 0, we may define FfJ: X1 x E-x R -* Xv by the same formula used to define F. PROPOSITION 2.4 . If 1 E (0,a) and e is fixed, then F^(-,-,e) is CT+2. If a > 7 > n > 0, then FIj is C. PROPOSITION 2.5. Let ay E (0, a) and rtE (0,1). There exist 8 > 0 and 8y > 0 such that ifO < 7 < ay, \\xq\\ < 8, \e\ < 8, and [[x^ < 8y, then [[F(x,xo,£) \\i < 61 and ||DiF^(x,xo,£)|| < k.
Thus, by Proposition 2.5, F^(-,Xq, e) is a contraction of the ball of radius 8y in X1 for 0 < 7 < ay and (xo,£) E Bs x (-8,6) . However, Fffj is still not differentiable with respect to e: the difficulty is the same as before. On the other hand, by Proposition 2.4, if 7 > n then F!f is Cr; but FI] maps X, into the larger space Xv. Nevertheless, with Propositions 2.4 and 2.5 in hand, one may appeal to an abstract theorem, due essentially to Vanderbauwhede and van Gils, to conclude that for each 7 € (0, ay), the fixed point of F^(-,xo,e) is a CT function of (xq,e). One can then define the map x as above and complete the proof of Theorem 1.1.
We remark that the reason we assume / is C3'r+1^ is as follows: To prove that Ff], V > 7, is C away from e = 0, we need that h is Cr+2; to prove this at £ = 0, we need that the power of e multiplying h in (6) is at least e2r+x.
In §5 and §6 we study the differentiability of the nonlinear map N, viewed as a map from X^ to X^ with 7 > n. In §7 we use the results of this study and some standard arguments to prove Propositions 2.3, 2.4 and 2.5. The abstract theorem just mentioned is stated and proved in §8.
The remaining sections of the paper can be read independently, except that §5
should be read before §6.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 3. Sending periodic solutions to zero. In this section we prove Proposition 2.1. Only the assertion that 0(t,e) is Cs requires proof. Let $(z,t,e) be the solution of (1) with $(z,0, e) = z. Then $ is Ca and D2$(z,t,e) = ef($(z,t,e),t,e). Let *(z,i,£) := (l/e)[$(z,t,e)-z}, with V(z,t,0) defined by continuity. Now $(z,0,e) = 0, and D2V(z,t,e) = (l/e)D2$(z,t,£) = f(<b(z,t,e),t,e). Therefore (7) 9(z,t,e) = / f($(z,u,e),u,e)du. Jo
Since / and $ are Cs, * is Cs.
For £ ^ 0, $(z, T,e) = z if and only if tf (z, T, s) = 0. We compute from (7) 
e). t=i
Here tp% and hi are Cs~l+X, h is Cs~k and T-periodic in t, and hy(x) = g(x).
Moreover, if g(0, t,e) = 0, then hi(0) = 0 and h(0,t,e) = 0. PROOF OF THEOREM 4.1. The proof is based on Perko's analysis of high order averaging [7] .
We begin by computing with equation (8), in which the <p% are to be chosen later. Differentiation with respect to t gives k y = x + J2 el(Dytpt(x, t)x + D2tp,(x, t)). i=i
We set y = eg(y, t, e) and solve for x:
(9) x=(l + J2eiD1<pA LgL + ^eltput,e\-J2elD2tpi\ = (I + 2 ^Mx, t) + ekA(x, t, e) J (10) \Yd£%(bl(x,t)-D2tPl) + ek+xb(x,t,£)\.
where the coefficients at'i...«, are n°t important for our purposes. The 6, are determined by expanding sg(x + J2i=y £%(Pi^^) in powers of £. Thus&i(x,£) = g(x,t,0).
Grouping (10) by powers of s, we obtain A;
(11) x = J2 £l(ci(x, t) -D2tpi) + £k+1h(x, t, e).
i=l Here cy(x,t) = by(x,t) = g(x,t,0), and, for 2 < i < fc, c*(x,i) = ^ii-j(i,f)(ij(j;,l) -£>2<p.,) + 6i(x,«)-i=i Thus, for 2 < i < fc, Cj is defined in terms of Ay,..., A4-1, by,..., bi, which are all defined in terms of tpy,..., tpi-y.
We must now choose T-periodic tpi so that in (11), the coefficient of e% for 1 < i < k is independent of t. For i = 1,..., fc, define inductively 1 fT hi(x) := Ci(x,t) := -/ a(x,t)dt;
tp{(x, 0) :-0.
Thus each <pi is T-periodic in t. Clearly Cy(x,t) = g(x,t,0) is Cs. The following implications are immediate from the definitions:
c, is Cs~i+1 => ht is Cs~l+X => D2tp% is C3~i+X => tp, is Cs~l+X => Ai is Cs~l and bi+1 is Cs~l => ci+y is Cs~l.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use (The last two implications hold if 1 < i < k -1, the others if 1 < i < fc.) We conclude that for 1 < i < fc, bi, Cj and tpi are Ca~l+1; and for 1 < i < k -1, Aj is cs-\
We must show that h is Cs-A:. For this it suffices, by (10) and (11), to show that A and b are Cs~k.
We shall say that a function p(x, t,e) is C™, 0 < m < g, if D\D32Dl3 p(x,t,e)
exists and is continuous whenever % + j + I < q and i + j < m. Note that if p is C™, then p is Cm. We shall say that p is C™ if p is C™ for every <? > m.
Now
£>(x,£,£) :=x + '^2l£ltpi(x,t) t=i is C^"fc+1, and g is Cs. Therefore f/(^(x, *,£),*,£) is Cas~k+X. (To see this, let <7(x,i,£) := g(tp(x,t,e),t,e). Note that if 0 < / < fc -1, Dl3g(x,t,s) is at least Moreover, (/+£*=1 £lDytpi(x,t))-x is Cs^k, and /+E*!,1 £lAi(x,t) is C£k+X. Therefore £fc.4 is C£k, so A is C^k. It follows that ri is Cs~k.
Finally we assume that g(0, t, e) = 0. Clearly cy (0, t) = 0. We have the following implications:
The last two implications hold for 1 < i < k -1, the others for 1 < fc. Setting x = 0 in (9) shows that x = 0 if x = 0. Then (11) implies that h(0, t,e) =0. □ 5. Differentiability of N for e 7^ 0. Our goal in this section is the following result. Let the spaces X^ be as in §2.
Theorem 5.1. Letr>i.
(1) Suppose g: R" -> Rn is Cr and g(0) = 0. Let 7 > n > 0. Then the mapping x(r) -> g(x(r)) is Cr from X, to Xn. Its ith derivative, i <i < r, at x E Xn is the mapping G^ (x) defined below.
(2) Suppose h: R" x R x R -► R" is Cr, T-periodic in t, and h(0,t,e) = 0. Let fixed £ / 0. Its ith derivative, 1 < i < r, at x E X1} is the mapping H^%' (x, e) defined below. (3) Suppose h: R" x R x R -> Rn is Cr+2, T-periodic in t, and h(0,t,e) = 0. Let 7 > n > 0. Then the mapping (12) (x(T),e)^h(x(r),r/e,e)
is Cr from X1 x (R \ {0}) to Xn. Its (i,j)th partial derivative, 1 < i + j < r, at (x,e), is the mapping H^'3\x,e) defined below.
We shall first give the proof of (3). Then we shall discuss the proofs of (1) and (2) more briefly.
To prove (3) we shall successively prove the following. Let 7 > n > 0. 1. The mapping (12) takes X1 x (R\{0}) to Xn, and the mappings H^'3'(x,e) are bounded (i + j)-multilinear mappings from X^ x R3 to Xn. ,3'(x,e) depends continuously on (x,e). 3. H^l '3'(x,e) is the (i,j)th partial derivative of the mapping (12). Throughout this section and the next two, we use the symbol || | j to denote a norm in R™ or the operator norm of a linear or multilinear operator between specific Banach spaces. We use || ||-, to denote the norm in Xy. (1) 7/7 > n > 0 and 1 < i < r + 1, the i-multilinear map from XJ^ to X, defined by (13) depends continuously on (x,e) E X1 x (R \ {0}).
Each H^l
(2) 7/7 > n > 0, 1 < i + j < r + 1, and i > 1, the (i + j)-multilinear map from X, x Ri to Xv defined by (14) depends continuously on (x, e) E X1 x (R \ {0}).
(3) Assume in addition that h(0,t,e) =0. If 7 > n > 0 and 1 < j < r, the j-multilinear map from R3 to X7 defined by (15) depends continuously on (x,e) E XyX(R\{0}).
PROOF. Let (x,£) E Xy x (R \ {0}
). Choose p > 0 so that if 0 < t < 00 then If 1 < i' + j < r, x € Xy, and ff 7^ 0, we define H" 3 (x,e) to be the bounded For then DyHf\(l'3\x,e) = H«{l+1'3)(x,e), and D2H^l'3\x,e) = Hf'j+1)(x,e). Since H^i+1,j) and H^{iJ+1) are continuous by Proposition 5.5, H%(i'j) is continuously differentiable for 0 < i + j < r -1, and its partial derivatives are as stated. Thus Theorem 5.1 (3) is proved. Since H^1 '3' depends continuously on (x,£), this expression can be made an arbitrarily small multiple of [\y -x||7 by taking \\y -x||7 sufficiently small.
The proof of (17) is similar.
To prove Theorem 5.1 (2) , assume the hypotheses and let 7 > n > 0. We define H13 by the same formula used previously; we may do this for 7 > n by Lemma 5.2. We also define H^ (x,e), 1 < i < r, by the formula used previously; Proposition 5.4(1) shows we may do this for 7 > n and 1 < i < r. To see that H^' (x,e) depends continuously on x for fixed ff, we appeal to: PROPOSITION 5.6. Suppose Ij:R"xRxR->R" is Cr and T-periodic in t.
7/7 > n > 0 and 1 < i < r, then 77^(t' (x,e) depends continuously on x E Xy for fixed e. To prove Theorem 5.1(1), we define GI}: X, -> Xn, 7 > n, by G!}(x)(r) := <j(x(r)), and we define G^ (x): X* -► X, by £}«(*)(*!,... ,Xi)(r) = Dig(x(r))(x1(T),..., xt(r)).
The proof is similar to that of Theorem 5.1(2).
6. Differentiability of TV for e = 0. Our goal in this section is the following result. Assume /i:RnxRxR^Rnis Cr+2, T-periodic in t, and h(0,t,e) = 0. PROOF. Theorem 5.1(3) implies that 77^ is C on Xy x (R \ {0}). Thus we must study Hlj at points (x,0).
Recall that h(x,r,e) := h(x,r/e,e). For 1 < i+j < r and (x,e) E Xy x(R\{0}), define H^l '3'(x,e) to be the bounded (i + y)-multilinear map from X% x R3 to Xv given by (xi(r),...,x,(r),£i,...,£j) ^7?!17?^[£2'"+1/i(x(7),r,£)](x1(r),...,Xj(r),£i,...,£J). Define 77^ l'3'(x, 0) to be the zero map. For uniformity of exposition we define
To prove Theorem 6.2, we shall show: 1. H^l'3'(x,e) depends continuously on (x, e) for 1 < i + j < r.
2. DyHf>(l'3)(x,e) = Hj{i+1'j)(x,e) and D2H«(lJ)(x,e) = H^'3+1)(x,e) for 0 <i+j < r -1.
These assertions need only be proved at points (x,0). LEMMA 6.2. Suppose h: Rn x R x R -► Rn is Cr+2 and T-periodic in t. Let l<i+j<r + 2. Let p > 0. Then there is a polynomial b^(r) of degree j such that for all x E Bp and for all e ^ 0 sufficiently small, ||7)'17?^[£2r+1/i(x,r, e)]|| is bounded by e2r+x-23b%3(r) for r > 0.
The proof is an exercise in differentiation; see the proof of Lemma 5.2. Notice that if j < r, then 2r + l-2j > 1.
We shall show that Hf\(%'3'(x,e) depends continuously on (x,e) at e = 0 by showing that Hf\ ° (x,e) -> 0 as e -► 0 uniformly on bounded subsets of X,. Let x E Bp and let e ^ 0 be small. If i > 1, then (18) \\iq{i':i)(x,e)(xy,...,xi,e1,...,ej)\\rl PROOF. ||, and ef'WKxtfW < e"T j f Me-a(T-<r)e-^||x||-T da + f°° Mea(T-ff'e-^||x||-, da\
since a > 7 > n. D Now Theorem 5.1 (1) and (2) imply in particular that TV maps Xy into X, if 7 > n. Proposition 2.3 follows from this fact together with Lemmas 7.1 and 7.2. Proposition 2.4 follows from Lemma 7.2, Proposition 2.2, Theorem 5.1(1) and (2) , and Theorem 6.1.
To prove Proposition 2.5, let ay E (0,a) and let My = M(l/(a -ay) + 1/a).
Choose 8 > 0 so small that if \\y\\ < 8 and |ff| < 8, then (20) f; |ff|'||Dft(y)|| + \e\2'+1\\Dyh(y,t,e)\\ < min (JL, -^j .
We can do this because Dgo(0) = 0. If \[x\ [^ < 8 and |ff| < 8, then ||Ar(a:,e)||^ < ^P^" r£kri|^(x(r))|| + lel2^1 ||^(x(^), J,^)||J Dgi(ux(r) If 7 E (0, ay) , [[xq\[ < 8/2M, \e\ < 8, and ||x||-y < 8 , then this computation and Lemmas 7.1 and 7.2 imply that \\F(x,x0,e)\\i < \\Lxo\\ + [\KN(x,e)\\ < M8/2M + My8/2My =8.
Thus we take 8y := min (8/2M,8) .
The estimate on \\DyFI](x,xo,e)\\ uses (20) which follows from Theorems 5.1 (1) and (2). In stating Theorem 8.1, we have made no attempt to give the weakest hypotheses that permit the conclusion that some x-,(A) is Cr. In particular, Theorem 8.1 as stated does not apply to the proof of the center manifold theorem [8] : there FI] is C only for 7 sufficiently greater than n. All the ideas necessary to prove Theorem 8.1 are in [8] . We include the proof for the reader's convenience.
In the proof, Lk(X, Y) denotes the Banach space of fc-multilinear maps between Banach spaces X and Y, with the usual operator norm. The symbol j| || is used to denote the norm in any Banach space, including the spaces Lk(X, Y). Which norm is meant should always be clear from the expression between the vertical lines.
PROOF. For each 7 E (70,71) and each A E A, FI]'\Q1 x {A} is a contraction with contraction constant k. By the contraction mapping theorem, T^IQ-y x {A} has a unique fixed point x7(A). The first part of the conclusion follows from F%(J*Xl(\),\) = tf*(*7(A), X) = JI] o77(x^(A),A) = JIjx^X).
We shall now prove the second part of the conclusion in the case r = 1 in a sequence of steps. + D1D2FI3(x1(X),X)Drx1 + DHI](X).
The arguments of step 2, applied to F, show that KI] satisfies (B) and (C) . From the formula for KI] is also satisfies (A). □
