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INVERSE PROBLEMS FOR QUADRATIC DERIVATIVE NONLINEAR WAVE
EQUATIONS
YIRAN WANG AND TING ZHOU
Abstract. For semilinear wave equations on Lorentzian manifolds with quadratic derivative non-
linear terms, we study the inverse problem of determining the background Lorentzian metric. Un-
der some conditions on the nonlinear term, we show that from the source-to-solution map, one can
determine the Lorentzian metric up to diffeomorphisms.
1. Introduction
Let g be a time oriented Lorentzian metric on M = R1+3 with signature (−,+,+,+). Let
x = (x0, x1, x2, x3), x0 = t be the coordinate for M . We can write g =
∑3
i,j=0 gij(x)dx
idxj. The
Laplace-Beltrami operator is given by
g = (−detg(x))
− 1
2
3∑
i,j=0
∂i((−detg(x))
1
2 gij(x)∂j), ∂i =
∂
∂xi
.
We consider the following semi-linear wave equation
(1.1) gu+ w(x, u,∇gu) = 0,
where ∇gu denotes the gradient of u: (∇gu)
i =
∑3
j=0 g
ij∂ju, w(x, u, ξ) is smooth in x, u and
quadratic in ξ ∈ R4. This type of equation is usually called quadratic derivative nonlinear wave
equations, which serves as a prototype for many equations in mathematical physics e.g. the wave
map equations, see [23, Chap. 6]. The forward problem (local and global well-posedness) of (1.1)
has been studied extensively in the literature, see e.g. [23]. In this work, we study the inverse
problem of determining the Lorentzian metric g using equation (1.1). Such problem has been
considered for semilinear wave equations with no derivatives, see [15, 18]. Our first motivation is
to take into account the derivative terms. Moreover, we’d like to get some insights into inverse
problems for more complicated systems with similar nonlinear terms, for instance the Einstein
equations in wave gauge. In fact, there are some interesting effects related to the null forms.
We introduce some notions to state the problem. For p, q ∈ M , we denote by p ≪ q (p < q)
if q is on a future pointing-time like (causal) curve from p and q 6= p. We write p ≤ q if p = q
or p < q. We denote the chronological (causal) future of p ∈ M by I+(p) = {q ∈ M : p ≪ q}
(J+(p) = {q ∈ M : p ≤ q}). The chronological and causal past are denoted by I−(p) and J−(p)
respectively. We denote J(p, q) = J+(p)∩ J−(q) and I(p, q) = I+(p)∩ I−(q). For any set A ⊂M ,
we let J±(A) = ∪p∈AJ
±(p). In this work, we assume that g is globally hyperbolic. According to
Bernal and Sa´nchez [3], this means that there is no closed causal paths in M and for any p, q ∈M
and p < q, the set J(p, q) is compact.
Let µˆ(t) ⊂ M be a time-like geodesic where t ∈ [−1, 1]. In general relativity, µˆ represents a
freely falling observer. We consider the equation (1.1) near µˆ. Without loss of generality, we
assume µˆ(−1) ∈ {0} × R3. Take T0 > 0 such that µˆ([−1, 1]) ⊂ M(T0)
.
= (−∞, T0) × R
3. Let
1
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p± = µˆ(s±),−1 < s− < s+ < 1 be two points on µˆ and V be an open relatively compact
neighborhood of µˆ([s−, s+]) with V ⊂M(T0). We consider (1.1) with sources
(1.2)
gu(x) + w(x, u(x),∇gu(x)) = f(x), on M(T0),
u = 0 in M(T0)\J
+
g (supp (f)),
where f is compactly supported in V . We discuss the well-posedness of (1.2) in Section 2. By
taking a complete Riemannian metric g+ on M , we can define (semi)norms of Cm and Sobolev
spaces on M . Then there exists a unique solution u ∈ H4(M(T0)) of (1.2) for f small in C
4(M)
and compactly supported in V . For such f , we define the source-to-solution map as
L(f) = u|V .
We shall regard f as the controllable source that generates the nonlinear wave u and L(f) is the
measurement. The inverse problem we study in this work is that given the source-to-solution map
L, can one determine the metric g on the set I(p−, p+), which is the set where the waves can
propagate to from µˆ and return to µˆ? See Fig. 1.
b
b
p+ = µˆ(s+)
p− = µˆ(s−)
I(p−, p+)
V
µˆ
Figure 1. Illustration of the inverse problem. µˆ([−1, 1]) is a time-like geodesic.
V is an open neighborhood of µˆ([s−, s+]),−1 < s− < s+ < 1. The source f is
supported in V and the measurement u = L(f) is in V . The inverse problem is to
determine the metric g in I(p−, p+) bounded by the dashed curves.
This type of inverse problem has been studied for semilinear wave equations of the form
(1.3) gu(x) +H(x, u(x)) = f(x),
starting from the quadratic nonlinearity i.e. H(x, u) = a(x)u(x)2 in Kurylev-Lassas-Uhlmann [15].
The main result Theorem 1.5 of [15] states that if a(x) is non-vanishing, one can determine the
conformal class of the metric g from the source-to-solution map. The results are extended to general
nonlinear terms with no derivatives in Lassas-Uhlmann-Wang [18]. Similar inverse problems have
been studied for the Einstein equations in general relativity, see [16, 17].
As introduced in [16], a key idea to solve this type of inverse problems is to produce point
source like singularities in I(p−, p+) from the nonlinear interaction of four progressive waves. The
inverse problem can be solved by observing the leading singularities from the point source. The
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phenomena, known as nonlinear interaction of singularities, was actively studied in the 80’s and
90’s, see for example Melrose-Ritter [19], Rauch-Reed [21] and Beals [4]. For equations with
quadratic forms, thanks to the work of Klainerman-Machedon [13, 14], we know that null forms
have certain smoothing effects on the regularity of solutions. This causes additional difficulties as
the leading singularities we expect to observe might actually vanish.
Let’s recall that for the Minkowski space-time (R4, h), h = −dt2+
∑3
j=1(dx
j)2, a quadratic form
w(ξ, η) satisfies the null condition if
w(ξ, ξ) = 0 for any ξ ∈ R4 such that h(ξ, ξ) = 0,
see e.g. [22, Def. 3.1]. On Lorentzian manifold (M,g), quadratic forms can be regarded as con-
trovariant two tensor fields i.e. w ∈ C∞(M ;T ∗M ⊗ T ∗M). We call w a quadratic null form if for
any x ∈M ,
(N) w(x, ξ, ξ) = 0 for any ξ ∈ TxM such that g(x, ξ, ξ) = 0.
Consider the nonlinear term w in (1.2). We can write w in Taylor expansion in u as
w(x, u, ξ) = N0(x, ξ) + uN1(x, ξ) + u
2M(x, ξ) + o(|u|2 · |ξ|2),
where N0,N1,M are quadratic forms. In this work, we make the assumption on w that
(A) N0,N1 are null forms and M is not null.
For quadratic forms w(j), j = 1, 2, we denote the corresponding terms in the Taylor expansion by
N
(j)
0 ,N
(j)
1 and M
(j). Our main result is
Theorem 1.1. Let g(j), j = 1, 2 be two globally hyperbolic Lorentzian metrics on M = R1+3. Let
µˆ(j)(t) be time-like geodesics on (M,g(j)) where t ∈ [−1, 1]. Let M(T0) = (−∞, T0)×R
3, T0 > 0 be
such that µˆ(j)([−1, 1]) ⊂M(T0). Let V
(j) ⊂M(T0) be an open relatively compact neighborhood of
µˆ(j)([s−, s+]) where −1 < s− < s+ < 1. Consider the nonlinear wave equations with source terms
g(j)u(x) + w
(j)(x, u(x),∇g(j)u(x)) = f(x), on M(T0),
u = 0 in M(T0)\J
+
g(j)
(supp (f)),
where supp (f) ⊂ V (j). Suppose that w(j) satisfy the assumption (A). If there is a diffeomorphism
Φ : V (1) → V (2) such that Φ(p
(1)
± ) = p
(2)
± and the source-to-solution maps L
(j) satisfy
((Φ−1)∗ ◦ L(1) ◦ Φ∗)(f) = L(2)(f)
for all f in a small neighborhood of the zero function in C40 (V
(2)), then
(1) there is a diffeomorphism Ψ : I(p
(1)
− , p
(1)
+ )→ I(p
(2)
− , p
(2)
+ ) such that g
(1) is conformal to g(2)
i.e. Ψ∗g(2) = e2γg(1) in I(p
(1)
− , p
(1)
+ ) with γ smooth.
(2) In addition, if M(1) = M(2) are independent of x or g(1) and g(2) are Ricci flat, the diffeo-
morphism Ψ is an isometry.
We remark that when we analyze the singularities generated from the nonlinear interaction of
four linear waves, it turns out that for nonlinear terms satisfying (A), the leading singularities are
generated from the term u2M and not from the null forms, which can be regarded as a manifest
of the smoothing effects. The result could potentially help us to simplify the analysis for more
complicated systems as one can factorize the null forms out of the quadratic nonlinear term. In
this work, we deal with the scalar equation (1.2) as an example. The method should be applicable
to systems as well.
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We also remark that we take M = R1+3 mainly for simplicity. Actually, for any globally
hyperbolic Lorentzian manifold (M,g), it is proved in [2] that (M,g) can be identified with the
product manifold
R×N with metric g = −β(t, y)dt2 + κ(t, y),
where N is a 3 dimensional manifold, β is smooth and κ is a family of Riemannian metrics on N
smoothly depending on t. The generalization of Theorem 1.1 to (M,g) is immediate.
The paper is organized as follows. In Section 2, discuss the well-posedness of the equation (1.2)
and derive the asymptotic expansion of the solution when the source depends on a small parameter.
In Section 3, we construct distorted plane waves which are generalizations of the traveling waves
and we analyze their nonlinear interactions in Section 4. We finish the proof of the main theorems
in Section 5.
2. Local well-posedness and the asymptotic expansion
First, we prove the decomposition of a quadratic null form on (M,g). This is known for the
Minkowski case when the quadratic form dose not depend on x, see [22, Section II.3].
Lemma 2.1. Let w ∈ C∞(M ;T ∗M ⊗ T ∗M) be a quadratic form satisfying condition (N). For
any local coordinates (xi)3i=0 of M , we can find C•(x) smooth such that w can be written as
(2.1) w(x, ξ, η) = C0(x)g(ξ, η) +
∑
0≤a<b≤3
Cab(x)wab(ξ, η), ξ, η ∈ T
∗M,
where wab(ξ, η) = ξ
aηb − ξbηa, 0 ≤ a < b ≤ 3.
Proof. Let B be the set of quadratic forms on R4 as a vector space so B is a 16-dimensional vector
space. In the following, we identify quadratic forms with 4 × 4 matrices and do not distinguish
their notations. We use the following basis for B which is easy to verify:
(1) Eαβ , 0 ≤ α < β ≤ 3 defined by Eαβij = 1 if i = α, j = β; E
αβ
ij = −1 if i = β, j = α;
otherwise Eαβij = 0. In particular, (E
αβ)T = −Eαβ is anti-symmetric where T denotes the
transpose of matrix. Notice that Eab are the same as wab.
(2) Fαβ, 0 ≤ α < β ≤ 3 defined by Fαβij = 1 if i = α, j = β and i = β, j = α; otherwise
Fαβij = 0. In particular, (F
αβ)T = Fαβ is symmetric.
(3) Gα, α = 0, 1, 2, 3 defined by Gαij = 1 if i = j = α and otherwise G
α
ij = 0. So G
α are diagonal.
Let x = (x0, · · · , x3) be the local coordinate forM . For w ∈ C∞(M ;T ∗M⊗T ∗M) ≃ C∞(M ;B),
we can express w using the above basis i.e.
w(x) =
∑
0≤α<β≤3
aαβ(x)E
αβ +
∑
0≤α<β≤3
bαβ(x)F
αβ +
3∑
α=0
cα(x)G
α,
where a•, b• and c• are all smooth functions. The metric g can be identified as a 4× 4 symmetric
matrix (gij(x))
3
i,j=0. In particular, we have
g(x) =
∑
0≤α<β≤3
gαβ(x)F
αβ +
3∑
α=0
gαα(x)G
α.
There is no Eαβ term because g is symmetric. Since g is non-degenerate, at least one of the
coefficients of Fαβ , Gα is non-zero. Without loss of generality, we assume that g00(x0) 6= 0 for
x0 ∈M . The other cases can be dealt in the same way. Then there is a neighborhood U of x0 so
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that g00(x) is non-vanishing there. Thus, for any x ∈ U , we can use {g(x), E
αβ , Fαβ , G1, G2, G3}
as a basis for B. Therefore, we can write quadratic form w as
(2.2) w(x) =
∑
0≤α<β≤3
aαβ(x)E
αβ +
∑
0≤α<β≤3
bαβ(x)F
αβ +
3∑
α=1
cα(x)G
α + c0(x)g(x).
We will show that for null forms, the coefficients of Fαβ , G1, G2, G3 are all zero.
Notice that for any ξ ∈ C∞(M ;TM), we have
Fαβ(ξ, ξ) = 2ξαξβ, Gα(ξ, ξ) = (ξα)2, 0 ≤ α, β ≤ 3.
For ξ as a row vector, we define a symmetric matrix A = ξξT i.e. Aij = ξ
iξj, 0 ≤ i ≤ j ≤ 3.
Therefore, from g(ξ, ξ) = 0, we obtain that
(2.3) F1
.
=
∑
0≤α<β≤3
2gαβ(x)Aαβ +
3∑
α=0
gαα(x)Aαα = 0.
For any fixed x ∈ U , the solution set of F1 = 0, denoted by S, is a 9-dimensional subspace of
symmetric matrices. If w satisfies the null condition (N), from (2.2), we should have
F2
.
=
∑
0≤α<β≤3
bαβ(x)Aαβ +
3∑
α=1
cα(x)Aαα = 0.
Notice that this equation is linearly independent to (2.3) as g00(x) 6= 0, unless b• = c• = 0. Thus
we conclude that F2 = 0 on S only if b• = c• = 0 at x. Since this is true for any x ∈ U , we obtain
that
w(x) =
∑
0≤α<β≤3
aαβ(x)E
αβ + c0(x)g(x).
This finishes the proof. 
We remark that using this lemma, we can locally write the quadratic form w satsfying condition
(A) as
(2.4) w(x, u,∇gu) = C0(x)g(x,∇gu) + uC1(x)g(x,∇gu) + u
2M(x,∇gu) + o(|u|
4 · |∇gu|
4).
However, this would not be true if u is vector valued.
Next, we discuss the well-posedness of (1.2). For the Cauchy problem, the local and global
existence of solutions to (1.2) are extensively studied, see e.g. [22, 23]. For the source problem
(1.2), we shall apply the results in [15, Section 3.1.2] and [16, Appendix B], which are proved for
more general second order quasilinear systems. These regularity results may not be optimal but
are sufficient for our purpose.
Let B ⊂ R3 be a compact set, T0 > 0 and f ∈ C
r([0, T0],H
s(B)) ∩ Cr+1([0, T0],H
s−1(B)), r ≥
0, s ≥ 1. If m = r + s ≥ 4 is even and f is small enough, there is a unique solution u ∈
Cr0([0, T0],H
s
0(R
3)) ∩ Cr+10 ([0, T0],H
s−1
0 (R
3)) to (1.2) such that
(2.5) ‖u‖Cr0 ([0,T0],Hs0(R3))∩C
r+1
0 ([0,T0],H
s−1
0 (R
3)) ≤ C‖f‖Cr([0,T0],Hs(B))∩Cr+1([0,T0],Hs−1(B)),
for some constant C > 0 depending on T0, see equation (27) of [16]. Hereafter, C denotes a generic
constant. It is convenient to state the result in terms of Sobolev regularities. In particular, from
(2.5) we know that u ∈ Hm(M(T0)) and ‖u‖Hm(M(T0)) ≤ C‖f‖Hm(M(T0)) for m ≥ 4 even.
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Finally if f depends on a small parameter ǫ, we find the asymptotic expansion of u as ǫ→ 0. Let
fi ∈ H
8
comp(M), i = 1, 2, 3, 4 be compactly supported in M(T0)\M(0). Consider the linear wave
equations
(2.6)
gvi = fi in M(T0),
vi = 0 in M(T0)\J
+
g (supp (fi)).
Since g is globally hyperbolic, we know from for example [1, 7] that g has a causal inverse which
we denote by Qg, and Qg : H
m
comp(M(T0)) → H
m+1
loc (M(T0)), see for example [6, Prop. 5.6] or [8,
Theorem 3.3]. So we have vi = Qg(fi) ∈ H
9
loc(M(T0)). Also, by the finite speed of propagation,
we know that vi ∈ H
9
comp(M(T0)) as fi are compactly supported. Let ǫi > 0, i = 1, 2, 3, 4 be four
small parameters and take
f =
4∑
i=1
ǫifi ∈ H
8
comp(M(T0)) ⊂ C
4
0 (M(T0))
to be the source term in (1.2). By the stability estimate, the solution u to the nonlinear equation
(1.2) satisfies
‖u‖H8(M(T0)) ≤ C(ǫ1 + ǫ2 + ǫ3 + ǫ4)
4∑
i=1
‖fi‖H8(M(T0)).
Also, the solution v to the linearized equation (2.6) with source f is v =
∑4
i=1 ǫivi ∈ H
9(M(T0)).
Now we derive the asymptotic expansion of u as ǫi → 0. Using (1.2) and (2.6), we obtain that
g(u− v) + w(x, u,∇gu) = 0,
which gives
u = v −Qg[w(x, u,∇gu)]
= v −Qg[C0(x)g(x,∇gu) + C1(x)ug(x,∇gu) + u
2M(x,∇gu)] + o(ǫ1ǫ2ǫ3ǫ4).
(2.7)
Here we used the expression (2.4). Since u ∈ H8(M(T0)), we know that ∇gu belongs to H
7(M(T0))
which is an algebra. Thus the multiplication makes sense and w(x, u,∇gu) ∈ H
7(M(T0)). There-
fore, the remainder terms o(ǫ1ǫ2ǫ3ǫ4) in (2.7) are in H
8(M(T0)). Below, when it becomes necessary,
we write the quadratic form w as w(x, u,∇gu,∇gu).
We look for the asymptotic expansion
u = v + U(2) + U(3) + ǫ1ǫ2ǫ3ǫ4U
(4) + o(ǫ1ǫ2ǫ3ǫ4),
where U(2) denotes the collection of terms of the order ǫiǫj, i, j = 1, 2, 3, 4 and U
(3) denotes the
collection of terms of the order ǫiǫjǫk, i, j, k = 1, 2, 3, 4. We are interested in U
(4). Observe that
this term can be determined from the source-to-solution map as
(2.8) U(4) = ∂ǫ1∂ǫ2∂ǫ3∂ǫ4u|{ǫ1=ǫ2=ǫ3=ǫ4=0} = ∂ǫ1∂ǫ2∂ǫ3∂ǫ4L(f)|{ǫ1=ǫ2=ǫ3=ǫ4=0}.
To find the expression of U(4), we substitute u back to the right hand side of (2.7) and use
v =
∑4
i=1 ǫivi to find order ǫ1ǫ2ǫ3ǫ4 terms. First, from the forth order term in (2.7), we obtain
M1 = −
∑
(i,j,k,l)∈σ(4)
Qg[vivjM(x,∇gvk,∇gvl)],
where σ(4) denotes the set of all permutations of (1, 2, 3, 4).
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Next, we consider terms involving C1(x) i.e. the cubic term in (2.7):
M2 =
∑
(i,j,k,l)∈σ(4)
2Qg[C0(x)g
(
∇gvi,∇gQg
(
C1(x)vjg(∇gvk,∇gvl)
))
]
+
∑
(i,j,k,l)∈σ(4)
Qg[C1(x)Qg
(
C0(x)g(∇gvi,∇gvj)
)
g(∇gvk,∇gvl)]
+
∑
(i,j,k,l)∈σ(4)
2Qg[C1(x)vig
(
∇gvj ,∇gQg(C0(x)g(∇gvk,∇gvl))
)
].
Finally, consider terms involving only C0(x) i.e. the quadratic term in (2.7). To get these terms,
we need to repeat the iteration twice using (2.7).
M3 = −
∑
(i,j,k,l)∈σ(4)
4Qg[C0(x)g(∇gvi,∇gQg[C0(x)g(∇gvj ,∇gQgg(∇gvk,∇gvl))])]
−
∑
(i,j,k,l)∈σ(4)
Qg[C0(x)g(∇gQg
(
C0(x)g(∇gvi,∇gvj)
)
,∇gQg
(
C0(x)g(∇gvk,∇gvl)
)
].
These are all the order ǫ1ǫ2ǫ3ǫ4 terms, hence we obtain that U
(4) = M1+M2+M3. For convenience,
we denote the (i, j, k, l) term in U(4) by U
(4)
ijkl and the term in M•, • = 1, 2, 3 by M
ijkl
• . We remark
that these terms involve the multiplication of four linear waves vi. We will analyze the singularities
in U(4) when vi has conormal type of singularities.
3. The construction of distorted plane waves
We follow [15] to construct distorted plane waves and before that, we recall some preliminaries.
For M = R4, the cotangent bundle T ∗M is a symplectic manifold equipped with the canonical two
form w. In local coordinates (x, ξ) for T ∗M , it is given by ω = dξ ∧ dx. A submanifold Λ ⊂ T ∗M
is called Lagrangian if the dimension of Λ is 4 and w vanishes on Λ. Let K ⊂M be a submanifold.
The conormal bundle of K is defined as
N∗K = {(x, ξ) ∈ T ∗M\0 : 〈ξ, θ〉 = 0, θ ∈ TxK},
where 0 represents the zero section of T ∗M . It is known and easy to verify that N∗K is a
Lagrangian submanifold. Now we briefly review the notion of (paired) Lagrangian distributions.
Our references are [6, 11, 10, 8, 9].
Assume that X is a n-dimensional smooth manifold and Λ is a smooth conic Lagrangian sub-
manifold of T ∗X\0. We denote by Iµ(X; Λ) the space of Lagrangian distributions of order µ on X
associated with Λ, see e.g. [11, 12]. We also abbreviate the notation by Iµ(X; Λ) = Iµ(Λ) when the
base manifold is not important. For example, if Y is a submanifold ofX, the conormal distributions
to Y are defined as Iµ(N∗Y ). Locally, Lagrangian distributions can be represented as oscillatory
integrals. Let φ(x, ξ) : U×Rd → R be a smooth non-degenerate phase function (homogeneous of de-
gree 1 in ξ) that parametrizes Λ over an open set U i.e. {(x, dxφ) ∈ T
∗
UX\0 : x ∈ U, dξφ = 0} ⊂ Λ.
We can write u ∈ Iµ(Λ) as a finite sum of oscillatory integrals∫
RN
eiφ(x,ξ)a(x, ξ)dξ, a ∈ Sµ+
n
4
− d
2 (U × Rd),
where S•(•) denotes the standard symbol class, see [11, Section 18.1]. For u ∈ Iµ(Λ), we recall
that the wave front set WF(u) ⊂ Λ and u ∈ Hs(X) for any s < −µ− n4 , see [12, Def. 25.1.1]. The
distribution u (as half densities on M) has a principal symbol σ(u) defined invariantly on Λ (as
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half densities tensored with the Maslov factor), see [12, Section 25.1]. We emphasize that in our
notation of principal symbols, we do not indicate the order but refer to the space of distributions
for the order. Also, for Lorentzian manifolds we consider, the density factor can be trivialized
using the volume element dg. For conormal distributions, the Maslov factor in the symbol can be
trivialized as well.
Next consider paired Lagrangian distributions. Recall that two Lagrangians Λ0,Λ1 ⊂ T
∗X\0
intersect cleanly at a codimension k submanifold if
TpΛ0 ∩ TpΛ1 = Tp(Λ0 ∩ Λ1), ∀p ∈ Λ0 ∩ Λ1.
The space of paired Lagrangian distribution associated with (Λ0,Λ1) is denoted by I
p,l(Λ0,Λ1). We
shall not recall the definition here but only mention that if u ∈ Ip,l(Λ0,Λ1), then WF(u) ⊂ Λ0∪Λ1.
Also, away from the intersection Λ0∩Λ1, u ∈ I
p+l(Λ0\Λ1) and u ∈ I
p(Λ1\Λ0) as Lagrangian distri-
butions so u has well-defined principal symbols σΛ0(u) and σΛ1(u) on corresponding Lagrangians
(away from the intersections). Our goal is to describe the Schwartz kernel of the causal inverse Qg
as a paired Lagrangian distribution. We remark that later we do not distinguish the notations of
operators and their Schwartz kernels unless it is necessary.
Let g∗ be the dual Lorentzian metric on T ∗M induced by g. We let P(x, ξ) = |ξ|2g∗ which is the
symbol of g. The characteristic set of P is defined as Σg = {(x, ξ) ∈ T
∗M : P(x, ξ) = 0} and we
notice that Σg consists of light-like co-vectors. The Hamilton vector field HP of P can be written
in local coordinates as
HP =
3∑
i=0
(
∂P
∂ξi
∂
∂xi
−
∂P
∂xi
∂
∂ξi
).
The integral curves of HP in Σg are called null bicharacteristics and it is well-known that their
projections to M are geodesics. Now we move to the product manifold M ×M and the cotangent
bundle T ∗M×T ∗M as the Schwartz kernel of Qg is a distribution defined there. Let πl : M×M →
M be the projection to the left factor. We can regard P,Σg,HP as objects on product manifolds
by pulling them back using πl. Let Diag = {(z, z
′) ∈M ×M : z = z′} be the diagonal and
N∗Diag = {(z, ζ, z′, ζ ′) ∈ T ∗(M ×M)\0 : z = z′, ζ ′ = −ζ}
be the conormal bundle of Diag. We define Λg to be the Lagrangian submanifold obtained by
flowing out N∗Diag∩Σg underHP. It is proved in [20] (see also [6]) that Qg ∈ I
− 3
2
,− 1
2 (N∗Diag,Λg).
With these preparations, we construct distorted plane waves as in [15]. Let L+M be the bundle
of future-pointing light-like vectors. For (x(0), θ(0)) ∈ L+M , we let γx(0),θ(0)(t), t ≥ 0 be the unique
geodesic from x(0) with direction θ(0). Let s0, t0 > 0 be two small parameters (to be specified
later). We define
K(x(0), θ(0); t0, s0) = {γx′,θ(t) ∈M(T0); θ ∈ O(s0), t ∈ (0,∞)},
where (x′, θ′) = (γx(0),θ(0)(t0), γ
′
x(0),θ(0)
(t0)) and O(s0) ⊂ L
+
x′M is an open neighborhood of θ
′ consist-
ing of θ ∈ L+x′M such that ‖θ−θ
′‖g+ < s0. It worths mentioning that as s0 → 0, K(x
(0), θ(0); t0, s0)
tends to the geodesic γx(0),θ(0) . Now consider
Y (x(0), θ(0); t0, s0) = K(x
(0), θ(0); t0, s0) ∩ {t = 2t0},
which intersects the geodesic at γx(0),θ(0)(2t0). We define Λ(x
(0), θ(0); t0, s0) to be the Lagrangian
obtained from flowing out N∗K(x(0), θ(0); t0, s0)∩N
∗Y (x(0), θ(0); t0, s0) under the Hamilton vector
field HP in Σg. In the following, for simplicity we shall suppress the parameters x
(0), θ(0), t0, s0 in
the notations K,Y and Λ etc.
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For µ < −11 , we take f0 ∈ I
µ+1(N∗Y ) supported in a neighborhood U of γx(0),θ(0) ∩ Y and
that the principal symbol of f0 vanishes outside of O(s0) ⊂ T
∗M . According to [15, Lemma 3.1],
v0 = Qgf0 belongs to I
µ− 1
2 (M\Y ; Λ) and this is called the distorted plane wave. Moreover, the
principal symbol of v0 satisfies
(3.1) σ(v0)(x, ξ) = σΛg(Qg)(x, ξ, y, η)σ(f0)(y, η),
where (x, ξ) and (y, η) lie on the same bi-characteristics. Since µ < −11, we know that f0 ∈
H8comp(M) and v0 ∈ H
9
loc(M). So the regularity fits into the asymptotic analysis in Section 2.
In this approach, we must pay attention to the conjugate points along γx(0),θ(0) , also called
caustics. As discussed in [15], it is complicated to analyze the singularities past the caustics
points. This difficulty will be overcome using another argument (where the parameter t0 is useful).
Let τ0 > 0 be such that γx(0),θ(0)(τ0) is the first conjugate point of x
(0) along γx(0),θ(0) . Then
the exponential map expx(0) is a local diffeomorphism from a neighborhood of tθ
(0) ∈ Tx(0)M
to a neighborhood of γx(0),θ(0)(t) for t < τ0. Therefore, K(x
(0), θ(0); t0, s0) is a codimension 1
submanifold near γx(0),θ(0)(t) and
Λ(x(0), θ(0); t0, s0) = N
∗K(x(0), θ(0); t0, s0) near γx(0),θ(0)(t) for t < τ0.
In particular, before the first conjugate point of x(0) along γx(0),θ(0) , v0 is a conormal distribution.
For s0 sufficiently small, the wave front of v0 is concentrated near the geodesic.
4. The nonlinear interaction of distorted plane waves
Assume that x(j) ∈ V and (x(j), θ(j)) ∈ L+M, j = 1, 2, 3, 4 are such that
γx(j),θ(j)([0, t0]) ⊂ V, x
(j)(t0) /∈ J
+(x(k)(t0)) j 6= k,
where x(j)(t) = γx(j),θ(j)(t). In particular, this means that the points x
(j)(t0) are causally indepen-
dent. We define Kj = K(x
(j), θ(j); t0, s0) for j = 1, 2, 3, 4, and define Yj and Λj similarly as in Sec-
tion 3 (again, the parameters are suppressed for simplicity). For µ < −11, we let fj ∈ I
µ+1(N∗Yj)
be constructed as f0 in Section 3 and vj = Qg(fj) ∈ I
µ− 1
2 (M\Yj ; Λj). In the following, we analyze
the singularities of U(4) (defined in (2.8)), where vi, i = 1, 2, 3, 4 are distorted plane waves. In [18,
Section 3], the interaction terms of the form
(4.1)
Y
ijkl
1 = Qg(c(x)vivjvkvl),
Y
ijkl
2 = Qg(b(x)vivjQg(a(x)vkvl)), Y
ijkl
3 = Qg(a(x)viQg(b(x)vjvkvl)),
Y
ijkl
4 = Qg(a(x)viQg(a(x)vjQg(a(x)vkvl))), Y
ijkl
5 = Qg(a(x)Qg(a(x)vivj)Qg(a(x)vkvl))
where a(x), b(x), c(x) are smooth functions, are studied and the principal symbols are calculated.
The only difference here is that we have derivatives ∇g in the interaction term U
(4), for which we
need to consider the action of ∇g on conormal and paired Lagrangian distributions. We recall the
lowering and raising of indices. The Lorentzian metric g induces a natural isomorphism TxM ≃
T ∗xM . For ξ = (ξj)
3
j=0 ∈ T
∗
xM , we let ξ
# = (
∑3
j=0 g
ijξj)
3
i=0 ∈ TxM . For ξ = (ξ
j)3j=0 ∈ TxM , we
let ξ♭ = (
∑3
j=0 gijξ
j)3i=0 ∈ T
∗
xM .
Lemma 4.1. Let ı denote the imaginary unit i.e. ı2 = −1.
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(1) Let Y be a codimension 1 submanifold ofM . For u ∈ Iµ(N∗Y ), we have ∇gu ∈ I
µ+1(N∗Y ).
The principal symbol is given by (i = 0, 1, 2, 3)
σ((∇gu)
i)(x, ξ) = ıξ#,iσ(u)(x, ξ), (x, ξ) ∈ N∗Y.
(2) Let Q ∈ Ip,l(M × M ;N∗Diag,Λg) and ∇g act on the left factor of M ×M . We have
∇gQ ∈ I
p+1,l(N∗Diag,Λg). As a result, we have ∇gQ ∈ I
p+1+l(N∗Diag\Λg) and ∇gQ ∈
Ip+1(Λg\N
∗Diag). Moreover, their principal symbols are given by (i = 0, 1, 2, 3)
σ((∇gQ)
i)(x, ξ, x,−ξ) = ıξ#,iσ(Q)(x, ξ, x,−ξ), for (x, ξ, x,−ξ) ∈ N∗Diag\Λg,
σ((∇gQ)
i)(x, ξ, y, η) = ıξ#,iσ(Q)(x, ξ, y, η), for (x, ξ, y, η) ∈ Λg\N
∗Diag.
Proof. (1) Locally near Y , we can choose local coordinates x = (x′, x′′), x′ ∈ Rd, d = 1 such that
Y = {x′ = 0}. Then N∗Y = {x′ = 0, ξ′′ = 0} where ξ = (ξ′, ξ′′) denotes the dual variable. We can
write u(x) ∈ Iµ(N∗Y ) as an oscillatory integral
u(x) =
∫
Rd
eıx
′·ξ′a(x; ξ′)dξ′, a ∈ Sµ+
n
4
− d
2 (M × (Rd\0)), n = 4.
Since ∇ig =
∑3
i,j=0 g
ij∂j , we obtain that
(4.2) ∇igu(x) =
∫
Rd
eıx
′·ξ′[ı
d∑
j=0
gijξja(x; ξ
′)]dξ′ +
∫
Rd
eıx
′·ξ′∇iga(x; ξ
′)dξ′.
Since the amplitude in the first integral on the right hand side belongs to Sµ+1+
n
4
− d
2 (M × (Rd\0))
and ∇iga ∈ S
µ+n
4
− d
2 (M × (Rd\0)), we conclude that ∇gu ∈ I
µ+1(N∗Y ). The principal symbol can
be read from (4.2).
(2) The proof is similar to that of part (1) once we find the local oscillatory integral represen-
tation of Q. In fact, we will use the representation in [9, Prop. 2.1], see also [20]. We let (x, y) be
the local coordinates on M ×M and (ξ, η) be the dual variables. We can choose local coordinate
x = (x1, x
′), y = (y1, y
′), ξ = (ξ1, ξ
′), η = (η1, η
′) such that the two intersecting Lagrangians are
represented as
N∗Diag = {x = y, ξ = −η}, Λg = {x
′ = y′, ξ′ = −η′, ξ1 = η1 = 0}.
Then we can write Q as
Q(x, y) =
∫
R4
eı(x−y)·ξb(x, y, ξ′; ξ1)dξ, b ∈ S
p+ 1
2
,l− 1
2 (R4+4 × (R3\0) × R).
Here S∗,∗(•) denotes the product symbol space, see [9] for more details. On N∗Diag\Λg i.e. ξ1 6= 0,
we actually have b ∈ Sp+l(R4+4 × (R4\0)) in the standard symbol space. On the other hand, on
Λg\N
∗Diag, we have that
Q(x, y) =
∫
R3
eı(x
′−y′)·ξ′c(x, y, ξ′)dξ′,
where for x1 6= y1,
c(x, y, ξ′) =
∫
R
eı(x1−y1)ξ1b(x, y; ξ′, ξ1)dξ1 ∈ S
p+ 1
2 (R4+4 × (R3\0)).
Now we can compute ∇gQ as in part (1) and find its symbols. This completes the proof of the
lemma. 
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To describe the singularities in U(4) produced by the nonlinear interaction of four distorted
plane waves, we need to consider the following two issues. First, we know from [15, 18] that the
interaction of three distorted plane waves could produce conic type singularities which are not used
in solving the inverse problem. Let Λ(3) = ∪1≤i<j<k≤4N
∗(Ki ∩ Kj ∩Kk), and Λ
(3),g be the flow
out of Λ(3) ∩ Σg under the Hamiltonian flow. Then the (new) singularities due to the interaction
of three distorted plane waves are contained in Λ(3) ∪Λ(3),g. To include the singularities on Λi, we
denote Θ = (∪4i=1Λi) ∪ Λ
(3) ∪ Λ(3),g. We let π : T ∗M →M be the standard projection and denote
K = π(Θ), which is a subset of M and contains the singular support of the singularities in U(4)
due to at most three wave interactions. Recall that the set Θ (hence K) by definition depends on
the parameter s0 and as s0 → 0, it tends to a set of Hausdorff dimension 2. Eventually this set
become relatively small compared to the singular support of U(4).
The second issue is the conjugate points. Let τj, j = 1, 2, 3, 4 be such that γx(j),θ(j)(τj) is
the first conjugate point of x(j) along the geodesics and τmin = minj=1,2,3,4(τj). We see that
before γx(j),θ(j)(τmin), we have vj ∈ I
µ− 1
2 (M\Yj ;N
∗Kj). To avoid the complexities beyond the first
conjugate points, we consider the interactions only in the following set
N((~x, ~θ), t0) =M(T0)\ ∪
4
j=1 J
+(γx(j),θ(j)(τj)),
i.e. away from the causal future of the conjugate points, where ~x = (x(1), x(2), x(3), x(4)), ~θ =
(θ(1), θ(2), θ(3), θ(4)).
Now we state the main result about the singularities of U(4). The proof (omitted here) is the
same as that of [18, Prop. 4.2] by adjusting the orders.
Proposition 4.2. Let vi ∈ I
µ− 1
2 (N∗Ki), µ < −11, i = 1, 2, 3, 4 be the distorted plane waves
constructed in the beginning of this section, and let U(4) be the interaction term defined using vi.
For q0 ∈M we let Λq0 = T
∗
q0M\0 and Λ
g
q0 be its flow out. For s0 > 0 sufficiently small, we have
(1) If ∩4j=1γx(j),θ(j)(t) = ∅ for t < τmin, then U
(4) is smooth in N((~x, ~θ), t0)\K;
(2) If ∩4j=1γx(j),θ(j)(t) = q0 for t < τmin and the corresponding tangent vectors at q0 are linearly
independent, then in N((~x, ~θ), t0)\K, we have U
(4) ∈ I4µ+
7
2 (Λgq0\Θ).
Finally, we show that the leading singularities of U(4) is not always vanishing.
Proposition 4.3. Consider the setting of Prop.4.2 (2). Suppose the nonlinear term w of (1.2)
is written in local coordinate in the form (2.4). Let (q, η) ∈ Λgq0\Θ be joined to (q0, ζ), η ∈ T
∗
q0M
by bicharacteristics. We can write ζ =
∑4
i=1 ζ
(i) for ζ(i) ∈ N∗q0Ki linearly independent. Then the
principal symbol of U(4) in I4µ+
7
2 (Λgq0\Θ) at (q, η) is given by
σΛgq0
(U(4))(q, η) = −(2π)−3σ(Qg)(q, η, q0, ζ)P(q0, ζ
(1), ζ(2), ζ(3), ζ(4))
4∏
i=1
σ(vi)(q0, ζ
(i)),
where P = 2
(
M(q0, ζ
#, ζ#)−
4∑
i=1
M(q0, ζ
(i),#, ζ(i),#)
)
.
Moreover, the function P(q0, ·) is non-vanishing on any open set of
X = {(ζ(1), ζ(2), ζ(3), ζ(4)) ∈ (L∗q0M\{0})
4 : ζ(i) are linearly independent and
4∑
i=1
ζ(i) is light-like},
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where L∗q0M denotes the set of light-like co-vectors at q0.
Proof. First of all, we compute the principal symbol of U(4). In Section 3.5 of [18], the principal
symbols of the terms Yijkl• , • = 1, 2, 3, 4, 5 in (4.1) are found explicitly, and we recall them here.
Consider the symbols at (q, η) ∈ Λgq0\Θ which is joined with (q0, ζ) ∈ Λq0 by bi-characteristics. We
can write ζ =
∑4
i=1 ζ
(i) where ζ(i) ∈ N∗q0Ki. Let Ai be the principal symbols of vi. By Prop. 3.12
of [18], we get
σΛq0 (Y
ijkl
• )(q, η) = (2π)
−3σΛg(Qg)(q, η, q0, ζ)P•(ζ
(1), ζ(2), ζ(3), ζ(4))
4∏
i=1
Ai(q0, ζ
(i)), • = 1, 2, 3, 4, 5,
where P1 = c(q0) and
P2 = a(q0)b(q0)|ζ
(k) + ζ(l)|−2
g∗(q0)
, P3 = a(q0)b(q0)|ζ
(j) + ζ(k) + ζ(l)|−2
g∗(q0)
,
P4 = a
3(q0)|ζ
(j) + ζ(k) + ζ(l)|−2
g∗(q0)
|ζ(k) + ζ(l)|−2
g∗(q0)
, P5 = a
3(q0)|ζ
(k) + ζ(l)|−2
g∗(q0)
|ζ(i) + ζ(j)|−2
g∗(q0)
.
To find the principal symbols of U(4) = M1 +M2 +M3, we just need to use Lemma 4.1 to take
into account the derivatives. We start from M1 in which the terms are like Y
•
1. We have
σ(M1) = −(2π)
−3σΛg(Qg)(q, η, q0, ζ) · P ·
4∏
i=1
Ai(q0, ζ
(i)),
where P =
∑
(i,j,k,l)∈σ(4)
M(q0, ζ
(k),#, ζ(l),#) = 2
(
M(q0, ζ
#, ζ#)−
4∑
i=1
M(q0, ζ
(i),#, ζ(i),#)
)
.
Next, consider M2 in which the terms are like Y
•
2,Y
•
3. We get
σ(M2)(q, η) = −(2π)
−3C0(q0)C1(q0)σΛg (Qg)(q, η, q0, ζ) ·A ·
4∏
i=1
Ai(q0, ζ
(i))
where A =
∑
(i,j,k,l)∈σ(4)
[2
g(ζ(i), ζ(j) + ζ(k) + ζ(l))
|ζ(j) + ζ(k) + ζ(l)|2
g∗(q0)
· g(ζ(k), ζ(l)) +
g(ζ(i), ζ(j))
|ζ(i) + ζ(j)|2
g∗(q0)
g(ζ(k), ζ(l))
+ 2
g(ζ(k), ζ(l))
|ζ(k) + ζ(l)|2
g∗(q0)
· g(ζ(j), ζ(k) + ζ(l))]
=
∑
(i,j,k,l)∈σ(4)
[2
g(ζ(i), ζ(j) + ζ(k) + ζ(l))
|ζ(j) + ζ(k) + ζ(l)|2
g∗(q0)
· g(ζ(k), ζ(l)) +
1
2
g(ζ(k), ζ(l)) + g(ζ(j), ζ(k) + ζ(l))].
Here we abused the notations that the vectors ζ(i) inside g should be regarded as tangent vectors
while the vectors in | · |g∗(q0) are the cotangent vectors. But we have for ξ, η ∈ Tq0M that g(ξ, η) =∑3
i,j=0 gijξ
iηj =
∑3
i,j=0 g
ijξiηj = g
∗(ξ♭, η♭).
Consider the first term in the summation of A. For i = 1, we sum in (j, k, l) over σ(3) the
permutations of (2, 3, 4). We have
∑
(j,k,l)∈σ(3)
g∗(ζ(k), ζ(l))
|ζ(j) + ζ(k) + ζ(l)|2
g∗(q0)
=
g∗(ζ(2), ζ(3)) + g∗(ζ(2), ζ(4)) + g∗(ζ(3), ζ(4))
g∗(ζ(2), ζ(3)) + g∗(ζ(2), ζ(4)) + g∗(ζ(3), ζ(4))
= 1.
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Therefore, for i = 1, the summation of the first term in A is 2g(ζ(1), ζ(2) + ζ(3) + ζ(4)). Similarly,
we can compute for i = 2, 3, 4. So the summation of the first term in A gives
∑
(i,j,k,l)∈σ(4)
2
g(ζ(i), ζ(j) + ζ(k) + ζ(l))
|ζ(j) + ζ(k) + ζ(l)|2
g∗(q0)
· g(ζ(k), ζ(l))
= 4[g∗(ζ(1), ζ(2) + ζ(3) + ζ(4)) + g∗(ζ(2), ζ(1) + ζ(3) + ζ(4)) + g∗(ζ(3), ζ(1) + ζ(2) + ζ(4))
+ g∗(ζ(4), ζ(1) + ζ(2) + ζ(3))]
= 8[g∗(ζ(1), ζ(2)) + g∗(ζ(1), ζ(3)) + g∗(ζ(1), ζ(4)) + g∗(ζ(2), ζ(3)) + g∗(ζ(2), ζ(4)) + g∗(ζ(3), ζ(4))]
= 4g∗(ζ, ζ) = 0
Thus, we get
A =
∑
(i,j,k,l)∈σ(4)
5
2
g∗(ζ(k), ζ(l)) = 5g∗(ζ, ζ) = 0,
hence the principal symbol σ(M2) vanishes.
Finally, consider the term M3 in which the terms are similar to Y
•
4,Y
•
5. We find that
σ(M3)(q, η) = (2π)
−3[C0(q0)]
3σΛg(Qg)(q, η, q0, ζ) · B ·
4∏
i=1
Ai(q0, ζ
(i)),
where B =
∑
(i,j,k,l)∈σ(4)
[4
g(ζ(i), ζ(j) + ζ(k) + ζ(l))
|ζ(j) + ζ(k) + ζ(l)|2
g∗(q0)
·
g(ζ(j), ζ(k) + ζ(l))
|ζ(k) + ζ(l)|2
g∗(q0)
g(ζ(k), ζ(l))
+
g(ζ(k) + ζ(l), ζ(i) + ζ(j))
|ζ(k) + ζ(l)|2
g∗(q0)
|ζ(i) + ζ(j)|2
g∗(q0)
g(ζ(i), ζ(j))g(ζ(k), ζ(l))]
=
∑
(i,j,k,l)∈σ(4)
[2
g∗(ζ(i), ζ(j) + ζ(k) + ζ(l))
|ζ(j) + ζ(k) + ζ(l)|2
g∗(q0)
g∗(ζ(j), ζ(k) + ζ(l)) +
1
4
g∗(ζ(k) + ζ(l), ζ(i) + ζ(j))].
We consider the summation of the first term. Observe that for fixed i = 1 and (j, k, l) ∈ σ(3) the
set of permutations of (2, 3, 4), we have
∑
(j,k,l)∈σ(3)
g∗(ζ(j), ζ(k) + ζ(l))
|ζ(j) + ζ(k) + ζ(l)|2
g∗(q0)
=
1
2
· 4 ·
g∗(ζ(2), ζ(3)) + g∗(ζ(2), ζ(4)) + g∗(ζ(3), ζ(4))
g∗(ζ(2), ζ(3)) + g∗(ζ(2), ζ(4)) + g∗(ζ(3), ζ(4))
= 2.
The situation is the same for i = 2, 3, 4. Therefore, we obtain that
B = 4[g∗(ζ(1), ζ(2) + ζ(3) + ζ(4)) + g∗(ζ(2), ζ(1) + ζ(3) + ζ(4)) + g∗(ζ(3), ζ(1) + ζ(2) + ζ(4))
+ g∗(ζ(4), ζ(1) + ζ(2) + ζ(3))] + 2[g∗(ζ(1) + ζ(2), ζ(3) + ζ(4)) + g∗(ζ(1) + ζ(3), ζ(2) + ζ(4))
+ g∗(ζ(1) + ζ(4), ζ(2) + ζ(3))]
= 12[g∗(ζ(1), ζ(2)) + g∗(ζ(1), ζ(3)) + g∗(ζ(1), ζ(4)) + g∗(ζ(2), ζ(3)) + g∗(ζ(2), ζ(4)) + g∗(ζ(3), ζ(4))]
= 3g∗(ζ, ζ) = 0
Thus the principal symbol ofM3 also vanishes. Since U
(4) = M1+M2+M3, we have σ(U
(4))(q, η) =
σ(M1)(q, η) and we proved the first claim of the proposition.
It remains to show that P does not vanish on any open subset of X. We start from
X˜ = {(ζ(1), ζ(2), ζ(3), ζ(4)) ∈ (L∗q0M\{0})
4 : ζ(i) are linearly independent}.
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This is an open subset of (L∗q0M)
4 which is a manifold of dimension 12. We consider a smooth
map F : X˜→ R given by F = g(ζ, ζ), ζ =
∑4
i=1 ζ
(i). Then X = F−1(0). We compute the Jacobian
of F. Observe that
∂
∂ζ(1)
g(ζ, ζ) = (2g0jζj, 2g
1jζj, 2g
2jζj, 2g
3jζj) = 2Gζ,
where G = (gij(q0)) is a 4× 4 matrix. Therefore, the Jacobian is
DF = (2Gζ, 2Gζ, 2Gζ, 2Gζ).
Since ζ(i) are linearly independent and G is non-degenerate, we see that DF has constant rank 1
so that X is a smooth manifold of dimension 11, see e.g. [5, Theorem 5.8]. Now we consider the
subset of X where P vanishes. Consider the map (F,P) : X˜→ R2. We compute the Jacobian of P
as
DP = 4(GMG(ζ − ζ(1)), GMG(ζ − ζ(2)), GMG(ζ − ζ(3)), GMG(ζ − ζ(4))),
where M = (Mij(q0)) is a 4× 4 matrix. If D(F,P) has rank 1, we can find constant β such that
4GMG(ζ − ζ(a)) = 2βGζ, a = 1, 2, 3, 4.
Summing over a, we get 3GMGζ = 2βGζ. Since we can choose ζ to be any light-like vector, we
must have M = 2β3 G
−1 at q0. This in particular means that for ζ ∈ Lq0M ,
M(ζ, ζ) = ζtMζ =
2β
3
ζtG−1ζ =
2β
3
g(ζ, ζ) = 0.
But we know by assumption (A) that M is not null. Therefore, the rank of D(F,P) is 2. As a
result, P vanishes on a 10 dimensional submanifold of X, which means P cannot vanish on any
open subset of X. This finishes the proof. 
We remark that the proposition can be formulated as follows. Let ζ =
∑4
i=1 ζ
(i) ∈ L∗q0M,
~ζ =
(ζ(i))4i=1 ∈ X. For any neighborhood W ⊂ L
∗
q0M of ζ, it follows from Prop. 4.3 that there is a
neighborhood W ⊂ X of ~ζ such that P is not always vanishing on W. Therefore, one can think
P(q0, ·) as a function defined on the set
Z = {(ζ(1), ζ(2), ζ(3), ζ(4), ζ) ∈ (L∗q0M\{0})
5 : ζ(i) are linearly independent and ζ =
4∑
i=1
ζ(i)}.
Then P(q0, ·) is non-vanishing on any open subset of Z. This puts Prop. 4.3 in the same form as
[15, Prop. 3.4] or [18, Prop. 3.4].
5. Proof of the main theorems
We prove our main results essentially following the arguments in [15] and [18, Section 4]. Since
the proofs are very similar, we shall only go over the key components and refer the readers to the
above works for details.
To deal with conjugate points, we recall the earliest light observation set introduced in [15]. The
light observation set of q ∈M in V is defined as PV (q) = (J
+(q)\I+(q))∩V i.e. points in V which
are on the future pointing light-like curves from q. The earliest light observation set is defined as
EV (q) = {x ∈ PV (q) : there is no y ∈ PV (q) and future-pointing time-like path
α : [0, 1]→ V such that α(0) = y and α(1) = x} ⊂ V,
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see [15, Def. 1.1]. For W ⊂ M open, we let EV (W ) = {EV (q) : q ∈ W}. For exmaple, for the
interaction point q0 in Prop. 4.2, we have EV (q0) ⊂ N((~x, ~θ), t0). Also, the set EV (q0) is not empty
because EV (q0) contains a 3-dimensional submanifold as discussed in Section 2.2.1 of [15].
Proof of Theorem 1.1. We first prove the determination of the conformal class. Our Prop. 4.2 and
Prop. 4.3 are equivalent to Theorem 3.3 and Prop. 3.4 of [15]. By the arguments in Section 3.5
and Section 4 of [15], we can show that the source-to-solution map L determines the earliest light
observation set EV of a dense subset of I(p−, p+) (here as in [15], we shall take the parameter
s0 → 0 in definition of Ki so that π(Θ) tends to a set of Hausdorff dimension 2). The problem
is reduced to the inverse problem with passive measurements. It follows from Theorem 1.2 and
Remark 2.2 of [15] that the differential structure of I(p−, p+) and the conformal class of the metric
can be uniquely determined up to diffeomorphisms. In the case when g(i) are Ricci flat, it follows
from Corollary 1.3 of [17] that the conformal diffeomorphism is indeed an isometry.
Finally, consider the case when M(1) = M(2) = M is a quadratic form independent of x. We
already proved that the two metrics g(i) are conformal to each other. Without loss of generality,
we can assume that g(1) = e2γg(2). By linearizing the source-to-solution map, we can deduce from
L(1)(f) = L(2)(f) in V that g(1) = g(2) in V i.e. γ = 0 in V , see [15, Remark 3.1]. Now, assume
f =
∑4
i=1 ǫifi as constructed in Section 4 and denote the interaction terms by
U(4),α = ∂ǫ1∂ǫ2∂ǫ3∂ǫ4L
(α)(f)|{ǫ1=ǫ2=ǫ3=ǫ4=0}, α = 1, 2.
Then we know that U(4),1(q) = U(4),2(q), q ∈ V. For any q0 ∈ I(p−, p+), we will compare the
principal symbols of U(4),1 and U(4),2 on EV (q0)\Θ for s0 → 0 as in [18, Section 4]. We remark
that since conformal transformations of Lorentzian metrics preserves light-like (pre)geodesics, the
sets EV (q0) are the same for g
(1), g(2). We need the following result.
Proposition 5.1 (Prop. 4.5 of [18]). Let g, g˜ be two Lorentzian metrics on M such that g = e2γ g˜
where γ ∈ C∞(M). Let Qg, Qg˜ be the causal inverse of g,g˜ respectively. Then the Lagrangians
Λg = Λg˜ and the principal symbols of Qg, Qg˜ ∈ I
−2(N∗Diag\Λg) satisfy σ(Qg) = e
2γσ(Qg˜). For
their principal symbols in I−
3
2 (Λg\N
∗Diag), we have
σ(Qg)(x, ξ, y, η) = e
−γ(x)σ(Qg˜)(x, ξ, y, η)e
3γ(y) ,
for (x, ξ), (y, η) on the same bicharacteristics on Λg.
Now from Prop. 4.3, we have for any (q, η) ∈ Λgq0\Θ and α = 1, 2 that
σΛgq0
(U(4),α)(q, η) = −(2π)−3σΛg (Qg)(q, η, q0, ζ) · P
(α) ·
4∏
i=1
A
(α)
i (q0, ζ
(i)),
P(α) = 2
(
M(ζ#, ζ#)−
4∑
i=1
M(ζ(i),#, ζ(i),#)
)
,
where the # operation is with respect to g(α) and A
(α)
i are the principal symbols of v
(α)
i = Qg(α)(fi).
These symbols satisfy
A
(α)
i (q0, ξ
(i)) = σ(Qg(α))(q0, ξ
(i), x(i), ζ(i))Bi(x
(i), ζ(i)), i = 1, 2, 3, 4, α = 1, 2,
where x(i) ∈ V , (q0, ξ
(i)) and (x(i), ζ(i)) are joined by bicharacteristics and Bi are the principal
symbols of fi. Next, let’s consider the conformal transformation of the symbols. Since g
(1) =
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e2γg(2), by Prop. 5.1, we have for i = 1, 2, 3, 4 that
(5.1)
σ(Qg(1))(q, η, q0, ζ
(i)) = σ(Qg(2))(q, η, q0, ζ
(i))e3γ(q0),
σ(Qg(1))(q0, ξ
(i), x(i), ζ(i)) = e−γ(q0)σ(Qg(2))(q0, ξ
(i), x(i), ζ(i)).
Next, recall that for ζ ∈ T ∗q0M , (ζ
#)i =
∑3
j=0 g
(α),ijζj. So we have P
(1) = e−4γ(q0)P(2). Finally, we
obtain the following relation
(5.2) σ(U(4),1)(q, η) = e−5γ(q0)σ(U(4),2)(q, η), (q, η) ∈ Λgq0\Θ.
According to Prop. 4.2 and 4.3, we can choose fi so that the principal symbols σ(U
(4),α)(q, η) are
non-vanishing. Because U(4),1 = U(4),2 on V , we know their principal symbols must be the same
for q ∈ V . So we conclude that e−5γ(q0) = 1. As this is true for all q0 ∈ I(p−, p+), the proof is
complete. 
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