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Abstract
Data are everywhere. They pervade our world. From e-mails we send, online
status we post or friends we call, to credit cards we swipe or papers we cite,
most of our everyday actions leave digital traces. As our ability and capacity to
measure natural and social phenomena is rapidly increasing at an unprecedented
scale, we witness an exponential growth of all these digital traces. This growing
digital information is what we call Big Data; Data that we generate and acquire far
more rapidly than the rate at which we process, analyse and exploit it. In science,
the ability to collect and analyse massive amounts of data traces have fuelled
numerous advances and unambiguously transformed many research fields. But
nowhere are these advances more important than in the study of social systems.
Indeed, the flood of data capturing activities of individuals enables an entirely new
scientific approach for social analysis, which this thesis aims at illustrating. More
particularly, our contribution...
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Chapter 1
General Introduction
Data are everywhere. They pervade our world. From our everyday
activities such as the e-mails we send, friends we call, credit cards we
swipe or papers we cite, to experiments we make such as astronomical
measurements, genomic sequencing or particle collision events, most of
these actions leave digital traces. As our ability and capacity to measure
natural and social phenomena is rapidly increasing at an unprecedented
scale, we witness an exponential growth of all these digital traces. This
growing digital information is what we call Big Data; Data that we
generate and acquire far more rapidly than the rate at which we process,
analyse and exploit it. Over the last decade, five exabytes (1018) of
data were created by humans. Today this amount of information is
created in less than two days and is doubling in size every two years [1,
2], generating a new challenge for industries both computationally and
storage-wise [3, 4]. While this Big Data universe offers unprecedented
ways for businesses to gain information to better support their company
and serve their customers [5–7], the impact of data abundance extends
well beyond business.
In science, the ability to collect and analyse massive amounts of data
traces originating from experiments have fuelled numerous advances and
unambiguously transformed many research fields from physics and biol-
ogy [8–10] to computer science and economics [11–13]. But nowhere are
these advances more important than in the study of social systems.
As the world is experiencing global crises, demographic explosion
and new forms of conflicts, the need to understand social dynamics as
well as the structure of social organisations is crucial to resolve the many
challenges our society is now facing. Such challenges include global mi-
gration, economic instability, epidemic spreading, social divide or organ-
ised crime, to cite only a few. The flood of data capturing activities of
individuals enables an entirely new scientific approach for social analysis
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[14, 15], offering a tremendous opportunity to tackle these challenges.
Moreover, the development of computational and storage abilities make
it possible for scientists to manage and manipulate such large data to
understand, model and predict human behaviour in society.
This thesis aims at illustrating this new approach to analyse social
systems in this era of Big Data. While this work provides new under-
standing arisen from the emergence of large-scale social data , we also
demonstrate how this tremendous opportunity can be turned into con-
crete applications that capture social dynamics in various systems. The
contributions in this work evolve around three topics: human mobility,
social interactions and success. Even though these topics correspond to
different aspects characterising individuals, they are intrinsically related
to each other as we will demonstrate in this thesis.
The rest of this introductory chapter is structured as follow: In sec-
tion 1.1, we will introduce the context in which the different research
questions and resulting applications presented in this thesis emerged. In
section 1.2 we will give a detailed description of each chapter and finally,
in section 1.3, we will provide the list of scientific publications related
to the content of this thesis.
1.1 Context of this thesis
This thesis does not address one central question but rather provides
instructions on how to turn large-scale data into valuable insights about
social dynamics through a collection of concrete projects. These projects
investigate three different yet related aspects of human dynamics: social
interactions, human mobility and individual success. In this section, we
provide details about the context in which this thesis has been done and
from which the different questions and projects originated.
Mobile phone data
The first half of the work presented in this thesis relies on mobile phone
data obtained through collaborations with telecommunication operators.
These data, collected by the network providers for billing purposes, rep-
resent a valuable source to capture human activities at a very large scale.
As locations of mobile phone towers routing the phone calls are often
known, geographical information can be extracted from these data to es-
timate population activities in space but also to reconstruct movements
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of users. These geographical traces have fuelled research on population
mapping as well as on human mobility, with profound implications for
urban planning [16–18], traffic forecasting [19, 20] or epidemic spread-
ing [21–23]. At the same time, mobile phone data is also found to be
a relevant source of social interactions. Indeed, phone calls provide an
accurate proxy for social interactions between individuals and have been
extensively used by scientists to study communication patterns [24, 25]
as well as the configuration of social communities at very large scale
[26–28]. Even though these data have been widely used for research on
human dynamics, many questions related to human mobility, social in-
teractions and population mapping and in which mobile phone data can
provide an answer remain open as we will see.
Spatial mapping of population
Our knowledge of human population numbers and distribution for many
areas of the world remains poor [29], despite their importance for pol-
icy [30, 31], operational decisions [32] and research [33–35] across many
fields. While censuses offer a solution for this data gap, they remain an
infrequent and expensive source of detailed population data. Moreover,
for many low-income countries the unreliability of estimates, low spa-
tial resolution and complete lack of contemporary data represent further
limitations. In collaboration with geographers from the Université Li-
bre de Bruxelles and the University of Southampton, we investigated to
what extent could mobile phone data resolve this data gap and provide
reliable estimates of population distribution. To address this issue, we
designed a cost-efficient method that maps human population at fine
spatial and temporal resolutions over large geographical extents, distin-
guishing ourself from previous research which focussed on urban areas
only. Not only can population maps of comparable accuracy to cen-
sus data and existing downscaling methods in geography be constructed
solely from mobile phone data, but these data offer additional benefits
in terms of the measurements of population dynamics.
Spatial mapping of communities
By exploiting the communications between mobile phone users, com-
munities of users, i.e. groups of individuals strongly interacting with
each other, can also be mapped over large geographical extents. While
a large body of research is dedicated to the detection of communities
in networks, few studies investigated to impact of regional boundaries
defined by governments on the way people interact across space. Yet,
understanding and quantifying this impact is fundamental in economic
geography and conflict resolution [36–38]. We addressed this issue by
3
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quantifying the correspondence between communities of mobile phone
users and regional boundaries in France, finding a remarkable and unex-
pected relationship between the two. We further assessed the stability of
these boundaries by introducing an algorithm that evaluates the spatial
sensitivity of users within their corresponding community.
Interplay between social interactions and mobility
While the spatial configuration of communities and their correspondence
with administrative regions indicate a strong influence of space on com-
munications, many studies have also pointed out the role space plays on
human movements. Even though social interactions and human mobil-
ity bears high-level similarities in the role spatial distance plays, they
remain as largely separate lines of inquiry, lacking any known connec-
tions between the two. Using mobile phone data from three distinct
countries, we tested the hypothesis that previously observed spatial de-
pendency captures a convolution of geographical propensity and a popu-
larity based heterogeneity among locations. By separating these factors,
we uncovered a scaling relationship between the exponents character-
ising communication and mobility patterns, allowing us to derive one
quantity from the other and hinting for a deeper connection among all
systems where space plays a role.
Publication data
The work presented in the second part of this thesis relies on publication
data. Over the past few years, we have witnessed an increasing interest
for the analysis of publication data, owing partly to the massive growth
of global research activity and the recent need to understand the modern
scientific enterprise. Publication data not only contain detailed informa-
tion about research content over time but also allow the study of social
interactions throughout co-authorship and citation information, fuelling
research on the structure and mechanisms of collaborations [39, 40]. Ge-
ographical information can also often be extracted from scientific affilia-
tions present in the data, offering a way to reconstruct career trajectories
of scientists and to uncover the role of geography on scientific dynamic
[41, 42]. Finally, the citations characterising these data offer clear mea-
sures of impact for articles over time and provide a reasonable proxy to
uncover the mechanisms underlying scientific success, credit allocation
and reputation [43–46]. Despite their recent widespread use in research,
the study of such data presents many challenges. Datasets often have
a huge size, ranging from thousands to hundreds of millions of publi-
cations, and thus require particular storage and computational abilities
to access and analyse the data. There are usually no unique identifier
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for authors on a publication. A proper disambiguation technique is thus
also necessary in order detect the different articles associated to a same
individual. Finally, the stored information is usually characterised by
many inconsistencies and can cover more than 100 years of data. As a
consequence, geographical traces or topics are not always readily avail-
able in the data and disambiguation and topic detection techniques are
also often required in order to select geographical subsets of authors or
articles belonging to a particular subfields.
Quantifying patterns of individual success
We usually tend to think about success as an individual, associating it
to novelty or to skills. But success is truly a collective phenomenon
influenced by social interactions: for something to be successful, ev-
erybody must agree it actually is. While a large body of research in
social sciences have been dedicated to the study of human performance
in broad domains [47, 48], our quantitative understanding of scientific
success is limited. In science, we tend to gauge performance with two
distinct measures: productivity, i.e. the number of papers you publish,
and impact, i.e. the total number of citations you receive. By taking
advantage of publication data where clear measures for productivity and
impact of scientist can be extracted, we demonstrated the existence of
reproducible productivity patterns leading to the highest impact work of
a scientist. We also showed that while highly cited articles appear to be
dramatically unpredictable in a scientist career, there are still peculiar
statistical features associated to scientist with outstanding publications.
Interplay between success and mobility
If there exists particular patterns of productivity and impact along the
career of a scientist, less is known about patterns behind career moves at
an institutional level and how these moves affect individual productiv-
ity and impact. By taking advantage of the fact that scientists publish
somewhat regularly along their career [49, 50], and for each publication,
geographical traces can be extracted from their affiliation, individual ca-
reer trajectories can be reconstructed at a fine scale and in great details.
By analysing these trajectories, we found that career movements are
not only temporally and spatially localized, but also characterized by a
high degree of stratification in institutional ranking. We further showed
wether particular movements between specific institutional groups affect
or not personal impact.
Collaborations
To conclude, we would like to emphasise that all the work presented in
5
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this thesis results from various international collaborations with several
renowned research centers such as the Center for Complex Network Re-
search at Northeastern University, the Orange Labs, the department for
applied Mathematics and Computer Science at the Technical University
of Denmark, but also the department of Geography and Spatial Ecol-
ogy at the University of Southampton, the University of Louisville, and
the Université Libre de Bruxelles. These various collaborations, bring-
ing actors from Physics, Computer Science, Social Science, Mathematics
and Geography, confer a truly interdisciplinary aspect to this thesis and
offer valuable insights for individuals involved in a broad range of scien-
tific domains and interested in the study of large-scale social or mobility
data.
1.2 Outline of this thesis
Besides this general introduction, this thesis is organised in 7 chapters:
one survey chapter and six chapters of scientific contributions. We give
hereunder a short description of each of these chapters.
Chapter 2: Analysis of large-scale social data
Recently, we have witnessed a significant increase of interest towards
large-scale datasets that capture human activities and its dynamics.
As most of our everyday actions are now digitalised and stored, these
datasets offer an unprecedented source in both its scope and its scale to
study social systems. The nature of these data is various: phone calls,
social media posts, emails but also traffic data, online campaigning or
publication records, to cite only a few. Geographical information is of-
ten present in these data, offering a way for scientists to map human
activities in space but also reconstruct career trajectories when time in-
formation is also available. These valuable pieces of information enable
the development of myriads of applications in broad domains such as
epidemic spreading [21–23], urban planning [16–18] or global migration
patterns, where space and mobility play a central role. Social interac-
tions can also often be extracted from these data, fuelling applications
on social networks [51, 52] and communication patterns [24, 25] but also
studies uncovering mechanisms of social influence and success [53–58].
Given the numerous applications and the increasing body of research
dedicated to the study of human behaviour, we feel it is important to
provide a concise survey of the recent progresses made so far in this
area. However, this chapter is not aimed at providing an exhaustive
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list of contributions related to the use of large-scale social dynamics
data but is rather a selection of major advances relevant to the topics
developed in this thesis. As a result this survey will be structure accord-
ing to the three aspects developed in this work: human mobility, social
interactions and the collective phenomenon of success. We will first
present major advances on human mobility where geographical traces
were exploited to model human movements, distinguishing both micro-
and macro-approaches. We will then describe studies that extracted
social interactions from these large-scale data and that investigated the
role space plays on the way individuals interact and communicate. Along
the same line, we will finally survey contributions that looked at social
interactions to understand the underlying mechanisms of the collective
phenomenon associated to success.
Chapter 3: Dynamic population mapping
This first chapter of scientific contributions is the result of an inter-
national collaboration with several geographers from the Université Li-
bre de Bruxelles, the University of Southampton and the University of
Louisville and contains the results obtained in a recent journal article
[59]. As we show in chapter 2, geographical traces can often be extracted
from mobile phone data to map phone call activities in space. In this
chapter, we ask to what extent can these phone call activities provide
reliable estimates of population densities over large geographical regions.
We address this question by designing a method that takes advantage
of the correlation between phone calls activities and population num-
bers to construct population maps. By exploiting mobile phone calls
from 2 million users in Portugal, we show that our method produces
population estimates of comparable accuracy to census data and state-
of-the-art downscaling methods. We then investigate the stability of our
approach with respect to the validation procedure and the type of data
considered. Finally, we demonstrate that our method can also provide a
dynamic population mapping over time to derive mobility information
over an entire country. We illustrate this dynamical process with mobile
phone data collected from 17 million users from France, showing that
our approach offers promising solutions to tackle many challenges in de-
veloped but also low-income countries.
Related publication — Pierre Deville, Catherine Linard, Samuel Mar-
tin, Marius Gilbert, Forrest R Stevens, Andrea E Gaughan, Vincent D
Blondel, and Andrew J Tatem, “Dynamic population mapping using
mobile phone data”, in: Proceedings of the National Academy of Sci-
ences 111.45 (2014), pp. 15888–15893
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Chapter 4: Spatial distribution of social communities
In this chapter we consider not only geographical traces but also social
interactions captured by mobile phone calls between users in France.
This information allows us to construct two distinct social networks em-
bedded in space. For the first one, we aggregate the network of users
— connected through their phone calls — to a network of towers, where
each tower regroups all calls that were passed by users within its vicinity.
For the second one, we aggregate the network of users to a network of
communes where each commune regroups phone calls passed by users liv-
ing in that commune. We then describe an algorithm that can efficiently
partition these two social networks into almost connected subnetworks
called communities. The resulting partitions show that social commu-
nities of users in France correspond to geographically cohesive regions
strongly influenced by regional borders, suggesting that interpersonal
relationships seems to be driven as much by administrative boundaries
as geographical proximity. Finally, we investigate the spatial stability of
these partitions by introducing a new sensitivity measure that evaluates
the attraction between users and their corresponding community. These
results are the collection of a journal article [28] and a conference paper
[60], both originating from a collaboration with Orange Labs.
Related publication — Vincent Blondel, Pierre Deville, Frédéric Mor-
lot, Zbigniew Smoreda, Paul Van Dooren, Cezary Ziemlicki, et al., “Voice
on the Border: Do Cellphones Redraw the Maps?”, in: ParisTech Re-
view (2011)
Chapter 5: Connection between social interactions and mo-
bility
In this chapter, we investigate the role space plays on social interactions
and human movements and how these two quantities relate to each other.
For this study, we compiled a uniquely rich database consisting of mo-
bile phone data from three distinct countries. As geographical locations
of users are known when they perform a phone call, the social fluxes,
i.e. number of phone calls, between pairs of locations can be computed.
At the same time, movements of users can also be reconstructed from
their consecutive calls, allowing us to estimate mobility fluxes as well be-
tween pairs of locations. We find that social and mobility fluxes among
locations within similar distances follow fat-tailed distributions and that
these distributions surprisingly collapse into a single curve once they are
rescaled with their average fluxes. This unexpected collapse indicates
that the localisation in social communications and human movements
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can be decomposed into two independent factors: one that incorporates
all the distance dependencies and an independent universal function that
captures the inherent popularity-based heterogeneity among different
locations. Following this result, we investigate the correlation between
social and mobility fluxes and show the existence of a power-law scaling
relationship between the two, allowing us to derive one quantity from the
other. This relationship together with the observed data collapse allow
us to derive a new scaling relationship between critical exponents that
characterise spatial dependencies in human mobility and social interac-
tions. Finally, we demonstrate the practical relevance of our results by
accurately predicting the population at risk during an epidemic spread-
ing in which mobility fluxes are estimated from social fluxes using our
rescaling formula.
Related publication — Pierre Deville, Dashun Wang, Chaoming Song,
Nathan Eagle, Vincent D Blondel, and Albert-László Barabási, “Scaling
Identity in Spatial Networks: Connections between Mobility and Social
Interactions”, in: (Under review in PNAS)
Chapter 6: Information retrieval in large-scale publication data
Besides phone call data, publication data represent another valuable
source of information to study social systems. However, the extraction
of meaningful data from publication records is far from trivial as many
ambiguities can be present. In this chapter, we present three distinct
techniques that aim at resolving these issues. In the first part of this
chapter, we address the problem of author name disambiguation. We
present an agglomerative method that can automatically merge articles
associated to a same author by taking advantage of coauthorship, ci-
tation and affiliation information often present in these datasets. We
demonstrate the practical accuracy of our method by disambiguating
about 1,250,000 scientific articles published in 11 physics journals. Fol-
lowing this method, we introduce another technique to disambiguate
geographical traces present in publication data. Using 300,000 affilia-
tions extracted from publication records, we show how this technique
can cluster affiliations associated to a same institution with a high pre-
cision and recall. We close this chapter by presenting a novel approach
to identify publications related to a same particular topic or field. Start-
ing from an initial subset of articles associated to a same field, we show
how the citation flow from or to these articles can be used to iteratively
detect additional articles belonging to that same field. We illustrate the
relevance and accuracy of this approach by identifying all physics arti-
cles present in a datasets containing about 40 million publications.
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Related publication — Roberta Sinatra, Pierre Deville, Dashun Wang,
Michael Szell, and Albert-László Barabási, “A Century of Physics”, in:
(Nature Physics, October 2015)
Chapter 7: Quantifying patterns of scientific success
In science, two measures are often used to evaluate the performance of
an individual: productivity, i.e. the number of papers he/she publishes
over time and impact. i.e. the number of citations associated to his/her
papers . In this study, we investigate the patterns associated to these two
individual aspects by exploring thousands of scientist’s careers through
publication data. We show that productivity gradually improves during
a scientist’s career and remains steady after the publication of his/her
highest impact work. Impact, however, is not characterised by a grad-
ual increase before the publication of highest impact work, nor is more
important after. Rather, we show that the probability for a scientist
to publish his/her highest impact work is uniform over his entire ca-
reer, demonstrating the unpredictability associated to highly successful
works. We also show that high impact scientists, i.e. individuals who
published a very successful work, maintain a career of elevated perfor-
mance both in terms of productivity and impact. This last observation
raises several important questions which we discuss to close this chapter.
Related publication— Roberta Sinatra, Dashun Wang, Pierre Dev-
ille, Chaoming Song, and Albert-Laszlo Barabasi, “Scientific impact:
the story of your big hit”, in: (Under review in Science)
Chapter 8: Impact of mobility on scientific success
Affiliations present in publication data constitutes an interesting and
valuable information for research. In this chapter, we track affiliation
information from publications to reconstruct career trajectories of indi-
vidual scientists over decades. We show that career movements are com-
mon yet infrequent. Most people move only once or twice, and usually
in the early stage of their career. We also show that career movements
are affected by geography. The distance covered by the move can be
approximated with a power law distribution, indicating that most move-
ments are local and moving to faraway locations is less probable. We
also observe a high degree of stratification in career movements. People
from elite institutions are more likely to move to other elite institutions,
whereas people from lower rank institutions are more likely to move to
places with similar ranks. We further confirm that the observed strat-
ification is robust against the change in individual performance before
10
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and after the move. When cross-group movement occurs, we show that
while going from elite to lower-rank institutions on average results in a
modest decrease in scientific impact, transitioning into elite institutions,
does not result in gain in impact.
Related publication — Pierre Deville, Dashun Wang, Roberta Sina-
tra, Chaoming Song, Vincent D Blondel, and Albert-László Barabási,
“Career on the move: geography, stratification, and scientific impact”,
in: Scientific reports 4 (2014)
1.3 Non-related publications and conference pro-
ceedings
We list hereunder the different publications and conference proceedings
that are not directly associated to a particular chapter in this thesis.
However, these publications are well in line with the subjects developed
in this work.
• Vincent D Blondel, Markus Esch, Connie Chan, Fabrice Clerot,
Pierre Deville, Etienne Huens, Frédéric Morlot, Zbigniew Smoreda,
and Cezary Ziemlicki, “Data for Development: the D4D Chal-
lenge on Mobile Phone Data”, in: arXiv preprint arXiv:1210.0137
(2012)
• Vedran Sekara, Roberta Sinatra, Pierre Deville, Sebastian Ahn-
ert, Albert-László Barabási, and Sune Lehmann, “The chaperone
phenomenon in science”, in: (in preparation)
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Chapter 2
Analysis of large-scale
social data
In this chapter, we introduce some of the most important advances made
recently in the study of large-scale datasets that capture human activ-
ities. We first review major studies that exploited geographical traces
present in these data and which provided the most important advances
in the understanding, modelling and prediction of human mobility pat-
terns. We then survey contributions that uncovered the role of space on
social communications and that investigated the basic mechanisms of
success, both by exploiting social interactions existing in these datasets.
2.1 Introduction
Over the last few years, we have witnessed a remarkable increase in both
the scale and scope of social and behavioral data available to researchers.
This increasing availability of data capturing activities of individuals
enabled an entirely new scientific approach for social analysis [14, 15].
Indeed, with the development of computational and storage abilities,
it is now possible for scientists to manage and manipulate such large
data to understand, model and predict human behaviour in society in
an unprecedented way.
This new data-driven approach to study social phenomena through
advanced computations is truly interdisciplinary. It involves not only
social and behavioural scientists but also computer scientists, mathe-
maticians and physicists. This interdisciplinarity is a key element in
its development as traditional tools of social sciences are not sufficient
to develop innovative models of the target phenomena. Indeed, unlike
biologists or physicists who can measure precisely movements of objects
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or behaviours of cells, sociologists often relied on case studies or sur-
veys characterised by incomplete datasets drawn from small samples of
the population. These studies, based on stereotypes and averages, were
subject to several limitations and potential pitfalls such as their lack of
representativeness and independence as well as selection biases [67–70].
The advent of the digital universe can remedy theses lack of empirical
rigour and shortcomings as data that flows through social media, mo-
bile phone, credit cards, search engines, digital libraries and gadgets offer
precise and reliable behavioural information of millions, if not billions,
of individuals.
The source and nature of these large-scale behavioural datasets are
manifold. Phone logs, for example, remain one of the main used sources
of behavioural data in science [71]. Not only it allows us to extract social
connections between individuals, but it also contains valuable informa-
tion about location and time of calls, fuelling research on human mobility
[72], urban planning [16–18], spatial communities [26–28], communica-
tion patterns [24, 25] or epidemic spreading [21–23]. The emergence of
smartphones, which embed a growing set of sensors such as GPS, ac-
celerometers, camera or gyroscope, provides another layer of individual
information. Collectively, these sensors are enabling new applications
across a wide range of domains such as transportation [19, 20], envi-
ronmental monitoring [73, 74], social networks [51, 52] or healthcare
[75–77]. An other major source of individual and collective informa-
tion arise from the increasing use of social media. The extraction and
analysis of social connections as well as real-time messages and emails
from these platforms provide not only meaningful understanding about
the emergence of social communities [78, 79] and social contagion [80,
81], but also valuable insights to understand conflicts [82–84], collective
response in case of emergencies [85–87] or success dynamic [53]. Over
the last decade, the rise of digital libraries has offered another valuable
type of data: publication records. Unlike any other sources cited above,
data about scientific publications provide reliable information about in-
dividual careers but also clear measures of individual performance. This
new type of data has fuelled quantitative studies of professional careers
uncovering the topology and mechanisms of scientific collaborations [39,
40, 88], performance [54–57] or scientific mobility [42, 89].
Given the amount of research related to the emergence of large-scale
social and behavioural data, we feel it is important to survey in this
chapter the main scientific contributions related to the topics developed
in this thesis. First, in section 2.2 we will present major studies that
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Figure 2.1: Charles Minard’s map of Napoleon’s disastrous Rus-
sian campaign of 1812. The graphic is notable for its representation in
two dimensions of six types of data: the number of Napoleon’s troops;
distance; temperature; the latitude and longitude; direction of travel;
and location relative to specific dates
exploited geographical and temporal traces to derive mobility patterns
of individuals. In section 2.3, we will survey contributions that exploited
not only spatial and time information but also social interactions present
in large-scale data. In particular, we will first examine research that
investigated the role space play on social interactions and then review
studies that aimed at uncovering social mechanisms behind success.
2.2 Human mobility
Capturing mobility patterns of individuals has alway fascinated scien-
tists. One of the earliest example is certainly the graphic produced by
the engineer and statistician Charles Joseph Minard in the beginning of
the 19th century and which depicted the flow of french soldiers in space
during the disastrous Russian campaign of 1812 (Fig. 2.1). This first
quantitative analysis of population flow remains one of the most famous
study involving numerical mobility data. By meticulously collecting in-
formation about the positions of soldiers over time, Minard produced a
compelling map that convey more information than any written work
or paintings at that time and which perfectly illustrate the futility of
Napoleon’s attempt to invade Russia.
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Since then, the understanding of the basic laws that govern popula-
tion flow and individual mobility remains a central issue for scientists.
Indeed, mobility has been proven to be a key driving force in various do-
mains such as urban planning [16, 90], traffic forecasting [91] and human
migration [92] but also in crucial spatiotemporal phenomena such as the
spread of biological [93, 94] or mobile viruses [22, 95]. In this section,
we will survey some of the main contributions and discoveries related
to human mobility and which took advantage of large-scale spatiotem-
poral data. These contributions will be depicted under three different
subsections: (i) micro-approaches, which focus on the trajectory of an
individual, (ii) macro-approaches, which are concerned with explaining
aggregate migration patterns and finally (iii) applications highlighting
the importance associated to the understanding of human mobility.
Individual mobility patterns
As humans travel on many spatial scales over short periods of time,
direct quantitative assessments of individual human trajectories has al-
ways been difficult in the past. The increasing availability of large-scale
spatiotemporal information, however, offers a way to address this is-
sue. A decade ago, Brockmann et al were among the first to exploit
geographical traces at a very large-scale. By collecting data at online
bill-tracking systems, the authors were able to analyse individual trajec-
tories of about half a million bank notes to infer the statistical properties
of human dispersal [96]. As bank notes are carried by individuals, their
dispersal offers a good proxy for human movements. The authors sug-
gested that these movements were characterised by Lévy statistics and
were best modelled by a continuous-time random walk (CTRW) with
fat-tailed displacements and waiting-time distributions, corroborating
the observation that people tend to travel mostly over short distances
and occasionally over longer ones.
However, as pointed out by Gonzáles et al soon after, bank notes
movements reflect composite motions of more than one individual. As
bills are passed from one person to another, they do not quite capture
individual trajectories. Using mobile phone data, Gonzáles et al were
able to correct this issue by reconstructing time-resolved trajectories of
about 100,000 mobile phone users. While they observed a fat-tailed
distribution of human displacements with power-law decay, corroborat-
ing the observations of Brockmann et al, they showed that individual
mobility exhibits a high degree of temporal and spatial regularities as
users tend to return to a few highly frequented locations [97], contrasting
with the Lévy/CTRW framework previously proposed. More particu-
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larly, they showed that human motions, when rescaled and aligned along
their principal axes, are very similar among individuals and, as a result,
that human mobility can be captured by a single function. Song et
al supported these findings by showing that human traces are barely
random and that the results of the Lévy/CTRW models are in system-
atic contradiction with empirical results [98]. As an alternative, they
introduced a new model that incorporates exploration and preferential
return mechanisms, both unique to human mobility but missing in the
random-walk model. In their model, each time a user decides to move,
he/she is facing two different choices: (i) explore an additional location
not yet visited with a probability decreasing in time or (ii) return to a
location he/she already visited with a probability proportional to the
number of visits the user previously had to that location. This sim-
ple yet self-consistent conceptual framework offers an improvement over
previous modelling efforts. Not only it accounts for the uneven proba-
bility of a user to visit a given location over time but it also captures the
decreasing tendency to visit previously unvisited locations and explains
the ultra-slow diffusion associated to the mobility process.
Even though human activity patterns might appeared to be random,
the recent modelling frameworks suggest that our movements are char-
acterised by a high degree of temporal and spatial regularities. This
raises an important question: To what extent are our individual move-
ments predictable ? To address this question, Song et al looked at 50,000
individual trajectories extracted from mobile phone data and quantified
the interplay between the observed regularities and the randomness of
movements [99]. To do so, they measured the entropy associated to each
individual’s mobility pattern, which captures the degree of predictabil-
ity of a user’s trajectory. They found that the uncertainty in a typical
user’s whereabout is drastically reduced by the spatio-temporal corre-
lation present in the user’s mobility pattern and that users trajectories
hide an unexpectedly high degree of potential predictability. As the
distribution of distances over which users travel on a regular basis are
fat-tailed and thus highly heterogeneous, one would expect to observe
that same characteristic for the predictability. Yet, the authors observed
that the degree of predictability remains constant across the population,
no matter the typical distances covered by users. These results were later
supported by Lu et al who also observed a high predictability of human
movements even under much more extreme conditions and in low-income
settings [100].
Aggregate mobility patterns
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While much research focused on the understanding, the modelling and
the prediction of individual human trajectories, numerous advances re-
lated to aggregate migration patterns of the population have also been
made. Unlike studies on individual trajectories, research on aggregate
mobility data focuses on the flow of individuals from one point to an-
other in a city or a country.
Intuitively, it would seem reasonable to think that the number of
movements between two locations depends on the number of possible
contacts between the two populations characterising both places and on
the distance between them, or more generally on the cost of travelling
from one to the other. One of the first framework that incorporates
these two aspects are Gravity models. Introduced over 60 years ago
in its contemporary form by Zipf [101], this type of model considers
the number of people Tij that moves in between place i and j to be
proportional to some power of the population of the origin (pi) and the
destination (pj) and to decay with the distance between them (ri,j) as
Ti,j ∼
pαi p
β
j
f(rij)
(2.1)
where α and β are adjustable exponents and the deterrence function
f(rij) describes the effect of space and depends on the system studied.
This framework has been shown to predict fluxes in numerous situations.
Balcan et al, for example, applied this framework to model the flow of
commuters at a global scale [102]. By analysing short-scale commuting
flows and long-range airline traffic data, they were able to provide a
global description of commuting patterns which was best-fitted by Eq.
2.1 with sets of exponents varying according to the distance considered.
Other studies include the one from Jung et al who also used one of
the form of the gravity model to describe traffic flows on Korean high-
ways [103] or, similarly, the study of De Montis et al who looked at
inter-urban traffic flows in the region of Sardinia [104]. Other analyses
have also shown that these types of models can not only predict human
mobility fluxes but can also capture other kinds of flows such as bank
notes movements [105], cargo ship movements [106] or even inter-urban
communication flows [24, 107].
Despite the predictive success of gravity models in various studies,
this framework met with considerable objection over the years. One of
the main point of discussion is the use of the euclidean distance in the
deterrence function of Eq. 2.1, which suggests that human movements
follow some universal law constrained by the euclidean distance. Indeed,
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some scientists suggested that there is no direct relationship between
mobility and distance, and that distance is a surrogate for the effect of
intervening opportunities. First introduced by Stouffer [108], this com-
peting theory suggests that the number of movements from an origin to
a destination do not depend on the distance itself but rather depends on
the number of opportunities closer than the destination. Displacements
are thus driven by the accessibility of resources satisfying the objective of
the trip rather than by the distance as in gravity models. This compet-
ing framework has successfully been used in numerous studies to explain
movements of various nature such as migrations [109], work-trip [110],
but also telecommunication flow [111].
More recently, Noulas et al identified a new universal law for urban
mobility derived from the concept of intervening opportunities [112].
By extracting about 35 million human movements within several cities
from a location-based social network, they highlighted the decisive role
of spatial density of places, i.e. opportunities, on urban movements.
By deriving a rank-distance measure that incorporates the spatial dis-
tribution of opportunities, they were able to accurately capture human
displacement patterns in different urban environments, correcting the
observed predictive discrepancies of the gravity models across different
cities [113].
The same year, Simini et al proposed a new model to predict mi-
gration patterns, supporting the results from Noulas et al. Based on
radiation and absorption processes, their model not only incorporates
the spatial distribution of population to correct for the predictive dis-
crepancies of gravity models but is also parameter-free [114]. This lack
of parameters corrects numerous other limitations associated to Eq. 2.1
such as its lack of theoretical guidance for the functional form of f(r)
which can vary according to the system studied or the need for training
data to fit the different parameters [α, β, ...]. Moreover, the model ac-
curately captures mobility and transportation flows from distinct socio-
economic phenomena (hourly travel patterns, migrations, communica-
tion patterns and commodity flows), demonstrating its generality of use
on a wide range of timescales and places.
Applications
As described in the previous paragraphs, numerous researches provided
valuable insights on the way an individual or a group of individuals
moves across space. Beyond the understanding, several studies aimed
at modelling human mobility, documenting the mechanisms and pre-
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dictability of individual movements as well as offering predictive tools
to accurately derive population flow between locations. While these ma-
jor advances might answer several important sociological questions, one
can wonder what applications these spatiotemporal data and modelling
efforts are good for.
The importance of space and mobility patterns appears clearly in the
study of epidemic spreading. In pre-industrial times, human movements
were limited to relatively short distances over time as few travelling
means were available. As a consequence, the spread of disease was thus
mainly a spatial diffusion phenomenon, as confirmed by historical stud-
ies [115], and their propagation could easily be described with simple
scheme [116]. However, our modern societies are sharply contrasting
with this simple picture. As humans now travel on many spatial scales
over short periods of time, epidemiology is growing complex and can-
not be described by pure spatial diffusion. As demonstrated for the
SARS epidemic in 2003 [117] or for the recent Ebola outbreak in 2014
[118], modern epidemics can now quickly propagate to far-reached re-
gions due to fast evolving transportation systems and not only diffuse
out near their origin. Hence, estimates on population mapping, trans-
portation fluxes, population movements on a local and global scale are
key ingredients in current epidemic modelling efforts [102, 116, 119–125]
and human mobility research remains crucial for our understanding of
past and future epidemic behaviour and our capabilities to predict their
evolution.
Studies on human mobility also provide valuable insights for research
on urban planning and traffic forecasting. By using electronic ticketing
system data from London as a proxy for human movements, Roth et al
[126] investigated the structure and organization of the city at an un-
precedented scale. They not only identified and quantified polycentricity
characteristics of London but also unpacked the complex patterns of flow
in the different subcenters, shedding new light on the dense structure
of its centres and providing an initial approach to modelling flows in
urban systems. In an other study, Calabrese et al [127] derived mobil-
ity movements from mobile phone data to understand the correlation
between social events people go to in Boston and their home location.
They found that the type of an event is strongly correlated with and
can be predicted from the distributions of origins of people attending
that event, providing crucial insights for city management and traffic
congestion.
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As mobility traces can be readily monitored to offer temporal popula-
tion estimates in space [128], various applications relying on population
mapping also benefited from advances on human mobility. The analysis
of tourist activity for example can provide valuable information to assess
local economy of places in time [129–131]. Other applications includes
the estimation of distribution of visitors from mobile traces to assess
the evolution of the attractiveness of points of interests in an area [132]
or the collection of spatiotemporal and georeferenced social media data,
such as pictures, to model and to improve knowledge about geographical
areas and to detect temporal trends [133].
2.3 When interactions come into play
As we have seen in the previous section, spatiotemporal data provides
valuable information to derive human mobility laws, fuelling myriads of
applications on social systems. Yet, another type of information remains
important (if not the most important) to understand the complex nature
of social systems: interactions. From professional, friendship or family
ties, to communications, collaborations or citations, interactions are the
fabric of our society. Many studies have highlighted the fundamental
role they play in the understanding, modelling and prediction of social
dynamical systems, leveraged by the emergence of network science tools
[134]. As research on social interactions is extremely vast, we will focus
here on two important aspects relevant to this thesis: (i) the relationship
between space and social interactions and (ii) the social mechanisms be-
hind success.
Interplay between space and social interactions
We have shown in the previous section that space plays an important
role on the way individuals move. As in general human tends to min-
imise their effort [135], it is also reasonable to think that the influence
of space would be reflected on the way we create and maintain social
ties through our social interactions.
As a proxy for social interactions, Lambiotte et al extracted 810
million communications (phone and text messages) between 2.5 millions
users in a mobile phone dataset. As geographical home locations of users
were known, the authors were able to derive the distance associated to
each communication. They observed that the probability P (d) to have
two interacting individuals separated by an euclidean distance d decays
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as P ∼ 1/d2, in line with the idea of the gravity law developed in Eq.
2.1. This result was later supported by Krings et al who measured the
intensity of mobile phone communications between cities and obtained
results consistent with this previous observation.
This decay with distance is not only present in mobile phone commu-
nications but in many others social systems. A decade ago, Liben-Nowell
et al analysed the social network of bloggers in the US and observed a
spatial scaling of P ∼ 1/d for the probability to have friends at euclidean
distance d [136]. This spatial scaling was later confirmed in numerous
studies such as for the density of social network contacts on Facebook
or for volumes of email traffic between cities [137, 138].
Even though the observed spatial scalings may differ depending on
the social system investigated, the influence of distance on the way peo-
ple interact is rather clear as most studies suggest that our friends tend
to be located nearby. Yet, this interplay with space goes beyond friend-
ship. Recently, Pan et al showed that geography was also influencing the
dynamic of science [41]. By assigning scientific articles to geographical
locations, the authors were able to study the effect of distance on cita-
tions but also scientific collaborations. They observed a similar trend
than for friendship as the strength of flow of citations and collaborations
between cities decreases with distance and follows a gravity law.
This strong relationship between social interactions and geography
led scientists to wonder if one could predict one from the other. By in-
tegrating this interplay in a maximum-likelyhood approach, Backstrom
et al proposed an algorithm that predicts the physical location of social-
media users based on the location of his/her friends, obtaining a better
accuracy that standard IP-based methods [138]. Conversely, Crandall
et al as well as Wang et al investigated the ability of geography and
mobility information to infer social ties between people. These studies
showed not only that co-occurrences in space of individuals and their
social ties are strongly correlated but also that mobility measure alone
yield surprising predictive power [139, 140].
Success as a collective phenomena
We usually tend to think about success as an individual, associating it
to novelty or to skills. But success is truly a collective phenomenon
influenced by social interactions. From the size of your audience as an
artist, the number of votes as a politician, the number of citations as
a scientist or total number of views as a youtube video, success truly
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depends on the collective perception people have of you or your work:
for something to be successful, everybody must agree it actually is. If we
accept the collective nature of success, its signature and mechanism can
then be uncovered by studying social systems through the large amount
of data now available.
One of the main features of successes in our current society such
as hit-songs, best-selling books or nobel papers is the order of magni-
tude there is between their success and the average [141–143]. Social
scientists often attribute this inequality in cultural markets to social in-
fluence. Indeed, as individuals are now facing an overwhelming number
of choices in these markets, with almost no information about them,
their choices are likely to settle on already successful items [144], mim-
icking but also trusting choices made by other individuals [145]. This
effect can also often be reinforced by structural characteristics in these
systems; populars book are likely to be more visible in a library, famous
politicians will appear more often on the news or highly cited papers
will appear on top of google scholar search results. Both these individ-
ual and structural factors tend to make successful objects or people even
more successful, leading to a cumulative advantage and increasing the
disparities between them.
A large body of research has been dedicated to the understanding
of this cumulative advantage present in many systems. This charac-
teristic has been studied in a variety of fields and under a variety of
names: "increasing return" in economics [146], "Matthew effect" and
"success-breeds-success" in sociology [147], or "preferential attachment"
in complex networks [148]. One of the major large-scale studies that
suggested the existence of this effect in many complex systems was pro-
duced by Barabási et al. By analysing large databases describing the
topology of networks in a wide range of fields such as the World Wide
Web or citation patterns, the authors observed that all of them where
characterised by a scale-free state, i.e. the probability for a element in
these systems to be connected with k other elements decays as a power-
law [148]. To explain this scaling characteristic, the authors successfully
introduced a model that incorporates the notion of cumulative advan-
tage: when a new element enters the system, it is more likely to connect
to popular elements, i.e. elements that already have many connections.
This observation has since been shown to characterise a wide range of
areas, offering tangible proofs for the origin of the social and economical
disparities present in many competitive systems [149–151].
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This notion of cumulative advantage was later investigated by Pe-
tersen et al who introduced a model that quantitatively incorporates cu-
mulative advantage mechanisms to describe career development. They
validated their model on the careers of 400,000 scientists extracted from
six different journals and 20,000 athletes in four sport leagues, demon-
strating that longevity and past success of an individual lead to a cu-
mulative advantage in further developing his or her career. Van de Rijt
et al also supported this cumulative advantage effect by quantifying the
"success-breeds-success" dynamic in different reward systems. To do so,
they constructed an experiment on four naturally occurring systems rep-
resenting distinct form of personal success: endorsement, financial gain,
social status, and social support. In their experiment, they randomly
selected individuals and gave them an early artificial contribution of suc-
cess. In the four distinct systems, they observed a significant increase in
rewards for individuals who received an early contribution. But at the
same time, they also observed a decreasing marginal return of success,
suggesting that this noticeable social feedback might be bounded.
While these studies have been successful in understanding the un-
derlying mechanisms of success and popularity dynamics, most of them
lack any predictive power for the success dynamic of individual items.
As suggested by Watts et al, this inability to predict individual out-
comes does not necessarily come from a lack of competence, but could
simply originate from the inherent impossibility of the task [58]. To sup-
port this theory, the authors constructed a website where people could
choose, listen and rate musics and where the social influence could be
controlled. By analysing the behaviour of nearly 30,000 users they found
support for their idea and showed that social influence at a micro level
led to high unpredictability at macro level, which could explain the diffi-
culty to capture future success or popularity of individual items in many
systems.
Despite these limitations, we have witnessed over the last few years
a rapid escalation of interest towards individual success, fuelled by the
increasing availability of finer-grained data. While scientists usually
investigated the phenomenon with respect to their own field, it now
engages social scientists, computer scientists, economists, physicists, and
mathematicians alike in a large variety of area.
This revival of interest is particularly pronounced for research that
focuses on the understanding of the scientific enterprise. As the success
of an article (or a scientist) is often measure through its impact, i.e.
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the number of citations it acquires over time, the emergence of accurate
individual data from digital libraries as well as the increasing computa-
tional capabilities have recently offered an unprecedented opportunity
for scientists to understand the mechanisms of success for individuals or
individual papers.
By extracting accurate data about 400,000 scientific articles from
1883 to 2012 as well as their citations over time, Wang et al recently
developed a mechanistic model that for the first time accurately captures
the citation dynamics of papers. Not only their model uncovers the basic
mechanisms that govern scientific impact, but it also predicts accurately
the temporal success of individual papers.
A few months later, Servia-Rodriguez et al investigated scientific suc-
cess evolution with respect to co-authorship. Interestingly, the observed
a strong interplay between the two: successful scientists tend to play
a central role in the co-authorship network, supporting the idea that
collaborations play a fundamental role on individual success. At the
same time, Sarigol et al also investigated the interplay between success
of individual papers and their social dimension captured by collabora-
tions. Not only they also observed a strong dependence between the two
aspects, but they also highlighted the power of collaborations to predict
future individual success.
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Social interactions and
human mobility
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Chapter 3
Dynamic population
mapping
In this chapter, we address the issue of dynamic population mapping by
investigating the extent to which phone call activities provide reliable
estimates of population densities. First, we introduce the mobile phone
datasets that are used to derive the spatial activities of individuals. Sec-
ond, we present a method that can cost-effectively provide accurate and
detailed maps of population distributions over large geographical regions
based on the collected mobile phone data. Third, we evaluate the stabil-
ity of the method and quantify its robustness as well as its extrapolation
capacity to map population in data-scarce countries. Finally, we show
the potential of our approach to derive population movements based on
temporal variations of population densities and discuss its applications
in low-income countries. This chapter is largely based on the research
of P. Deville et al [59].
3.1 Introduction
Our knowledge of human population numbers and distribution for many
areas of the world remains poor [29], despite their importance for pol-
icy [30, 31], operational decisions [32] and research [33–35] across many
fields. In the 1990s, a growing interest in the global mapping of human
populations emerged [152, 153], leading to the advanced development of
methodologies that undertake the spatial downscaling of human popu-
lation count data from censuses summarized over large and irregular ad-
ministrative units to grid squares of 100m-5km resolution [154–160]. Ini-
tial efforts to downscale these data used simple areal weighting methods
[154, 161] or dasymetric modeling approaches [157–159], which use ancil-
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lary layers to redistribute population counts within administrative units
[162]. Modeling techniques that spatially downscale population num-
bers into gridded datasets continue to be refined, with basic dasymetric
models increasing in sophistication, incorporating multi-scale remotely-
sensed and geospatial data and making improvements in the type of
statistical algorithms used in the modeling process [163–165]. These de-
tailed population databases have been proven to be crucial for studies
reliant on information about human population distributions, typically
for calculating populations at risk of human or natural disasters [166–
168], to assess vulnerabilities [35, 169] or to derive health and develop-
ment indicators [31, 33, 170, 171]. However, despite improvements these
data still have many limitations.
Regardless of how sophisticated these methods are, they remain
largely constrained by population count data from censuses that form
the basis for the estimation of population distributions across large areas
[154–161]. While increasing usage of global positioning and geographical
information system technologies has supported the improved collection
of census data and their processing, censuses remain an infrequent and
expensive source of detailed population data. Moreover, for many low-
income countries, the unreliability of estimates, low spatial resolution
and complete lack of contemporary data represent further limitations.
These restrictions mean that the latest health indicators or estimates
of populations at risk can often be based on outdated and coarse input
population data [170, 172, 173], a particularly restrictive feature when
accurate contemporary numbers may be required for disaster impact
assessments, epidemic modeling or conflict relief planning. Human pop-
ulations are dynamic, moving daily, seasonally and annually, resulting
in rapidly changing densities. Attempts have been made to model and
map these dynamics for high-income countries [164, 174], but the data
streams upon which such models are based are currently unavailable for
most of the world, particularly resource poor regions.
In this chapter, we show how the proliferation of mobile phones
(MPs) offers an unprecedented solution to this data gap. The global
MP penetration rate (i.e. the percentage of active MP subscriptions
within the population) reached 96% in 2014 [175]. In developed coun-
tries, the number of MP subscribers has surpassed the total population,
with a penetration rate now reaching 121%, while in developing countries
it is as high as 90%, and continuing to rise [175]. These data provided
by communication tools are opening up new opportunities for studying
socio-spatial behaviors [14, 65, 176, 177]. MP call detail records have
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been used in the past for studying human mobility patterns at the indi-
vidual level [97, 99, 178] or for mapping human movements and activities
using aggregated data [16–18, 179, 180]. Most of these studies have fo-
cused on specific cities or city neighborhoods or groups, and were aimed
at understanding traffic flows [179], mapping the intensity of human
activities at different times [17, 18, 180] or exploring seasonality in for-
eign tourist numbers and destinations [129, 130]. Population movement
analyses based on MP data are particularly promising for improving
responses to disasters [100, 181] and for planning malaria elimination
strategies [125, 182, 183]. However, to date, these data have not been
assessed in their capacity to map human population at fine spatial and
temporal resolutions over large geographical extents.
Using Portugal and France as case studies, we examine how aggre-
gated MP data could be used efficiently to map population distributions
at the country scale. We then assess how such predictions compare to
existing state-of-the-art downscaling methods. Next, we quantify the
robustness of our methodology over social groups and regions and its
extrapolation capacity in order to facilitate widespread use. We then
show that this approach can reveal unmeasurable patterns in space and
time. Finally, we end this chapter with a discussion on how our method-
ology relates to privacy and data access concerns.
3.2 Data description
This section describes the two main types of data sources exploited in
this chapter. First, we present the mobile phone datasets used to de-
rive population density estimates in two distinct countries. Second, we
describe census data which provide a baseline to calibrate the method
developed in the chapter as well as to assess its accuracy.
Mobile phone data MP networks are composed of cells, i.e. geo-
graphic zones around a mobile phone tower (Fig 3.1). Each MP com-
munication can be located by identifying the geographic coordinates
of its transmitting tower and the associated cell. This network-based
positioning method is simple to implement and its accuracy directly de-
pends upon the network structure; the higher the density of towers, the
higher the precision of the MP communication geo-localization [184].
Records detailing the time and associated cell of calls from anonymous
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users therefore provide a valuable indicator of human presence. Two
large datasets of MP calls obtained from major operators in Portugal
and France were used as proxies for population activity in the countries.
The two datasets cover the following periods: July 2006 to August 2006
and November 2006 to June 2007 (10 months) for Portugal and May
2005 to October 2007 (5 months) for France. Both datasets contain
more than a billion calls from 2 million users in Portugal ( 20% of the
total population) and 17 million users in France ( 30% of the total popu-
lation). According to the operators, their penetration rates were uniform
over the country at that time. Only calls were considered; text messages
were excluded. Phone calls corresponding to MP contracts from compa-
nies were excluded as well from both datasets in order to include only
MP contracts of individuals. For each call, the originating and receiving
towers and the day when the call was made were obtained. The time
when the call was made and a user identifier were available for Portugal
only. Phone call data from Portugal are used to illustrate the accuracy,
overall stability and the dynamic aspect of the presented method while
data from France are only used to assess its extrapolation capacity and
its dynamic aspect as well.
Census data Census population data were obtained from the Na-
tional Institute of Statistics of Portugal for the year 2011 [185] and from
the National Institute of Statistics and Economic Studies of France for
the year 2007 [186]. Census population data were matched to adminis-
trative units using identifier codes. For both countries, the finest avail-
able administrative unit level was used (ADM-5), which corresponds
to Freguesias in Portugal (n = 2,882) and Communes in France (n
= 36,610). The spatial resolution of administrative units is similar in
France and Portugal, with average spatial resolutions (i.e. square root
of the land area divided by the number of administrative units) of 3.9
km and 5.6 km, respectively.
3.3 Population mapping methods
In this section, we introduce a mapping method based on mobile phone
data (MP method). To evaluate its accuracy, we present a state-of-the-
art mapping method which is based on a dasymetric modeling approach
and incorporates a wide range of remotely-sensed and geospatial data
(RS method). We then discuss and compare the accuracy of both meth-
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Figure 3.1: Mobile phone tower maps. Map of Voronoi cells corre-
sponding to mobile phone towers in (A) France and (B) Portugal
ods as well as introduce a third method that combines the two different
approaches.
Population mapping using mobile phone data
As described previously, MP networks are composed of cells, i.e. geo-
graphic zones around a mobile phone tower. For each tower j, the total
number of different users Tj that made or received phone calls from/to
that tower is known. When one makes a phone call, the network usually
identifies nearby towers and connects with the closest one [187]. The
coverage area of a tower j can thus be approximated using a Voronoi-
like tessellation [188] (Fig 3.1). The Voronoi polygon associated with
tower j is denoted vj . The MP user density of the polygon vj , denoted
as σvj , is then equal to Tj/Avj where Avj is the area of the Voronoi
polygon corresponding to tower j.
The estimation of the population density for an administrative unit
ci based on the MP user density σvj is a two-step method. First, the
MP user density σci for ci is computed with the following equation:
σci =
1
Aci
∑
vj
σvjAci∩vj (3.1)
where Aci is the area of administrative unit ci and Aci∩vj is the in-
tersection area of ci and the Voronoi polygon vj . An illustration of how
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the MP user density is estimated for an administrative unit is given in
Figure 3.2.A. Secondly, MP user density values σci assigned to each ad-
ministrative unit are compared with baseline census-derived population
densities available in a training set, denoted as ρci . The approach is
modelled as follows:
ρc = ασβc (3.2)
where ρc = [ρc1 , ρc2 , . . . , ρcn ] and σc = [σc1 , σc2 , . . . , σcm ]. The pa-
rameter α represents the scale ratio and β the super linear effect of
population density ρc on the MP user density σc. This can be trans-
formed to log(ρc) = log(α)+βlog(σc), where a standard linear regression
model with population-weighted least squares is applied to estimate the
two parameters α and β. Population density estimates ρˆc of all ad-
ministrative units can then be derived using Eq. 3.2. The population
densities ρˆc are then adjusted to make the total estimated population,
Pˆ = ∑i ρˆci , match the census-derived national population P :
ρˆc =
P
Pˆ
ασβc (3.3)
While the density of MP users is chosen here as input to estimate
the population density in an area, it is important to note that other
quantities such as the MP call density can be used as well. The preci-
sion and stability impact of choosing the MP user density over the MP
call density over different time windows is discussed in the next section.
Population mapping using landcover and geospatial data
Recently, a new modelling method has been developed by the WorldPop
project [189]. The aim of this method is to generate gridded predic-
tions, i.e. pixels, of population density at ≈ 100m spatial resolution.
To do so, two types of spatial information are used in input: (i) land
cover data which categorise the type of landscape, e.g. urban, indus-
trial, herbaceous, water areas or even elevation, and (ii) geospatial data
such as distance to roads, villages, railways, schools or hospitals. A ma-
chine learning technique, incorporating these spatial variables as well
as a training set of census data, is then used to associate an estimated
population weight to each pixel. An illustration of such a weight layer
is given in Fig. 3.2B. Given this estimated weight layer, the total popu-
lation in the country is then redistributed into pixels according to their
associated weight as follow
ρˆRSi =
wi∑
j wj
P
Ai
(3.4)
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Figure 3.2: Illustration of MP and RS methods (A) Illustration of
the MP method, where Voronoi polygons are built based on the spatial
configuration of MP towers. The MP user density (or call density) of an
area (red polygon) is derived from the proportion of Voronoi polygons
intersecting that area, as described in Eq. 3.1. (B) Illustration of the
RS method, where a relative weight is assigned to each pixel according
to its environmental and infrastructural characteristics. The estimated
population density of a commune (red polygon) is given by the average
population density of pixels that fall within the commune.
where ρˆRSi is the population density in pixel i, wi is the weight associ-
ated to pixel i, P is the total population in the country and Ai is the
area associated to pixel i. As illustrated in Figure 3.2B, the estimated
population density of a commune (red polygon) is then simply given by
the average population density of pixels ρˆRS that fall within the com-
mune.
Comparison of mapping accuracy
The ability of the MP data-based approach to accurately downscale cen-
sus population data is compared to that of the RS method for Portugal.
For comparative purposes, the same spatially-stratified training dataset
(Norte region) was used to estimate nighttime population densities us-
ing both the MP and RS methods. Fig. 3.3 shows the nighttime maps
produced for Portugal using the MP (Fig. 3.3B,E) and the RS methods
(Fig. 3.3C,F), compared to baseline census-derived population densities
(Fig. 3.3A,D). At the national scale, both methods show similar spatial
patterns that match baseline data, with major cities being clearly identi-
fiable (Fig. 3.3A-C). However, the close-up on the capital city of Lisbon
highlights clear differences in estimated population densities visible at
finer spatial scales (Fig. 3.3D-F). The spatial detail of the MP method
relies on the density of towers, which is substantially higher in urban ar-
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Figure 3.3: Comparison of predicted population density datasets
with baseline data for mainland Portugal. (A) Population den-
sity as calculated from the national census at Administrative unit level
5 (ADM-5; freguesia), (B) population density at the level of Voronoi
polygons, as estimated by the MP method, and (C) population density
at the level of 100 x 100 m grid squares, as estimated by the RS method.
(D)-(F) show close-ups around the capital city Lisbon.
eas, whereas the spatial detail of the RS method depends on the spatial
resolution of the geospatial datasets used in the mapping process, which
often do not capture intra-urban variations.
Precision and accuracy statistics, including the Pearson product-
moment correlation coefficient (r) and root mean squared error (RMSE),
are calculated to compare the performance of the MP and RS downscal-
ing methods, using the baseline census-derived population densities as
reference (Fig. 3.4). The wider cloud observed for the MP method
(Fig. 3.4A) indicates a lower precision, especially in low-density areas,
and the RS method tends to overestimate population densities in low-
density areas and underestimate in high-density areas (Fig. 3.4B). Glob-
ally, the RS method is found to be more precise than the MP method
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Figure 3.4: Accuracy of MP and RS methods. Relation between
baseline and estimated population densities using (A) the MP method
and (B) the RS method. (C) RMSEs normalized by the average popu-
lation density of intervals, for the MP (blue) and RS (red) methods, on
a logarithmic scale. The shaded area represents the absolute population
count per interval. Both methods were calibrated on the Norte region
(n = 1, 425) and their accuracy was assessed on the rest of the country
(n = 1, 457)
(rMP = 0.89; rRS = 0.92). Fig. 3.4C shows how the normalized RMSE
of both methods decreases with population density. RMSE values are
always higher for the MP than the RS method, except in high-density
areas. Overall however, the MP method is found to be slightly more ac-
curate than the RS method (RMSEMP = 796; RMSERS = 850), given
the importance of densely-populated areas in the RMSE calculation.
Combination of MP and RS methods
In order to optimize both spatial and temporal resolutions, the MP
method can be combined with the RS approach described above. In a
first step, we estimate the nighttime population of each Voronoi polygon
vj that corresponds to the coverage area of tower j using the MP method.
Then, the population of vj is disaggregated to ≈ 100m grid squares us-
ing the Random Forest approach developed for the RS method. The
combination of both methods (COMB) captures the spatial details re-
sulting from the RS method, especially in more rural areas where the
density of MP towers is low. It also captures the spatial details re-
sulting from the MP method, especially in urban areas where the dis-
tance between MP towers is often finer than the spatial resolution of
the geospatial datasets used in the RS method (Fig. 3.5). Here we
used the same training (Norte region) and evaluation datasets as in Fig-
ure 3.3 and extracted accuracy statistics. An overall higher accuracy is
achieved with the COMB method compared to the MP and RS methods
(RMSEMP = 796; RMSERS = 850 and RMSECOMB = 684), while
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Figure 3.5: Accuracy of the COMB method. Population density
at 100 x 100 m spatial resolution, as estimated by the combination of
the MP and RS methods: (A) mainland Portugal with (B) close-up
around the capital city Lisbon. (C) RMSEs normalized by the average
population density of intervals, for the MP (blue), RS (red) and COMB
methods (green). To aid visualisation, RMSEs are plotted on a logarith-
mic scale. The grey line represents the absolute population summed by
population density intervals.
the overall precision is identical to the MP method but lower than the RS
method (rMP = 0.89, rRS = 0.92 and rCOMB = 0.89). Even though the
RMSE is lower than the RS and MP methods for the COMB method
in densely populated areas, Fig. 3.5 shows that the COMB method
produces less accurate results for a large part of the lower population
density classes.
3.4 Stability analysis of the parameters
Understanding and quantifying the stability of the estimated parameters
α and β is important for the MP method to be applied elsewhere. As
outlined in Eq. 3.2, α and β are estimated by using a linear regression
on training data to model the relation between MP user density (or MP
call density) and population density in each commune. The parameter
α represents the ratio between MP user density (or MP call density) and
population density, which is adjusted using the census-derived national
population. The parameter β reflects the super linear effect of densely
populated areas on human activities. Choosing one particular training
set over another can thus lead to different estimations of the parame-
ters as different human behaviours or penetration rates can be observed
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across regions [190].
Two types of cross-validation procedures are presented here: a stan-
dard and a spatially-stratified cross-validation procedure. The range of
values obtained for α and β is then used to test the sensitivity of popu-
lation density estimations to these parameters.
Cross-validation procedures
In the standard cross-validation procedure, 30% of administrative units
are randomly sampled and used as a training set to derive α and β co-
efficients. Accuracy assessment statistics (correlation r and RMSE) are
calculated on the independent evaluation set consisting of the remain-
ing 70% of administrative units. The sampling is repeated 1, 000 times
in order to provide an assessment of the variability of parameters and
accuracy statistics.
Because training and evaluation records are selected at random from
the dataset, and population densities are spatially correlated, even a
model with poor extrapolation ability may appear to predict well when
measured in this way. The ability of a model to make accurate ex-
trapolated predictions in new locations would be better measured by
performing a spatially-stratified cross-validation where training and test
sets are sampled from geographically distinct regions [191].
We carry out a spatially-stratified cross-validation procedure by as-
signing administrative units to either the training or evaluation datasets
according to whether they fall inside (training) or outside (evaluation)
a disc of radius 100 km. Discs are placed at random, centred on the
location of an administrative unit, subject to the constraint that the
training and evaluation sets contain at least 865 administrative units
(30% of the total number of administrative units in Portugal). Below
this threshold, the disc radius is iteratively increased or decreased by
steps of 10 km until the minimum is reached. This constraint ensures
that sufficient data are available to adequately train the model and to
evaluate its predictive capacity. The disc-fold validation procedure is
implemented in R [192] using code adapted from the sperrorest package
[193]. This disc-fold validation procedure is repeated 1, 000 times for
each model run, and accuracy assessments are computed (correlation r
and RMSE).
Variability of α and β according to the cross-validation pro-
cedure
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Figure 3.6: Coefficient variability according to validation proce-
dures. (A) Alpha and (B) beta coefficients estimated using randomly
sampled and spatially-stratified training datasets
A best-fit estimate of 62.95 ± 2.48 is found for the parameter α when
using a random cross-validation procedure, while this estimate becomes
69.11±10.49 when using a spatially-stratified cross-validation procedure
(Fig. 3.6A). The parameter β, which captures the super linear effect that
may exist between population density and MP user density, is estimated
to 0.803 ± 0.015 when using a standard cross-validation procedure and
0.767±0.055 when using a spatially-stratified cross-validation procedure
(Fig. 3.6B).
While the random sampling used in the standard cross-validation
procedure has the advantages of removing any cultural or economic bias
existing between different geographical regions and limiting spatial auto-
correlation problems in the data, the spatially-stratified cross-validation
procedure enables reproduction of the initial conditions typically faced
by a population distribution modeller when applying a model to a data-
scarce country where detailed population data are only available for
one region and the model therefore needs to be extrapolated to a geo-
graphically different region. In terms of accuracy of population density
estimations, our analysis shows that the choice of a particular geograph-
ical region over another as training data may induce larger variations
in global RMSE (686 ± 173) than the use of a random sample of data
for training (574± 42) (Fig. 3.7B). Differences in correlation coefficient
variations between standard and spatially-stratified cross-validation pro-
cedures are less significant, with values of 0.873±0.011 and 0.885±0.011,
respectively (Fig. 3.7A).
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Figure 3.7: Accuracy according to validation procedures. (A)
Correlation coefficients and (B) RMSEs calculated using randomly sam-
pled and spatially-stratified evaluation datasets
When detailed training data exist for calibration, errors can be re-
duced by choosing a training dataset (i) representative of the larger
area to be mapped and (ii) representing a large diversity of population
densities. In addition, when allowed by the data, calculating different β
coefficients for different regions or different population subgroups should
be considered.
Sensitivity of population estimates with respect to α and β
Now that we have a better idea of how α and β values vary accord-
ing to the training dataset used (Fig. 3.6), it is important to test the
sensitivity of population density estimates with respect to the value of
these parameters. While the variability of α might seem important, its
impact on population density estimations is null, since this parameter
is corrected automatically to match the total population of the country
(Eq. 3.3). This is confirmed in Figs. 3.8A and 3.8C : when artificially
changing the value of α (within the maximum range identified in Fig.
3.6: 50-90), both the RMSE and the correlation coefficient r remain
constant.
Unlike α, the sensitivity analysis shows a clear influence of β on
the RMSE and r (Figs. 3.8B and 3.8D). A low value of the parameter
β means that a proportionally lower population density is assigned to
high-density areas compared to low-density areas, which can create large
discrepancies in population density estimations, with overestimated pop-
ulation densities in rural areas and underestimated population densities
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Figure 3.8: Influence of coefficients on accuracy. Influence of α
and β parameters on the global RMSE and correlation coefficients
in urban areas. A large value of β results in the opposite effect: overesti-
mation of densely populated areas and underestimation of low populated
areas, resulting in an increasing global RMSE. In Figs. 3.8B and 3.8D,
β values range between 0.69 and 0.86 (maximum range identified in pre-
vious section). When using values of β within the confidence interval of
0.77 ± 0.055 obtained with the spatially-stratified cross-validation pro-
cedure described above, RMSE values range between 565 and 655 (15%
increase) and r ranges between 0.88 and 0.854.
3.5 Flexibility and extrapolation capacity
So far, we estimated population densities from night-time MP user den-
sities. However, other types of input data derived from MP calls can
be used as well. In this section, we present a collection of analyses per-
formed to test the flexibility of the MP method in terms of input data
used, the impact of potential socio-economical bias and the extrapola-
tion capacity of the method to other countries. First, we test the ability
of the density of phone towers, the density of daily-aggregated data and
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Figure 3.9: Distribution of MP towers. Spatial distribution of MP
towers (A) in Portugal, with (B) close-up around the capital city Lis-
bon. Census-derived population densities are shown in background.
the density of MP calls to accurately estimate population densities. Sec-
ond, we measure the spatio-temporal variability in phone usage among
the mobile phone users and discuss its potential bias on the MP method.
Finally, we discuss the extrapolation capacity of the method by applying
it to a different country (France).
Density of MP towers
The density of MP towers by administrative unit, denoted by tci , is
computed with the following equation:
tci =
1
Aci
∑
vj
tvjAci∩vj (3.5)
where Aci is the area of administrative unit ci, Aci∪vi is the intersection
area of commune ci and the Voronoi polygon vj , and tvj is the MP tower
density of Voronoi cell vj , i.e. 1/Avj . In Portugal, the density of MP
towers is highly correlated to census-derived population densities (r =
0.794), which suggests that using only the density of MP towers would
already provide reasonable population density estimates (Fig. 3.9).
Here we compare population mapping accuracies when using the MP
method, but using the density of MP towers instead of the density of
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Figure 3.10: Mapping accuracy associated to MP tower den-
sity. (A) Correlation coefficients and (B) RMSEs calculated using the
density of phone towers and the density of users (Rd = standard cross-
validation procedure; Sp = spatially-stratified cross-validation proce-
dure).
nighttime MP users as input data. Results show that population density
estimates are significantly less accurate when using the density of MP
towers (Fig. 3.10), with maximum RMSE values being particularly high
(> 3, 100) when using a spatially-stratified cross-validation procedure.
In addition, the use of MP towers alone does not allow any dynamic
mapping over time.
Daily aggregated data and density of MP calls
The accuracy of the RS method presented in section 3.3 was illustrated
with the density of different MP users during the night (8 p.m. to 7 a.m.)
as input data. However, network providers do not always provide users’
identifiers and the time of phone calls as such details might endanger
users privacy. We therefore compute the precision and accuracy of (i)
population density estimates obtained from daily-aggregated data com-
pared to nighttime data and (ii) population density estimates derived
from MP calls compared to MP user counts. The goal is to evaluate the
ability of very basic and fully anonymized MP data to predict human
population densities (Figs. 3.11 and 3.12).
Statistical analyses including the analysis of variance and Tukey’s
honest significant difference tests are performed to test for differences
between the different datasets used as input data (see Appendix A for
more details on these tests).
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Even if the density of calls and the density of users are very highly
correlated in Portugal (r = 0.99), results show that population density
estimates produced using the density of users are generally more precise
and accurate than estimates produced from the density of calls (Fig.
3.11CD). However, non-significant differences in RMSE are observed
between nighttime calls (CALL NIGHT) and nighttime users (USER
NIGHT) (qt = 2.62; p = 0.24) (Fig. 3.11D), suggesting that, during the
night, using the density of calls instead of the density of users does not
impact significantly the accuracy of population density estimates and
that the number of calls per user is relatively stable during the night.
Note that the we reach the same conclusion when using a spatially-
stratified procedure (Fig. 3.12CD).
Results also show that population density estimates produced using
nighttime data were significantly more precise and accurate than esti-
mates produced from daily-aggregated data, with r and RMSE statis-
tics being significantly different (p<0.001, Fig. 3.11CD). However, the
accuracy assessment was done using census-derived nighttime data as a
reference, which is not entirely appropriate. For a more precise accuracy
assessment, we would need daytime census data as a reference. Never-
theless, the estimated β values between both day/night and call/user
data are very close (Figs. 3.11B), which suggests a minimal impact on
predicted population densities. When available MP data only include
the daily-aggregated number of phone calls (without information on the
number of users or on the calling time), as is the case in France, the
daily-aggregated number of phone calls can reasonably replace the num-
ber of users per night, as long as phone usage behaviors are relatively
stable across space and time. The spatio-temporal variability in phone
usage is assessed hereafter for Portugal.
Spatio-temporal variability in phone usage
In order to assess the variability of phone usage behavior in time and
space, MP users are divided into three distinct profiles, each containing
about a third of the total number of users (Fig. 3.13). The profiles
are based on the number of phone calls they performed at night during
the studied period of 242 days: (i) type 1 corresponding to low-activity
users with less than 13 calls (0.054 per night), (ii) type 2 correspond-
ing to medium-activity users with number of calls between 13 and 68
([0.054, 0.28] per night), (iii) type 3 corresponding to high-activity users
with more than 68 calls (0.28 per night). We then analyse how the pro-
portion of users of type 1, type 2 and type 3 vary both in time (Figs.
3.14 and 3.15) and in space (Figs. 3.16, 3.17 and 3.18).
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Figure 3.11: Variability and accuracy associated to different in-
put data for standard cross validation procedure. (A) Alpha,
(B) beta, (C) correlation coefficient and (D) RMSE calculated when
using (i) daily-aggregated calls (CALL DAY), (ii) daily-aggregated users
(USER DAY), (iii) nighttime calls (CALL NIGHT) and (iv) nighttime
users (USER NIGHT), with a standard cross-validation procedure.
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Figure 3.12: Variability and accuracy associated to different in-
put data for spatially-stratified cross validation procedure. (A)
Alpha, (B) beta, (C) correlation coefficient and (D) RMSE calculated
when using (i) daily-aggregated calls (CALL DAY), (ii) daily-aggregated
users (USER DAY), (iii) nighttime calls (CALL NIGHT) and (iv) night-
time users (USER NIGHT), with a spatially-stratified cross-validation
procedure.
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Figure 3.13: User profiles. Probability Density Function of total num-
ber of night phone calls per user. Mobile phone users are divided into
three distinct profiles, each containing a third of the users: low-activity
users (Type 1), medium-activity users (Type 2) and high-activity users
(Type 3).
Results show that the proportion of each profile is stable over the
week (Fig. 3.14), but less over the day (Fig. 3.15). Indeed, we observe
that the proportion of high-activity users (type 3) is lower during the day
than during the night while the proportion of low and medium-activity
users (types 1 and 2) is higher during the day than the night. Consider-
ing day-time and night-time data separately, as we do in our manuscript,
is thus important in order to study users with stable behaviors.
To analyze the variability in the proportion of users of type 1, type 2
and type 3 in space, we used three variables that are spatially clustered:
the population density (Fig. 3.16), the unemployement rate (Fig. 3.17)
and the percentage of people who hold a higher education degree (Fig.
3.18). These data were obtained from the National Institute of Statistics
of Portugal by administrative unit level 5 (ADM-5) for the year 2011
[185] and were aggregated to Voronoi polygons corresponding to phone
towers. Fig. 3.16 shows that the proportion of each user profile varies
across space, with a higher proportion of high activity users (Type 3)
than low and medium activity users (Type 1 and 2) in densely popu-
lated areas. This well-known super-linear effect of population density on
human activities is however captured by the coefficient β in our model.
The proportion of each user profile also varies with the proportion
48
3.5. Flexibility and extrapolation capacity
Figure 3.14: Variability of user profiles over time (day). Distri-
bution of proportion of users of type 1 (blue), type 2 (red) and type 3
(grey) for each day of the week.
Figure 3.15: Variability of user profiles over time (2 hours). Dis-
tribution of proportion of users of type 1 (blue), type 2 (red) and type
3 (grey) for each 2-hour period of the day.
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Figure 3.16: Variability of user profiles according to population
density. The proportion of low (blue) and medium (red) activity users
(type 1 and 2) tend to decrease in densely populated areas, while the
proportion of high-activity users (grey) increases (type 3).
of people holding a higher education degree (Fig. 3.17), with a larger
proportion of high activity users (Type 3) in administrative units where
the proportion of people holding a higher education degree is higher.
However, this trend is mainly due to the correlation between the popu-
lation density and the higher education degree (r = 0.52), which suggests
that the influence of the education level is captured by the coefficient β.
There is however no clear relation between the proportion of each user
profile and the unemployment rate at the mobile phone tower level (Fig.
3.18), suggesting that unemployment rate does not influence the mobile
phone behavior of users in Portugal.
Stability with respect to other countries
The population downscaling method developed in this chapter was ap-
plied to France. Instead of the number of different users per night,
we used here the number of daily-aggregated calls made or received
from each tower during working periods (May, June, September, Octo-
ber 2007) to train the model. We have seen in the previous subsections
that using daily-aggregated call data had an impact on accuracy statis-
tics, though this impact was largely due to the use of residential census
data as reference for the accuracy assessment. However, this impact was
rather low and not always significant.
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Figure 3.17: Variability of user profiles according to higher ed-
ucation. Variability of user profiles at each mobile phone tower ac-
cording to the percentage of people holding a higher education degree.
The proportion of (A) low and (B) medium activity users (T1and T2)
tend to decrease with the education level, while the proportion of (C)
high-activity users increases (T3)
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Figure 3.18: Variability of user profiles according to unemploy-
ment rate. We observe no correlation between unemployment rate and
the proportion of (A) low, (B) medium and (C) high activity users.
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We compare β coefficients resulting from the French dataset with
the values we had for Portugal (using daily aggregated MP call data)
in order to assess the variability of this coefficient between countries
(Fig. 3.19). The standard and spatially-stratified cross-validation pro-
cedures defined in section 6.4. are used to derive α and β coefficients for
France. In order to use training datasets of comparable size for Portugal
and France, only 2.5% of the 36, 610 administrative units available for
France are used as training data. Results show that β is higher in France
(0.902 ± 0.036) than Portugal (0.813 ± 0.016) when estimated using a
standard cross-validation procedure (Fig. 3.19A), but confidence inter-
vals largely overlap when they are estimated using a spatially-stratified
cross-validation procedure, with β values of 0.777 ± 0.051 for Portugal
and 0.846 ± 0.056 for France (Fig. 3.19B). The larger confidence inter-
vals observed for France are due to the higher number of administrative
units available and the resulting greater diversity of administrative units
sampled for training models.
In France, two regions (Corse and Provence-Alpes-Cote-d’Azur) are
characterized by a particularly high proportion of tourists, with rates of
camping area per person being the highest for these two regions (0.07
and 0.02 for the region of Corse and Provence-Alpes-Cote-d’Azur re-
spectively, while the national average is 0.01) [186]. When using these
regions as training datasets, estimated β values are above 1, suggest-
ing that a higher proportion of calls are made in low-density areas than
in high-density areas in these regions. If we exclude these two regions
from the training datasets, estimated β values are slightly lower (0.894±
0.035 with a standard cross-validation procedure and 0.842±0.046 with
a spatially-stratified cross-validation procedure). Choosing a training
dataset that excludes the main holiday periods and typical tourism ar-
eas should thus be considered to reduce errors in population density
estimates. It would indeed limit the discrepancies between residential
and temporary population distributions.
3.6 Population dynamics
One of the main advantages of the MP method is its ability to be ap-
plied on different time periods and thus to capture population dynam-
ical changes in a region or a country over time. Temporal dynamics
of population densities can be derived from MP data using the times-
tamp associated to each MP call. Three distinct temporal dynamics are
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Figure 3.19: Variability of coefficients for France and Portu-
gal. Comparison of β estimations in Portugal and France using (A) a
standard cross-validation procedure and (B) a spatially-stratified cross-
validation procedure.
considered here based on MP calls densities: (i) daily dynamics are anal-
ysed by dividing the MP data into MP calls performed during the day (7
a.m. to 8 p.m.) and the night (8 p.m. to 7 a.m.), (ii) weekly dynamics
are obtained by dividing the MP data into MP calls performed during
weekdays (Monday to Friday) and MP calls performed during weekends
(Saturday and Sunday) and finally (iii) seasonal dynamics are obtained
by dividing MP data into MP calls performed during the holiday period
(July and August) and MP calls performed during working periods (all
other months). For each temporal dynamic, predicted population den-
sities for each unit and for both time periods can be computed using
best-fit α and β estimates. The relative differences of population den-
sities within each area and between the two time periods can then be
computed to detect the fluctuations.
The potential of MP data to estimate population density variations
through time is illustrated in Fig. 3.20 for the seasonal dynamics. The
relative differences in estimated population densities between the major
holiday period (July and August) and more traditional working periods
(from September to June) in Portugal and France reveal clear spatial
patterns (Fig. 3.20). Seasonal changes in population distribution are
evident: most cities are characterized by a large decrease of population
densities during the holiday period, while less populated areas and well-
known tourist sites such as coastlines or mountainous areas show large
increases. Fig. 3.20E shows that population densities decrease in Paris,
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with the exception of a few spots corresponding to highly visited sites
(e.g. Disneyland Paris, Charles de Gaulle airport). A comparison of
the population density variations for the other temporal dynamics is
illustrated as well in Fig. 3.21 for Portugal. Results show again clear
spatial patterns: population density increases along highways during the
day (Fig. 3.21A), population density decreases in major cities during
both weekends and holidays (Figs. 3.21B,C) and population density
increases along the coast during holidays (Figs. 3.21C).
The observed differences may be influenced by the variations in
phone usage behaviors mentioned in the previous section. During the
day, the proportion of low and medium-activity users is higher in (Fig.
3.15), resulting in a lower number of phone calls per user. Such day/night
variations may be therefore more visible when using the number of users
than the number of calls. This emphasizes that, when data include users’
identifiers, it is preferable to use the number of users than the number of
calls. Some other phone usage behaviors may influence day/night vari-
ations such as the use of professional phones during the day and private
phones during the night. This suggests that estimates may become more
uncertain over shorter timescales.
Finally, a positive correlation is observed between the difference in
estimated population between the holiday and the working periods and
the number of tourist accommodations available by commune (r = 0.28)
[186]. In addition to providing quantitative measures of how people from
densely populated areas tend to travel towards low-density and recre-
ational locations during holidays or weekends, this method also offers a
detailed visualisation and quantification of the dynamic popularity of a
given place over time.
3.7 Conclusion
The increasing penetration of mobile phones and other information and
communication tools used daily by a high proportion of the global popu-
lation offers a wealth of new spatio-temporal data that is contributing to
the big data revolution. These new data have the potential to profoundly
transform the way we think about and conduct science, especially ge-
ographical analyses, as most of these data are implicitly or explicitly
spatial [194, 195]. In operational and governmental decisions these data
may also be valuable for supporting rapid responses to disruptive events
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Figure 3.20: Population dynamics in France and Portugal (A)
Location of Portugal and France in western Europe. (B-E) Relative
difference in predicted population density between the main holiday pe-
riod (July and August) and the working period (September-June) by
administrative unit level 5 (ADM-5) (B) in continental Portugal, (C)
in metropolitan France, with (D) a close-up around Lisbon, with labels
showing the city center of Lisbon and the seaside resort "Costa da Ca-
parica" and (E) a close-up around Paris, with labels showing the busiest
airport in the country (Paris Charles de Gaulle), one of the most visited
places in France (Palace of Versailles) and two popular recreation areas
(Disneyland and Asterix Park)
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Figure 3.21: Population dynamics in Portugal for different time
windows. Relative difference in predicted population density by ADM-
5 for different time periods in Portugal. (A) Difference between day
and night, with brown colors indicating a higher population density
during the day; (B) difference between weekend and weekdays, with
brown colors indicating a higher population density during weekends;
(C) difference between the main holiday period (July and August) and
the working period (November-May), with brown colors indicating a
higher population density during the holidays.
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or longer term planning purposes. In the specific application presented
in this chapter, spatially and temporally detailed population distribu-
tion datasets can potentially provide the essential denominator required
in many fields, such as studying collective human responses to disease
outbreaks [196, 197], emergencies [198, 199] or any application where
information on daily, seasonal or annual changes in population distribu-
tion are of use.
This chapter demonstrates how the analysis of MP data that is read-
ily collected every day by phone network providers can complement
traditional census outputs. Not only can population maps of compa-
rable accuracy to census data and existing downscaling methods be con-
structed solely from MP data, but these data offer additional benefits in
terms of the measurements of population dynamics. Further, as high-
lighted in section 3.3, a combination of both the MP and RS methods
facilitates the improvement of both spatial and temporal resolutions and
demonstrates how high resolution population datasets can be produced
for any time period.
In countries where detailed human population census data are avail-
able at high resolution, the main value added is not so much in the gain
in spatial resolution, but more in the ability to estimate population num-
bers and densities at high spatial resolution for any time period. This
allows us to follow how population distribution changes through time in
relation to the week, the season, or any particular event affecting popu-
lations over large spatial extents. The relevance of the MP approach is
even higher in low-income countries where population distribution data
can be scarce, outdated and unreliable. In Africa, great variation ex-
ists in the quality of spatially-referenced population data. In Malawi
for example, censuses have been performed once per decade for the last
three decades and data are readily available at the level of enumeration
areas (i.e. administrative units of 9.38 km2 on average). In contrast, in
the Democratic Republic of the Congo (DRC) the most recent census
was undertaken in 1984 and data are only available at the level of Ter-
ritories (i.e. administrative units of 12,466 km2 on average). However,
in the DRC the MP penetration rate, though biased towards certain
demographic groups, is relatively high (69% on average by the end of
2014 in Africa [175]) and the MP approach would produce considerable
improvements to current knowledge of how population is distributed in
the country. Even if at present the most remote and isolated popula-
tions may not have reception in some low income countries, and thus
may affect the ability to produce a comprehensive country-wide map,
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network coverage continues to grow at a rapid rate everywhere.
Applying the approach to countries such as the DRC, where reli-
able training data may not be available, requires some adjustments and
assumptions, in particular regarding the relation between the MP user
density and the population density, through estimates for the parameters
α and β. This relation can indeed vary between and within countries
according to the penetration rate of the network operator and phone
usage behaviors. Network access costs and cultural differences between
countries can, for instance, result in communication via text messages
being preferred over calls in some countries. Such differential phone
usage between countries could largely be accounted for by adjusting
total populations using national population counts. A further compli-
cation is that phone usage and penetration rates are rarely uniform
within countries. In France, the general penetration rate varies from
62.8 in the Franche-Comté region to 117.9 in Ile-de-France, according to
the ARCEP [190]. Such regional MP ownership information are gener-
ally available either from independent bodies such as regulators, phone
operators themselves, or can be estimated through national household
surveys such as the Demographic and Health Surveys [200] and give
a first indication of potential phone usage variations between regions.
The spatially-stratified cross-validation procedure used here enables as-
sessment of the impact of regional variations on model parameters in
Portugal and France, and the impact of such variation on population
mapping accuracies (section 3.4). Spatial variations in phone usage be-
haviors can also be due to economic, social, demographic or cultural
characteristics that can be spatially-clustered and therefore bias popu-
lation density estimates. While a complete analysis of such potential
biases is beyond the scope of this chapter, we showed that phone usage
behaviors were relatively stable across space and time in Portugal and
that a large part of the variation is correlated to population density, and
is therefore captured by the coefficient β (section 3.5).
In order to be widely applied and to facilitate the acquisition of MP
data, the method outlined here can be simplified by using the density of
phone calls instead of the density of different users over a certain time
window. Even if resulting population density datasets are marginally
less accurate, this allows the method to become independent from user
identifier data and further reduce privacy concerns (section 3.5). Sim-
ilarly, using daily-aggregated data instead of night data again reduces
marginally the accuracy of estimates, though notably simplifying the
acquisition and processing of MP data.
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The observed robustness of the MP method offers promise for exten-
sion of the mapping to other countries and network providers. However,
applying the method to low-income countries where penetration rates
are rapidly increasing but still exclude an important fraction of the pop-
ulation would require further sensitivity analyses of the impact of phone
usage inequalities, especially as marginalized populations are also the
most vulnerable to disasters, outbreaks or conflicts. Mobility estimates
in Kenya were found to be surprisingly robust to the substantial biases in
phone ownership across different geographical and socioeconomic groups
[201], but these results would need to be confirmed for population den-
sity estimates.
Mobile phone call data records are constantly collected by network
providers, but the potential of such data are only demonstrated spo-
radically. A wider use of such data is currently impeded principally by
privacy and data access concerns. The use of call data records does raise
important privacy concerns linked to fundamental questions of personal
freedom and ethics. Studies of individual mobility patterns provide lit-
tle anonymity, as the movements of individuals can be reconstructed in
time and space, even if spatially and temporally coarsened datasets are
used [202]. Here by using only phone call activity aggregated by tower,
neither individual data nor connections between towers are used, guar-
anteeing the privacy of MP users. A facilitated access to anonymized
and aggregated forms of these data would greatly improve our knowledge
of human population distributions and movements. Network providers
are sometimes reticent to share their data because of privacy and mar-
keting concerns. However, this study has shown that aggregated and
anonymized MP data could cost-effectively provide accurate maps of
population distribution for every country in the world for every month.
Partnerships between governments and phone companies supported by
appropriate incentives could enable fast and cheap production of popu-
lation maps in emergency contexts, enabling rapid assessments of pop-
ulations at risk, or impacted by disasters, disease outbreaks or conflict.
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Chapter 4
Spatial distribution of
social communities
In this chapter, we investigate the spatial distribution of communities
in social networks as well as their stability over space and time. First,
we describe two geographical social networks built from mobile phone
data. Second, we introduce a community detection method that maps
communities in these two spatial networks. Third, we present the re-
sulting community partitions and discuss their stability over space and
time. Finally, we present a novel technique that aims at quantifying the
spatial stability of a particular node within a community and discuss its
potential applications.
4.1 Introduction
Social, technological and information systems can often be described
in terms of complex networks [51, 203–205]. One of the most useful
analyses one can do on a such large networks is community detection
which consists of decomposing the networks into almost connected sub-
networks, called communities [206, 207].
Communities emerge in many networked systems in social sciences
[208, 209], biology [210–213], ecology [214, 215], computer science [216,
217], but also economics [218] and politics [205]. They allow a bet-
ter understanding of these networks because communities often have
a clear meaning. In online social networks communities often identify
clear virtual groups of users sharing the same interest [208, 209], in the
network of the World Wide Web, they group web pages related to the
same topic [217], in protein-protein networks, they are likely to put to-
gether proteins having a similar function within the cell [211–213] or
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in food webs they may correspond to compartments, i.e. subgroups
of taxa [215]. Communities also fuel numerous applications, from im-
proving performance of services on the Web by grouping clients that
are geographically closer to each other and share similar interests [219]
to interpreting genome-wide association study by identifying connected
subgraphs of proteins associated with the same disease [220].
As many complex systems are organized in the form of a network
embedded in space, the detection of communities is also important to
uncover their spatial structure. Important examples include social net-
works, the physical Internet infrastucture, road networks, flight con-
nections and brain functional networks. In social networks, a central
issue is to understand the role played by regional boundaries defined
by governments on the way people interact across space [27, 221, 222].
This understanding is fundamental in economic geography [36–38], but
is also the underlying cause of many social, political and ethnic conflicts
across the world [26, 223–225]. Traditional methods have focused on
aggregated census, market or travel data to estimate the interactions
between and within regions [226–228]. However, this is rapidly chang-
ing as new sources of large-scale finer-grained social data such as mobile
phone data has become more and more available.
Mobile phone communications provide fertile territory for research
into the spatial dimensions of communities. Studies of calling patterns
have shed new light on the complex nature of networks. The analysis
of billions of calls across a number of countries has led to surprising
conclusions such as the existence of geographically cohesive regions that
correspond remarkably well with administrative regions, while unveiling
unexpected spatial structures [26, 27, 229].
In this chapter, we present the first approach that delineates regions
of France based on a dataset of more than a billion phone records. We
first introduce two spatial social networks built from phone communi-
cations. We then introduce the method used to detect communities in
our two networks as well as their resulting partitions into communities.
Next, we assess the stability of these communities over time, exhibiting
the influence of particular time periods on the resulting partitions as
well as the influence of administrative boundaries. We then introduce a
sensitivity measure that aims at quantifying the stability of particular
nodes within a community and we discuss its potential applications.
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4.2 Social network construction
In this section, we describe the process with which we extract infor-
mation from mobile phone data in order to build two social networks
embedded in space. One is based on mobile phone tower locations while
the other is based on zip codes of billing addresses. We first describe
the preprocessing applied to the data and then present the different ag-
gregations made in order to build the networks.
Preprocessing of the Data
The raw data consists of mobile phone records from the largest operator
in France. The data is thus the most representative one could obtain
from a single provider. More than 42% of the population (25 million
people) are present in the data which cover a period of 5 months from
May 2007 to October 2007.
For each phone call, the following information is available
ui Zi Ti uj Zj Tj t ∆t
where ui, Zi and Ti correspond to the user identifier, the zip code of
the address and the tower routing the call of the caller and conversely
where uj , Zj and Tj correspond to the user identifier, the zip code of
the address and the tower routing the call of the callee. The time when
the call was initiated (t) as well as the duration of the call (∆t) are also
known.
In order to obtain accurate information, only data fulfilling several
requirements are extracted. The first requirement concerns the availabil-
ity of customers billing addresses. In order to preserve this information,
we only keep calls between users who subscribed to a contract with the
operator. Second, we exclude customers who subscribed to pre-paid or
professional contracts as the billing address is either not available or cor-
responds to the address of a company. Finally, only voice calls are taken
into account in order to have a single type of communication. After this
preprocessing, the data amount to about 1.2 billion phone calls and 17
million users, which is about 27% of the total population of the country.
Social network based on mobile phone tower
In this network the real location of users when they perform a call is
63
Chapter 4 – Spatial distribution of social communities
incorporated. When one makes a phone call, the network usually iden-
tifies nearby towers and connects with the closest one [187]. As a result,
we aggregate the network of users — connected through their phone
calls — to a network of towers, where each tower regroups all calls that
were passed by users within its vicinity. This tower-based positioning
method is simple to implement and its accuracy directly depends upon
the network structure; the higher the density of towers, the higher the
precision of the MP communication geo-localization [184]. Given that
the distribution of mobile phone towers is directly correlated to the pop-
ulation density, higher precision is achieved in densely populated areas
such as cities. The resulting network is composed of 17, 500 nodes (mo-
bile phone towers) connected through 1.2 billion phone calls.
Social network based on billing addresses
In the second network, we aggregate the network of users to a network
of communes where each commune regroups phone calls passed by users
living in that commune. As a result, this network does not consider the
current location of users. Indeed, a same user performing multiple calls
from distinct locations will appear as static in the network structure
as the same location (his home zip code) will be used as origin for all
of his calls. Since the spatial distribution of zip codes is more evenly
distributed over the country than cell phone towers, the accuracy of this
positioning method is stable over space, offering a better accuracy in low
populated area compared to the tower based network. This geotagging
technique has the advantage of characterising social ties between loca-
tions where people actually live in, rather than where they move. This
offers a different but complementary picture of the spatial structure of
the social network in France. The resulting network is made of 6, 000
nodes (zip codes) connected through a total of 1.2 billion phone calls.
4.3 Community detection
The detection of communities in a network is a very popular but not yet
a satisfactorily solved problem, despite the great effort of a large interdis-
ciplinary community of scientists working on it over the past few years.
Indeed, the task of detecting communities is very hard, both conceptu-
ally and practically. Conceptually because the definition of communities
is not well defined and commonly referred to a group of nodes that are
strongly connected to each others but weakly connected to other nodes
of the network. Practically because algorithms have to find an optimal
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partition among an exponentially large number of possibilities. This
ambiguity of the definition associated to its complexity gave rise to a
rapidly growing scientific community over the past decade as well as
myriads of different approaches such as divisive algorithms [206, 230],
hierarchical and partitional clustering algorithms [231–233], dynamic al-
gorithms [234–236] or modularity-based methods [229, 237–239]. In this
section, we present the algorithm used to derive communities for our two
spatial social networks. First we introduce the concept of modularity
on which the algorithm relies. We then describe the method, detailing
the different optimization steps, as well as discussing its benefits and
drawbacks.
Concept of Modularity
Modularity, denoted as Q, is a scalar value that measures the qual-
ity of a given node partition of a network. Intuitively, the modularity
measures the density of the links inside communities as compared to
inter-community links [240, 241]. In this chapter, since we are dealing
with weighted networks, this measure is defined as
Q =
n∑
i=0
(
lCi
lG
−
(
dCi
2lG
)2)
(4.1)
where lG is the sum of the weights of all links in the network, dCi is
the sum of weights of links incident to nodes in community Ci, and lCi
is the sum of the weights of links inside Ci. More precisely, this quantity
measures the fraction of links in the network that connect nodes of
the same community minus the expected value of the same quantity
in a network with the same partition but where links are randomly
shuﬄed. If the number of edges within communities is similar to what
we would get in a random case, we get Q = 0. Values approaching
Q = 1, which is the maximum, corresponds to a network partition with
a strong community structure while Q = −1, the minimum, corresponds
to a partition where communities are non-existent.
Initially introduced by Newman et al. [240], this measure was first
used to assess the quality of a partition and compare partitions of a
network. Later, modularity has also been used as an objective function
to optimize [237] and has rapidly become an essential element of many
clustering methods [229, 237–239]. However, it has been shown that
modularity has a significant drawback — called the resolution limit —
as the size of the optimal communities depends on the size of the net-
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work [242].
The Louvain method
Recently, Blondel et al introduced an algorithm of community detection
called the Louvain method [229]. This method has several advantages
such as its simplicity of use and its fast computation time on large net-
works like the ones we are dealing with. The algorithm of Louvain is a
modularity-based method. Its principle is quite intuitive and is divided
in two main phases repeated iteratively as follow
Louvain Algorithm
Given a weighted network of N nodes,
Initialization Each node ni is assigned to a distinct community.
Phase 1 For each node ni, we consider all neighbors nj of ni
and we evaluate the gain of modularity resulting from the
removal of node ni from its community and its insertion to
the community assigned to one of the node nj . The node
ni is then assigned to the community for which the gain is
positive and maximum. This phase is repeated iteratively
until no improvement of the modularity is possible for every
individual node.
Phase 2 A new network whose nodes correspond now to the
communities found during Phase 1 is built. The weights of
the links between two new nodes are given by the sum of
the weight of the links between nodes in the corresponding
two communities. The links between nodes within the same
community lead to self loops. The Phase 1 is then repeated
on this new network.
The process iterates Phase 1 and 2 until no more improvement
of the modularity is possible after Phase 2.
Results : Returns a hierarchical partition of the network.
This algorithm provides a decomposition of the network into com-
munities for different levels of organization and incorporates a notion of
hierarchy as communities of communities are built during the process.
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This modularity maximisation technique is quite efficient and allows one
to analyse very large complex networks [243, 244].
Although widely used in practice, the behavior and accuracy of the
technique of modularity maximization is not well understood in prac-
tical contexts. A broad characterization of its performance has been
made showing that resulting solutions should be interpreted cautiously
in scientific context and that this functions admits several local optima
[245]. Given these facts, several analyses are performed in this chap-
ter to evaluate in detail the stability and the accuracy of the resulting
partitions.
4.4 Spatial distributions of communities
In this section, we first present the resulting partitions of the two social
networks introduced in section 4.2 and embedded in space. We then
address the issue of stability of the partitions over time and discuss the
influence of administrative boundaries on their spatial configurations.
Matching between communities and administrative regions
To facilitate the comprehension of the spatial structure of communities
throughout this chapter, we use a detailed caption for the administrative
regions of France given in the following table and in Figure 4.1.
1 Nord-Pas-de-Calais 12 Bourgogne
2 Picardie 13 Franche-Comté
3 Haute-Normandie 14 Poitous-Charente
4 Champagne-Ardenne 15 Limousin
5 Lorraine 16 Auvergne
6 Alsace 17 Rhône-Alpes
7 Basse-Normandie 18 Aquitaine
8 Ile-de-France 19 Midi-Pyrénés
9 Bretagne 20 Languedoc-Roussillon
10 Pays de le Loire 21 Provence-Alpes-Côte-d’Azur
11 Centre 22 Corse
The resulting communities from the Louvain method for both so-
cial networks is represented on Figure 4.2. The tower-based and zip-
based social networks are characterised by a modularity of Q = 0.79
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Figure 4.1: Numbering of Regions of France
and Q = 0.83 respectively. To begin, the uncovered communities ad-
here to distinct spatial logic although no geographical presupposition
is made in the data. Communities align themselves along rather strict
borders and their populations are generally uniform (as opposed to be-
ing spread across numerous disjointed pockets). Such configuration is
not surprising as there has been much empirical evidence about the
geographic impact on communication patterns [246, 247], documenting
that the probability for two individuals to communicate decays with dis-
tance, following power law distributions [248, 249]. Aside from a small
number of outliers, communities are divided according to previously de-
fined administrative boundaries with a surprising level of precision. It
should also be noted that while most regional boundaries contain a sin-
gle homogenous community, others contain multiple groups. This should
come as little surprise as French regions are a fairly recent invention and
as Figure 4.2 clearly demonstrates local populations are more deeply
attached to the more ancient notion of their department, thus adding
further weight to the argument that communication patterns tend to fol-
low well-established administrative boundaries. It is also important to
mention that this surprising spatial community configuration is robust
against the method used. Indeed, while we chose the Louvain method in
this chapter, a strong influence of administrative units on social commu-
nities is also observed when using other community detection methods
on the same social network [250], reinforcing our results.
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Figure 4.2: Spatial distribution of communities in France. Vi-
sualization of the communities over a 5 month period for the network
based on (A) mobile phone tower and (B) zip codes. Each commu-
nity is characterised by a specific colour while administrative regions
are delineated by thick black lines.
While the influence of administrative borders on communities in
large social networks is known [26, 27] such correlation with admin-
istrative regions is still surprising. Regional linguistic variations offer
one logical explanation for the divisions observed in Belgium [26] and to
a somewhat lesser degree in Britain [27] but in France no such claim can
be made. It would be reasonable to expect therefore some differences
to the examples of Belgium and Britain but the actual results contra-
dict this assumption. Indeed, if anything, France demonstrates an even
starker division along administrative lines.
Spatial stability over time
The obtained communities (Fig. 4.2) offer only a static snapshot of the
network over a 5-month period. However, population distributions and
social interactions are dynamic over time [59]. It is thus important to
consider and evaluate the robustness of these partitions over time as the
network is evolving.
To assess the robustness over time of a given partition one could
divide the data into different time windows and evaluate the quality and
consistency of the detected communities in the resulting time-varying
network [251]. Comparing the spatial stability of communities over time
can then be assessed by superposing the geographical delimitation of
communities obtained for the different time windows. The superposition
of the weekly partitions reveals a rather stable picture of communities
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Figure 4.3: Spatial stability of communities in France. Superposi-
tion of community borders of weekly partitions for (A) the tower-based
network and (B) the zip code-based network. Administrative regions
are delineated by grey areas while community partitions are delineated
by superposed blue lines.
in France (Fig. 4.3), confirming the clear division along administrative
lines where darker colour are present.
Beyond demonstrating the stability between partitions, this type of
visualization is also useful to detect particular communities that are
likely to be more unstable than others. To understand the source of these
slight variations over time, one can compute the modularity values cor-
responding to weekly partitions (Fig. 4.4). While the modularity values
are stable during work periods (May-June and September-October), we
observe a significant drop for the holiday period (July-August). How-
ever, this phenomena is not surprising as populations tend to change
their social and mobility habits during holidays [59, 129, 252]. The
structure of both networks is thus changing over time, especially for the
tower-based network as it incorporates the mobility of users. In the next
section, we present a method that can cost effectively assess the global
spatial stability of a particular community as well as the stability of
particular nodes.
4.5 Sensitivity measure
As presented in the previous section, some communities seem less stable
than others: they merge, divide and sometimes disappear. One of the
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Figure 4.4: Modularity values of weekly partitions. Evolution
of the modularity values for different weekly partitions for both social
networks. A drop of modularity is observed for partitions corresponding
to the holiday periods (red zone), while it remains stable for both work
periods (green zones).
reasons for this instability is because nodes often belong to more than
one community, resulting in overlapping communities [253–257]. This
instability can also result from the definition of the modularity function
as it has been showed that it may admit several local optima [245]. To
take into account these phenomena, we introduce a sensitivity measure
that evaluates the connection strength between a node and its assigned
community. Beyond its ability to slightly improve the quality of a given
partition in a network in terms of modularity, this measure can assess
the spatial stability of community borders, highlighting the spatial frac-
ture of social interactions between contiguous administrative regions in
France.
Method
The method used to build this sensitivity measure is based on the mod-
ularity function (Eq. 4.1). The main idea is to observe the fluctuation
of the modularity function when moving a node from its community to
a neighboring community, i.e. the community assigned to one of his
connections.
Given the modularity defined by Equation 4.1, we can evaluate the
fluctuation resulting from a removal of node i from its community Ci
and becoming an isolated node by the following equation:
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∆QR(i, Ci) =
[
lCi − li,Ci
lG
−
(
dCi − di
2lG
)2
−
(
di
2lG
)2]
−
[
lCi
lG
−
(
dCi
2lG
)2]
(4.2)
where li,Ci is the sum of the weights of the links between the com-
munity Ci and node i and di is the weighted degree of node i. This
computation is very intuitive. Since the changes in the partition are
only impacting community Ci, the fluctuation is simply obtained by the
difference between the contribution of the new and old community Ci
to the modularity function. The old community Ci is the one still con-
taining the node i while the new community is the one without this
node.
Similarly, the fluctuation resulting from an insertion of an isolated
node i to a neighbouring community Cj is given by the following equa-
tion:
∆QI(i, Cj) =
[
lCj + li,Cj
lG
−
(
dCj + di
2lG
)2]
−
[
lCj
lG
−
(
dCj
2lG
)2
−
(
di
2lG
)2]
(4.3)
The justification of this equation is similar to the one of Equation
4.2. The old community Cj is the one without the node i while the new
one contains node i.
The computation of the sensitivity measure can then be described
by four main steps explained hereafter.
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Computation of the Sensitivity Measure
For each node i in the network:
1. Compute ∆QR(i, Ci), i.e. the fluctuation of the modularity
function when removing the node from its assigned commu-
nity Ci.
2. For each neighboring community Cj of node i, compute
∆QI(i, Cj), i.e. the fluctuation of the modularity function
when inserting the node into the neighboring community
Cj .
3. Find the neighboring community Cj of node i maximizing
the fluctuation ∆QI(i, Cj) from Step 2.
4. Compute the sensitivity measure by adding the fluctuations
∆QR(i, Ci) from Step 1 and ∆QI(i, Cj) from Step 2 where
Cj is given by Step 3.
As explained in Step 3 and 4, the sensitivity measure for a node i is
then given by
S(i) = ∆QR(i, Ci) + max
Cj
(∆QI(i, Cj)) (4.4)
= max
Cj
1
lG
[
di(dCi − dCj − di)
2lG
− (li,Ci − li,Cj )
]
(4.5)
One of the main advantages of this method is that it takes advantage
of the information computed by the Louvain method. Indeed, the com-
putation of the sensitivity measure S(i) for a single node i is only O(m)
where m is the number of different communities. In practice, the value
is small and all the variables used in equation 4.5 are already computed
by the Louvain method. As a consequence, the incremental complexity
of this method is O(nm) where n is the number of nodes since we have
to compute the measure for each node of the network.
Applications
Intuitively, the sensitivity measure of a node is the fluctuation of the
overall modularity that is produced by its removal from its community
and its assignment to the another community. It is thus legitimate to
test if reassigning the community of nodes that have a positive sensi-
tivity measure could improve the overall modularity of the partition.
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Figure 4.5: Sensitivity value distributions and impact on modu-
larity. (A) Distribution of positive (green) and negative (red) sensitivity
values for nodes for the tower-based network partition. (B) Evolution of
the modularity of the overall partition as nodes with a sensitivity S > η
are reassigned to their best neighbouring community.
Despite the definition of the sensitivity measure, changing the commu-
nity of these nodes does not ensure an increase of the modularity of the
partition. Indeed, the sensitivity measure evaluates the local fluctua-
tions from a single node. It does not take into account the composition
of multiple changes.
To illustrate the feasibility and usefulness of this measure, the sensi-
tivity (S) of each node is computed for the partition of the tower-based
network (Fig. 4.2.A). The distribution of sensitivity values reveals that
most of the nodes have a negative sensitivity (Fig. 4.5A). This indicates
that the partition is rather stable and corroborates its excellent modu-
larity value (Q = 0.79) . Nevertheless, some nodes have a positive value
(≈ 1% of nodes) and assigning them to their neighbouring community
maximizing S improves the quality of the partition (Fig. 4.5B). Indeed,
as we change the community assignment of nodes that have a sensitivity
S > η we observe an increase of the overall modularity of the partition,
as η is lowered and as more nodes are reassigned.
Beyond improving the overall quality of a partition, the sensitivity
measure also provides a way to spatially map social interactions strength
within a community. The spatial distribution of sensitivity measures of
nodes can offer a detailed map of the stability of a particular community,
revealing stable and unstable areas as well as quantifying the strength of
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the spatial fracture of social interactions between two contiguous regions.
To illustrate this, sensitivity values of mobile phone towers are spatially
extrapolated for two particular communities corresponding to the ad-
ministrative region of Alsace (Fig. 4.6.AC) and Champagne-Ardenne
(Fig. 4.6.BD). The community identified to Alsace is characterized by a
significant social withdrawn as low sensitivity values are observed within
the community, i.e. towers within the community are much more con-
nected to each others than to towers located outside. Besides corrobo-
rating social studies in that particular region [258, 259], this observation
highlights the potential of this measure to map social behaviours of a
population in space with high resolution and details.
4.6 Conclusion
For the first time by studying the structure of telecommunications we
have the ability to understand the configuration of social communities
in France. As observed in numerous studies in the past, interpersonal
relationship are driven by geographical proximity and residential propin-
quity [246–249, 260]. This can also be observed in our constructed net-
works as about 80% of all calls cover distances of no more than 50km.
However, the resulting spatial partitions reveal a surprising regional co-
herence with interpersonal ties, suggesting that interpersonal relation-
ship seems to be driven as much by administrative boundaries as ge-
ographical proximity. It takes no great stretch of the imagination to
understand why, as social networks tend to be constructed around ge-
ography and driven by institutional propinquity: people meet as school,
work, church, social organisations or neighbourhoods. School districts
are driven by administrative borders and form the foundation for in-
terpersonal relations, not only among students but among their parents
as well due to the fact that administrative boundaries determine where
children will receive their education. Additionally, employment patterns
play a significant role in the delicate daily balancing act between pro-
fessional and family obligations and tend to be determined more by
administrative boundaries than proximity. The conclusion is that de-
spite technological advances daily interactions continue to revolve pri-
marily around local concerns. Administrative regions which have until
now been viewed as no more than a collection of culturally distinct de-
partments would seem to evolve towards a more deeply rooted sense of
shared identity.
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Figure 4.6: Spatial distribution of sensitivity values. (A)-(B)
Targeted communities (blue) corresponding to the region of (A) Alsace
and (B) Champagne-Ardenne. (C)-(D) Spatial distribution of sensitiv-
ity measure S for nodes (towers) within the targeted communities and
−S for outside nodes ((C) Alsace and (D) Champagne-Ardenne). Blue
locations within the targeted communities correspond to stable areas as
sensitivity values are negative for those nodes. Conversely, red locations
outside of the targeted communities corresponds to stable area as well
as we take the opposite value of the sensitivity for those nodes.
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Beyond these sociological results, network-based tools such as the
sensitivity measure can reveal with a startling degree of accuracy the
stability of small areas and nodes within a particular community. Given
its low complexity and intuitiveness, this measure offers promise for
extension to other telecommunication networks present in low-income
countries and where the understanding of the spatial structure of social
communities can be crucial to help tackling the many challenges they
are facing.
Besides telecommunication networks, this sensitivity measure can
also be computed in many other systems such as citation networks and
collaboration networks, suggesting potential opportunities for numerous
big data applications, from churn prediction in customer networks to
automated document classification in citation networks.
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Chapter 5
Connection between social
interactions and mobility
In this chapter, we investigate the role space plays on social interactions
and human movements and how these two quantities relate to each other.
We first describe the three mobile phone datasets used in this study to
extract mobility and social fluxes between pair of locations. Second, we
derive a scaling relationship between these two quantities that allows
us to derive one from the other. Finally, we demonstrate the practical
relevance of our results in the context of epidemic spreading.
5.1 Introduction
Over the past few years, we have witnessed tremendous progresses in un-
covering patterns behind human mobility [96–98, 114, 140, 261, 262] and
social networks [14, 263, 264], owing partly to the increasing availabil-
ity of and accessibility to large-scale datasets capturing human behavior
in a new level of detail, resolution, and scale [65, 265]. These data
offer a huge opportunity for research, fueling concomitant advances in
both areas of human mobility and social networks with profound conse-
quences in broad domains. One important aspect affecting both areas
is the critical role space plays. Indeed, growing evidence suggests both
our movements and communication patterns are associated with spa-
tial costs that follow reproducible scaling laws, each characterized by its
specific critical components. Indeed, previous studies have shown that
human travels adhere to spatial constraints [249], characterized by levy
flights and continuous time random walk models [96–98, 112], a scaling
law that has proven to be critical in various phenomena driven by human
mobility, from disease and pandemic spreading [102, 119, 266, 267] to
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migrations [97, 114] and emergency response [100, 268, 269]. In another
related yet distinct area, there has been much empirical evidence about
the geographic impact on communication patterns [249], documenting
that the probability for two individuals to communicate decays with dis-
tance, following power law distributions [136, 247–249, 270]. This robust
pattern plays an important role in navigating the social network [271],
from routing [272, 273] to search of experts [274, 275] to spread of infor-
mation [136, 276] and innovations [277]. While human movements and
social interactions bear high-level similarities in the role spatial distance
plays, they remain as largely separate lines of inquiry, lacking any known
connections between the two, which is particularly perplexing given the
fact that they often exploit the same datasets [112, 140, 249, 278, 279]
and are treated indifferently in most modeling frameworks [101, 114].
In this chapter, we test the hypothesis that previously observed spa-
tial dependency captures a convolution of geographical propensity and
a popularity based heterogeneity among locations by exploiting three
large-scale mobile phone datasets from different countries across two
continents. By separating these two factors, we discover a scaling re-
lationship linking the critical exponents associated with the spatial im-
pact on movement and communication patterns, effectively reducing the
number of independent parameters characterizing human behavior. The
uncovered scaling theory not only allows us to derive human movements
from communication volumes, or vice versa, it also hints for a deeper con-
nection that may exist among all networked systems where space plays a
role, from transportations [97, 114, 280] and communications [136, 248,
270] to the internet [272, 273] and human brains [281].
5.2 Data description
Mobile communication records, catalogued by mobile phone carriers for
billing purposes, provide an extensive proxy of human movements and
social interactions at a societal scale. Indeed, by keeping track of each
phone call between two users and the spatiotemporal information about
the users who initiated and received the call, mobile phone data offers
information on both human mobility and social communication patterns
at the same time as we will detail hereunder.
In this chapter, we compiled a uniquely rich database consisting of
three different datasets that are of a similar level of details yet with
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different demographics, economic status, and scales:
D1 This dataset contains mobile phone calls between 1.3 million users
over a period of one month in 2006 from an European country. For each
phone call, the caller and the callee, both anonymised with a key (hash
code), the time, the date and the phone towers routing the communica-
tion are recorded. Only phone calls between users that called each other
at least 5 times over a period of 18 month are known. Furthermore,
only the coordinates of the mobile phone towers are known, hence the
position of a user within the range of an antenna is unknown.
D2 This dataset covers a six-month period of mobile phone calls be-
tween 6 million anonymised users from a large European country. For
each phone call, the caller, the callee, the time and the towers routing
the communication are recorded. Similarly to D1, only the coordinates
of the mobile towers are known, hence the position of a user within the
range of an antenna is unknown.
D3 The dataset covers a period from 2005 to 2009 and is made of
all transaction logs of all mobile phone activity that occurred in an
African country over the 5 year-period. The data originate from the
largest mobile phone operator in that country and contain about 1.5
million phone calls. The logs include the date, the time, and the mobile
phone towers routing the call for each of the phone calls and are again
anonymous. Again, only the coordinates of the mobile towers are known,
hence the position of a user within the range of an antenna is unknown.
For each of these datasets, mobility and socials fluxes capturing the
movements of customers and their social communications between pairs
of locations can be inferred from phone call information:
Mobility fluxes For each phone call, the position of the tower routing
the call is known for the caller. Since we know the location of each tower,
we know the location of the user was within the range of the tower’s ser-
vice area. By looking at each consecutive phone calls made by a user,
we can thus reconstruct the user’s jumps between two consecutive lo-
cations where his calls were initiated. By aggregating all movements
for all users, we can thus obtain the total number of jumps from any
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tower i to any tower j (TMi,j ). All jumps made outside continental ter-
ritories (i.e. islands) were not taken into account. The jumps do not
exceed ∼ 1000 km, ∼ 400 km and ∼ 100 km for datasets D1, D2, D3,
respectively, due to national frontiers and coverage limitations driven
by geographical constraints in the country. We consider the number of
jumps between two locations as the mobility fluxes between them.
Social fluxes For each phone call, the position of the tower routing
the call is known for both the caller and the callee. By considering all
phone calls, we thus know the total number of calls from a tower i to
a tower j (TSi,j). We consider the number of phone calls between two
locations as the social fluxes between them.
5.3 Scaling relationship
To quantify the spatial effect on social communication patterns, we often
measure the distance distribution of communications using two oft-used
distance metrics:
Communication distance distribution: The distance r characterizing
social communications is the geodesic distance between two individuals
u and v, who communicate via phone calls or SMS. Previous studies
suggested that the probability for two individuals to communicate de-
creases with distance, following a power law distribution [24, 248, 249].
Here we recovered previous results (Fig. 5.1A), finding that the distance
distribution of each studied system, PS(r), can be approximated as:
PS(r) ∼ r−βri . (5.1)
We find, among different countries, the exponents βri are characterized
by rather small variations (βri ≈ 1.5) (Fig. 5.1A, Table 1).
Rank distribution: Within a country, the populations are not dis-
tributed uniformly in space. To account for such inhomogeneity, pre-
vious studies proposed the rank measure as an alternative means to
quantifying the effective distance between two individuals [136]. The
rank between two users u and v is the number of people closer to u
than v, formally defined as s = |w : r(u,w) < r(u, v)|. We measure the
rank distributions for our three datasets (Fig. 5.1B), finding PS(s) is
characterized by a power law tail, consistent with previous studies [136,
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249]:
PS(s) ∼ s−βsi . (5.2)
The exponents βsi for our three datasets are shown in Table 1.
Similarly, for human movements, the jump size distribution is most
commonly used to quantify spatial constraints in human movements.
Here we measure this quantity in different distance metrics :
Jump size distribution: Jump size measures the displacement in the
unit of kilometers between two consecutive sightings of an individual. A
fundamental property of human mobility is that the aggregated jump-
size distribution follows a power law [96–98],
PM (r) ∼ r−αri , (5.3)
indicating most of the time people travel over short distances, between
home and work for example, while they occasionally take longer trips.
We measured PM (r) in our data corpus (Fig. 5.1C), finding few varia-
tions in αri among different countries (αri ≈ 1.9).
Rank jump-size distribution: To account for biases from population
density we measure the rank s of each jump. We find that PM (s) is also
characterized by a power law tail as suggested by previous studies [112,
249],
PM (s) ∼ s−αsi . (5.4)
As shown in Fig. 5.1D, αsi is similar for D1 and D2 (αsi ≈ 1.3) but
different from D3: αs3 ≈ 1 (Table 1).
Taken together, the spatial scaling of social interactions (PS(r) and
PS(s)) for dataset i is characterized by exponents βri and βsi , respec-
tively, while human movements (PM (r) and PM (s)) by exponents αri
and αsi . These quantities were reported previously by independent re-
search groups with different measurement details [96, 97, 248, 282]. Here
we measure these quantities systematically by using a comprehensive
database we compiled. We find that, within each of the two categories,
the critical exponents (αi or βi) in different countries are rather similar
to each other. For example, there is little difference between the three
αri or βri exponents. For the rank metrics, D1 and D2 are also very
similar to each other, while D3 is characterized by slightly different ex-
ponents. Yet, most noticeably, we observed substantial and systematic
differences between αr,si and β
r,s
i . Such differences contradict current
modelling frameworks from gravity model [282] to radiation model [114]
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Figure 5.1: Mobility and communication distance distributions.
(A) Communication distance distributions measured in geodesic dis-
tance r, PS(r), for all three datasets follow a power law distribution
with exponents βr ≈ 1.5. (B) Rank distributions PS(s) for the three
datasets follow a power law distribution with exponents βs = 1 for
D1 and D2 and βs = 0.65 for D3. (C) Jump-size distribution PM (r)
measured in geodesic distance r follows a power law distribution with
exponent αr ≈ 1.9. (D) Rank jump-size distribution PM (s) for rank s
follows a power law distribution with exponent αs ≈ 1.3 for D1 and D2
and αs ≈ 1 for D3.
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that treat these two classes of problems as the same phenomena given
a population distribution, thus predicting the same scaling exponent
within each country [24, 248]. This raises a critical question: What is
the origin of the observed differences between exponents αi and βi?
PS(s) (or PS(r)) measures the intensity of social communications
as a function of distance, capturing on a population averaged level the
social fluxes between different locations. On the other hand, PM (s) (or
PM (r)) measures the aggregated jumps between places, corresponding
to the mobility fluxes from one location to another. Denoting with TSi,j
the social fluxes from location i to j and with TMi,j the mobility fluxes,
i.e., the total number of communications/jumps between two locations,
we measure TSi,j and TMi,j between any two locations over a one month
period. We find that both social and mobility fluxes follow fat-tailed
distributions across our three studied datasets (Fig. 5.2). This is some-
what expected: Indeed, if we view each location as a node and fluxes as
links connecting different locations, the fat-tailed distributions of fluxes
are consistent with previous results on link weight distributions [283].
Hence, Fig. 5.2 documents an inherent heterogeneity between locations.
Indeed, there are few fluxes between most locations, yet a non-negligible
fraction of location pairs are characterized by a large number of fluxes.
The fat-tailed nature of flux distributions raises an important question:
Can distance dependencies (Fig. 5.1) be accounted for by the observed
heterogeneity in fluxes alone (Fig. 5.3)? To this end, we take D1 as
an exemplary case and control for spatial effect by choosing location
pairs that are of similar distances (s), and measuring the distributions
for social (PST (T | s) in Fig. 5.3A) and mobility fluxes (PMT (T | s) in
Fig. 5.3B), respectively. We find the fluxes still follow a fat-tailed distri-
bution within each group, indicating there still exists much heterogeneity
in fluxes even among locations within similar distances. Moreover, loca-
tions that are nearby (small s) tend to have higher fluxes, corresponding
to higher intensity in both communications (Fig. 5.3A) and movements
(Fig. 5.3B). Indeed, the curves in Fig. 5.3AB shift to the right as s de-
creases, indicating the probability for two locations to have large fluxes
decays with distance. This is consistent with preceding results (Fig. 5.1,
Eq. 5.1 and Eq. 5.3), as most communications and movements take place
in short distances, accounting for majority of the fluxes. Yet, as shown
in Fig. 5.3AB, not all pairs of nearby locations have large fluxes. To the
contrary, most of them have very few fluxes. Rather, it is a small fraction
of location pairs in each distance groups, i.e., the tails of PST (T | s) and
PMT (T | s), that are responsible for generating the majority of fluxes.
Most surprisingly, once we rescale the flux distributions with the aver-
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Figure 5.2: Social and mobility flux distributions. Distribution of
(A) social fluxes TS and (B) mobility fluxes TM for all three datasets.
age fluxes,
〈
TS(s)
〉
or
〈
TM (s)
〉
, we find all the curves shown in both
Fig. 5.3A and Fig. 5.3B (10 curves in total) collapse into one single curve,
suggesting a single universal flux distribution characterizes both social
interactions and human movements, independent of distance (Fig. 5.3C).
This data collapse indicates that
PS,MT (T | s) =
〈
TS,M (s)
〉−1F (TS,M/〈TS,M (s)〉) , (5.5)
where F(x) is a distance-independent function. The data collapse in
Fig. 5.3C is rather remarkable. It indicates that the observed localization
in social communications and human movements can be decomposed
into two independent factors: one is the universal distribution F(x)
which is distance independent, characterizing the inherent popularity-
based heterogeneity among different locations. All the distance depen-
dencies are now encoded in the average fluxes at a given distance, i.e.,〈
TS(s)
〉
for social and
〈
TM (s)
〉
for mobility fluxes. We repeated our
measurements using r as distance metric as well, finding again an ex-
cellent data collapse (Fig. 5.3D-F). We also repeated our analysis for
datasets D2 and D3 and found consistent results as all curves collapse
into one for both geodesic (r) and rank (s) distances, demonstrating the
robustness of our findings (Fig. 5.4).
The uncovered universal function indicates that the social and mo-
bility fluxes are important factors to characterize communication and
mobility patterns, prompting us to measure correlations between the
two quantities. We group location pairs (i and j) based on their dis-
tance and measure the relationship between TSi→j(s) and TMi→j(s) for each
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Figure 5.3: Collapse of social and mobility flux distributions for
D1. (A) Flux distributions of communication for different rank groups,
PS(T |s). (B) Same distributions as (A) for mobility fluxes, PM (T |s).
(C) Mobility and communication fluxes, denoted by circles and squares,
respectively, collapse into one single curve after rescaled by the average
fluxes in each group 〈T 〉. (D) Flux distributions of communication
for different distance groups, PS(T |r) (same as (A) but measured in
geodesic distance r). (E) Same distributions as (D) for mobility fluxes,
PM (T |r). (F) Mobility and communication fluxes measured in geodesic
distance, denoted by circles and squares, respectively, again collapse into
one single curve after rescaled by 〈T 〉 for the different geodesic distance
groups.
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Figure 5.4: Collapse of social and mobility flux distributions
for D2 and D3. (A) Mobility and communication fluxes distributions
for D2, denoted by circles and squares, respectively, collapse into one
single curve after rescaled by the average fluxes in each group 〈T 〉. (B)
Same distributions as (A) but for geodesic distances. (C)-(D) Same
distributions as (A)-(B) but for dataset D3.
group (s = 1e3, s = 1e4, s = 5e5, s = 1e6, and s = 2e6 in Fig. 5.5A-
E). In these scatter plots, each grey dot represents a pair of locations,
and its x-y coordinates correspond to the mobility (TMi→j(s)) and social
(TSi→j(s)) fluxes from i to j. We find strong correlations between these
two quantities regardless of how faraway these locations are separated.
To quantify this correlation, we measure the average social fluxes given
the mobility fluxes at a certain distance, TS(TM |s) (colored symbols in
Fig. 5.5A-E), which is formally defined as
TS(TM |s) ≡
∑
i→j TSi→jδ(T − TMi→j)δ(s− sij)∑
i→j δ(T − TMi→j)δ(s− sij)
, (5.6)
where δ(x) is the delta function (δ(x) = 1 when x = 0, and δ(x) = 0 oth-
erwise). We find in Fig. 5.5A-E that the average social fluxes TS(TM |s)
has a scaling relationship characterised by a slope of θs = 0.9, indicating
social fluxes scale sub-linearly with mobility fluxes, independent of dis-
tance s. The shift along the y-axis through Fig. 5.5A to E also reveals
the existence of a pre-factor A(s). We find indeed, as distance increases,
that the average social fluxes increases given the same volume of mo-
bility fluxes. Hence, A(s) characterises the cost tradeoff between phone
communications and commuting. As a result, TS(TM |s) has a power
law scaling relationship with TM of the form
TS(TM |s) = A(s)TM (s)θs , (5.7)
where the scaling exponent θs = 0.9 for different s. Rescaling TS by
sδs , we find all curves collapse into a straight line (Fig. 5.5F), indicating
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Figure 5.5: Correlation between social and mobility fluxes using
rank distance. Correlations between TSi→j(s) and TMi→j(s) for location
pairs (grey dots) separated by a distance of (A) s = 1e3, (B) s = 1e4,
(C)s = 5e5, (D) s = 1e6, and (E) s = 2e6. We find all curves collapse
into a straight line when TS is rescaled by sδs for (F) D1, (G) D2, and
(H) D3.
A(s) ∼ sδs where δs = 0.15. We repeated the same measurement for D2
and D3. We found, although each dataset is characterized by a different
set of θs and δs, Eq. 5.7 holds consistently well across different datasets
(Fig. 5.5GH). We also repeated our analysis by replacing s with other
distance metrics (geodesic distance r), finding again consistent results
with Eq. 5.7 (Fig. 5.6). Indeed, each dataset is well described by its
characteristic set of θr and δr exponents, demonstrating the robustness
of our findings.
Most important, Eq. 5.7 together with the data collapses in Fig. 5.3CF
(Eq. 5.5) allows us to derive a new scaling relationship between different
critical exponents. Indeed, the average social fluxes at distance s, TS(s),
can be obtained by integrating TS(TM , s) over TM :
TS(s) =
∫
PMT (TM |s)TS(TM , s)dTM . (5.8)
Substituting Eqs. (5.5) and (5.7) into (5.8), we have
TS(s) =
∫
F(x)TSM
(
TM (s)x, s
)
dx ∼ TM (s)θssδs
∫
xθsF(x)dx, (5.9)
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Figure 5.6: Correlation between social and mobility fluxes using
geodesic distance. Correlations between TS rescaled by rδr and TM .
Similarly to Fig. 5.5, we find all curves collapse into a straight line when
TS is rescaled by rδr for (A) D1, (B) D2, and (C) D3.
where x ≡ TM/TM as a change of variable. As TS(s) ∼∑i→j TSi→jδ(s−
sij) = PS(s) ∼ s−βs , and similarly TM (s) ∼ s−αs , we have,
s−βs = s−αsθssδs
∫
xθsF(x)dx. (5.10)
The tail behavior of F(x) indicates the integral in Eq. 5.10 converges.
Hence, Eq. 5.10 leads to a scaling relationship:
βs = αsθs − δs, (5.11)
connecting the exponent that characterizes social communications (βs)
and the exponent characterizing human movements (αs). Similarly, for
geodesic distance metric r, we obtain:
βr = αrθr − δr. (5.12)
We measure each exponent in Eq. 5.11 and Eq. 5.12 independently for
different datasets, finding excellent agreement between empirical mea-
surements and our theoretical predictions (Table 1). Hence, Eq. 5.11
and 5.12 offer an explicit link between critical exponents characteriz-
ing spatial dependencies in human movements and social interactions,
showing that the social exponent (β) can be expressed in terms of the
mobility exponents (α), a consistently robust result that is indepen-
dent of distance metrics being used. The uncovered scaling relationship
between these two classes of exponents is mediated by a universal flux
distribution (F(x)) we uncovered in this study. This scaling relationship
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Table 5.1: Critical exponents. We measured αs, βs, θs, and δs inde-
pendently for each dataset by using rank as distance metric. We then
compute β˜s = αsθs − δs using Eq. 5.11, finding β˜s largely agrees with
βs across different datasets. Similarly we repeated the same measure-
ments by using geodesic distance, obtaining αr, βr, θr, and δr and hence
computing β˜r. We find β˜r also well approximates βr, with only excep-
tion observed in D3 (∆ ∼ 0.13), which is likely due to its smaller data
size. As both our data size and non-integer nature of distance metrics
prevents us from using standard fitting algorithms for power laws [284],
we computed all our exponents by using the least-square method [285,
286].
αr αs βr βs θr θs δr δs
D1 2 1.3 1.6 1 0.9 0.9 0.2 0.15
D2 1.9 1.3 1.5 1 0.9 0.93 0.2 0.2
D3 1.9 1 1.5 0.65 0.8 0.68 0 0
bridges two fields that are largely pursued disjointly [249], showing that
they represent different facets of a deeper underlying reality, effectively
reducing the number of independent parameters characterizing human
behavior. Next we show the uncovered relationship offers us a powerful
framework to derive quantities pertaining to one field from those of the
other.
5.4 Application to spreading processes
We simulate a virus spreading process using D1 as an exemplary case
to demonstrate how the above findings can be used to connect human
mobility and social interactions in a practical context. Of the many in-
gredients in computational modeling of virus spreading, human mobility
is among the most critical [22, 96, 102, 266, 287, 288]. To understand
how human movements catalyze societal-wide spreading processes, we
infect a few randomly selected individuals with some hypothetical germ
in a random location at time t = 0. Denoting with µ the infection rate
of this germ, we assume that, at each time step, an infected individual
could spread the disease to others within his/her vicinity, i.e., individ-
uals within the same mobile tower. At the same time, any infected
individual can recover from the disease at rate ν. This process is known
as the Susceptible-Infected-Susceptible (SIS) model, commonly used in
modeling disease spreading [289, 290].
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Choosing any set of µ and ν, we can simulate a spatial SIS model
by following the real mobility fluxes between locations (TMi,j ) measured
from our dataset. This raises an interesting question: had we not had
access to mobility information, how well can we approximate the ob-
served spreading pattern using the social fluxes rescaled by our scaling
relationship uncovered in Eq. 5.11?
Following Eq. 5.7 and using the exponents from Eq. 5.11, mobility
fluxes between a location i and j can be approximated by rescaled social
fluxes, T˜Si,j , defined as
T˜Si,j = (s−δsi,j TSi,j)−θs . (5.13)
where δs = 0.15, θs = 0.9 for D1 (Table 5.1) and si,j is the distance
between the two locations. We simulate a spreading process in Portugal
using the real mobility fluxes TM , the rescaled social fluxes T˜S as well
as the mobility fluxes TMGM approximated by the widely used gravity
model [103, 105, 249, 282]. To compare these results, we started from
the same initial conditions (µ = 0.9, ν = 0.3) and initial infected users
located in Lisbon are used for all three simulations in this example.
Denoting with ni the number of users at location i, with ai the area
of location i, and mi(t), m˜i(t) and mGMi (t) the number of infected users
at time t in location i when using TM , T˜S and TMGM , respectively, we
measure mi(t)/ai, m˜i(t)/ai and mGMi (t)/ai, i.e. the density of infected
users estimated in each location i for the three cases (Fig. 5.7ABC for
t = 17). We find a remarkable agreement between our simulation and the
real spreading patterns. Moreover, close up on the city of Porto reveals a
superior accuracy of our model comparing with predictions from gravity
model. To quantify the differences between the two methods, we measure
e˜i(t) =
mi,t − m˜i,t
mi,t
(5.14)
and
eGMi (t) =
mi,t −mGMi,t
mi,t
(5.15)
corresponding to the relative error of infection rate in each location i at
time t for both methods (Fig. 5.7DE at t = 17). The drastic difference
between Fig. 5.7D and Fig. 5.7E highlights the fact that lower e˜i(t)
are observed comparing with eGMi (t) in this particular example, again
documenting the superior predictive power of our model.
In order to systematically assess and compare the accuracy of our
results, we simulated 500 independent spreading processes following the
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Figure 5.7: Simulation of SIS spreading processes. (A-C) Den-
sities of infected users at time t = 17 following a simulation of a SIS
spreading process (µ = 0.9, ν = 0.3) originated from Lisbon by using
(A) real mobility fluxes TM , (B) the rescaled social fluxes T˜S , and (C)
the mobility fluxes approximated by gravity model TMgm. (D) Relative
errors of infection rate e˜i(t) and (E) e˜gmi (t) at each location i at time
t = 17. (F) Distributions of mean relative error e˜(t) (green) and egm(t)
(blue) over 500 SIS simulations at different stages before reaching the
steady state, documenting the superior predictive power of our method
comparing with gravity model at all stages of the spreading processes
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same procedure described above but choosing randomly parameters µ
and ν as well as the initial infected location and the number of infected
users. For each simulation, we compute the mean values e˜(t) and eGM (t)
from Eqs. 5.14 and 5.15 respectively, at different stages (time steps). We
find that e˜(t) obtained from the 500 simulations are systematically lower
than eGM (t) across all stages of the spreading processes (Fig. 5.7F),
demonstrating the practical relevance of our scaling relationship that
effectively predicts mobility patterns using social communications.
5.5 Conclusion
Taken together, by analysing three large-scale mobile phone datasets
from three different countries, we uncovered a new scaling relationship
between the critical exponents that characterise spatial dependencies
in human mobility and social interactions. This scaling relationship is
mediated by a universal flux distribution for both movement and com-
munication patterns, indicating the previously observed distance depen-
dencies capture a convolution of geographical propensity and a popular-
ity based heterogeneity among locations. Separating these two factors
allows us to establish a formal connection between different critical expo-
nents that were perceived as independent. We offered theoretical basis
for the uncovered scaling relationship, which is further supported by
extensive simulations that not only demonstrate its practical relevance
but also provide empirical validation of our approach. While we uncov-
ered this relationship using two distance measures independently, we did
not study their interdependence. However, investigating the underlying
connection between rank-based and geodesic distances could be a re-
search worth of interest as this might help us understand the systematic
differences observed between exponents αr and αs and between βr and
βs.
Together our results document a new order of regularity that helps
deepen our quantitative understanding of human behavior. Lastly, our
results may reach far beyond communications and transportations stud-
ied in this paper, as many networked systems are also subject to spatial
costs in establishing connections in a very similar fashion as our quoted
examples, from routers linked by physical cables to form globally con-
nected internet to axons that connect different regions of human brains.
Hence our results may provide relevant insights to a diverse set of net-
worked systems where space plays a role [249], opening up a promising
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direction for future investigation.
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Chapter 6
Information retrieval in
large-scale publication data
Besides phone call data, publication data represent another valuable
source of information to study social systems. However, the extrac-
tion of meaningful data from publication records is far from trivial as
many ambiguities can be present. In this chapter, we present three dis-
tinct techniques that aim at resolving these issues. In the first part of
this chapter, we address the problem of author name disambiguation by
presenting an agglomerative method that can automatically merge arti-
cles associated to a same author. Following this method, we introduce
a technique to disambiguate geographical traces present in publication
data. We close this chapter by presenting a novel approach to identify
publications related to a same particular topic or field.
6.1 Introduction
Motivation Over the past few years, we have witnessed rapid ad-
vances in our understanding of the modern scientific enterprise, owing
partly to the massive growth of global research activity as well as the
increasing availability of large-scale datasets that capture scientific out-
puts. These data offer a tremendous opportunity for research on social
dynamics, providing results with profound consequences in broads do-
mains. Indeed, recent studies helped us uncover basic mechanisms that
govern not only scientific impact [55, 291, 292] but also collaborations
[39, 40], credit allocation [43–46] and reputation [293, 294], providing
policy-makers effective tools to evaluate in a better and more transpar-
ent way scientific outputs. In another related area, research on human
mobility exploited the geographical digital traces present in these data,
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revealing the global migration of science [295] and uncovering the effect
of geography on its dynamic [41, 42].
One common critical aspect about these studies is the importance
of acquiring comprehensive disambiguated data. For instance, research
on collaboration and reputation requires disambiguated sets of author
names [39, 296]. Indeed, as an author’s identity is usually represented
by a name string in the raw data, name ambiguity can easily appear be-
tween individuals sharing the same name, leading to false findings about
fundamental characteristics and erroneous predictions [297, 298]. In a
similar way, ambiguities also emerge in geographic name entities, which
must be taken care of when exploring individual career trajectories in
scientific mobility studies [41, 42]. Finally, research on information net-
works investigating the emergence of ideas or trends also often requires
topic-disambiguated data [299, 300].
In this chapter, we address the issues related to data ambiguity by
presenting several disambiguation techniques. First, we propose an ag-
glomerative approach to deal with author name redundancy and to de-
tect unique authors. Next, we introduce a geo-tagged and agglomerative
method that can efficiently resolve ambiguities in affiliation names. Fi-
nally, we present a novel approach that can automatically detect topic-
related articles based on their citation network.
Data Two distinct datasets are used to quantify the efficiency of our
developed approaches: the American Physical Society and Web of Sci-
ence™ datasets.
The dataset provided by the American Physical Society (APS) [301]
consists of all the papers published in Physical Review, spanning across
9 different journals: Physical Review A, B, C, D, E, I, L, ST and Review
of Modern Physics, from 1893 to 2010, amounting to over 450, 000 pub-
lications. For each paper the dataset includes title, date of publication
(day, month, year), names and affiliations of every author, and a list of
the previous APS papers cited.
The dataset provided by the Web of Science™ includes several types
of scientific outputs such as articles, letters, reviews, editorials and ab-
stracts from 1898 to 2013 across more than 22,000 scientific journals
from broad domains, resulting in a set of more than 50 millions papers.
For each paper, the dataset includes more than 100 types of information
such as the date of publication (month, day, year), the journal issue,
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the references towards past items within the dataset as well as author
names and affiliations.
6.2 Author Name disambiguation
Identifying authors of an article and, conversely, identifying all articles
belonging to a single individual is a fundamental problem. While iden-
tifying author names would seem to be a simple process, it represents a
major, yet unsolved problem for information science. In this section, we
give a short overview of the different problems associated to this issue
as well as the main types of solutions that have been proposed over the
last decades. Based on these solutions, we then present a simple author
name disambiguation technique that can be easily applied on our dataset
of interest and which still provides accurate disambiguated results.
Overview
The task of disambiguating author names is associated to four distinct
and well-known challenges [302]: (i) individuals may publish under dif-
ferent names, due to spelling variants, spelling errors or pen names for
example, (ii) many individuals share the same name, e.g. chinese names
[303], (iii) the proportion of interdisciplinary and multi-institutional ar-
ticles, which are hard to disambiguate, is quickly increasing [304], and
finally (iv) the necessary metadata such as citations or affiliations are
often incomplete or missing entirely.
If this task was under appreciated in the past, this is far from being
the case today. As the internet rose two decades ago as well as massive
digital libraries, numerous platforms as well as publishers are now shift-
ing their focus on the search of individuals and not topics or keywords
anymore, putting their efforts towards the disambiguation of individu-
als. If manual disambiguation methods based on collaborative efforts
were used in the past, this is not possible today anymore; Thousands of
new articles are published everyday in about 28,000 thousands journals,
most of them being collected by major publishing platforms. Massive
name disambiguation tasks are thus needed and such methods, which
heavily relies on individuals efforts, are not feasible anymore.
Under these circumstances numerous approaches have been proposed
over the past few years. Overall, these methods can be divided into
two different groups: author grouping methods [305–308] and author
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assignment methods [309–312].
The main idea of author grouping methods is to rely on a similarity
function on the attributes of two articles to decide whether to group
them or not. The goal is thus to obtain a function that returns a high
similarity for articles authored by the same individuals but a low sim-
ilarity for articles authored by different ones. As a result, articles cor-
responding to a same individual will be grouped together, maximising
intra- and minimising inter-group similarities. In the literature, there
exist two distinct ways to define this similarity function. The first, which
is unsupervised, is to rely on predefined functions that compute simi-
larities between given attributes [307, 308]. Such functions includes the
cosine similarity, levenshtein distance or tf-idf measure [313]. The second
option, which is supervised, is to learn the similarity function through a
machine learning algorithm [305, 306]. While learning usually produces
better results, it also requires a training sample of disambiguated articles
specific for the task, which is often not available. The first unsupervised
option, however, does not need such training samples and can thus be
more easily adapted to the specific dataset and disambiguation task.
Author Assignment Methods, on the other hand, do not merge ar-
ticles together but directly assign an article to a given author by con-
structing a model that represents the author. Such model often includes
the probabilities of the author to publish with particular co-authors, in
particular venues or on specific topics. For this type of methods, two
different techniques exist: supervised classification technique [309, 310]
and model-based clustering technique [311, 312]. The classification tech-
nique assigns articles to a particular author using a supervised machine
learning algorithm. Based on articles features as well as author features
extracted from a training dataset, the algorithm builds relationship be-
tween articles and authors features. Ambiguous articles are then divided
into distinct sets, each associated to a single individual, in accordance
with these relationships. Similarly to the supervised approach of the
author grouping methods, this technique also requires the acquisition
of disambiguated data that requires skilled human annotators. On the
other hand, model-based clustering technique do not require any train-
ing data. Indeed, this technique uses an iterative probabilistic approach
to automatically determine the relationship between author and articles
features. Even though no training data is needed, this technique still
requires specific information about the number of authors in the dataset
or the number of author groups, i.e. groups of authors that publish
together, which are often not known or hard to estimate.
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As we can notice, most of these methods are either based on train-
ing data, which requires massive manually disambiguated data, or either
very specific to the type of input data, i.e. the metadata available or
the nature of the data. Given the large-scale nature of our research,
such prerequisites prevent us from implementing or using directly most
of these methods. As a result, we present here a simple, yet adaptive
method that can efficiently disambiguates large-scale publication data
and which relies only on common metadata. This approach could be
classified as an unsupervised author grouping methods as it does not
require any training data and group articles together based on their
similarity.
Agglomerative approach
For this method, we consider each author of each publication to be a
unique one (number of papers times average number of authors per pa-
per). The intuition behind the disambiguation process is to reduce this
number by "merging" authors iteratively, based on a list of criteria. That
is, for two publications that were thought to belong to two distinct au-
thors, we iteratively consider them to belong to the same individual if
they fullfill all the following:
1. Last names of the two authors are identical;
2. Initials of the first names and, when available, given names are the
same. If the full first names and given names are present for both
authors, they have to be identical;
3. One of the following is true:
• The two authors cited each other for at least once;
• The two authors share at least one co-author;
• The two authors share at least one similar affiliations (mea-
sured by cosine similarity and tf-idf metrics) [314].
The process stops when there is no pair of authors to merge.
Results on the American Physical Society dataset
Of all the publications within the APS dataset, we consider only those
for which: (i) there is no ambiguity between an author and his/her af-
filiation (an ambiguity is present when more than one author and more
than one affiliation are given without any link between them); (ii) there
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Figure 6.1: Distribution of number of authors per paper. For
each paper i in the dataset, we denote with a¯i the number of its authors
and report the distribution P (a¯i). The vertical line falls at ten authors,
corresponding roughly to the point were the distribution deviates from
the power law fitting line. We thus do not take into account in the
disambiguation process all the papers that have more than 10 authors,
corresponding to only 3% of all the papers.
are no more than 10 different authors. Criterion (i) is necessary to as-
sociate at least one affiliation to each author, which is a crucial step for
the author name disambiguation; criterion (ii) is necessary to identify
those publications where each author can be considered to have a sub-
stantial contribution which is crucial for our applications developed in
chapters 7 and 8. The threshold of 10 authors has been chosen after the
inspection of the distribution of number of authors per paper (Fig. 6.1).
The probability density function can be approximated by a power-law,
in line with previous studies [315]. We observe a deviation from the
power-law for papers containing more than 10 authors, suggesting dif-
ferent retribution characterizing these large collaborations [316, 317].
The application of criteria (i) and (ii) gives us a final set of 425, 369
publications and 1, 383, 487 occurrences of author names.
By applying the disambiguation procedure described above, we end
up with a total of 237, 038 unique individuals, corresponding to a 83%
decrease in the number of author name occurrences.
Accuracy
To evaluate the accuracy of our algorithm to disambiguate author names
[315], we selected 200 pairs of papers that our algorithm predicted to
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have been written by the same author, and 200 pairs for which the
authors are predicted to be distinct individuals. We then determined
how many times the pairs correspond to the same individual or not, by
searching manually the authors homepage, scholar profile if any, look-
ing at coauthors, affiliation, topic, etc. Out of these 400 pairs, we find
the false positive rate (i.e. fraction of times the procedure indicates the
pair of publications belonging to the same person, while they do not)
to be 2% and a false negative rate (i.e. fraction of times that the same
individual is considered to be two distinct persons) of 12%.
Complexity
The overall complexity of this algorithm is O(n2) where n is the num-
ber of author name occurences, i.e. number of papers multiplied by the
average number of authors per paper. As only pairs of authors sharing
the same last name and initials are compared to each other, that com-
plexity is reached in the worst case when all authors in the dataset share
the same last name and initials. However, in practice, this configuration
is very unlikely as thousands of last names and first names are often
present in the data and as a consequence the complexity is likely to be
much smaller.
Semantic bias
The errors induced by disambiguation are not uniformly distributed
among scientists. Indeed, as pointed out in previous research [307, 318–
320], Asian names are the most difficult to disambiguate. Indeed, we
examined 500 random pairs of papers from our subset and found that
about 90% of manually detected errors are related to Asian names. This
is not surprising as the 19 most common Chinese names, for example,
represent about 56% of the population in China [303] or as 45% of Ko-
rean names are either Kim, Lee or Park [321]. Therefore, data related
to asian authors should be taken with caution as many errors are unde-
tectable.
6.3 Affiliation disambiguation
Exploiting geographical digital traces present in publication data is not
only important to detect unique authors, it is also crucial to understand
scientific mobility. While many studies explored the role of geography
on scientific collaborations or mobility, most of them focused on col-
laborations or movements between countries or cities [299, 300] but not
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Figure 6.2: Illustration of the affiliation disambiguation process
In the first step, affiliations are grouped by geographical locations. Affil-
iations within each group are then divided into subgroups based on their
string similarity. Finally, subgroups of affiliations from different groups
are iteratively merged based on their string similarity as well. At the
end the process, three distinct institutions in our example are detected:
{1, 2, 5}, {3, 4}, {6}
between institutions. However, studying movements in between research
institutions would not only provide information at a much finer scale,
but would also offer a better way to understand the influence of specific
institutions on careers as well as their organisation. These aspects can
hardly be explored with data characterised by a resolution at a country
or city scale. Indeed, the Boston metropolitan area only, for example,
contains 58 higher educational institutions, 9 of them being major uni-
versities with large ranking differences [322]. The effect of one of these
institutions on individuals over another is thus undetectable at a city
scale. Given the growing interest of studying career trajectories and col-
laborations at a finer scale we here propose a method that can efficiently
disambiguate affiliations in publication data.
Method
In this method, we consider the collection of all distinct affiliation names
occurring on all papers in the data. We consider the affiliation name as
a string where the different fields, if any, are separated by a comma as it
often appears on scientific articles and as illustrated on Figure 6.2. The
process to disambiguate these names is divided into three agglomerative
and divisive steps.
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1. Geocoding: For this agglomerative step, we first geocode all affili-
ation names present in the data using the Google Geocoding API
on the last two fields of their names. Each affiliation is thus as-
sociated to a set of coordinates that uniquely defines a location.
We then group affiliations that share the exact same coordinates
together (Fig.6.2). This first step usually dramatically decreases
the number of comparisons between elements required for the next
steps.
2. Division: In this second step, the basic idea is to compute a simi-
larity measure between all pairs of affiliation names within a group.
These similarity values are then used to divide each group into
subgroups containing similar affiliations (Fig.6.2).
In this method, we consider each affiliation name as a string.
Hence, to compare affiliations, one has to design a method that
returns the similarity between a pair of strings. In this step, we
use the cosine similarity which is a vector-based measure of the
similarity of two strings. The idea behind this measure is to trans-
form each string into a vector in some high dimensional space such
that similar strings are close to each other. The cosine of the angle
between two vectors is a measure of how "similar" they are, which
in turn, is a measure of the similarity of these strings.
To transform each of our string, i.e. an affiliation name, into a
vector, we use the popular TF-IDF vector representation. The
TF-IDF vector is composed of the product of the term frequency
(TF) and the inverse document frequency (IDF) for each word that
appears in the string. The length of the TF-IDF vector is equal
to the total number of unique words appearing in the corpus of
affiliation names and the vector stores the TF-IDF value corre-
sponding to each word for each string. The term frequency is the
number of times the word appears in the string and is a measure
of the importance of that word in the string. The inverse docu-
ment frequency correspond to the inverse of the number of strings
in which the word appears and serves to normalise the effect of
words that appear commonly in many strings (such as "the" or
"of"). The product of TF and IDF is thus a measure of the im-
portance of the word in the string and the corpus as a whole. As
affiliation names correspond to short strings compared to the total
number of distinct words in the corpus, these vectors tend to be
very sparse.
For each pair of affiliation names within a group, we thus first
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translate their two corresponding strings into their respective TF-
IDF vectors and then normalise them into unit length vectors. The
similarity between the two strings is then obtained by computing
the cosine angle between the two corresponding vectors, which
corresponds simply to the dot product as they are normalised.
In this particular step, we compute the cosine similarity between
all pairs of affiliations within a group. Each time the similarity is
larger than a particular threshold, denoted as κ1, the two affilia-
tions are merged together. At the end of the process, each group
is thus divided into subgroups of similar affiliations (Fig 6.2).
The threshold κ1 is determined by the following procedure. We
randomly select two lists of 200 affiliation pairs: (i) pairs of af-
filiation within a group that are known to correspond to a single
institution (manual check) and (ii) pairs of affiliations within a
group that are known to correspond to two distinct institutions.
The value of κ1 is then given by the value of the threshold that
minimises both the false positive rate (proportion of pairs from
(ii) for which the similarity is over κ1) and the false negative rate
(proportion of pairs from (i) for which the similarity is under κ1).
This procedure ensures that the chosen threshold κ1 leads to well
disambiguated subgroups within each group.
3. Clustering: Departments or sub-units of a single institution are of-
ten not located at the same address, as illustrated in Figure 6.2 for
Harvard University. As each subgroup from step 2 contains affilia-
tions that share the exact same coordinates (due to the geocoding
step 1), it is thus important to compare subgroups that belong
to different groups, i.e. subgroups that do not share the same
coordinates, in order to resolve this location issue (Fig.6.2).
Hence, in this last step, pairs of subgroups belonging to differ-
ent groups are compared to each other and merged accordingly by
using a similarity value threshold κ2 but also by using the author
names previously disambiguated (see section 6.2). As an affiliation
is associated to a particular author on a paper, for each scientist
we compare his affiliations to each other and merge the two corre-
sponding subgroups into one if the similarity is over the threshold
κ2. This particular approach is a key in our procedure. Indeed,
similar affiliations on different papers authored by a same scien-
tist are likely to correspond to a same institution. Moreover, this
speeds up the algorithm by reducing the number of comparisons
as only affiliation pairs associated to a same individual need to be
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considered instead of all possible pairs. As mentioned earlier, this
step is also important to reconnect institutions that are spread over
different locations (e.g. Harvard University departments located
in Cambridge and Boston as illustrated in Fig. 6.2).
The procedure to determine the optimal threshold κ2 is identical to
the one we use for the threshold κ1 except that pairs of affiliations
for the two lists (i) and (ii) are randomly taken from different
groups and not within the same anymore.
Complexity
The overall complexity of our approach is O(n2) where n is the total
number of distinct affiliation names present in the data. This complex-
ity is reached in the worst case where all names share the same coordi-
nates as n2 comparisons would be required in the second step. However,
the complexity is drastically lower in practice as most affiliations do not
share the same coordinates.
Results on the American Physical Society dataset
A total of 319, 829 different affiliation names are identified in the APS
dataset. As an example, 1, 655 of them are associated to MIT, which
illustrates the difficult challenge associated to this process. This wide
range of names results from different department and sub-department
names within institutes but also historical changes (e.g. USSR), abbre-
viations and many typographical errors. Despite these inconsistencies
inherent to this dataset, only 29, 723 geo-tagged groups are extracted
in the first step of the algorithm, producing 64, 107 subgroups in the
second step (κ1 = 0.9). In the third step, an optimal value of κ2 = 0.7
is found and results in a set of 4, 052 distinct affiliations.
Accuracy
To validate our results, we use a similar procedure than the one pre-
sented in section 6.2 for author names. We randomly select two lists
of affiliation pairs: (i) 200 pairs of affiliations that are considered as a
single institution and (ii) 200 pairs of affiliations located in the same
city but considered as different by the algorithm. We then perform a
search using publicly available information to determine and check, for
each pair of affiliations, if they indeed correspond to similar institutions
or not. Overall, the method exhibits a good accuracy. We find the false
positive rate to be 11% (i.e. affiliations that are considered as a single
institution while in reality they are not) and a false negative rate of 6%
(i.e. affiliations that are wrongly categorised as distinct institutions).
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6.4 Topic detection
As mentioned earlier, research on information networks often requires
topic disambiguated data [299, 300]. In this section we address this is-
sue by introducing a method that can efficiently detect scientific papers
belonging to a similar scientific area or similar topic. By starting from
a small core of disambiguated papers, we show how one can detect the
corresponding community by taking advantage of the citation network
over time. To prove its usefulness and accuracy, we then apply our ap-
proach on a set of 50 millions papers to detect those belonging to one
particular scientific field: Physics.
Method
We consider a citation network constructed from publication data where
a node ni ∈ N corresponds to an individual publication and where a link
(i, j) ∈ K exists if the publication corresponding to ni contains a ref-
erence towards the publication corresponding the nj . Each node ni is
thus characterised by an in-degree kINi (number of citations) and an out-
degree kOUTi (number of references). Nodes with (kINi , kOUTi ) = (0, 0)
are isolated nodes and are not considered in the network. Finally, each
node ni is characterised by a variable ti corresponding to the time of
publication of the article associated to the node.
The method is an iterative process where at each step s three sets
of nodes are computed: Cs, Ts and Es (Figure 6.3).
The first type of set, Cs, includes the nodes that are considered to
be part of the target community at a given time step s by the algorithm.
Initially, we consider C0 ⊆ N , denoted as the initial core set, to contain
nodes that are originally known to be part of the community (or topic) of
interest. The purpose of this initial core set is to act as a seed to detect
other nodes that are part of the community and that will be iteratively
included in Cs at subsequent steps s > 0.
The second type of set, Ts, is denoted as the tangent set and is
defined as follow
Ts = {ni|ni /∈ Cs ∧ ((i, j) ∈ K ∨ (j, i) ∈ K) ∧ nj ∈ Cs}. (6.1)
It contains all the nodes outside the core set Cs that have at least one
connection from or to a node within Cs (Figure 6.3, blue nodes). Ini-
tially, T0 is thus directly derived from C0. The purpose of the set Ts
is to contain all candidate nodes, i.e. nodes that might subsequently
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s=0
s=1
s=2
Figure 6.3: Illustration of the topic detection method. In this
illustrative citation network, nodes within the core Cs are represented
in green, while nodes of the tangent set Ts and external sets Es are
represented in blue and red respectively at each step s. Initially, C0 is
defined as the three green nodes (s=0). Following Eqs. 6.1 and 6.2, T0
(blue) and E0 (red) are computed. For the first iteration (s=1), the set
C0 is updated to C1 by adding the nodes fulfilling the conditions defined
by 6.9 and 6.10, resulting in updated sets T1 and E1. The same process
is then repeated in the second iteration producing the updated sets C2,
T2, E2 (s=2). The process stops when no more nodes can be added to
the core set Cs.
be added to the target community at step s after inspection of their
incoming and outgoing links.
The third type of set Es, denoted as the external set, is defined as
Es = {ni|ni /∈ Cs ∧ (j, i) /∈ K ∧ (i, j) /∈ K ∧ nj ∈ Cs}. (6.2)
and corresponds to nodes outside the core set Cs that share no connec-
tion with nodes within Cs (Figure 6.3, red nodes). Initially, E0 is also
directly derived from C0. The basic idea behind the set Es is to represent
all non-candidates nodes, i.e. nodes that have no chance of being added
to the community at step s. Note that by definition Cs ∪ Ts ∪ Es = N
and Cs ∩ Ts ∩ Es = ∅.
The basic idea of the method is to iteratively extend the target com-
munity Cs into Cs+1 by adding candidate nodes from Ts that are ex-
pected to be part of the community. To do so, at each step s and for
each node ni we compute two variables: rINi,s and rOUTi,s . These variables
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quantify the expectation of a particular node to be part of the target
community (Cs) based on its incoming citations and outgoing references.
The first variable rINi,s , which focuses on incoming citations, is defined
as
rINi,s =
kIN,i,s
kˆIN,i,s
(6.3)
where kIN,i,s corresponds to the number of incoming citations to node ni
originating from nodes in Cs while kˆIN,i,s corresponds to this expected
number if links were randomly shuﬄed in the network. This expected
number of incoming links to node ni from the set Cs is given by
kˆIN,i,s = kINi
∑
nj∈Cs k
OUT
j∑
nj∈N k
OUT
j
(6.4)
where kINi denotes the total number of incoming citations to node ni,
i.e. its in-degree, and the remaining term corresponds to the probability
for a link in the network to originate from Cs. This probability is simply
given by dividing the number of outgoing links in the network originating
from nodes in Cs (
∑
nj∈Cs k
OUT
j ) by the total number of outgoing links in
the network (∑nj∈N kOUTj ). However, as a publication cannot be cited
by older ones, only nodes nj associated to publications published after
ni (tj > ti) are to be taken into account to compute this probability.
Thus, Eq. 6.5 becomes
kˆIN,i,s = kINi
∑
nj∈Cs|tj>ti k
OUT
j∑
nj∈N |tj>ti k
OUT
j
(6.5)
Similarly for outgoing references, rOUTi,s is defined as
rOUTi,s =
kOUT,i,s
kˆOUT,i,s
(6.6)
where kOUT,i,s corresponds to the number of outgoing references from
node ni to nodes in Cs while kˆOUT,i,s corresponds to this expected number
in a random case. This expected number of outgoing links from ni to
the set Cs is given by
kˆOUT,i,s = kOUTi
|Cs|
|N | (6.7)
112
6.4. Topic detection
where kOUTi denotes the total number of outgoing references from node
ni, i.e. its out-degree, and the remaining term corresponds to the prob-
ability to reference a node that belongs to Cs. As in a random case each
node as an equal chance of being referenced by another node, this prob-
ability is simply given by dividing the number of nodes present in the
set Cs (|Cs|) by the total number of nodes in the network (|N |). Again,
as a publication can only reference older ones, only nodes nj associated
to publications published before ni (tj < ti) are to be taken into account
to compute this probability. Thus, Eq. 6.5 becomes
kˆOUT,i,s = kOUTi
|Cs,tj<ti |
|Ntj<ti |
. (6.8)
Taken together, rINi,s and rOUTi,s offer two distinct values at each step
s to evaluate the likeliness of a node ni to be cited from or to reference
the core set Cs. While a value of rINi,s = 1 or rOUTi,s = 1 would indicate,
respectively, that the number of incoming citations or outgoing refer-
ences to the core set is not different than what we would observe in a
random case, a value rINi,s > 1 or rOUTi,s > 1 would correspond to a node
that is more likely to reference/be cited from nodes from the core than
what would be expected. Conversely, rINi,s < 1 or rOUTi,s < 1 corresponds
to a node that is less likely to reference/be cited from nodes from the
core than what would be expected.
As a result, at each step s of the process, we use the variables rINi,s
and rOUTi,s associated to nodes in Ts to produce the updated core set
Cs+1. Initially, Cs+1 contains all the nodes from Cs. Then, for each
node ni ∈ Ts, we add ni to Cs+1 if one of the two following conditions
is fulfilled
rINi,s > τ1 (6.9)
rOUTi,s > τ2. (6.10)
The thresholds τ1 and τ2 are assigned based on a parameter p. Given
p, the thresholds τ1 and τ2 correspond respectively to the pth percentile
of the distribution of rINi,0 and rOUTi,0 values for nodes within the initial
core set C0 (Fig. 6.4). We choose the two distributions rINi,0 and rOUTi,0
as a baseline for two main reasons: (i) we want to gauge the likeli-
ness of candidates with the likeliness of true members, i.e. nodes for
which we are sure they are part of the target community, simplifying
the interpretation of the thresholds τ1 and τ2, (ii) as C0 is fixed from
the beginning, the thresholds will remain constant through the different
iterations, reducing the complexity of the process.
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Figure 6.4: Selection process of nodes from Ts added to the
updated core set Cs+1. An illustrative example of the distribution of
rINi,s for nodes ni ∈ Ts (blue curve) and rINj,0 for nodes nj ∈ C0 (green
curve) is represented. All nodes ni ∈ Ts with a value rINi,s larger than
the pth percentile (τ1) of the distribution of rINj,0 for nj ∈ C0 are added
to the updated core Cs+1. The added nodes are represented by the blue
area, while the green area corresponds to nodes within the initial core
set with a value rINi,0 below the pth percentile of their distribution. The
same selection process is again applied to nodes but with distributions
of rOUTi,s and rOUTi,0
Being a percentile, the parameter p varies between 0 and 100% and
can be considered as a tolerance parameter in the sense that it defines the
minimal attraction needed for a node to be incorporated in the growing
core. Indeed, a high value of p limits the addition of nodes ni ∈ Ts into
Cs+1 unless they have a sufficiently high value of rINi,s or rOUTi,s , while a
low value of p would allow them to be added to the core (Fig. 6.4).
Once all nodes ni ∈ Ts satisfying the conditions (6.9) or (6.10) are
added to the core set Cs+1, both sets Ts and Es can be updated to Ts+1
and Es+1 from Cs+1 using Eqs. 6.1 and 6.2 and the next iteration can
start. The process stops when Cs has converged, i.e. when no nodes
from Ts can be added to the core set Cs. Note that while the thresholds
τ1 and τ2 remain constant during the whole process, the values rINi,s and
rOUTi,s associated to each node ni will change at each iteration, given
their definition (Eqs. 6.3 and 6.6) and the fact that new nodes will in-
corporate the set Cs at each iteration step s.
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Complexity
The overall complexity of the algorithm is O(nm) where n denotes the
number of nodes in the network and m the number of iterations. In
the worst case, we have m = n which would correspond to the situation
where only one node from the tangent set Ts is added to the core set Cs
at each iteration. However, in practice, we expect a much lower num-
ber of iterations especially if the citation network is characterised by a
community structure.
Results on the Web of Science™ dataset
In order to illustrate our approach, we apply our topic-detection algo-
rithm on a citation network constructed from the publication data of
Web of Science™ to detect the subset of papers that pertain to physics.
We restrict our approach to documents categorised as article in the
dataset as other types of documents such as editorial or abstract do not
always contain references. This leads us to a citation network containing
25 million articles and about 400 million citations.
Following the process of the algorithm, we start by identifying nodes
that will form the initial core set C0. Since we are interested in detecting
the physics community of articles, we have to add nodes corresponding to
articles that are known to be labeled as Physics. To do so, we identify 295
scientific journals present in our dataset that are considered as physics
journals. To identify these, we first extract the list of scientific journals
categorised as Physics on four major websites: Elsevier [323], Springer
[324], Wikipedia [325] and PhysNet [326]. We then manually check each
journal to ensure that they actually contain only physics articles. All
nodes associated to articles published in one of these journals, amounting
to 2,438,284 nodes, represent the set C0. Following Eqs. 6.1 and 6.2,
we build the two other initial node sets T0 and E0. The set T0, which
contains nodes that are outside C0 and that have at least one citation
from or a reference to a node within C0, is represented by 4,296,286
nodes. On the other hand, the number of nodes outside C0 that are not
connected to nodes within C0 amounts to 18,824,194 nodes and represent
E0.
In order to understand the role of the parameter p in our approach,
we apply the algorithm with eight distinct values of p (2, 5, 10, 20, 40,
60, 80 and 100). Given the initial node sets, C0, T0 and E0, we iteratively
compute the updated node sets Cs, Ts and Es for each value of p until
Cs converges. As expected, the smaller p is, the larger the core set Cs
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Figure 6.5: Growth of core set Cs for different parameter p. Size
evolution of the core set Cs at different iteration steps of the process and
for different parameter p. Smaller values of p lead to larger core sets as
thresholds τ1 and τ2 are lower and more nodes can be added to the core
(Fig. 6.4)
gets (Figure 6.5). This growth effect is due to the conditions (6.9) and
(6.10) as smaller values of the parameter p give smaller thresholds τ1
and τ2, resulting in a less restrictive definition of the community.
To assess the accuracy of our method, we select articles published
in two major interdisciplinary journals: Science (1995-2013) and PNAS
(1915-2013). We then divide these articles into two different sets. The
first set corresponds to 2,062 articles categorised in the Physics section
of both journals, while the second set corresponds to 3,715 articles clas-
sified in an other section (e.g. medicine, genetics, economics, etc) in
both journals. For each set, we compute the proportion of papers that
are part of the final core set Cs for each value of the parameter p (Fig.
6.6). For most values of p, we see a remarkable accuracy as almost no
non-physics articles are present in the detected community. Moreover,
the observed increase of non-physics papers for p = {2, 5} is not sur-
prising as these correspond to articles that were originally classified in
a different section than Physics but which later emerged as interdisci-
plinary physics articles (e.g. Economic paper which became relevant to
Network Science, Table 6.1.A ). Regarding the set of articles classified
in the Physics section, we observe the same phenomena as articles are
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Figure 6.6: Accuracy to detect physics vs non-physics articles.
Two sets of articles from interdisciplinary journals are constructed: (i)
2,062 articles classified as Physics and (ii) 3,715 articles categorised in
an other section. The proportion of articles from (ii) is remarkably
low for different values of p (blue points), demonstrating the excellent
accuracy of the algorithm. On the other hand, articles from (i) are
gradually incorporated according to their degree of interdisciplinarity.
High values of p include articles that are considered as "pure" physics,
while lower values of p incorporates interdisciplinary articles as well.
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Table 6.1: Example of scientific articles
A Zipf distribution of US firm sizes, Science, 2001
B On the Green’s functions of quantized fields, PNAS, 1951
C Two-dimensional atomic crystals, PNAS, 2005
D Hyper telomere recombination accelerates replicative senes-
cence and may promote premature aging, PNAS, 2008
gradually incorporated according to their degree of interdisciplinarity.
High values of p include articles that are considered as "pure" physics
(e.g. Field theory, Table 6.1.B), well referencing/cited by articles within
the community. On the other hand, lower values of p incorporate inter-
disciplinary articles as well (e.g. Graphene research, Table 6.1.C), less
referencing/cited by articles within the community. Again, this exhibits
the excellent accuracy of the approach as 99% of the articles classified in
the Physics section of Science and PNAS are included in Cs for p = 2. A
more detailed search reveals that the few missed physics articles mostly
correspond to either articles published before 1930 where few statis-
tics (citations and references) are available or either articles that later
emerged as being important in other scientific fields (e.g. Genetics, see
Table 6.1.D). As a result, our variable p can be seen as a parameter
that sets the interdisciplinarity tolerance of the target community. This
characteristic is particularly important as the delimitation of these types
of communities, i.e. topics, is subjective and articles can often belong
to more than one particular field or topic.
6.5 Conclusion
In summary, we presented three distinct yet related approaches to deal
with data ambiguity. We first introduced an agglomerative algorithm
that can efficiently disambiguate author names in very large publica-
tion data. We validated this method on real publication data extracted
from the American Physical Society, obtaining accurate disambiguated
groups of scientists. Developing disambiguation techniques for names
is extremely important at the present time as the field of Science of
Science is rapidly developing and more and more publication datasets
become available to researchers. As evidence of the method’s utility,
the disambiguated author names obtained in this chapter are used as a
baseline in the studies developed in Chapters 7 and 8.
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In the second part of this chapter, we addressed the issue of ambigu-
ities in location names by describing an agglomerative and geo-tagged
approach to accurately detect similar affiliations in publication data.
This issue is crucial for studies on scientific mobility but not only. As
the use of social and location-based mobile and web applications are be-
coming part of our everyday routine, generating more and more mobility
data, the need for tools to manage ambiguities and classify locations in
these large data is quickly growing, both in academia and in the in-
dustry. With its flexibility as well as its simplicity of implementation,
our approach can offer such a tool to researchers and actors in the data
analytics industry.
Finally, we introduced a network-based algorithm to detect a com-
munity of articles related to the same scientific field. This algorithm
shares similarities with "label propagation" methods which are common
in Machine Learning [327]. We implemented our approach on a real-
world citation network characterised by more than 25 million nodes and
400 million citation links to detect the Physics community of papers.
Not only the algorithm accurately uncovers correct articles but it also
offers a way to control for the interdisciplinarity tolerance of the com-
munity. Beyond the accuracy of the results, the variables developed in
the algorithm offer novel measures to understand the role and evolution
of particular articles within the community. For example, we can easily
detect articles that were not originally meant to be about physics (low
rOUTi,s value) but which later came out to be relevant to the community
or which initiated a new scientific branches within physics (high rINi,s ).
These measures coupled with citation information offers tremendous op-
portunities to understand the evolution as well as the profound changes
that emerged in physics but also in any other fields. Even though we
focused on publication data in this chapter, this method can also be
applied to other types of networks and can offer valuable insights for
decision-makers in marketing or even politics.
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Chapter 7
Quantifying patterns of
scientific success
In this chapter, we study the quantitative patterns of scientific perfor-
mance through the analysis of two distinct aspects of an individual’s
career: his productivity and impact. First, we define how scientific
impact is defined, allowing us to detect the highest impact work of indi-
viduals. Second, we quantify the changes of productivity throughout a
scientist’s career, showing that science is not different than other areas
of human performance. Finally, we analyse the changes of impact in
scientific careers, finding that impact is distributed randomly within a
scientist’s sequence of publications.
7.1 Introduction
Motivation The path to major accomplishments in most areas of hu-
man performance, from sport to music, poetry or engineering, usually
requires a steep learning curve, long practice and many trials [47]. Ath-
letes go through demanding training and participate in many compe-
titions before setting new records; musicians practice since early age
and perform in secondary venues before earning the spotlight [48]; pro-
grammers participate in numerous routine tasks before addressing more
innovative projects. This gradual increase in performance through learn-
ing and practice characterizes most innovative trades [328] and common
sense suggests this to be true in science as well: the outstanding discover-
ies a scientist is known for are typically preceded by results and papers
of less memorable impact. Indeed, despite the many discoveries they
may have made during their careers, scientists tend to be remembered
for a single discovery: their highest impact work. We know Alexander
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Fleming for his discovery of penicillin [329], Marie Curie for her research
on radioactivity [330], Emmy Noether for the connection between sym-
metry and conservation laws [331], or Crick and Watson for the double
helix [332]. This prompts us to ask: What are the precise patterns that
lead to scientific success? Does performance indeed improve through-
out a scientific career? Are there quantifiable signs of an impending
scientific hit? Will a scientist, having made a major discovery, produce
higher impact paper than before his/her breakthrough?
In this chapter, we explore these questions by quantifying the changes
in productivity and impact induced by a scientist’s highest impact work.
First, using citation-based measures as a proxy of impact [46, 333–336],
we show how we identify the highest impact paper in each scientist’s
career. We then show that, while there are reproducible productivity
patterns leading to the highest impact work, surprisingly major discov-
eries are not preceded by works of increasing impact, nor are followed
by work of higher impact. Yet, we observe that the emergence of the
highest impact paper is not entirely random either: while the sequence
of papers’ impact in each individual career appears to be dramatically
unpredictable, scientists with truly outstanding publications [335] have
higher productivity [49, 337], and a different paper impact distribution,
indicating that there are statistical features peculiar to outliers. Fi-
nally, we conclude this chapter by discussing the obtained results and
suggesting future potential research investigations.
Data We consider papers published by the American Physical Society
(APS) from 1893 to 2010 (see section 6.1 for details), a record contain-
ing 425, 369 publications in 11 journals. We used the disambiguation
technique described in section 6.2 to infer author identity, compiling the
accurate publication history of 237,038 scientists (Fig. 7.1A). To elimi-
nate authors that abandon research at an early stage of their career and
to have enough statistics for each individual, in this chapter we limit
our analysis to scientists that (i) have authored at least one paper every
5 years, (ii) have published at least 10 papers, (iii) their publication ca-
reer spans at least 20 years [338, 339], arriving to 2,887 scientists with
persistent publication record.
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7.2 Measure of paper impact
Citation-based measures of impact are affected by two major problems:
(1) citations follow different dynamics for different papers [55, 333] and
(2) the average number of citations changes over time [340]. To over-
come (1) for each paper we use the cumulative number of citations the
paper received 10 years after its publication, c10, as a measure of its
scientific impact [55, 333, 341]. We can correct for (2) by normalizing
c10 by the average c10 of papers published in the same year, but this
correction does not alter our conclusions, hence we report in this chap-
ter results without normalization. To calculate c10 we limit the study
to publications published up to the year 2000. This requisite together
with the career span limit of 20 years implies that the studied scientists
started their career in 1980 or before.
Highest impact paper
To capture potentially outstanding impact, for each researcher we iden-
tify his/her most cited paper, c∗10, or the paper with the highest number
of citations ten years after its publication. We denote with t∗ the time
of publication of this work and with N∗ its position in the sequence of
N papers published by the scientist during his/her career (Fig. 7.1A).
The distribution P (c∗10) for all scientists indicates that only 5% have
c∗10 ≥ 200, hence most careers are characterised by limited peak im-
pact. To systematically distinguish the careers based on their peak im-
pact, we group each scientist into high impact (top 5%, c∗10 ≥ 200),
low impact (bottom 20%, c∗10 ≤ 20), and normal impact (middle 75%,
20 < c∗10 < 200) categories (Fig. 7.1B).
7.3 Patterns of productivity
Cumulative productivity, or the total number of papers a scientist i pub-
lishes up to time t after his/her first publication, is known to asymptot-
ically follow (Fig. 7.2) [49]
Ni(t) ∼ tγi . (7.1)
We find that for low impact scientists 〈γ〉 = 1.55, indicating a steady
increase in their productivity. The increase is much faster for high im-
pact researchers, however, for whom 〈γ〉 = 2.05 (Fig. 7.3A). These trends
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Figure 7.1: Definition and distribution of highest impact papers
(A) Publication history of Kenneth G. Wilson (Nobel Prize in Physics,
1982). The horizontal axis indicates the number of years after the sci-
entist’s first publication and each vertical line corresponds to a research
paper. The height of each line corresponds to c10, i.e. the number of
citations the paper received after 10 years. The highest impact paper
of Kenneth Wilson was published in 1974, 9 years after his first publi-
cation and it is 17th of his 48 papers, hence t∗ = 9, N∗ = 17, N = 48.
(B) Distribution of the highest impact paper P (c∗10) across all scien-
tists, fitted by a lognormal function (continuous line). We highlight in
blue the bottom 20% of the area, corresponding to low impact scientists
(c∗10 ≤ 20); the red area indicates the high impact scientists (top 5%
, c∗10 ≥ 200); yellow corresponds to the remaining 75% middle impact
scientists (20 ≤ c∗10 ≤ 200).
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Figure 7.2: The number of papers N (t) up to time t for 10 ran-
domly chosen scientists, capturing different productivity in-
crease. The paper publication date is known with a time resolution of
days; t = 0 coincides with the day of the scientist’s first published paper.
Each curve can be asymptotically fitted with N (t) ∼ tγ , as indicated
in Eq. 7.1 [49]. For each scientist, we extract the exponent γ based on
the cumulative productivity in the second half of his/her career paper
sequence.
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are confirmed by the yearly productivity 〈n(t)〉: for high impact scien-
tists productivity increases almost threefold during their career, while
the increase is modest for low impact scientist (Fig. 7.3B). If, however,
we explore productivity 〈n(t)〉 in the vicinity of year t∗, when a scientist
publishes his/her most cited work c∗10, we find that 〈n(t)〉 surges before
t∗ and drops following it, suggesting that the productivity improves as
a scientist nears his/her highest impact work and drops afterwards. In
other words, the high impact work appears to be a singular event in a
scientist’s career, influencing productivity (Fig. 7.3C) [293, 337].
Taken together, in line with previous work on productivity [47], Fig-
ure 7.3A-C confirms that productivity improves throughout a scientific
career. We find, however, that this trend is modulated by impact: The
productivity growth is particularly pronounced for high impact scientists
and much weaker for low-impact scientists (Fig. 7.3A-B), and produc-
tivity appears to peak in the vicinity of the most cited work (Fig. 7.3C).
Yet, long-term scientific excellence is rarely measured by productivity
alone, prompting us to explore the similar patterns that describe the
evolution of impact.
7.4 Patterns of impact
As illustrated in Fig. 7.1A, the scientists’ careers are represented as
time series, where each data point corresponds to a publication and the
intensity is characterized by its impact. To detect impact trends before
and after the c∗10 peak, two standard techniques can be applied to these
time series [342].
The first technique is moving average, which provides a series of
averages over different windows of the original time series. Given a series
of numbers and a fixed window of size L, the first element of the moving
average is obtained by taking the average of the initial L numbers in
the series. Then the window is modified by "shifting it forward", that is,
excluding the first number of the series and including the next number
following the original subset in the series. This process is repeated over
the entire time series, finally providing a new time series made of all
averages, where short-term fluctuations are smoothed out. The second
technique that can be used is a record series. Similar to the moving
average, it produces a new time series by rolling a window L on the
original data. The difference between this method and moving average
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Figure 7.3: Patterns of productivity during a scientific career.
(A) Distribution of the productivity exponents γ defined in (7.1) [49].
(B) Dynamics of productivity, as captured by the average number of
papers 〈n (t)〉 published each year for high, middle and low impact sci-
entists. t = 0 corresponds to the year of a scientist’s first publication.
(C) Dynamics of productivity captured by the average number of pa-
pers 〈n (t)〉 published the years before or after t∗, the publication year
of the highest impact paper, for high, middle and low impact scientists.
(D) Same as (C), but for a control dataset that randomly mixes the
impact of each paper within a scientist’s career.
127
Chapter 7 – Quantifying patterns of scientific success
is that the maximum value of the L numbers is considered in this case.
We apply both techniques using different values of L (L = 1, 5, 20)
to all points but c∗ of individual time series. For each resulting set of
time series, we consider the average 〈c10〉 before and after t∗, time of
the highest impact paper, for individuals having similar c∗10 (Fig. 7.4).
We observe a behavior that is robust against the choice of L: there is
no discernible change of impact before nor after the publication of the
highest impact work.
At the same time, if we look at yearly impact of scientists (Fig. 7.5),
impact appears to follow similar patterns to productivity (Fig. 7.3B): the
number of citations per paper increases during a high-impact scientist’s
career, an effect that is hardly noticeable for normal and low impact
individuals. Yet, in Figure 7.4, we observe a dramatic deviation from
productivity (fig. 7.3C) if we examine the impact in the vicinity of t∗,
the publication time of the most cited work c∗10. Indeed, we do not
see a gradual increase in impact as a scientist approaches t∗, nor do
we observe elevated citations following this breakthrough. Instead the
observed pattern exhibits a singular behavior.
Finally, we randomize each career by leaving all productivity mea-
sures (N and n(t)) unchanged, but shuﬄing the impact of each paper
within each career (Fig. 7.6). As we can observe, the papers published
before and after t∗ show no discernible differences in their average num-
ber of citations, but more importantly the lack of differences between
the original and the randomized careers supports our overall conclusion:
in contrast with productivity, there are no detectable changes in impact
leading up to or following a scientist’s highest impact work.
Timing of impact
To better understand the role of the peak impact on a career, we mea-
sure the probability P (t∗) that the highest impact paper is published at
time t∗ after a scientist’s first publication (Fig. 7.7A). The high P (t∗) be-
tween 0 and 20 years indicates that most physicists publish their highest
impact paper early or mid-career, in line with earlier findings for No-
bel Laureates [343]. The drop in P (t∗) after 20 years suggests that it
is unlikely that a physicist’s most cited work will come late in his/her
career.
Yet, productivity is not uniform in time (Fig. 7.3B-C), prompting
us to ask whether the peak in P (t∗) may be rooted in changes in pro-
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Figure 7.4: Patterns of impact before and after publication of
the highest impact paper. We smooth the scientists’ career by using
a moving average (left panels) and a moving record (right panels), for
different length of windows L. When L = 1 the careers are not smoothed
and the finger curve is computed directly on the original data. For var-
ious values of L in both techniques no qualitative difference is observed
for the different groups of scientists, as no patterns preceding and fol-
lowing the highest impact paper appear.
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Figure 7.5: Yearly impact of scientists. The dynamics of impact
captured by the yearly average impact of papers 〈c10 (t)〉 for high, mid-
dle and low impact scientists (see Fig. 7.1B for definition), where t = 0
corresponds to the year of a scientist’s first publications. The symbols
correspond to the data, while the shaded area indicates the 95% of con-
fidence limit of careers where the impact of the publications is randomly
permuted within each career.
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Figure 7.6: Average impact before and after publication of the
highest impact paper. 〈c∗10〉 and 〈c10〉 before and after a scientist’s
most cited paper. For each group, we calculate the average impact of
the most cited paper, 〈c∗10〉 as well as the average impact of all papers
before and after the most cited paper. We also report the same measures
obtained in publication sequences for which the impact c∗10 is fixed, while
the impact of all other papers is randomly permuted.
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ductivity. Therefore we shuﬄed c10 among all papers published by the
same scientist, preserving a scientist time-dependent productivity and
paper-by-paper impact and randomizing only the order of his/her pa-
pers. The fact that P (t∗) for these synthetic careers is indistinguishable
from the original data (Fig. 7.7A) indicates that variations in P (t∗) are
fully explained by the higher productivity in the early stage of a career.
These results prompted us to explore P (N∗/N), i.e. the probability
that the most cited work is early (N∗/N small) or late (N∗/N ' 1)
within the sequence of papers published by a scientist. We find that
P (N∗/N) is flat (Fig. 7.7B inset), a finding quantitatively supported
by the cumulative P (≥ N∗/N) (Fig. 7.7B), which decreases, indepen-
dently of impact, as (N∗/N)−1, fully in line with a uniform P (N∗/N).
Taken together we arrive at a rather unexpected conclusion, which we
call the random impact rule, representing the main empirical finding of
this chapter: impact is randomly distributed within a scientist’s career,
regardless of publication time or order in the sequence of publications.
The random impact rule prompted us to revisit our earlier finding
that productivity peaks around t∗ (Fig. 7.3C) and that impact of high
impact individuals grows during their career (Fig. 7.5). We randomly
shuﬄed again the impact of the papers within each career, while leaving
the individual productivity unchanged and repeated the measurements
of Figure 7.3C. The obtained productivity curve (Fig. 7.3D) is indis-
tinguishable from the original data (Fig. 7.3C), indicating that there
is no causal association between the timing of the highest impact pa-
per and productivity. Similarly, the randomized careers display impact
variations that are indistinguishable from the original data for both high
and low impact individuals (Fig. 7.5 shaded-areas). Hence the growing
impact of Figure 7.5A has a single explanation: as the productivity of
the high impact individuals raises during their careers, their chance of
drawing a high impact paper grows because of the increasing number of
trials. As impact distribution is fat-tailed, 〈c10〉 is not stable, but in-
creases with the number of publications, resulting in the impact growth
observed in Fig. 7.5A. Hence growing productivity, rather than changing
impact, accounts for the observed career trends.
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Figure 7.7: Timing of highest impact work. (A) Distribution of
the publication time t∗ of the highest impact paper for scientists’ careers
(black circles) and for randomised impact careers (grey circles). The lack
of differences between the two curves (p = 0.70 for the Mann-Whitney
U test between the two distributions) inspired the random impact rule.
Note that the drop after 20 years is partly due to the the fact that we
focus on careers that span at least 20 years. (B) Cumulative distribution
P (≥ N∗/N), where N∗/N denotes the order N∗ of the highest impact
paper in a scientist’s career, varying between 1/N and 1. The cumulative
distribution of N∗/N is a straight line with slope −1, indicating that N∗
has the same probability to occur anywhere in the sequence of papers
published by a scientist. The flatness of P (N∗/N) (all scientists, inset)
supports the conclusion that the timing of the highest impact paper is
uniform.
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7.5 Conclusion
In summary, the literature on innovative or high-performing careers sug-
gest that performance should gradually improve during a scientist’s ca-
reer. Furthermore, following their highest impact work, scientists should
maintain a career of elevated performance. Our measurements fully sup-
port these hypotheses if performance is measured in productivity: we
find that productivity increases as a scientist approaches his/her highest
impact work and it remains steady afterwards. There are also strong
correlations with the magnitude of impact: the productivity boost is
minimal for low impact careers, but it is remarkable for high impact
scientist.
Yet, when we measure performance in terms of impact, as captured
by citations, there are no discernible increase leading to the highest im-
pact work, nor is there elevated impact following it. Rather, the highest
impact work stands out as a singularity in the scientists’ career. In fact
the highest impact work can be with the same probability anywhere in
the scientist’s career. This random impact pattern, coupled with the
increased productivity around 10 years after the beginning of a scien-
tific career, is responsible for well-documented finding that the highest
impact work emerges about a decade into a creative career [47]. This
pattern can be fully explained by the random impact rule and an in-
creased mid-career productivity.
As observed in Figure 7.5, there is a correlation between the magni-
tude of the highest impact work (c∗10) and sustained performance: high
impact scientists (c∗10 ≥ 200) maintain a career of elevated performance.
This raises several open yet important questions. How can sustained ex-
ceptional performance in terms of productivity or impact be explained ?
Are there patterns of long-term success that remain to be determined?
These two questions are legitimate as several aspects of the research
environment can play a role on long-term success. However, our un-
derstanding of this role remains poor. In the next chapter, we address
one aspect of this problem by analysing the mobility of scientists and
quantifying the influence institutions can have on their performance.
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Chapter 8
Impact of mobility on
scientific success
Changing institutions is an integral part of an academic life. Yet little is
known about the mobility patterns of scientists at an institutional level
and how these career choices affect scientific outcome. In this chapter,
we examine 450,000 papers to track the affiliation information of indi-
vidual scientists, allowing us to reconstruct their career trajectories over
decades. We first show that career movements are not only temporally
and spatially localized, but also characterized by a high degree of strati-
fication in institutional ranking. We then demonstrate that while going
from elite to lower-rank institutions on average associates with modest
decrease in scientific impact, transitioning into elite institutions does not
result in subsequent impact gain.
8.1 Introduction
Despite their importance for education, scientific productivity, reward
and hiring procedures, our quantitative understandings of how individ-
uals make career moves and relocate to new institutions, and how such
moves shape and affect performance, remains limited. Indeed, previous
research on migration patterns of scientists [344, 345] tended to focus on
large-scale surveys on country-level movements, revealing long-term cul-
tural and economical priorities [346–349]. As highlighted in the first part
of this thesis, research on human dynamics and mobility has emerged
as an active line of enquiry [96, 97, 100, 114, 268, 289, 350], owing to
new and increasingly available massive datasets providing time resolved
individual trajectories [65]. While these studies cover a much shorter
time scale than a typical career, they uncover a set of regularities and
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reproducible patterns behind human movements [96–98]. Less is known
about patterns behind career moves at an institutional level and how
these moves affect individual performance.
Here we take advantage of the fact that scientists publish somewhat
regularly along their career [49, 50], and for each publication, the insti-
tution in which the work was performed is listed as affiliations in the
paper, documenting career trajectories at a fine scale and in great de-
tail. These digital traces, offering data on not only individual scientific
output at each institution but also career moves from one institution
to another, can provide insights for science policy, helping us under-
stand how institutions shape knowledge, the typical moves of individual
career development and help us evaluate scientific outcomes associated
with professional mobility.
8.2 Resolving individual career trajectories
To extract individual career trajectories of scientists, we examine 450,000
publication data extracted from 11 journals of the American Physical
Society (see section 6.1 for details about the dataset) and from which
212,316 unique scientists as well as 4,052 institutions are extracted with
the algorithms introduced in section 6.2 and 6.3. To reconstruct the
career trajectory of a scientist, we use the affiliation given in each of
his/her publications (Fig 8.1). By analysing all publications from a par-
ticular author we are able to reconstruct his/her career trajectory. For
authors with multiple affiliations listed on a paper we consider the first
affiliation as primary institution. In order to detect career movements,
i.e. changes in a scientist’s institution, one has to remove artificial move-
ments induced by short-term stays and by errors and typos in the affil-
iation names on the papers. To do so, only institutions reported in at
least two consecutive papers are considered in a career trajectory. We
compute the impact of each paper by counting its cumulative citations
collected 5 years after its publication [55, 143, 292, 351].
8.3 Institutional performance
Over the past decades, we have witnessed a remarkable increase in sys-
tems that compare universities [352, 353]. Due to the growing acces-
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Paper N°2
April 16th 1988
John J. Smith Albert D. Brown
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University
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Northeastern University
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+1
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+2
Paper N°1
June 13th 1963
John J. Smith Albert D. Brown
Northeastern
University
Oxford
University
12 citations
9 citations
John J. 
Smith
Albert D. 
Brown
citations
citations
+9
+12
+21
Figure 8.1: Illustrative example of career trajectory reconstruc-
tion for hypothetical authors. Given the paper N°1 and N°2, we
know that the author John J. Smith was affiliated to Northeastern Uni-
versity in 1963 and Harvard University in 1988. Extracting information
from all his other publications allows us to reconstruct his career trajec-
tory and discover that he was affiliated to Northeastern University for 8
years where he published 5 papers and then moved to Harvard Univer-
sity for 23 years where he published 16 papers. The cumulative number
of citations of a paper obtained within 5 years after the publication is
also known.
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sibility to higher education institutions, the increasing demand for in-
formation on academic quality has led to the development of various
international rankings, fueling international scientific mobility. Indeed,
as the best lab for the type of research you are doing is usually not
where you are [354–356] changing countries is now a rite of passage for
many young researchers who follow the resources and facilities [49, 346].
Despite this growing interest for institutional rankings, many are skep-
ticals about their validity and accuracy [352, 357, 358] as the dynamics
behind institutional performance remains unclear. In the light of these
events, we present in this section statistical results for institutions ex-
tracted from our disambiguated dataset. We first analyse the population
size distribution as well as how citations are distributed among them.
We then study the relationship between these two characteristics, high-
lighting the influence of population size on impact and productivity of
institutions. We finally propose a ranking of institutions based on our
findings which will be used in the next section to investigate the impact
of institutions on individual career trajectories.
Three characteristics are computed for each institution i (Fig. 8.2):
the institution size (Ai), representing the total number of distinct au-
thors that published at least one paper at institution i; the number
of papers (Pi) published under affiliation i; the cumulative number of
citations (Ci) collected by all papers Pi. We find that P (A) follows
a fat tailed distribution, indicating significant population heterogene-
ity among different institutions (Fig. 8.2A). While most institutions are
small, a few have a large number of scientist, often corresponding to
large institutes or universities. We observe similar disparity in P (C)
(Fig. 8.2B): few institutions acquire a large number of citations, while
most research labs or universities receive few citations.
Figures 8.3A-B show the correlation between the institution size A
and both the average publication impact C/P and the average produc-
tivity P/A of institutions. The average productivity and impact of an
institution are different but complementary measures of scientific perfor-
mance. We find the institution size has little influence on productivity
(R2 = 0.43) (Fig. 8.3B), yet it positively correlates with the impact of
publications (R2 = 0.85), indicating that large institutions offer a more
innovative/higher impact environment than smaller ones as captured
by citations per paper (Fig. 8.3A). Also, as larger institutions develope
more internal collaborations, the number of co-authors in publications
from large institutions might be larger and, as a consequence, attracts
more citations [351].
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Figure 8.2: Basic features of research institutions. (A) The prob-
ability density function of institution size, A, follows a fat tailed distri-
bution, indicating a significant heterogeneity. While most institutions
size are small, a few have a large population, often representing large in-
stitutes or universities with a long history. (B) The probability density
function of citations of institutions, C, is also very heterogeneous. Few
institutions acquired a large number of citations, while most research
labs or universities received few citations. Only the first thousand loca-
tions are taken into account in further analyses (shaded area)
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Figure 8.3: Correlation between institution size, scientific im-
pact and productivity (A) The correlation between institution size
and average publication impact is reported. Institution size positively
correlates with the impact of publications (R2 = 0.9) , indicating that
large institutions offer a more innovative/higher impact environment
than smaller ones as captured by citations per paper. The dashed line
indicates a power-law behaviour with exponent α = 0.204 ± 0.006 (B)
The correlation between institution size and institution average produc-
tivity is also reported, indicating institution size has little influence on
productivity (R2 = 0.43). The dashed line indicates a power-law be-
haviour with exponent α = 0.037± 0.003.
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Figure 8.4: Ten most cited institutions in physics. Comparison
between different rankings. The H-index is closely related to the number
of citations as we can observe. Top-ranked institutions all correspond to
well-known universities or research lab with long tradition of excellence
in physics, corroborating our hypothesis that C is a reasonable proxy
for ranking
Many institutions are small with few citations, hence they account
for very small portion of the data. For the rest of the chapter, we
will focus on the thousand most cited institutions, accounting for more
than 99% of papers. They correspond to institutions with at least 698
citations within the APS data over the 120-year period (shaded area in
Fig. 8.2B).
The strong correlations between the three quantities (A,P,C) indi-
cate any of the three could characterise an institution, serving as a proxy
of its ranking against others. Here, we choose C (the total number of
citations) as our parameter to approximate the ranking by reputation.
Other parameters such as the h-index of an institution or the number
of papers P could also be used [57, 359, 360]. But the results should
be insensitive to this choice owing to good correlations between these
quantities (R2 = 0.96 and R2 = 0.92 respectively). The top-ranked in-
stitutions all correspond to well-known universities or research labs with
long tradition of excellence in physics (Fig. 8.4), corroborating our hy-
pothesis that C is a reasonable proxy for ranking. We can also observe
the similarity and stability of other rankings when comparing with other
metrics.
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8.4 Stratification of movements and scientific
impact
Thanks to the large disambiguated data spanning the last 120 years
that we have compiled, a systematic study of scientific mobility is now
possible. We focus on authors with similar career longevity, restricting
our corpus to those who began their career between 1950 and 1980 and
published for at least 20 years without any interruption exceeding 5
years. Following these criteria, we arrived at a subset of 2,725 scientists
to investigate mobility patterns and their impact on individual careers.
A total of 5,915 career movements are detected for this corpus.
In Figure 8.5A we select three individuals as exemplary career his-
tories. Each line represents one individual, with circles denoting his/her
publications, allowing us to observe his/her location. The size of the
circle is proportional to citations the paper acquires in five years, ap-
proximating the impact of the work. By studying the whole corpus,
we compute P (m), the probability for a scientist to have visited m
different institutions along his career (Fig. 8.5C), finding that career
movements are common but infrequent: Only 14% of them never moved
at all (m = 1). For the ones that moved, they mostly moved once or
twice, P (m) decaying quickly as m increases. We also compute P (t),
the probability to observe a movement at time t, where t = 0 corre-
sponds to the date of the scientist’s first publication. We find that most
movements occurred in the early stage of the career (Fig. 8.5B), sup-
porting the hypothesis that changing affiliations is a rite of passage for
young researchers [347]. This likely corresponds to the postdoc period
where graduates broaden their horizons through mobility. This may
also reflect the increasing cost of relocation and family constraints as
family developed [346, 348]. A third characteristic is the geographi-
cal distance of movements, ∆d. Existing literature hints for somewhat
competing hypothesis in the role geography plays in career movements.
Indeed, research on human mobility suggests that regular human move-
ments mostly cover short distances with occasional longer trips, char-
acterized by a power law distance distribution [96, 97, 114, 282]; in
contrast, country-level surveys find increasing cross-country movements
mostly due to cultural exposure and life quality concerns, indicating
potential dominance in long distance moves in career choices compar-
ing with typical human travels [344–346, 348, 361–363]. We measure
the distance distribution over all moves observed in our dataset, find-
ing that our result is supported by a combination of both hypothesis.
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We find the probability to move to further locations decays as a power
law [364, 365] , whereas the null model predicts this probability to be
flat (Fig. 8.5d). This observation is consistent with studies on human
mobility, that short distance moves dominate career choices. Yet, when
comparing the power law exponents, we find the exponent characteriz-
ing career moves (γ = 0.65±0.053) is much smaller than those observed
in human travel (γ ≈ 2), corresponding to higher likelihood of observ-
ing long range movements. This observation might be explained by the
influence that scientific collaborations can have on career movements as
similar low exponents are observed for collaboration network between
cities [41].
Taken together, the preceding results indicate that career moves
mostly happen during the early stage of a career and are more likely
to cover short distances. The observed location in both time and space
raises the question of how individuals move as a function of institutional
rankings. To this end, denoting with Ti,j the number of transitions from
the institution of rank i to the one of rank j, we measure P (i, j), the
probability to have a transition from rank i to rank j as
P (i, j) = Ti,j∑
i,j
Ti,j
. (8.1)
Interestingly, we find that most movements involve elite institutions
(rank is small), and transitions between bottom institutions are rare
(Fig. 8.6A). This is due to the fact that elite institutions are charac-
terised by larger populations, hence translating into more events.
To account for the population based heterogeneity, we compare the
observed P (i, j) with the probability Pnull(i, j) expected in a random
model where we randomly shuﬄe the transitions from institution i to
j while preserving the total number of transitions from and to each
institution. Formally, in this null model, we have
Pnull(i, j) =
∑
k
P (k, j) ·
∑
l
P (i, l), (8.2)
and we compare P (i, j) with the null model by computing the matrix
M(i, j) = P (i, j)∑
k
P (k, j)∑
l
P (i, l) . (8.3)
M(i, j) is the ratio between the probability P (i, j) to have a transition
from rank i to j divided by the probability Pnull(i, j) when the move-
ments are shuﬄed, measuring the likelihood for a move to take place by
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Figure 8.5: Basic features of scientists career. (A) Illustration of
three scientific trajectories based on publications where each line corre-
sponds to one scientist and each publication is represented by a circle
whose size is proportional to its number of citations cumulated within
5 years after its publication. The institutions are ranked according to
the total number of citations they obtained (see Methods), 1 being the
most cited institution. (B) The probability density function of move-
ment according to time, P (t), shows that most movements occurred in
the early stage of the career. This likely corresponds to the postdoc
period where graduates broaden their horizons through mobility. (C)
The probability density function of number of visited institutions for a
scientist along his career, P (m), indicates that career movements are
common but infrequent. Scientists mostly move once or twice, P (m)
decaying quickly as m increases. (D) The probability density function
of distance of movements, P (∆d), has a fat-tail that can be fitted by a
power law with an exponent γ = 0.65 ± 0.053, whereas the null model
predicts this probability to be roughly flat.
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accounting for the size of the institutions. Hence, M(i, j) = 1 indicates
the amount of observed movements is about what one would expect if
movements were random. Similarly, M(i, j) > 1 indicates that we ob-
serve more transitions from i to j than we expected, whereasM(i, j) < 1
corresponds to transitions that are underrepresented. We find that ca-
reer moves are characterized by a high degree of stratification in insti-
tutional rankings (Fig. 8.6B). Indeed, we observe two distinct clubs (red
spots in Fig. 8.6B), indicating that the overrepresented movements are
the ones within elite institutions (lower-left corner) or within lower-rank
institutions (upper-right corner), and scientists belonging to one of the
two groups tend to move to institutions within the same group. On the
other hand, both upper-left and lower-right corners are colored blue,
indicating cross group movements (transitions from elite to lower-rank
institutions and vice-versa) are significantly underrepresented. Also,
scientists from medium-ranked institutions move to the next institution
with a probability that is indistinguishable from the random case. In
other words, their movements indicate no bias towards middle, elite or
lower-ranked institutions.
The high intensity of stratification in career movements raises an
interesting question: how does individual impact in science relate to
their moves across different institutional rankings ?
To answer this question, we need to quantify the impact change for
each individual before and after the move. Imagine that a scientist moves
from i to j, and published n papers at location i and m papers at j. The
impact of a paper k can be approximated by ck, the number of citations
cumulated within 5 years after its publication [55, 143, 292, 351]. Let
c− = {c−1 , c−2 , ..., c−n } and c+ = {c+1 , c+2 , ..., c+m} be the lists of number of
citations for papers published before (c−) and after (c+) the transition
from i to j (Ti,j). To quantify the change in impact, we introduce
∆c∗ = c
+ − c−
σc
(8.4)
where c+ and c− are the average of c+ and c−, respectively, and σc
corresponds to the standard deviation of the concatenation of both c+
and c− while preserving the moment when the movement took place.
Therefore, ∆c∗ captures the statistical difference in the average citations
between papers published before and after the movement normalized
by the random expectation when the same author’s publications are
shuﬄed. A positive ∆c∗ indicates papers following the move on average
result in higher citation impact, hence representing an improvement in
145
Chapter 8 – Impact of mobility on scientific success
 
 
100 101 102 103
100
101
102
103
 
 
P (i, j) M(i, j)
b
i (rank of origin)
j
(r
an
k
of
d
es
ti
n
at
io
n
)
10−310−7 10−5
a
i (rank of origin)
 
 
c
i (rank of origin)
 
d
i (rank of origin)
M(i, j)|∆c∗ > 0M(i, j)|∆c∗ < 0
0.6 0.8 1 1.2 1.4 0.6 0.8 1 1.2 1.4 0.6 0.8 1 1.2 1.4
100 101 102 103 100 101 102 103 100 101 102 103
A B C D
Figure 8.6: Stratification of career movement. (A) The matrix
of probability to have a transition from rank i to rank j, (1 being the
top institution) indicates that most movements involve elite institutions
(rank is small) while transitions between bottom institutions are rather
rare. (B) The likelihood M(i, j) for a move to take place by account-
ing for the size of the institutions is characterized by a high degree of
stratification in institutional rankings. Indeed, we observe two distinct
clubs (red regions), indicating that the overrepresented movements are
the ones within elite institutions (lower-left corner) or within lower-rank
institutions (upper-right corner), and scientists belonging to one of the
two groups tend to move to institutions within the same group. (C)-(D)
The Likelihood M(i, j)|∆c∗ < 0 and M(i, j)|∆c∗ > 0 for transitions re-
sulting in higher and lower scientific impact, respectively, indicates that
the stratification in career moves is robust against individual perfor-
mance. We find the red region in lower-left corner is more concentrated
in Fig. 8.6d than in c, hinting that being more mobile in the space of
rankings may lead to variable performance.
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scientific impact. A negative value corresponds to a decline in impact.
To quantify the influence of movements on individual impact, we
divide all movements into two categories based on the impact change:
movements associated with positive and negative ∆c∗. We then measure
M(i, j|∆c∗ > 0) and M(i, j|∆c∗ < 0). We find the observed stratifica-
tion in career moves is robust against individual impact (Fig. 8.6CD).
That is, the two clubs emerge for both categories in a similar fashion as in
Figure 8.6B, indicating the pattern of moving within elite or lower-rank
institutions is nearly universal for people whose impact is improved or
decreased following the move. Comparing Figure 8.6C and Figure 8.6D,
we find the red spot in the lower-left corner is more concentrated in
Figure 8.6D than in Figure 8.6C, hinting that being more mobile in the
space of rankings may lead to variable impact. To test this hypothe-
sis, for each transition Ti,j we calculate the rank difference between the
origin and destination (∆rij = i− j).
A positive value of ∆rij indicates i > j, hence a movement to a
lower-rank institution, whereas ∆rij < 0 corresponds to transitions into
institutions with a higher rank. In Figure 8.7 we measure the relation
between ∆c∗ and ∆r. When scientists move to institutions with a lower
rank (∆r > 0), we find that their average change in impact is negative,
corresponding to a decline in the impact of their work. Yet, what is
particularly interesting lies in the ∆r < 0 regime. Indeed, when people
move from lower rank location to elite institutions, we observe no impact
change on average. This is rather unexpected, as transitioning from
lower-rank institutions to elite institutions is thought to provide better
access to ideas and lab resources, which in turn should fuel scientific
productivity. A possible explanation may be that scientist who have the
opportunity to make big jumps in the ranking space may have already
had an excellent impact in their previous institutions. Such a move
therefore will not affect their impact.
8.5 Conclusion
In summary, we extracted affiliation information from the publications
of each scientist, allowing us to reconstruct their career moves between
different institutions as well as the body of work published at each lo-
cation. We find career movements are common yet infrequent. Most
people move only once or twice, and usually in the early stage of their
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Figure 8.7: Impact of movements on career performance. The re-
lation between the statistical difference of citations (∆c∗) and the rank-
ing difference (∆r) associated to a transition shows that, when people
move to institutions with a lower rank (∆r > 0), their average change in
performance is negative, corresponding to a decline in the impact of their
work. Yet, what is particularly interesting lies in the ∆r < 0 regime.
Indeed, when people move from lower rank location to elite institutions,
we observe no performance change on average.
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career. Career movements are affected by geography. The distance cov-
ered by the move can be approximated with a power law distribution,
indicating that most movements are local and moving to faraway loca-
tions is less probable. We also observe a high degree of stratification in
career movements. People from elite institutions are more likely to move
to other elite institutions, whereas people from lower rank institutions
are more likely to move to places with similar ranks. We further confirm
that the observed stratification is robust against the change in individual
performance before and after the move. When cross-group movement
occurs, we find that while going from elite to lower-rank institutions on
average results in a modest decrease in scientific impact, transitioning
into elite institutions, does not result in gain in impact.
The nature of our dataset restricted our study on a sample of scien-
tists. As a result of this selection process, our results are biased towards
physicists from 1960s to 1980s with high career longevity. Yet, these
limitations also suggest new avenues for further investigations. Indeed,
as datasets become more comprehensive and of higher resolution, newly
available data sources like Web of Science or Google Scholar can pro-
vide new and deeper insights towards generalization of the results across
different disciplines, temporal trends, and more. Further investigations
regarding the influence of career longevity on scientific mobility should
also be considered as it could reveal as well results of importance. Taken
together these results offer the first systematic empirical evidence on how
career moves affect scientific performance and impact.
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Chapter 9
General conclusions
We conclude this thesis by a short summary of the main scientific con-
tributions presented in this work but also by highlighting the current
and potential applications that can be derived from these contributions.
We then discuss further research directions that are well in line with the
results developed in this thesis and that are either under current inves-
tigation or worth of interest in the future. Finally, we end this thesis
by a more personal discussion on the perspectives of the data revolution.
Contributions
Over the last decades, the emergence of large-scale data have unam-
biguously transformed many research areas from physics and biology to
computer science and economics. While tremendous advances have been
made in these scientific fields, much less was known about the dynamics
characterising large-scale social systems until recently. Indeed, over the
last few years, the increasing availability in both the scope and scale of
large-scale social data capturing our everyday actions has provided fertile
territory to study the underlying mechanisms behind human mobility,
social interactions and individual success at an unprecedented scale. In
this thesis, we provide crucial additional insights on these mechanisms,
demonstrating at the same time the large interdisciplinarity associated
to the study of large-scale social data and its importance to resolve cru-
cial challenges that our society is now facing.
We start our investigation of social dynamics by analysing large-scale
mobile phone data. We first investigate in Chapter 3 to what extent mo-
bile phone calls offer reliable estimates of population distributions over
entire countries, distinguishing ourselves from previous research which
focussed on urban areas only. We show that not only can population
maps of comparable accuracy to census data and existing downscaling
methods in geography be constructed solely from mobile phone data, but
that these data offer additional benefits in terms of the measurements
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of population dynamics. When geographical origins and destinations of
phone calls are known, spatial social networks incorporating social in-
teractions between mobile phone users can be constructed from these
data. In Chapter 4, we study the spatial structure of these social net-
works by computing for the first time the social communities of mobile
phone users over the entire region of France. Not only we show the
unexpected social influence of administrative regions in France, but we
also introduce a new sensitivity measure that quantifies the spatial sta-
bility of these communities with a high resolution. In Chapter 5, we
close our investigation on mobile phone data by studying the interplay
between social interactions and human mobility. By extracting social
and mobility fluxes from phone call data, we uncover a scaling relation-
ship between the exponents characterising communication and mobility
patterns, allowing us to derive one quantity from the other and hinting
for a deeper connection among all systems where space plays a role.
In the second part of this thesis, we pursue our analysis of social dy-
namics by investigating the mechanisms behind success based on publi-
cation data. We first present in Chapter 6 three techniques that aim at
disambiguating three common types of ambiguous information present in
these digital libraries; Author names, affiliations and topics. Using these
techniques to obtain a disambiguated set of scientific careers, we study
in Chapter 7 the patterns of productivity and impact associated to in-
dividual scientists. While we demonstrate the existence of reproducible
productivity patterns leading to the highest impact work of a scientist,
we also show that highly cited articles appear to be dramatically un-
predictable in a scientist’s career. We also highlight peculiar statistical
features associated to scientists with outstanding publications. We close
our investigation of success dynamics by quantifying in Chapter 8 the
effect of mobility on scientific impact. By tracking affiliation information
from publications we first show how to reconstruct career trajectories of
individual scientists over decades. We then show that scientific mobil-
ity is characterised by a high degree of stratification; People from elite
institutions are more likely to move to other elite institutions, whereas
people from lower rank institutions are more likely to move to places
with similar ranks. We further confirm that the observed stratification
is robust against the change in individual impact before and after the
move. Finally, when cross-group movement occurs, we demonstrate that
while going from elite to lower-rank institutions on average results in a
modest decrease in scientific impact, transitioning into elite institutions,
does not result in gain in impact. Taken together these results offer the
first systematic empirical evidence on how career moves affect scientific
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productivity and impact.
Applications
While the different results presented in this work bring novel and valu-
able understandings about the dynamics characterising social systems,
we also demonstrate in this thesis that concrete applications can be
derived from these insights.
In chapter 3, our ability to translate mobile phone activities into de-
tailed population densities enables us to design a cost-efficient method
to map population over large geographical extent over time. While we
highlight its efficiency to detect dynamical changes in developed coun-
tries, its principal application remains for low-income countries which
are the most vulnerable to disasters, outbreaks or conflicts and where
few or no information regarding population distribution over time is
available. The ability of our method to obtain spatially and temporally
detailed population distributions can potentially provide the essential
denominator required in many fields, such as studying collective human
responses to disease outbreaks or emergencies, assessing vulnerabilities,
calculating populations at risk of human or natural disasters or deriving
health and development indicators.
In Chapter 4, the observed correspondance between social communi-
ties and administrative regions, which have until now been viewed as no
more than a collection of culturally distinct departments, would seem to
indicate that these administrative limits confer a deeply rooted sense of
shared identity to the population within each region. This observation
demonstrates the importance of integrating large-scale social data in po-
litical processes in order to minimise social, political or ethnic conflict
in particular situations. A good example remains the recent redraw of
administrative regions of France, which led to long-standing social and
political conflicts in 2014. Another example includes the anecdotical ev-
idence that suggests that some departments were originally associated
to one region over another based on the frequency of landline communi-
cations between population [366]. Furthermore, the sensitivity measure
introduced in that same chapter can also reveal additional important de-
tails about the social and spatial stability of particular elements present
in a social network. This measure can not only be useful in political pro-
cesses but also in business applications such as churn prediction where
assessing the sensitivity of particular costumers towards particular prod-
ucts remains a challenge.
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As illustrated in Chapter 5, the identified scaling law between social
interactions and human mobility also offers concrete applications for so-
cial systems. Indeed, our ability to derive mobility information from
social fluxes, i.e. phone calls that can be readily extracted by network
providers, opens up a new avenue not only for traffic forecasting appli-
cations but also for urban planning applications and epidemic spread-
ing as demonstrated in this work. While we focussed on mobile phone
data, there exist other valuable sources of social interactions in order to
derive mobility patterns at a very large scale. Indeed, social network
platforms, such as Facebook or Twitter for example, often contain geo-
tagged comments or tweets, enabling the possibility to derive social but
also mobility fluxes of individuals. Understanding and modelling that
same relationship between social and mobility fluxes from social media
data not only represents an exciting research question worth investigat-
ing, but it could also lead to promising mobility prediction applications
not only valuable for traffic prediction or epidemic spreading, but also
for marketeers when coupled with social media marketing campaigns.
Besides phone call data, the techniques introduced in Chapter 6
demonstrate that other types of large-scale social data, namely publica-
tion data, can also be mined to derive practical applications for science.
First, disambiguating author names can fuel applications where indi-
vidual careers need to be reconstructed. This technique, coupled with
our analysis of individual productivity and impact developed in Chap-
ter 7, could offer for example an interesting tool for hiring procedures
in science where current individual productivity and impact measures
are often misleading. Similarly, disambiguating affiliations also provides
valuable insights about unknown mobility patterns in science, as illus-
trated in Chapter 8, which remain crucial for policy-makers. Finally,
the automated topic detection method could also be integrated to online
search and repository tools such as Google Scholar or Arxiv platforms to
improve not only automated document classification but also personal
user recommendation.
Beyond these applications dedicated to science, the techniques de-
veloped in Chapter 6 and illustrated in Chapters 7 and 8 offer promising
solutions for concrete business applications. Indeed, as we are now over-
whelmed by social data originating from myriads of sources, the need
to reconnect online profiles to customers or particular topics to prod-
ucts has become a serious challenge for companies. These techniques, if
translated to user/customer networks, can address these issues and can
provide crucial solutions to customer insights problematics.
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Further Work
While we presented scientific contributions corresponding to well defined
or completed research projects, several questions well in line with this
thesis are still under investigation. We provide here a description of
these different research questions.
As we mentioned earlier, the main objective of the population map-
ping method developed in Chapter 3 is to help organisations tackle hu-
man disasters in low-income countries by providing accurate population
distributions over time. To that end, two distinct research projects in-
corporating this novel method have been initiated. The first one, con-
ducted in collaboration with the WorldPop project, consists of collecting
call data records from Namibia to further test the extrapolation capac-
ity and sensitivity of our method in data scarce regions. For the second
project, we are investigating the possibility to incorporate drug purchase
data as additional input to the method in order to provide accurate pre-
dictions of viral disease spreading in a given region over time. This
second project results from a collaboration with a major telecommuni-
cation operator and a renowned health institute.
Motivated by the accuracy of the disambiguation techniques intro-
duced in Chapter 6, an additional project investigating the mechanisms
behind success has also been initiated. As individual careers spanning
several decades as well as research topics can now be derived from digital
librairies, one can analyse the different footprints left by particular scien-
tists in terms of productivity, collaboration patterns and topic changes
over time. This ability to gather detailed information about individual
careers over time raises several important questions: are there particular
categories of scientists in terms of topic changes, collaboration patterns
or productivity ? If there are, how do these categories relate to individ-
ual success ? Are there better scientific strategies than others ? This
ongoing project aims at addressing these questions.
In science, anecdotal evidence exists that high-achievers are often
protégés of illustrious mentors [367–369]. While projects like the math-
ematical genealogy document clear signs of such chaperone bonds be-
tween renowned scientists [54], we lack systematic quantitative evidence
of the role of apprenticeship in scientific publishing and, in general, of
how scientific knowledge is passed down between different generations
of scientists [54, 370]. Our last ongoing project aims at quantifying this
chaperone phenomenon in science by leveraging the detailed information
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that are now available through large-scale publication data. While this
project is still under investigation, we find however that the chaperone
phenomenon is well established in science and has become more pro-
nounced in the last decade, with different magnitude depending on the
research field.
Where is this going ?
“You can’t manage what you can’t measure” as W. Edwards Deming used
to say. Today, I couldn’t agree more as this really illustrates the impor-
tance of the recent data explosion. This data revolution is impacting not
only marketeers but all major actors in all industries. In health care,
data sources such as medical and insurance records, wearable sensors,
genetic data and social media use are already used to draw a compre-
hensive picture of the patient. As prevention is better than cure, we can
imagine the tremendous social but mainly commercial opportunities as-
sociated to such transformations; tailored healthcare package, drug test
efficiency, smarter screening, and even claims fraud detection. In As-
tronomy, data from hundreds of satellites as well as from thousands of
radio telescopes are also aggregated and analysed. Such rich amount of
data can be used for very different purposes, from locating a single rare
star in a haystack of billions of near-identical stars to understanding the
spatial correlation of every single galaxy in the universe. In the music
industry, data gathered from downloads, sales, social comments enable
marketeers to design data-driven ears that can understand, analyse and
predict success of particular songs at an early stage. Finally, in the au-
tomotive industry, tremendous volume and variety of data are generated
but also processed and analysed. Such data can either originate from
the car itself through sensors and cameras or either originate from ex-
ternal sources such as traffic and weather alerts to offer a better driving
experience but also improve safety.
As we can see, this Big Data revolution rapidly growing in popularity
offers promises that would drastically change most aspects of our lives.
While this thesis aims at demonstrating in some aspects what we can
do and achieve with these data, I believe this work bears also a respon-
sibility to discuss what we can’t do as well as the pitfalls and dangers
associated to this data explosion, precisely because of this newfound
popularity and growing use.
Throughout my thesis, I have too often experienced being over-
whelmed by the increasing amount of data available. While data is
important, the right data is essential. As datasets are growing more
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and more complex, it is thus crucial to dedicate a significant amount
of time to the processing and understanding of these data in order to
extract the right dataset for your project or product. While volume
cannot be neglected, data reliability remains indeed the most important
aspect associated to it and quantity of data does not mean that one can
ignore fundamental issues related to measurements. One popular fail-
ure illustrating this issue remains the (un)popular Google Flu Trends
(GFT) project. Introduced in 2009, this project aimed at predicting
and detecting the spread of flu as accurately and quickly as authorities,
based on flu-related search queries. Surprisingly, a few years later, GFT
appeared to make more bad predictions than correct ones [371]. Scien-
tists attributed this failure to the reliability of the data themselves [372];
collections of data relying on web hits are often risky to merged as they
might be collected in different ways. The patterns in data collected at
a particular time do not necessarily apply to data collected at another
time. Reliability and robustness of data are thus a key success factor
in research but also in any other industry. Moreover, data should not
be seen as a substitute to traditional methods, it is an adjunct to scien-
tific inquiry, a complement, that too many actors in science and in the
industry often forget.
If data reliability and robustness of analysis remain a crucial chal-
lenge both for data science and for many industries, another battle has
already been fought and lost: the battle for privacy. Today, personal
data are routinely collected and traded in the new economy. We have
become the product. The popularity around big data is attracting mil-
lions of dollars from investors and brands, hoping to turn a profit out
of personal data. At the same time, governments through intelligent
agencies are also massively collecting personal activities but for much
different purposes. Moreover, emerging technologies like connected cars
and glasses or facial recognition are perfect ingredients for ubiquitous
large-scale online surveillance.
At the same time, this big data revolution is also a source for discrim-
ination. Today, big data analytics affect many things from employment
and promotions to fair housing and loans. Predictive analysis by the
public or private sector can now be used to make determinations about
our ability to get a job, a loan, a credit card or even to fly. We fought
for decades against discrimination, but big data analytics enable one to
make it essentially automated.
Today, privacy researcher and analysts are calling for legislations
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to regulate the collection, storage and trade of personal data. This is
of course far from being trivial as many companies operate on different
continents and countries, each having its own jurisdiction and regulation.
We would thus need enough people across very different places to urge
their governments and companies to change their privacy position. But
our worst enemy in this battle might be simply ourselves; How can we
expect people to fight something they don’t know or understand? For
example, how many times did you read the terms of service or privacy
policy before installing a mobile phone application or subscribing to
a service? Our first act should thus be to raise awareness and educate
ourself and others about privacy. I truly believe this Big Data revolution
is important and positive for our lives and it should be. But we need
to stay aware of its dangers and potential deflections when it comes
to personal data so that we can better initiate and support regulations
around this revolution.
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Appendix A
Statistical tools
In this first appendix, we present some of the statistical tools used in
this work. The aim of this appendix is to not only provide a description
of these tools but also to highlight their advantages over other tools and
thus justifying our choices. We will first present the violin plot which is a
method for plotting numerical data and efficiently visualising statistical
distributions. We then describe the analysis of variance and the Tukey
method which are statistical tests that we use to detect distributions
that are significantly different from each other. These statistical tools
are mainly used in Chapter 3.
A.1 Violin plot
First introduced in 1998 by J. L. Hintze and R. D. Nelson [373], the
violin plot is a method for plotting statistical distribution. More partic-
ularly, it is combination of a box plot [374] and a rotated kernel density
plot (or smoothed histogram) [375], which offers substantial improve-
ments over other visualisation methods.
The box plot shows four distinct features about a variable and its
distribution: center, spread, asymmetry and outliers. As shown in Fig-
ure A.1B, the labels identify the principal lines and points which form
the structure of the traditional box plots: the median, the first and third
quantile as well as the upper and lower adjacent value. In this work,
the upper adjacent value is the largest observation that is less than or
equal to the third quartile plus 1.5×IQR, where IQR is the interquartile
range, i.e. the difference between the first and third quartile. Similarly,
the lower adjacent value is the smallest observation that is greater than
or equal to the first quartile minus 1.5× IQR.
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As depicted in Figure A.1A, the violin plot includes a slightly modi-
fied version of the box plot. First, the median is represented by a circle
which facilitates the comparison between different distributions. Second,
the interquantile range is represented as a vertical thick black line, while
the range between the upper and lower adjacent value is illustrated by
a thiner vertical line. Finally, outliers are not represented by individual
points.
Figure A.1: Common components of (A) Violin plot and (B) Box plot,
both representing the same sample distribution (n=50,000)
Besides integrating the main features of the box plot, the particu-
larity of the violin plot is to graphically incorporate the distributional
characteristics of the data, i.e. the probability density function. While
a histogram could be useful for examining the distribution of a vari-
able, the resulting graph can greatly differ depending on the number of
intervals used. To overcome this problem, the violin plot uses a non-
parametric density estimation called kernel density which estimates the
probability density function of a variable based on the sample [375]. Less
formally it can be seen as a way of averaging and smoothing a histogram.
This estimation is essentially a sophisticated form of locally weighted av-
erages of the distribution. By using a weight function, i.e. the kernel, an
estimate of the density is created by placing a "bump" at each data point
and then summing all bumps. Formally, given (x1, x2, ..., xn), an inde-
pendent sample drawn from some distribution with an unknown density
f , the kernel density estimator of f is given by
fˆh(x) =
1
nh
n∑
i=1
K
(x− xi
h
)
(A.1)
where K(.) is the kernel (a non-negative function which integrates to
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one and has a mean equal to zero), x is the point where the density is
estimated and h > 0 is the bandwidth, i.e. a smoothing parameter. In
this work, we adopted the most commonly used kernel function, i.e. the
normal density function, as well as the widely used Silverman’s rule of
thumb for the approximation of the bandwidth h [375], defined as
h =
(4σ
3n
) 1
5 ≈ 1.06σn−1/5 (A.2)
and which is optimal if the underlying density being estimated is Gaus-
sian but still robust for other distributions [375]. In Figure A.1A, the
kernel density estimation is plotted symmetrically to the left and the
right of the vertical box plot, allowing a quick and insightful comparison
of several distributions.
With the addition of the probability density to the box plot , the
violin plot provides a better description of the shape of the distribu-
tion; it highlights the peaks, valleys and bumps in the distribution. To
demonstrate these advantages, we take as example random samples of
50,000 observations drawn from three distinct distributions: a normal,
bimodal and uniform distribution. As depicted in Figure A.2, the box
plots capture the fact that the three distributions share similar location
and scale as measured by the median and the interquartile range, but
rather fail to differentiate the shape between the three distributions,
especially between the uniform and the bimodal.
On the other hand, the kernel density estimations on the violin plots
accurately captures the different shapes (Figure A.3). For example,
the violin plot for the bimodal clearly shows the twin peaks, while the
corresponding box plot does not. As expected, it also well captures the
fact that these three distributions share the same location and range.
Accurately capturing the shape of the distribution as the violin plot
does is a fundamental aspect. Indeed, in an exploratory analysis, these
plots enable the analyst to point to the next question which might in-
vestigate the reason behind particular shapes or trends detected in the
data. In Chapter 3, these plots allow us to observe the two very different
distributions of the parameters when choosing one cross-validation pro-
cedure over another (Fig. 3.6) or the different patterns of distributions
of mobile phone user profiles over time (Fig. 3.14) which might be worth
investigating in the future. All these observations could not have been
made with a standard box plot method.
195
Chapter A – Statistical tools
Figure A.2: Comparison of box plots for known distributions: normal,
bimodal and uniform.
A.2 Analysis of variance
In Chapter 3 and more particularly in section 3.5, we are interested to
compare and evaluate the precision (r) and accuracy (RMSE) of dif-
ferent types of mobile phone data; nightime, daytime, user-based and
call-based data. To do so, we carried a cross-validation procedure where
a sampling is repeated 1,000 times, providing precision and accuracy
statistics for each data type independently (Fig. 3.11CD). In order to
decide which data type is more accurate or precise than another, a sta-
tistical procedure is thus required to compare the four different distri-
butions depicted in Figure 3.11CD and check wether one is significantly
different than the others for both the precision and the accuracy.
A standard approach to assess wether two distributions are signifi-
cantly different is the 2-sample t-test [376]. In the case of two indepen-
dent samples of equal size and similar variance, the t statistics can be
calculated as follow
t = X¯1 − X¯2
sX1X2 · 1n
(A.3)
where X1 and X2 are the means of the two distributions, n the number
of observations. Here, sX1X2 is the grand standard deviation and is
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Figure A.3: Comparison of violin plots for known distributions: normal,
bimodal and uniform.
defined as
sX1X2 =
√
s2X1 + s
2
X2
(A.4)
where s2X1 and s
2
X2 are unbiased estimators of the variance of both dis-
tributions. For significance testing, the t statistic as well as the degree
of freedom (n-2) are used to obtain the p-value to conclude wether the
two distributions are the same (null hypothesis) or not.
In our case however, we do not have two distributions (or groups) but
four (Fig. 3.11CD). A naive solution could be to perform pairwise t-tests
between all groups. Unfortunately, multiple t-tests are not the answer
because as the number of groups grows, the number of needed pairwise
comparisons grows quickly, which induces statistical issues. Indeed, in
the case of four groups, six pairwise comparisons need to be performed.
Remember what a 0.05 significance (p-value=0.05) level means: you are
willing to accept a 5% chance of a Type I error, rejecting the null hy-
potheses when it’s actually true. But if you test six p = 0.05 hypotheses
on the same set of data, you are more likely to commit a Type I error
[377].
To resolve this issue, a common approach is the analysis of variance
or ANOVA. This analysis provides a statistical test of whether or not
the means of several groups are equal, and generalises the t-test to more
than two groups. In this test, the null hypotheses is thus that all dis-
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tributions are simply random samples of the same population. In our
case, the null hypothesis is thus that the different data type have the
same precision (Fig. 3.11C) or accuracy (Fig. 3.11D). Rejecting this
hypothesis would imply that using different data types altered the accu-
racy or precision. Also, the ANOVA requires the samples to be random,
independent as well as normally distributed and with similar variance.
All these requirements are fulfilled by our experiment, even though the
ANOVA is robust against these.
The question of the ANOVA test is thus whether the observed dif-
ference in means is too large to be the result of random selection. To
do so, we look at the absolute difference of means between the groups,
but we also consider the variability within each group. Intuitively, if
the difference between groups is a lot bigger than the difference within
groups, we conclude that the difference is not due to random and that
there is a real effect. This is what the ANOVA does: comparing the
variation between groups to the variation within groups. More formally,
the following F-statistic is performed
F = MSB/MSW (A.5)
corresponding thus to the ratio of the between-groups mean squareMSB
over the within-groups mean squareMSW . This tells us how much more
variability there is between treatment groups than within treatment
groups. The larger that ratio, the more confident you feel in reject-
ing the null hypothesis, this hypothesis being that all means are equal
and there is no significant difference. The value of the F-statistic as well
as the number of groups and number of comparisons is then used to
derive the p-value and thus to conclude wether the distributions are the
same (the null hypothesis) or not. In Chapter 3, our experiments con-
clude that the input data has an effect on the accuracy (F=989, p<0.01,
Fig. 3.11C) and precision (F=368.9, p<0.01, Fig. 3.11D), thus rejecting
the null hypothesis.
Note that in the case where the null hypothesis is rejected, i.e. the
distributions are not the same, we do not know which particular distribu-
tion is actually different from the others. To determine which one is sig-
nificantly different, a post-hoc analysis in conjunction with the ANOVA
is required.
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A.3 Post-hoc analysis: Tukey test
If an analysis of variance (ANOVA) indicates that the distribution are
different, the next step is often to determine which means are actually
different. Such an analysis is called post-hoc analysis. In our case in
Chapter 3, this analysis is particularly relevant as the analysis of variance
indicated that the distributions were different for both the precision (Fig.
3.11C) and accuracy (Fig. 3.11D) but we were interested to detect which
particular input data was significantly better than others.
There exists several different post-hoc analyses but the most common
choice is the Tukey test or sometimes called the Tukey’s HSD (honest
significant difference) test [378]. This test is based on a similar formula
than Eq. A.3 of the t-test, except that it corrects for the experiment-
wise error rate explained before, i.e. the increasing chance of rejecting
the null hypothesis while it is actually true. More precisely, the formula
for the Tukey test is given by
qt =
X¯1 − X¯2√
MSW · 1n
(A.6)
where X1 and X2 are the means of the two distributions, n the number
of observations and MSW the within-groups mean square, all obtained
from the ANOVA. The qt value can then be compared to the q value
of a studentized range distribution [379] to determine wether the two
distributions are the same (null hypothesis) or different.
199
Chapter A – Statistical tools
200
Appendix B
Epidemic Spreading
Simulations
B.1 Modeling
In Chapter 5, we identified a scaling law between social interactions and
human mobility based on mobile phone data. In order to compare the
accuracy and usefulness of these results, we simulated a Susceptible-
Infected-Susceptible (SIS) process commonly used in modeling disease
spreading [289, 290] by following the observed mobility fluxes TM , the
rescaled social fluxes T˜S but also the mobility fluxes TMGM approximated
by the well-known gravity model [103, 105, 249, 282].
We consider the process where each location i (mobile phone tower)
is characterized by a constant population size Ni equal to the number
of distinct users present in the vicinity of the mobile tower over the
period covered by the dataset D1. The total population in our system is
thus given by ∑mi=1Ni and the system is equilibrated as the population
is constant. In each location, users are classified according to their
infectious state: they can be either infected (I) or susceptible to be
infected (S). The standard generalization of this spatial SIS model is
given by
Si + Ii
µ−→ Ii (B.1)
Ii
ν−→ Si (B.2)
Si
Ai,j−→ Sj (B.3)
Ii
Ai,j−→ Ij (B.4)
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where reaction (S5) indicates that susceptible users can become infected
at a rate µ and reaction (S6) corresponds to infected users recovering
from the disease at a rate ν. In addition to the standard SIS dynamics,
susceptible as well as infected users can randomly move between one
location i to another location j as described in reactions (S7) and (S8).
The probability rate of these movements from location i to j is governed
by the probability rate Ai,j defined as
Ai,j =
(Ti,jTj,i)−2
Ni
. (B.5)
Since the system is equilibrated, the flux of users from i to j must balance
that of j to i (detailed balance condition):
Ai,jNi = Aj,iNj (B.6)
which is fulfilled by Eq. B.5.
In this case, the spatial SIS model can be defined as a set of m
coupled ODEs for the infected people in each location [94, 266, 267,
287] :
∂tIi = µ
Ii
Ni
(Ni − Ii)− νIi +
∑
j 6=i
[Aj,iIj −Ai,jIi] (B.7)
enabling us to compute the evolution of infected users in each location
over time by solving these.
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