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Abstract
A semilinear G-sphere means a smooth closed G-manifold such that for every subgroup H , the
H -fixed point set is a homotopy sphere or empty. We introduce the Grothendieck group Ve(G) for a
certain family of semilinear G-spheres, where e is an idempotent represented by a quasilinear G-disk
of the Burnside ring A(G). In this paper we investigate the structure of Ve(G) and show that Ve(G) is
isomorphic to JO(G); the Grothendieck group for linear G-spheres. On the other hand, both Ve(G)
and JO(G) are naturally regarded as subgroups of the homotopy representation group V∞(G). We
also show that Ve(G) and JO(G) are different subgroups of V∞(G) when e = 1.
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Introduction
Let G be a compact Lie group. A smooth G-action on a homotopy sphere M is called
semilinear if for every closed subgroup H , the H -fixed point set MH is a homotopy sphere
or empty. For convenience we regard the empty set as a (−1)-dimensional sphere. We call
a homotopy sphere with semilinear action a semilinear G-sphere (or a representation form
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of G). The notion of a semilinear G-sphere is a natural generalization of the unit sphere
S(V ) of a G-representation V . We call S(V ) a linear G-sphere of V .
It is still a fundamental problem to construct and classify semilinear actions of a com-
pact Lie group. Using equivariant surgery theory, many researchers constructed semilin-
ear G-spheres with exotic actions, i.e., nonlinear actions. Such examples are found in
[8,16,18,19], etc. However because of a technical difficulty of the equivariant surgery,
they dealt with only finite group actions. On the other hand, there is another approach
to construction of semilinear actions of a compact Lie group on spheres. Using the G-CW
surgery and the equivariant thickening, Oliver [24] constructed an exotic G-action on a
disk D with following property: For each subgroup H , the H -fixed point set DH is a disk
or the empty set. We call such a G-disk a quasilinear G-disk (although we called it a semi-
linear G-disk in [21]). In addition, when G is nonsolvable, there exists a fixed-point-free
quasilinear G-disk, i.e., DG = ∅. The boundary of a quasilinear G-disk yields a semilinear
G-sphere, which usually has a nonlinear G-homotopy type, see [22].
In this paper we deal with semilinear G-spheres bounding quasilinear G-disks as above
and investigate the Grothendieck group Ve(G) of a certain family of semilinear G-spheres.
In Section 1 we consider idempotents of the Burnside ring represented by quasilin-
ear G-disks in preparation for the definition of Ve(G). Denote by I (G) the set of such
idempotents. Using results of Oliver [24], we characterize I (G) in terms of antichains of
conjugacy classes of perfect subgroups. As an application we show: The set I (G) has infi-
nitely many elements if the Weyl group of the identity component G0 of G is nonsolvable.
In Section 2 we discuss semilinear G-spheres bounding quasilinear G-disks. A linear
G-sphere is clearly such an example. The join of linear G-spheres S(V ) and S(W) is
G-homeomorphic to S(V ⊕W), and hence G-homotopy equivalent. Hence the set JO+(G)
of G-homotopy types of linear G-spheres forms an Abelian semigroup together with the
join as addition. The equivariant JO-group JO(G) is defined as the Grothendieck group of
JO+(G). This group has been investigated by tom Dieck [3] and Kawakubo [12], and the
computation of JO(G) has led to stable G-homotopy classification of linear G-spheres.
In [9] tom Dieck and Petrie introduced the notion of a homotopy representation of G,
which is a finite dimensional G-CW complex such that each H -fixed point set is homotopy
equivalent to a sphere or the empty set. The precise definition of a homotopy representa-
tion is given in Section 3. In this case, the join operation is also closed up to G-homotopy
equivalence. Therefore an analogous Grothendieck group V∞(G) for homotopy represen-
tations of G, called the homotopy representation group, can be defined. The homotopy
representation group and its variants are studied by Bauer [1], tom Dieck [5,6], tom Dieck
and Petrie [9], Lück [17], Nagasaki [20], etc.
On the other hand we cannot define a similar Grothendieck group for the family of all
semilinear G-spheres, since the join of semilinear G-spheres is not closed; namely the
action on the join is not smooth (and not even locally linear) in general. Therefore, in order
to define an adequate Grothendieck group, we consider a suitable subfamily of semilinear
G-spheres, precisely the family Fe(G) of semilinear G-spheres G-homotopy equivalent
to the boundaries of quasilinear G-disks representing the same idempotent e ∈ I (G). We
call a semilinear G-sphere belonging to Fe(G) a semilinear G-sphere of type e. We see
in Section 3 that Fe(G) is closed under the join up to G-homotopy equivalence and the
Grothendieck group Ve(G) for Fe(G) can be defined.
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The main purpose of this paper is to clarify the structure of Ve(G). One of main results
is the following:
Theorem 0.1. There is an isomorphism Te :Ve(G)→ JO(G) for every e ∈ I (G).
In Section 3 we construct the homomorphism Te and in Section 4 we prove that Te is an
isomorphism.
There is the natural homomorphism IG : JO(G) → V∞(G). It is known that IG is in-
jective. Similarly there is the natural homomorphism Ie :Ve(G) → V∞(G). We show in
Section 2 that Ie is also injective. We denote the image of Ie by Se(G) and the image of
IG by the same symbol JO(G). According to Theorem 0.1, Se(G) is isomorphic to JO(G)
as an (abstract) group, however Se(G) is different from JO(G) as a subgroup of V∞(G)
when e = 1. In fact the following holds, which is a generalization of [21, Theorem 4.5].
Theorem 0.2. Let G be a compact nonsolvable Lie group. For distinct e, e′ ∈ I (G),
Se(G) ⊂ Se′ (G) in V∞(G). In particular Se(G) = JO(G) in V∞(G) if e = 1.
As a consequence of Theorem 0.1, we also show in Section 4 that if G is connected,
then Ve(G) is torsion free and isomorphic to the representation ring RO(G) as an additive
group. In contrast to this, we notice in Section 5 that V∞(G) usually has a nontrivial
torsion element even if G is connected.
1. Idempotents represented by quasilinear G-disks
Throughout this paper, a subgroup means a closed subgroup unless otherwise stated and
H K means that H is a subgroup of K , and H <K means that H is a proper subgroup
of K . As usual (H) means the conjugacy class of H and (H)  (K) means that H is
subconjugate to K .
We begin by recalling necessary notations and facts from [7, Chapter IV]. The Burn-
side ring A(G) is the ring of equivalence classes of finite G-CW complexes (or compact
G-ENRs) with respect to the equivalence relation ∼ defined by: X ∼ Y if and only if
χ(XH ) = χ(YH ) for all subgroups, where χ(−) denotes the Euler characteristic. The ad-
dition is given by disjoint union and the multiplication is given by Cartesian product. We
see that A(G) forms a commutative ring.
Let S(G) be the space of subgroups of G with the Hausdorff metric induced from a
bi-invariant metric on G. It is known that S(G) is a countable, compact metric space.
Let ψ(G) be the space of conjugacy classes of subgroups; namely the orbit space of
S(G) by conjugation action, and let φ(G) be the subspace of conjugacy classes of sub-
groups H such that each WH = NH/H is finite. Let C˜(G) (respectively C′(G), C(G))
be the ring of integer-valued continuous (i.e., locally constant) functions on S(G) (re-
spectively ψ(G), φ(G)). The ring homomorphism ϕH :A(G) → Z is defined by setting
ϕ([X]) = χ(XH ), and then the injective ring homomorphism ϕ˜ :A(G) → C˜(G) is ob-
tained by setting ϕ˜([X])(H) = ϕH ([X]) and similarly the injective ring homomorphisms
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ϕ′ :A(G) → C′(G) and ϕ :A(G) → C(G) are defined in the same way. We regard A(G)
as a subring of C˜(G), C′(G) or C(G) as the case may be.
The derived group G(1) of G is defined by the closure of the commutator subgroup of G.
Inductively G(n) is defined by (G(n−1))(1). We call G perfect if G = G(1) and solvable if
G(n) = 1 for some n. It is known that G is solvable if and only if the identity component
G0 is a torus and G/G0 is a finite solvable group.
For any subgroup H of G, there exists a unique minimal normal subgroup Hs of H
such that H/Hs is solvable, see [7, IV (6.7)]. The following fact will be used freely in this
section.
Lemma 1.1.
(1) Hs is a perfect, characteristic subgroup of H .
(2) H is perfect if and only if H = Hs .
(3) If (H)= (K), then (Hs)= (Ks).
(4) If H/K (K 
H) is solvable, then Ks = Hs .
(5) If K H , then Ks Hs .
(6) If (K) (H), then (Ks) (Hs).
Proof. For (1)–(5), see [7, IV (6.7)].
(6) KHs/Hs is a subgroup of H/Hs and isomorphic to K/(K ∩Hs). Since a subgroup
of a solvable group is solvable, it follows that K/(K∩Hs) is solvable. By (1), Ks K∩Hs
and so Ks Hs .
(7) If gKg−1 H , then (gKg−1)s = gKsg−1 Hs . Hence (Ks) (Hs). 
Let Perf(G) be the set of conjugacy classes of perfect subgroups of G, which is a closed
subset of ψ(G) by [7, IV (7.2)].
Now let us consider a quasilinear G-disk D. Then D represents an idempotent of the
Burnside ring A(G), since χ(DH ) = 0 or 1. We denote by I (G) the set of such idempo-
tents and denote by Be(G) the family of quasilinear G-disks representing e ∈ I (G). The
following is obvious.
Lemma 1.2. If e, e′ ∈ I (G), then ee′ ∈ I (G); namely if D ∈ Be(G), D′ ∈ Be′(G), then
D ×D′ ∈ Bee′(G).
The main purpose of this section is to characterize I (G) in terms of antichains of perfect
subgroups. We say that a subset A of Perf(G) is an antichain of Perf(G) if A is a (non-
empty) finite subset of Perf(G) with the following property: for every pair of distinct (H),
(K) ∈A, (H)  (K) and (H)  (K). Let AC(G) denote the set of antichains of Perf(G).
Our first result is the following:
Theorem 1.3. There is a one-to-one correspondence between I (G) and AC(G).
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Let us recall a result of [24]. A subgroup L of G is said to be prime toral if the identity
component L0 is a torus and L/L0 is a cyclic group of prime order. A subset F of S(G)
is called a separating family if F satisfies the following conditions:
(C-1): If H ∈F and K H , then K ∈F .
(C-2): If H ∈F and K is conjugate to H , then K ∈F .
(C-3): For any pair K 
 H of G such that H/K is prime toral, ether both H and K are
in F or neither H nor K is in F .
Theorem 1.4 [24, Theorem 4]. Let F be a nonempty closed separating family of S(G).
Then there exists a quasilinear G-disk D such that DH is a disk for any H ∈F , and such
that DH is empty for any H /∈F .
Let F(G) be the set of open and closed subsets U of Perf(G) satisfying the following
conditions:
(D-1): (1) ∈ U .
(D-2): For any pair (K) (H) of Perf(G), if (H) ∈ U then (K) ∈ U .
For any e ∈ I (G) (⊂ C′(G)), set
Ve =
{
(H) ∈ψ(G) | e(H)= 1} and Ue = {(H) ∈ Perf(G) | e(H)= 1}.
Lemma 1.5. For any e ∈ I (G), Ue ∈ F(G).
Proof. Since e is continuous, it is obvious that Ve is open and closed in ψ(G). Noticing
Ve ∩ Perf(G) = Ue , we see that Ue is open and closed in Perf(G). Let D be a quasilinear
G-disk representing e. Since e(1)= χ(D) = 1, condition (D-1) is satisfied. If (H) is in Ue,
then DH is a disk. Hence DK is also a disk for every (K) (H), and so (K) ∈ Ue. Thus
condition (D-2) is satisfied. 
By this lemma, a map α : I (G)→ F(G) can be defined by α(e)= Ue .
Proposition 1.6. The map α is a bijection.
Proof. Injectivity: Suppose Ue = Ue′ . By [7, IV (7.1)], an idempotent e of C′(G) is con-
tained in A(G) if and only if e(H)= e(Hs) holds for all (H) ∈ ψ(G). Since e(H)= e′(H)
for any (H) ∈ Perf(G), it follows that e = e′.
Surjectivity: Note that the map s :S(G) → S(G); H →Hs is continuous ([7, IV (7.2)]).
Let π :S(G)→ψ(G) be the quotient map by conjugation action on S(G). Then s induces
the continuous map s :ψ(G) → Perf(G) ⊂ ψ(G). For any U ∈ F(G), set V = s−1(U).
Then V is open and closed in ψ(G). We define a function e ∈ C′(G) by setting e(H)= 1
if (H) ∈ V and e(H) = 0 if (H) /∈ V . Then it is obvious that e is continuous, hence an
idempotent of C′(G). Clearly e(H) = e(Hs) holds for all (H) ∈ ψ(G). Hence e is an
idempotent of A(G). We must show e ∈ I (G). Set V˜ = π−1(V). Then V˜ is open and closed
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in S(G). Moreover, V˜ is a separating family, indeed if H ∈ V˜ and K H , then (Hs) ∈ U
and (Ks)  (Hs) by Lemma 1.1, and so (Ks) ∈ U by (D-2). Hence (K) ∈ V and K ∈ V˜ .
Thus condition (C-1) is satisfied. Condition (C-2) is clearly satisfied. Let H/K be prime
toral. Since H/K is solvable, Hs = Ks by Lemma 1.1, and hence it is easy to see that
condition (C-2) is satisfied. Thus Theorem 1.4 shows that there is a quasilinear G-sphere D
such that DH = ∅ if and only if H ∈ V˜ . This implies that D represents e, hence e ∈ I (G).
It is obvious that α(e) = U from the definition of e. 
Next we construct a bijection β :AC(G)→ F(G). Given a G-invariant Hausdorff met-
ric on S(G), we have the following.
Lemma 1.7 [7, IV (3.3)]. If limHn = H in S(G), then lim(Hn) = (H) in ψ(G). Con-
versely if lim(Hn) = (H) in ψ(G), then for an arbitrary large n, there is a subgroup
H ′n H conjugate to Hn such that limH ′n = H .
The following is easily seen by Lemma 1.7.
Lemma 1.8.
(1) Let {Hn} and {Kn} be sequences converging to H and K in S(G), respectively. If
(Hn)= (Kn) for every n, then (H)= (K).
(2) Let {Kn} be a sequence converging to K . Suppose (Kn)  (H) for any n. Then
(K) (H).
Let (H) ∈ Perf(G) and let A be a nonempty finite subset of Perf(G). We set
P(H) = {(K) ∈ Perf(G) | (K) (H)}
and
P(A) =
⋃
(H)∈A
P(H).
Lemma 1.9. P(H) ∈ F(G) and P(A) ∈ F(G).
Proof. It is obvious that conditions (D-1) and (D-2) are satisfied. We show that P(H)
is open and closed in Perf(G). Let (K) be any element in the closure of P(H). By
Lemma 1.7, there is a sequence {Kn}, (Kn) ∈ P(H), converging to K . It follows from
Lemma 1.8 that (K) (H). Hence (K) ∈ P(H) and so P(H) is closed. Next let (K)
be any element in the closure of Perf(G) \ P(H). There is a sequence {Kn} converg-
ing to K such that Kn  K and (Kn) ∈ Perf(G) \ P(H). Suppose (K) ∈ P(H). Then
(Kn)  (H) for some large n, namely (Kn) ∈ P(H). This is a contradiction. Hence
(K) ∈ Perf(G) \ P(H), and so P(H) is open.
Since A is finite, P(A) is open and closed. 
By the above lemma, a map β : AC(G) → F(G) can be defined by setting β(A) =
P(A). We set
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ψ(G)m =
{
(H) ∈ψ(G) | dimH m},ψ(G)m =
{
(H) ∈ψ(G) | dimH = m}.
Note [24, p. 93] that ψ(G)m is closed (hence compact) and ψ(G)m is discrete in ψ(G).
Proposition 1.10. The map β is a bijection.
Proof. Surjectivity: Let F ∈ F(G). Let k1 be the maximal dimension of subgroups whose
conjugacy classes are in F . Set F1 =F ∩ψ(G)k1 (=F ∩ψ(G)k1 ). Since F1 is compact
and discrete, F1 is a finite set. Set F (1) =F \P(F1), which is open and closed (and hence
compact). We inductively defineFi andF (i) as follows: Let ki is the maximal dimension of
subgroups whose conjugacy classes are in F (i−1). Set Fi =F (i−1) ∩ψ(G)ki =F (i−1) ∩
ψ(G)ki , and F (i) = F (i−1) \ P(Fi ). Note that Fi is a finite set. Since dimension ki is
strictly decreasing, this procedure is finished in finite steps. Therefore, we have
F = P(F1)∪ · · · ∪P(Fr )= P
(
r⋃
i=1
Fi
)
for some r . We define A by the set of maximal conjugacy classes in ⋃ri=1Fi . Then it is
obviously seen that A is an antichain with F = P(A).
Injectivity: Suppose P(A) = P(A′). For any (H) ∈ A, there exists (H ′) ∈ A′ with
(H)  (H ′). Similarly there exists (H ′′) ∈ A with (H ′)  (H ′′), hence (H)  (H ′) 
(H ′′). Since A is an antichain, it turns out that (H) = (H ′) = (H ′′), hence A⊂A′. An-
other inclusion is similar, hence A=A′. 
Now Theorem 1.3 is clear, namely the composition β−1 ◦ α : I (G)→ AC(G) is a bijec-
tion.
Example 1.11. An antichain A = {(1)} corresponds to an idempotent represented by a
quasilinear G-disk D such that DH is a disk if H is solvable and DH is empty if H is
nonsolvable.
In the remainder of this section, we discuss the question whether I (G) is finite or infi-
nite.
We note the following:
Lemma 1.12. I (G) is a finite set if and only if Perf(G) is a finite set.
Proof. If AC(G) is finite, then Perf(G) is finite set, since any perfect subgroup P defines
an antichain {P }. Conversely if Perf(G) is finite, possible antichains are finite. Hence, by
Theorem 1.3, I (G) is a finite set if and only if Perf(G) is a finite set. 
A similar question on Perf(G) was already discussed in [4] when G is an extension of
a torus T by a finite group F :
1 → T → G→ F → 1.
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Let f :F → Aut(T ) be the homomorphism induced from the action of F on T , and set
F0 = Kerf . Then the following is seen from [4, Proposition 5.11.6] and its proof.
Lemma 1.13. Perf(G) is an infinite set if and only if F/F0 is nonsolvable. Furthermore,
in the case there are infinitely many nonisomorphic perfect subgroups.
We now show the following result mentioned in Introduction.
Proposition 1.14. The set I (G) has infinitely many elements if the Weyl group of the iden-
tity component G0 of G is nonsolvable.
Proof. Let T be a maximal torus of G0 and N the normalizer of T in G0. Let W be
the Weyl group of G0. The action of W on T is effective. Since W is nonsolvable by
assumption, it follows from Lemma 1.13 that there are infinitely many nonisomorphic
perfect subgroups of N . In particular these perfect subgroups are not conjugate each other
in G. Lemma 1.12 shows that I (G) is infinite. 
Example 1.15. Since the Weyl group of SU(n) is the symmetric group Sn, in case n 5,
I (SU(n)) is an infinite set. On the other hand I (SU(2)) has only three elements, since all
conjugacy classes of perfect subgroups are (1), (I∗) and (SU(2)), where I∗ is the binary
icosahedral group.
Finally we also note the following:
Proposition 1.16. I (G) = {1} if and only if G is solvable.
Proof. If G is solvable, then clearly Perf(G) = {(1)}. Hence we see I (G) = {1}. If G is
nonsolvable, then there is a nontrivial perfect group, see Lemma 1.1. Hence using Theo-
rem 1.3, we see I (G) = {1}. 
2. The Grothendieck group of semilinear G-spheres of type e
We first recall a homotopy representation of G. A homotopy representation X of G is a
finite dimensional G-CW complex with the following properties:
(1) For every subgroup H , the H -fixed point set XH is homotopy equivalent to some
sphere Sn−1 or the empty set.
(2) dimXH = n− 1. (If XH = ∅, we set dimXH = −1 and S−1 = ∅.)
(3) X has finite orbit type, i.e., the number of conjugacy classes of isotropy groups is finite.
Remark 2.1. In [7, p. 168] two further properties are assumed; namely
(4) If H ∈ Iso(X) and L>H , then dimXL < dimXH .
(5) Iso(X) is closed under intersection.
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In this paper we do not assume properties (4), (5). Note [1] that there is a representation V
such that X ∗ S(V ) has properties (4), (5). Note also that we assume property (2) as above
for homotopy representations. When property (2) is not assumed, we call X a generalized
homotopy representation according to [7] or [9].
The dimension function DimX ∈C′(G) is defined by DimX(H)= dimXH + 1. Since
a smooth G-manifold has a G-CW complex structure, a semilinear G-sphere is a homotopy
representation of G. Next we recall the homotopy representation group. Let V∞+ (G) be the
set of G-homotopy types of homotopy representations of G, which forms an Abelian semi-
group with the join as addition. The homotopy representation group V∞(G) is defined as
the Grothendieck group of V∞+ (G). Since S(V )∗S(W) is G-homeomorphic to S(V ⊕W),
the equivariant JO-group JO(G) is defined by the Grothendieck group for G-homotopy
types of linear G-spheres.
Let e ∈ I (G). We say a semilinear G-sphere M to be of type e if M is G-homotopy
equivalent to the boundary of some quasilinear G-disk representing e. We denote by
Fe(G) the family of semilinear G-spheres of type e. Let us denote by V +e (G) the set
of G-homotopy types of semilinear G-spheres of type e. We show that V+e (G) forms an
Abelian semigroup with the join as addition. Recall that Be(G) is the set of quasilinear
G-disks with idempotent e. We first note the following:
Lemma 2.2. Let D1, D′1 ∈ Be1(G) with Dim ∂D1 = Dim ∂D′1 and D2, D′2 ∈ Be2(G) with
Dim ∂D2 = Dim ∂D′2. Let fi : ∂Di → ∂D′i , i = 1, 2, be G-maps. Set e = e1e2. Then there
exists a G-map g : ∂(D1 × D2) → ∂(D′1 × D′2) such that deggH = degf H1 degf H2 for
every H with e(H) = 1 and deggH = 1 for every H with e(H) = 0 (under appropriate
choices of coherent orientations). In particular if both f1 and f2 are G-homotopy equiva-
lences, then g is a G-homotopy equivalence.
Proof. By equivariant obstruction theory, there are G-maps Fi :Di → D′i extending fi .
Noticing ∂(D1 ×D2) ∼= ∂D1 ×D2 ∪D1 × ∂D2, one can define a G-map g := f1 × F2 ∪
F1 × f2 : ∂(D1 ×D2) → ∂(D′1 ×D′2). Note that Dim∂(D1 ×D2) = Dim ∂(D′1 × D′2). In
case of H with e(H)= 1, first assume dim∂DHi  1 for i = 1, 2. By the Mayer–Vietoris
exact sequence of pair (∂DH1 ×DH2 ,DH1 × ∂DH2 ), we obtain the commutative diagram:
Hn+m+1(∂(DH1 ×DH2 ))
∂−−−−→∼= Hn+m(∂D
H
1 × ∂DH2 )
gH∗
	 	(f H1 ×f H2 )∗
Hn+m+1(∂(D′H1 ×D′H2 ))
∂−−−−→∼= Hn+m(∂D
′H
1 × ∂D′H2 )
Here n = dim∂DH1 and m = dim∂DH2 . Using the Künneth formula, one can see the
desired result. Next assume n = −1 or m = −1; namely DH1 or DH2 is a point. Then
gH = f H2 or fH1 . Since deg(∅ → ∅) = 1 by convention, the desired result holds. In
the case where n = 0 or m = 0, since deg(S0 → S0) = −1, 0 or 1, it is also seen that
deggH = degfH1 degf H2 . In case of e(H)= 0, since ∂(D1 ×D2)H = ∅ it is obvious that
deggH = 1.
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If both f1 and f2 are G-homotopy equivalences, then deggH = ±1, hence gH is a
homotopy equivalence for every H . The equivariant Whitehead theorem shows that g is a
G-homotopy equivalence. 
The following lemma is proved by a similar argument as above.
Lemma 2.3 (Cf. [21, Lemma 2.2]). Let D1, D2 be quasilinear G-disks. If
Dim ∂(D1 ×D2)= Dim ∂D1 + Dim ∂D2,
then ∂(D1 × D2) is G-homotopy equivalent to ∂D1 ∗ ∂D2. In particular if D1 and D2
represent the same idempotent, ∂(D1 ×D2) is G-homotopy equivalent to ∂D1 ∗ ∂D2.
Thus we obtain:
Proposition 2.4. The set V +e (G) forms an Abelian semigroup with the join as addition.
We denote by Ve(G) the Grothendieck group of V +e (G) for each e ∈ I (G). Since a
semilinear G-sphere is a homotopy representation, there is the natural homomorphism
Ie :Ve(G)→ V∞(G). In the rest of this section, we show:
Theorem 2.5. The homomorphism Ie is injective for every e ∈ I (G).
We recall some facts from the theory of homotopy representations, see for the detail
[6,7,9,17,23].
The dimension homomorphisms Dim :V∞(G) → C′(G) and Dime :Ve(G) → C′(G)
can be defined by X → DimX. Their images are denoted by D∞(G), De(G), and the
kernels are denoted by v∞(G), ve(G), respectively. Any element of the homotopy repre-
sentation group is represented by a form of difference of homotopy representations. Hence
any element of v∞(G) is represented by a form X − Y , where X and Y are homotopy
representations with the same dimension function.
We recall the Picard group Pic(G), which plays a crucial role in homotopy representa-
tion theory. (See also [10] for the relevance to equivariant stable homotopy theory.) Let
o(G) be the least common multiple of |WH | for (H) ∈ φ(G), see [7, IV (6.9)]. Set
C(G) = C(G)/o(G)C(G), A(G) = A(G)/o(G)C(G). Then the Picard group is defined
by Pic(G) = C(G)∗/C(G)∗A(G)∗, where ∗ indicates the unit group of a commutative
ring. It is known that Pic(G) is isomorphic to the (algebraic) Picard group of the Burnside
ring A(G). From the definition of Pic(G), we have:
Lemma 2.6. There is a positive integer k such that xk = 1 for all x ∈ Pic(G). In particular
Pic(G) is a torsion group.
Proof. Note C(G)∗ ⊂∏Z/o(G)∗. Then k = |Z/o(G)∗| is a required integer. 
By [7, II (10.26)], the homomorphism D :v∞(G) → Pic(G) is defined by letting x =
X − Y ∈ v∞(G) correspond to the degree function d(f ) ∈ C(G), where f :X → Y is a
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G-map with degrees prime to o(G). The degree function d(f ) is defined by d(f )(H) =
degf H . It is known that D is an isomorphism.
We can define a homomorphism De :ve(G) → Pic(G) by the same manner.
Proposition 2.7. The homomorphism De is injective.
Proof. Let x = M1 − M2 ∈ ve(G) and let f :M1 → M2 be a G-map with degrees prime
to o(G). We may suppose that Mi = ∂Di , where Di is a quasilinear G-disk representing e.
Suppose De(x) = [d(f )] = 0. Then d(f ) ∈ C(G)∗A(G)∗. By [7, II (10.27)], there exists
a G-map h :S(V ) → S(V ) for some representation V such that d(f ∗ h)(H)≡ ε(H) mod
|WH | for any (H) ∈ φ(H), where 
 ∈ C(G)∗. By Lemma 2.2 there exists a G-map
g : ∂(D1 ×D(V ))→ ∂(D2 ×D(V )) such that d(g)(H)= d(f )(H)d(h)(H) for (H) with
e(H)= 1 and d(g)(H)= 1 for (H) with e(H)= 0. Hence d(g)(H)≡ ε′(H) mod |WH |
for some ε′ ∈ C(G)∗. Using [7, II (4.11)], we obtain a G-map g : ∂(D1 × D(V )) →
∂(D2 × D(V )) such that d(g) = ε′ (if we take a suitable V so that conditions of [7,
II (4.11)] are satisfied). The equivariant Whitehead theorem implies that g is a G-homotopy
equivalence. Hence S1 := ∂D1 ∗ ∂(D1 × D(V )) and S2 := ∂D1 ∗ ∂(D2 × D(V )) are
G-homotopy equivalent. By Lemma 2.3, we see that S2 is G-homotopy equivalent to
∂D2 ∗ ∂(D1 ×D(V )). Thus we obtain that x = ∂D1 − ∂D2 = S1 − S2 = 0 in ve(G). 
Proof of Theorem 2.5. Consider the commutative diagram:
0 −−−−→ ve(G) −−−−→ Ve(G) Dime−−−−→ De(G) −−−−→ 0
ie
	 Ie	 ∩
0 −−−−→ v∞(G) −−−−→ V∞(G) Dim−−−−→ D∞(G) −−−−→ 0
where ie is the restriction of Ie . Since D ◦ ie = De and De is injective, it follows that ie is
injective. Thus it follows that Ie is injective. 
Corollary 2.8. There is a positive integer k such that k · ve(G)= 0. In particular ve(G) is
the torsion subgroup of Ve(G).
Proof. By Lemma 2.6, it follows that k · ve(G) = 0 for some k. Since De(G) is torsion
free, ve(G) is the torsion subgroup. 
3. Construction of the homomorphism Te
In this section we define the homomorphism Te :Ve(G)→ JO(G) for every e ∈ I (G).
We first note some results on the equivariant KO- and JO-groups.
Lemma 3.1. Let D be any quasilinear G-disk and let c :D → ∗ be the collapsing map to
a point. Then c∗ : KOG(∗)= RO(G)→ KOG(D) is an isomorphism.
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Proof. Let e = [D] ∈ I (G) and U = {H ∈ S(G) | e(H) = 1}. Since U is closed under
intersection, there exists the U -numerable classifying space EU for the family U , see, for
example, [7, I (6.6)]. Furthermore it is known [11] that a U -numerable G-space E is the
classifying space for the family U if and only if it is H -contractible for every H ∈ U .
Since D is thought of as a quasilinear H -disk with nonempty H -fixed point set, D is
H -contractible for every H ∈ U by the equivariant Whitehead theorem. Thus D may be
considered as the classifying space for the family U . The KOG-version of the completion
theorem of [11, Corollary 5.2] says that
pˆ∗ : KO∗G(X)̂ → KO∗G(X ×EU)
is an isomorphism provided X is a compact G-space such that KO∗H(X) is finite over
RO(G) for any subgroup H G, wherêdenotes completion on the U -topology, see [11]
for the detail. Applying this theorem to the case where X = ∗ and EU = D, we obtain
an isomorphism cˆ∗ : KOG(∗)̂ = RO(G)̂ → KOG(D). Since U contains all cyclic groups
of G, it follows from [11, Proposition 4.5] that RO(G) is complete and hence RO(G)̂ =
RO(G). Hence c∗ : KOG(∗)= RO(G)→ KOG(D) is an isomorphism. 
Corollary 3.2. Let D be any quasilinear G-disk. Then the tangent bundle TD has a form
εV − εW in KOG(D) for some G-representations V , W , where εV denotes the product
bundle over D with fiber V .
Next we consider JO(G). Let f :G′ →G be a continuous group homomorphism. Then
for any G-representation V can be regard as a G′-representation via f . Therefore the
homomorphism f ∗ : JO(G) → JO(G′) is induced by f . Note that the correspondencef →
f ∗ is functorial, i.e., id∗ = id, (f ◦ g)∗ = g∗ ◦ f ∗. If i: H ⊂ G is an inclusion, i∗ is the
restriction resGH : JO(G) → JO(H), and if p :G → G′ is a surjection, p∗ is the inflation
infG
G′ : JO(G
′)→ JO(G). Let H be a normal subgroup of G. Since S(V )H is a linear G/H -
sphere, a homomorphism fixGH : JO(G) → JO(G/H) is defined by S(V ) → S(V )H . The
following is easily seen.
Lemma 3.3. Let H be a normal subgroup of G. The composition fixGH ◦ infGG/H = id. In
particular infGG/H is injective and fixGH is surjective.
There is the dimension homomorphism Diml : JO(G) → C′(G). The kernel of Diml is
denoted by jO(G) and the image is denoted by Dl(G). It is known [23, Corollary 2.9] that
the natural homomorphism IG : JO(G)→ V∞(G) is injective. We note the following:
Lemma 3.4. The homomorphism fixGG0 : jO(G)→ jO(G/G0) is an isomorphism, hence so
is infGG/G0 . Furthermore if G is connected, then JO(G) is isomorphic to the representation
ring RO(G) as an additive group.
Proof. By Lemma 3.3, fixGG0 is surjective. The injectivity is proved as follows: Let
S(V ) − S(W) ∈ jO(G) and suppose fixGG0(S(V ) − S(W)) = 0, i.e., S(V G0) = S(WG0 )
in JO(G/G0). Let VG0 , WG0 be the orthogonal complements of V G0 , WG0 in V , W ,
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respectively. Since DimS(V ) = DimS(W), it follows from [27, Theorem 1.1] that VG0
and WG0 are isomorphic as G-representations. Hence S(VG0 ⊕ V G0) = S(WG0 ⊕ WG0);
namely S(V )− S(W) = 0 in JO(G).
If G is connected, then JO(G) = Dl(G) since jO(1) = 0. Theorem 1.1 of [27] says
that V ∼= W as representations if and only if DimS(V ) = DimS(W). Therefore, Dl(G) is
isomorphic to RO(G) as an additive group. 
Let H be the set of subgroups H such that H0 is a torus T n, n 0, and H/H0 is a
hyperelementary group. We call a finite group G hyperelementary if there is a normal
cyclic subgroup C such that G/C is a p-group. Let T be a maximal torus of G0. Then
there exists a subgroup Q of G such that G0 ∩ Q = Q0 = T and G/G0 ∼= Q/T [26,
Proposition 4.1]. Let L be the set of subgroups L of Q such that L0 = T and L/T is a
hyperelementary group. The following will be used when we show that Te is well-defined.
Proposition 3.5. Let G be a compact Lie group. Then
R :=
⊕
H∈H
resGH : JO(G)→
⊕
H∈H
JO(H),
r :=
⊕
L∈L
resGL : jO(G)→
⊕
L∈L
jO(L)
are injective.
Proof. Consider the commutative diagram:
0 −−−−→ jO(G) −−−−→ JO(G) Diml−−−−→ Dl(G) −−−−→ 0
R|
	 R	 R	
0 −−−−→ ⊕H jO(H) −−−−→ ⊕H JO(H) ⊕H Diml−−−−−→ ⊕H Dl(G) −−−−→ 0
Here R is the homomorphism induced from R. Then R is injective, since the dimension
function of a linear G-sphere is determined by the values on (finite) cyclic subgroups,
which are in H, see [22, Lemma 4.1]. If R| is injective, it turns out that R is injective.
Since L ⊂ H, it suffices to show that r is injective. Let L ∈L. Consider a commutative
diagram:
G
p
L
q
i
G/G0
Q/T
k ∼=
L/T
j
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where p, q are the projections, i , j are the inclusions and k is the isomorphism. We then
obtain a commutative diagram:
jO(G) r−−−−→ ⊕L jO(L)
infGG/G0 ◦k
∗−1
 infLL/T
jO(Q/T ) −−−−−→⊕
res
Q/T
L/T
⊕
L jO(L/T )
It follows from Lemma 3.4 that the vertical homomorphisms are isomorphisms. Further-
more
⊕
res
Q/T
L/T is injective by [13, Theorem 8.5], since Q/T is finite and L/T takes over
all hyperelementary subgroups of Q/T . Thus r is injective. 
Now we define the homomorphism Te :Ve(G) → JO(G). Let M be a semilinear G-
sphere of type e. Take a quasilinear G-disk D representing e such that ∂D is G-homotopy
equivalent to M . Let the tangent bundle TD have a form εV − εW in KOG(D). We
set τe(M) = S(V ) − S(W) ∈ JO(G). For convenience hereafter S(V − W) stands for
S(V )− S(W).
Next let x = M1 −M2 ∈ Ve(G). Then we define Te by setting
Te(x)= τe(M1)− τe(M2) ∈ JO(G).
In order to show that Te is well-defined, we note the following:
Lemma 3.6. Let D be a quasilinear G-disk with a G-fixed point. Then ∂D is G-homotopy
equivalent to the unit sphere of the tangential representation at a G-fixed point.
Proof. Let x be a G-fixed point of IntD. By the slice theorem (cf. [2,14]), there is a
G-invariant disk neighborhood B of x which is G-diffeomorphic to the unit disk of the
tangential representation V := TxD. Removing IntB from D, we obtain a G-h-cobordism
between ∂D and S(V ). Hence ∂D is G-homotopy equivalent to S(V ). 
Corollary 3.7. If e = 1, then Ve(G) is canonically isomorphic to JO(G).
Remark 3.8. Let D be a quasilinear G-sphere D representing e = 1. Since DH is con-
tractible for every subgroup H , D is G-contractible, hence the tangent bundle TD is
G-isomorphic to εV , where V is the tangential representation at a G-fixed point.
The following is a key result to show that Te is well-defined.
Proposition 3.9. Let M,M1,M2 ∈Fe(G).
(1) τe(M) does not depend on the choice of a quasilinear G-disk representing e.
(2) τe(M) is a G-homotopy invariant, namely if M1 and M2 are G-homotopy equivalent,
then τe(M1)= τe(M2).
(3) If M is G-homotopy equivalent to M1 ∗M2, then τe(M)= τe(M2)+ τe(M2).
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Proof. (1) and (2): Let Di be any quasilinear G-disk representing e such that ∂Di is G-
homotopy equivalent to Mi (i = 1,2). Let TDi = εVi − εWi in KO(Di). For any H ∈H,
DHi = ∅ since H is solvable. By Lemma 3.6 and remark below Corollary 3.7, we see that
Ui := TxDi = resH (Vi − Wi) in RO(H), where x ∈ DHi and that S(U1) and S(U2) are
H -homotopy equivalent since resHM1 and resHM2 are H -homotopy equivalent. Hence it
follows that resHS(V1 −W1) = resHS(V2 −W2) in JO(H) for any H ∈H. Using Propo-
sition 3.5 we see S(V1 −W1)= S(V2 −W2) in JO(G). This implies τe(M1)= τe(M2).
(3): Let Di be as above. By Lemma 2.3, M is G-homotopy equivalent to ∂(D1 ×D2).
Since T (D1 ×D2)= εV1⊕V2 − εW1⊕W2 in KOG(D1 ×D2). Hence τe(M)= S(V1 ⊕V2)−
S(W1 ⊕W2) = τe(M1)+ τe(M2) in JO(G). 
Corollary 3.10. The map Te is a well-defined homomorphism.
Proof. Let x = M1 − M2 = N1 − N2 ∈ Ve(G). Then there exists M ∈ Fe(G) such that
M1 ∗ N2 ∗ M and M2 ∗ N1 ∗ M are G-homotopy equivalent. Since M1 ∗ N2 ∗ M and
M2 ∗ N1 ∗ M are G-homotopy equivalent to some semilinear G-spheres S1, S2 of type e,
respectively. By Proposition 3.9(3),
τe(M1)+ τe(N2)+ τe(M)= τe(M2)+ τe(N1)+ τe(M),
and hence
Te(M1 −M2)= τe(M1)− τe(M2)= τe(N1)− τe(N2)= Te(N1 −N2).
Thus Te is well-defined.
It easily follows from Proposition 3.9(3) that Te is a homomorphism. 
4. Proof of the main theorems
We begin with proof of the surjectivity of Te.
Proposition 4.1. Te is surjective.
Proof. Let x = S(V1 − V2) be any element of JO(G) and D a quasilinear G-disk rep-
resenting e ∈ I (G). Suppose TD = εU1 − εU2 ∈ KOG(D). Set D1 = D × D(V1 ⊕ U2)
and D2 = D × D(V2 ⊕ U2). Then TDi = εVi⊕U1 in KOG(Di), i = 1,2. This implies
Te(∂D1 − ∂D2)= S(V1 ⊕U1 − V2 ⊕U1)= x . 
In order to prove the injectivity, we prepare several lemmas.
Lemma 4.2. Let x ∈ Ve(G) be any element. Then there exist D1,D2 ∈ Fe(G) such that
TDi ∼= εVi for some Vi , i = 1,2, and x = ∂D1 − ∂D2.
Proof. Suppose x = ∂B1 − ∂B2 ∈ Ve(G), Bi ∈ Be(G). There exist representations W , Vi
such that TBi ⊕ εW ∼= εVi as G-vector bundles over Bi . Set Di = Bi × D(W). Then it is
seen that TDi ∼= εVi as G-vector bundles over Di . In Ve(G), we see:
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∂D1 − ∂D2 − ∂B1 + ∂B2
= ∂(D1 ×B2)− ∂(D2 ×B1) (by Lemma 2.3)
= ∂(B1 ×D(W) ×B2)− ∂(B2 ×D(W) ×B1)
= 0.
Thus x = ∂D1 − ∂D2 ∈ Ve(G). 
Lemma 4.3. If S(V1)= S(V2) in JO(G), then S(V1 ⊕V1) and S(V2 ⊕V2) are G-homotopy
equivalent.
Proof. When G is finite, this follows from [15, Corollary 4.5]. In the general case, note
[27] that Vi ∼= (Vi)G0 ⊕ V G0i and (V1)G0 ∼= (V2)G0 as G-representations. Hence it suffices
to show that S(V G01 ⊕ V G01 ) and S(V G02 ⊕ VG02 ) are G-homotopy equivalent. As easily
seen, this holds if and only if those are G/G0-homotopy equivalent. So the proof is reduced
to the case of a finite group. 
Set D(n) = D × · · · ×D (n times).
Lemma 4.4. Let D be a quasilinear G-disk with TD ∼= εV .
(1) ∂(D ×D ×D(V (n−1))) and ∂(D ×D(V (n))) are G-homotopy equivalent.
(2) ∂D(n) and ∂(D ×D(V (n−1))) are G-homotopy equivalent.
Proof. (1) The G-normal bundle of a G-embedding
i :D ×D(V (n−1))→ D ×D ×D(V (n−1)) : (x, y) → (x, x, y)
is isomorphic to D×D(V (n−1))×V since the G-normal bundle of the diagonal embedding
D →D ×D is isomorphic to the G-tangent bundle TD of D. Using the equivariant collar
theorem, we have a G-embedding
j :D ×D(V (n−1))×D(V )= D ×D(V (n))→ Int(D ×D ×D(V (n−1))).
Set
W = D ×D ×D(V (n−1)) \ Int(D ×D(V (n))).
Then using the equivariant Whitehead theorem, one can see that the inclusions ∂(D ×
D × D(V (n−1))) ⊂ W and ∂(D × D(V (n))) ⊂ W are G-homotopy equivalences. Hence
∂(D ×D(V (n−1))×D(V )) and ∂(D ×D(V (n))) are G-homotopy equivalent.
(2) We show this by induction on n. When n = 1, it is trivial. For n 2,
∂D(n) = ∂(D(n−1) ×D)
∼G ∂
(
D(n−1)
) ∗ ∂D by Lemma 2.3
∼G ∂
(
D ×D(V (n−2))) ∗ ∂D by induction hypothesis
∼G ∂
(
D ×D ×D(V (n−2))) by Lemma 2.3
∼G ∂
(
D ×D(V (n−1))) by (1). 
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Now we show Theorem 0.1.Proof of Theorem 0.1. The surjectivity has been proved in Proposition 4.1. We show the
injectivity of Te. Suppose Te(M1 −M2) = 0 in JO(G). We may suppose that Mi = ∂Di and
Di is a quasilinear G-disk with TDi ∼= εVi representing e for i = 1,2. Then S(V1)= S(V2)
in JO(G) by assumption, and therefore there is a representationW such that S(V1⊕W) and
S(V2 ⊕W) are G-homotopy equivalent. Lemma 4.3 says that S(V (2)1 ) and S(V (2)2 ) are G-
homotopy equivalent. Since M1−M2 has a finite order in ve(G) according to Corollary 2.8,
there is some positive integer n such that ∂D(n)1 = ∂D(n)2 ∈ Ve(G), hence we have ∂D(2n)1 =
∂D
(2n)
2 ∈ Ve(G). Lemma 4.4(2) shows ∂(D1 × D(V (2n−1)1 )) = ∂(D2 × D(V (2n−1)2 )) in
Ve(G). Then we see in Ve(G),
∂D1 ∗ ∂
(
D1 ×D
(
V
(2n−1)
1 ⊕W
))
= ∂(D1 ×D1 ×D(V (2n−1)1 )×D(W))
= ∂(D1 ×D(W)) ∗ ∂(D1 ×D(V (2n−1)1 ))
= ∂(D1 ×D(W)) ∗ ∂(D2 ×D(V (2n−1)2 ))
= ∂(D1 ×D2 ×D(V (2n−1)2 )×D(W))
= ∂D2 ∗ ∂
(
D1 ×D
(
V
(2n−1)
2 ⊕W
))
.
So it suffices to show that ∂(D1 ×D(V (2n−1)1 ⊕W)) = ∂(D1 ×D(V (2n−1)2 ⊕W)) in Ve(G).
As seen above, since S(V (2)1 ) and S(V
(2)
1 ) are G-homotopy equivalent and S(V1 ⊕W) and
S(V2 ⊕W) are G-homotopy equivalent, it follows that S(V (2n−1)1 ⊕W) and S(V (2n−1)2 ⊕
W) are G-homotopy equivalent. Let
f :S
(
V
(2n−1)
1 ⊕W
)→ S(V (2n−1)2 ⊕W)
be a G-homotopy equivalence and let id : ∂D1 → ∂D1 be the identity map. By Lemma 2.2,
we obtain a G-homotopy equivalence:
g : ∂
(
D1 ×D
(
V
(2n−1)
1 ⊕W
))→ ∂(D1 ×D(V (2n−1)2 ⊕W)).
Thus the proof is complete. 
Corollary 4.5. Let G be a compact connected Lie group. Then ve(G) vanishes for every
e ∈ I (G). Hence Ve(G) is torsion free and isomorphic to the representation ring RO(G)
as an additive group.
Proof. This follows directly from Theorem 0.1 and Lemma 3.4. 
Let Se(G) denote the image of the natural inclusion Ie :Ve(G)→ V∞(G). When e = 1,
it is obvious that Se(G) = JO(G) in V∞(G), see Corollary 3.7. However when e = 1
(hence G is necessarily nonsolvable), Se(G) may be different from JO(G) as an subgroup
of V∞(G). We here show Theorem 0.2.
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Proof of Theorem 0.2. Let e = e′ ∈ I (G). There is a subgroup L such that e(L) = e′(L).
We assume that e(L) = 1 and e′(L)= 0. Take a quasilinear G-disk D representing e.
Taking product with some D(V ) (if necessary), we may assume dimDL  1. On the other
hand for any x = M1 −M2 ∈ Ve′(G), Dime′(x)(L)= 0 since MLi = ∅. This implies ∂D /∈
Ve′(G), hence Se(G) ⊂ Se′ (G).
Next assume Se(G) ⊃ Se′ (G). Take a quasilinear G-disk D representing e′ such
that TD ∼= εV . We may suppose dimV L  1. Set M = ∂D ∈ Se′ (G). By assumption,
M ∈ Se(G), hence N := resLM ∈ SresLe(L) = JO(L) since resLe = 1 ∈ I (L). In partic-
ular DimN ∈ Dl(L). Furthermore it is seen that DimN(C) = DimS(V )(C) for every
(finite) cyclic group C of L. Since the dimension function in Dl(L) is detected by values
on all cyclic subgroups of L (see [22, Lemma 4.1]), it follows that DimN = DimS(V )
in Dl(L). However DimN(L) = 0 since DL = ∅. This contradicts to DimS(V )(L)  1.
Hence Se(G) ⊃ Se′(G). 
5. Remarks on the Picard group
As mentioned in the previous section, ve(G) vanishes for every e ∈ I (G) if G is con-
nected. In this section, we show that v∞(G) does not vanish in general even if G is
connected. We first note the following:
Lemma 5.1. If (H) ∈ φ(G) and (H) (K), then (K) ∈ φ(G).
Proof. We may suppose H K . Since WH is finite and G/KH consists of finite WH -
orbits [7, I (5.10)], G/KH is finite, hence WK = G/KK (⊂ G/KH) is finite. 
Let G be a compact connected Lie group and T a maximal torus. Let W = NT/T be
the Weyl group of G and let F be a subgroup of W . Let p :NT → W be the projection.
We define a ring homomorphism γ :C(G) → C(F) by setting (γ d)(H) = d(H˜ ) for
(H) ∈ φ(F), where H˜ = p−1(H). (Note (H˜ ) ∈ φ(G) by Lemma 5.1.)
Then a homomorphismρF : Pic(G)→ Pic(F ) is induced by γ as follows: Since o(F )=
|F | is a divisor of o(G), γ induces a ring homomorphism
γ :C(G) := C(G)/o(G)C(G)→ C(F) :=C(F)/o(F )C(F ).
Furthermore
Lemma 5.2. γ (A(G))⊂ A(F).
Proof. Any element d of A(G) is realized by a compact smooth G-manifold; namely there
is a compact smooth G-manifold M such that d(H)= χ(MH ) for any H G. Since MT
may be considered as an F -manifold, there is an element δ ∈ A(F) represented by MT , i.e.,
δ(H)= χ((MT )H ) for any H  F . Then δ = γ d , since δ(H)= χ((MT )H ) = χ(MH˜ ) =
d(H˜ )= γ d(H). 
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Thus we obtain a ring homomorphismγ :A(G) := A(G)/o(G)C(G)→ A(F) := A(F)/o(F )C(F ).
Hence γ induces homomorphisms γ ∗ :C(G)∗ → C(F)∗, γ ∗ :A(G)∗ → A(F)∗ and
γ ∗ :C(G)∗ → C(F)∗. Then ρF : Pic(G)→ Pic(F ) is defined by ρF ([d])= [γ d].
Consider a cyclic group Cp of prime order in W . We show the following:
Proposition 5.3. The homomorphism ρCp is surjective.
First note:
Lemma 5.4. A one-point set {(T )} is open and closed in φ(G).
Proof. It is obvious that {(T )} is closed. Suppose (T )= lim(Hn), (Hn) ∈ φ(G)\{(T )}. We
may suppose (Hn)  (T ). Then since (Hn) < (T ), |WHn| = ∞. This is a contradiction.
This implies that {(T )} is open. 
Proof of Proposition 5.3. It suffices to show that γ ∗ :C(G)∗ → C(Cp)∗ is surjective.
Recall that γ ∗ is given by γ ∗([d])(H)= d(H˜ ). Let d be any function in C(Cp) such that
d(1) and d(Cp) are prime to p. Since Z/o(G)∗ → Z/p∗ is surjective, there are integers n1,
n2 prime to o(G) such that n1 ≡ d(1) mod p, n2 ≡ d(Cp) mod p. We define a function
d˜ on φ(G) by setting d˜(K) = n1 if (K) = (T ) and d˜(K) = n2 otherwise. By Lemma 5.4,
it follows that d˜ is continuous. It is easy to see that γ d˜ = d in C(Cp)∗. 
When G is a finite Abelian group, Pic(G) is computed by [9]. In particular Pic(Cp) ∼=
(Z/p)∗/± 1, hence Pic(Cp) = 1 for any prime p > 3. Thus we obtain:
Theorem 5.5. Let G be a compact connected Lie group and W the Weyl group of G. If
there exists a cyclic subgroup of W whose order is a prime greater than 3, then v∞(G)
does not vanish.
Finally we give an example that Pic(G) vanishes.
Example 5.6. Pic(G) vanishes for the following groups: T n, O(2), Pin(2), SO(3), SU(2).
Proof. It is seen that o(T n) = 1, o(O(2)) = o(Pin(2)) = 2, o(SO(3)) = o(SU(2)) = 6
(cf. [7, V (5.11)]). In each case, (Z/o(G)∗)/ ± 1 = 1, hence C(G)∗/C(G)∗ = 1. Thus
Pic(G)= 1. 
Remark 5.7. A topological proof of the above example may be found in [5] for T n and
in [25] for O(2).
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