A b s t r ac t . A class of matroids is introduced which is very large as it strictly contains all paving matroids as special cases. As their key feature these split matroids can be studied via techniques from polyhedral geometry. It turns out that the structural properties of the split matroids can be exploited to obtain new results in tropical geometry, especially on the rays of the tropical Grassmannians.
I n t ro d u c t i o n
The purpose of this paper is to introduce, to characterize and to exploit a new class of matroids, which we call split matroids. We will argue that there are good reasons to study these matroids for the sake of matroid theory itself. Additionally, however, they also give rise to a large and interesting class of tropical linear spaces. In this way we can use split matroids to answer some questions which previously arose in the investigation of tropical Grassmannians [SS04] and Dressians [HJJS09, HJS12] .
The split matroids are motivated via polyhedral geometry in the following way. For a given matroid M the convex hull of the characteristic vectors of the bases of M is the matroid polytope P (M ). The hypersimplices ∆(d, n) are the matroid polytopes corresponding to the uniform matroids U d,n . If M has rank d and n elements, the matroid polytope P (M ) is a subpolytope of ∆(d, n). Studying matroids in polyhedral terms goes back to Edmonds [Edm70] .
A split of a polytope is a subdivision with precisely two maximal cells. These subdivisions are necessarily regular, and the cells are matroid polytopes. The hyperplane spanned by the intersection of the two maximal cells is the corresponding split hyperplane. Clearly this hyperplane determines the split, and it yields a facet of both maximal cells. As our first contribution we show the following converse. Each facet of a matroid polytope P (M ) corresponds to either a hypersimplex facet or a hypersimplex split (Proposition 7). We call the latter the split facets of P (M ). The hypersimplex facets correspond to matroid deletions and contractions, and the hypersimplex splits have been classified in [HJ08] . Now the matroid M is a split matroid if the split facets of P (M ) satisfy a compatibility condition. We believe that these matroids are interesting since they form a large class but feature stronger combinatorial properties than general matroids. "Large" means that they comprise the paving matroids and their duals as special cases (Theorem 19). It is conjectured that asymptotically almost all matroids are paving matroids [MNWW11] and [Oxl11, 15.5.8 ]. In particular, this would imply that almost all matroids are split. Section A in the appendix provides statistical data based on a census of small matroids which has been obtained by Matsumoto, Moriyama, Imai and Bremner [MMIB12] .
We characterize the split matroids in terms of deletions and contractions, i.e., in pure matroid language (Theorem 11 and Proposition 15). This way it becomes apparent that the basic concepts of matroid splits and split matroids make several appearances in the matroid literature. For instance, a known characterization of paving matroids implicitly makes use of this technique; see [Oxl11, Prop. 2.1.24]. Splits also occur in a recent matroid realizability result by Chatelain and Ramírez Alfonsín [CRA14] . Yet, to the best of our knowledge, so far split matroids have not been recognized as an interesting class of matroids in their own right.
One motivation to study matroid polytopes comes from tropical geometry; see Maclagan and Sturmfels [MS15] . Tropical geometry is related to the study of an algebraic variety defined over some field with a discrete valuation, and a tropical variety is the image of such a variety under the valuation map. In particular, a tropical linear space corresponds to a polytopal subdivision of the hypersimplices where each cell is a matroid polytope; see De Loera, Rambau and Santos [DLRS10] for general background on subdivisions of polytopes. The Dressian Dr(d, n) is the polyhedral fan of lifting functions for the (regular) matroid subdivisions of ∆(d, n). By definition this is a subfan of the secondary fan. In general, Dr(d, n) has maximal cones of various dimensions, i.e., it is not pure. In work of Dress and Wenzel [DW92] these lifting functions occur as "valuated matroids". Using split matroids we provide exact asymptotic bounds for dim Dr(d, n) (Theorem 31).
A tropical linear space is realizable if it arises as the tropicalization of a classical linear space. It is known from work of Speyer [Spe05, Spe09] that the realizability of tropical linear spaces is related with the realizability of matroids. Here we give a first characterization of matroid realizability in terms of certain tropical linear spaces (Theorem 35). The subset of Dr(d, n) which corresponds to the realizable tropical linear spaces is the tropical Grassmannian. The latter is also equipped with a fan structure, which is inherited from the Gröbner fan of the (d, n)-Plücker ideal. Yet it is still quite unclear how these two fan structures are related. Here we obtain a new structural result by showing that, via split matroids, one can construct very many non-realizable tropical linear spaces which correspond to rays of the Dressian (Theorem 41). It was previously unknown if any such ray exists. The Dressian rays correspond to those tropical linear spaces which are most degenerate. Once they are known it is "only" necessary to determine the common refinements among them to describe the entire Dressians. In this way the rays yield a condensed form of encoding. It is worth noting that the Dressians have far fewer rays than maximal cones. For instance, Dr(3, 8) has 4748 maximal cones but only twelve rays, up to symmetry [HJS12, Theorem 31].
M at ro i d p o ly t o p e s a n d t h e i r f ac e t s
Throughout this paper let M be a matroid of rank d with ground set [n] = {1, 2, . . . , n}. Frequently, we use the term (d, n)-matroid in this situation. We quickly browse through the basic definitions; further details about matroid theory can be found in the books of Oxley [Oxl11] and White [Whi86] . We use the notation of Oxley [Oxl11] for specific matroids and operations. The matroid M is defined by its bases. They are d-element subsets of [n] which satisfy an abstract version of the basis exchange condition from linear algebra. Subsets of bases are called independent, and a dependent set which is minimal with respect to inclusion is a circuit. An element e ∈ [n] is a loop if it is not contained in any basis, and it is a coloop if it is contained in all the bases. Let S be a subset of [n] . Its rank, denoted by rk(S), is the maximal size of an independent set contained in S. The set S is a flat if for all e ∈ [n] − S we have rk(S + e) = rk(S) + 1. The entire ground set and, in the case of loop-freeness, also the empty set are flats; the other flats are called proper flats. The set of flats of M , partially ordered by inclusion, forms a geometric lattice, the lattice of flats. The matroid M is connected if there is no separator set S [n] with rk(S) + rk([n] − S) = d. A connected matroid with at least two elements does not have any loops or coloops. A disconnected (d, n)-matroid decomposes in a direct sum of an (r, m)-matroid M and a rank d − r matroid M on {m + 1, . . . , n}, i.e, a basis is the union of a basis of M and a basis of N . We write M ⊕ M for the direct sum.
For a flat F of rank r we define the restriction M |F of F with respect to M as the matroid on the ground set F whose bases are the sets in the collection
Dually, the contraction M/F of F with respect to M is the matroid on the ground set [n] − F whose bases are given by
The restriction M |F is a matroid of rank r, while the contraction M/F is a matroid on the complement of rank d − r.
Via its characteristic function on the elements, a basis of M can be read as a 0/1-vector of length n with exactly d ones. The joint convex hull of all such points in R n is the matroid polytope P (M ) of M . A basic reference to polytope theory is Ziegler's book [Zie00] . It is immediate that the matroid polytope of any (d, n)-matroid is contained in the (n−1)-dimensional simplex
Combinatorial properties of M directly translate into geometric properties of P (M ) and vice versa. For instance, Edmonds [Edm70, (8) and (9)] gave the exterior description
where F ranges over the set of flats of the matroid polytope P (M ) in terms of the flats. The set
is the face of P (M ) defined by the flat F . Clearly, some flats lead to redundant inequalities. A flacet of M is a flat which defines a facet of P (M ) and which is minimal with respect to inclusion among all flats that define the same facet. (i) The dimension of P (M ) equals n minus the number of connected components of M .
(ii) A proper flat F whose restriction M |F and contraction M/F both are connected is a flacet of M .
Remark 2. Proposition 1(ii) characterizes the flacets of a connected matroid. For a disconnected matroid the notion of a flacet is somewhat subtle. First, in the disconnected case there are proper hyperplanes which contain the entire matroid polytope. Such a hyperplane is not facet defining and the corresponding flat is not a flacet. Second, for any given facet the defining inequality is never unique. In our definition we choose a specific representative by picking the inclusion minimal flat. If a flat is a direct sum F ⊕ G then P M (F ⊕ G) is the intersection of the two faces P M (F ) and P M (G). In particular, the restriction to a flacet is always connected, while the contraction is not. In the subsequent sections we will be interested in polytopal subdivisions of hypersimplices and, more generally, arbitrary matroid polytopes. The following concept is at the heart of our deliberations. A split of a polytope P is a polytopal subdivision Σ of P with exactly two maximal cells. The two maximal cells share a common codimension-1-cell, and its affine span is the split hyperplane of Σ. 
Conversely, each split of ∆(d, n) arises in this way.
The split equation above is given in its homogeneous form. Since the hypersimplices are not full-dimensional this can be rewritten in many ways. For instance, taking i x i = d into account yields the inhomogeneous equation
which is equivalent to (2). Note that the equation (3) has a similar shape as the inequalities in the exterior description (1) of the matroid polytopes. A direct computation shows that the intersection of ∆(d, n) with the (S, µ)-hyperplane is the product of hypersimplices
where we use a complementary pair of subsets of [n] (instead of cardinalities) in the second arguments of the hypersimplex notation to fix the embedding into ∆(d, n) as a subpolytope. We want to express Proposition 4 in terms of matroids and their flats.
Lemma 6. Let F be a proper flat such that 0 < rk(F ) < #F . If there is an element e in [n] − F which is not a coloop then the (F, d − rk(F ))-hyperplane defines a split of ∆(d, n). In this case the intersection of ∆(d, n) with that split hyperplane equals
and, in particular, the face P M (F ) = P (M |F ) × P (M/F ) is the intersection of P (M ) with the split hyperplane.
Proof. Pick an element e ∈ [n] in the complement of F which is not a coloop. This yields rk([n] − e) = d, whence the submodularity of the rank function implies
With our assumption 0 < rk(F ) < #F we obtain
which is precisely the condition in Proposition 4 for S = F and µ = d − rk(F ). This means that the (F, d − rk(F ))-hyperplane defines a split of ∆(d, n). The intersection with ∆(d, n) can be read off from (4).
The value d − rk(F ) is determined by the flat F , whence we will shorten the notation of (F, d − rk(F ))-hyperplane to F -hyperplane. Throughout the rest of this paper we will assume that n ≥ 2, i.e., M has at least two elements. If M is additionally connected, this forces that M does not have any loops or coloops. The relevance of the previous lemma for the investigation of matroid polytopes stems from the following observation.
Proposition 7. Suppose that M is connected. Each facet of P (M ) is defined by the Fhyperplane for some flat F with 0 < rk(F ) < #F , or it is induced by one of the hypersimplex facets. In particular, the facets of P (M ) are either induced by hypersimplex splits or hypersimplex facets.
Proof. Consider an arbitrary facet Φ of the polytope P (M ). From (1) we know that Φ is either induced by an inequality of the form i∈F x i ≤ rk(F ) for some flat F of M , or Φ corresponds to one of the non-negativity constraints. The latter yield hypersimplex facets, and the same also holds for the singleton flats. We are left with the case where F has at least two elements.
The connectivity implies that M has no coloops, as we assumed that M has at least two elements. Suppose that rk(F ) = #F . Then the restriction M |F to the flat consists of coloops and thus is disconnected. Since M is connected, this implies that the hyperplane i∈F x i = rk(F ) cuts out a face of codimension higher than one. A similar argument works if rk(F ) = 0 as in this case the contraction M/F is disconnected. We conclude that 0 < rk(F ) < #F . Now the claim follows from Lemma 6.
We call a flacet F a split flacet if the F -hyperplane is a split of ∆(d, n). Notice that Lemma 6 explains this notion in matroid terms.
Example 8. Let S be the matroid on n = 6 elements and rank d = 2, with the three non-bases 12, 34 and 56; i.e., S has exactly twelve bases. We call this matroid the snowflake matroid for its relationship with the snowflake tree discussed in Example 29 below. The pairs 12, 34 and 56 form flats of rank one. The matroid polytope P (S) has nine facets: the six non-negativity constraints x i ≥ 0, together with x 1 + x 2 ≤ 1, x 3 + x 4 ≤ 1 and x 5 + x 6 ≤ 1. These are split flacets, written as in (3).
Two splits of a polytope P are compatible if their split hyperplanes do not meet in a relatively interior point of P . The matroid polytopes of the (d, n)-split matroids are exactly those whose faces of codimension at least two are contained in the boundary of the (d, n)-hypersimplex. The notion of a split matroid is a bit subtle in the disconnected case, which we will look into next. See also Proposition 15 (which characterizes the connected components of a split matroid) and Example 17 below.
Lemma 10. Let M be a split matroid which is disconnected. Then each connected component of M is a split matroid, too.
Proof. Let C be some connected component of the (d, n)-matroid M . Assume that M |C has n = #C elements and rank d . Let F and G be two distinct split flacets of the connected matroid M |C. Notice that this can only happen if M |C is not uniform. Now F is a flat of M , and Lemma 6 gives us the F -hyperplane H F which yields a split of ∆(d, n) and a valid inequality of P (M ). Notice that we may assume that [n] \ C contains an element which is not a coloop. We have
That intersection contains interior points of ∆(d, n), which is why this defines a facet of P (M ). By construction this defines a split flacet of M . The same applies to G, yielding another split hyperplane H G , which also yields a split flacet of M . Since M is a split matroid these two split flacets of M are compatible. The explicit description in (5) shows that the split flacets F and G of M |C are compatible, too. We conclude that M |C is a split matroid.
We conclude that it suffices to analyze those split matroids which are connected. The following characterization of split matroids does not require any reference to polyhedral geometry.
Theorem 11. Let M be a connected matroid. The matroid M is a split matroid if and only if for each split flacet F the restriction M |F and the contraction M/F both are uniform.
Proof. Assume that M is a split matroid and F is a split flacet. Let r be the rank of F . As F does not correspond to a hypersimplex facet we know that r < d. Hence F is not the entire ground set [n]. In particular, all conditions for Lemma 6 are satisfied. Moreover, the intersection of any two facets of the matroid polytope P (M ) is contained in the boundary of the hypersimplex ∆(d, n). This implies that the intersection of the split hyperplane of F with P (M ) coincides with the intersection of that hyperplane with ∆(d, n). By Lemma 6 we have that M |F is the uniform matroid of rank r on the set F , and M/F is the uniform matroid of rank d − r on the set [n] − F .
To prove the converse, let F and G be two distinct split flacets of M with uniform restrictions and contractions. We need to show that the hypersimplex splits corresponding to F and G are compatible. By Proposition 1(iii) and Lemma 6 we have
This implies that P M (F ) is exactly the intersection of the F -hyperplane with ∆(d, n). In particular, since the G-hyperplane is a valid inequality for P M (F ), the F -and G-hyperplanes do not share any points in the relative interior of ∆(d, n). This means that the corresponding hypersimplex splits are compatible.
Remark 12. Equation (6) says that the face P M (F ) corresponding to a flacet F of split a matroid is the matroid polytope of a partition matroid, i.e., a direct sum of uniform matroids.
A flat is called cyclic if it is a union of circuits. This notion gives rise to yet another cryptomorphic way of defining matroids; see [BdM08, Theorem 3.2]. A matroid whose cyclic flats form a chain with respect to inclusion is called nested. Such matroids will play a role in Section 4 below.
Proposition 13. Each flacet F of M with at least two elements is a cyclic flat. This property holds even if M is not connected.
Proof. Let F be a flacet of M . The restriction M |F is connected, even if M itself is not connected, see also Remark 2. Thus for each e ∈ F there exists a circuit e ∈ C ⊆ F in M |F that connects e with an other element of F . This circuit of M |F is a minimal dependent set in M . Hence F a cyclic flat.
The compatibility relation among the hypersimplex splits was completely described in [HJ08, Proposition 5.4]. The following is a direct consequence. Notice that this characterization of split compatibility is a tightening of the submodularity property of the rank function.
Proposition 14. Assume that M is connected. Let F and G be two distinct split flacets. The splits obtained from the F -and the G-hyperplane are compatible if and only if
For instance, this condition is satisfied if F ∩ G is an independent set and F + G contains a basis.
Proof. The F -and the G-hyperplane both define splits. [HJ08, Proposition 5.4] states that two splits are compatible if and only if exactly one of the following four inequalities hold.
We will show that the last three conditions never hold for a connected matroid.
We denote by H ⊆ F ∩ G the inclusion maximal cyclic flat that is contained in F ∩ G. Then c := #(F ∩ G) − H is the number of coloops in M |(F ∩ G). By Proposition 13 the flacet F is a cyclic flat, too. Now [BdM08, Theorem 3.2] implies that
The submodularity of the rank function yields
In the above equality holds if and only if the matroid is the direct sum F ⊕G⊕([n]−(F +G)) and the set [n] − (F + G) consists of coloops.
If F ∩ G is independent and F + G has full rank d we have
Proposition 15. A matroid M is a split matroid if and only if at most one connected component is a non-uniform split matroid and all other connected components are uniform.
Proof. We only need to discuss the case that M is disconnected. First assume that M is a direct sum of uniform matroids and at most one non-uniform split matroid M |C. Let F and G be a split flacets of M . By assumption the F -hyperplane does not separate the matroid polytope of any of the uniform matroids. Hence F is a flacet of M |C. Similarly is G a flacet of the split matroid M |C. In particular, the intersection of the F -hyperplane with the G-hyperplane restricted to P (M |C) contains no interior point of P (M |C). This implies that the intersection of the F -hyperplane with the G-hyperplane contains no interior point of
From Lemma 10 we know that each connected component is a split matroid. Let C 1 , C 2 be two connected components of M , and let F, G be a split flacets of C 1 and C 2 , respectively. These split flacets exist if and only if neither M |C 1 nor M |C 2 is uniform. Let x F ∈ P (M |C 1 ) be a point on the relative interior of the facet defined by i∈F x i = rk(F ). Similarly, let x G ∈ P (M |C 2 ) be a point on the relative interior of facet defined by G. Finally, let x H be a point in the relative interior of P (M/(C 1 + C 2 )).
We have seen in Lemma 10 that the F -hyperplane is a facet of P (M ). Hence is F a flacet of M , and G is similar. By construction the point
) lies in the interior of P (M ) as well as on the F -and G-hyperplanes. We conclude that the flacets F and G are incompatible. Since this cannot happen in a split matroid, we may conclude that either M |C 1 or M |C 2 are uniform.
Example 16. For instance, the direct sum of the (2, 4)-matroid with five bases, which is a split matroid, with an isomorphic copy is not a split matroid.
Example 17. The 12-, 34-and the 56-hyperplanes, corresponding to the split flacets of the snowflake matroid S from Example 8 are pairwise compatible. For instance, we have #({1, 2} ∩ {3, 4}) = 0 ≤ 1 + 1 − 2. This shows that the snowflake matroid is a split matroid; see also Figure 1a below. Note that the direct sum of the snowflake matroid with a coloop U 1,1 is a split matroid, too. In particular, the 12-and 34-hyperplanes do not intersect in the interior of ∆(2, 6) × ∆(1, 1). However, they do intersect in the interior of ∆(3, 7), as #({1, 2} ∩ {3, 4}) = 0 > 1 + 1 − 3 shows. Proof. Let M be paving, and let F be a split flacet. Then F is a corank-1 flat of M , i.e., F is a proper flat of maximal rank d − 1. Since there are no circuits with fewer than d elements, the restriction M |F is a uniform matroid of rank d − 1. The contraction M/F is a loop-free matroid of rank 1, and thus uniform. By Theorem 11 we find that M is a split matroid, and each split flacet of M has rank d − 1.
Conversely, let M be a matroid such that the split flacets correspond to a compatible system of splits of ∆(d, n) such that, moreover, each split flacet is of rank d − 1. Let F be such a split flacet. Then, by Lemma 6 we have
It follows that the restriction M |F does not have a circuit with fewer than d elements.
Now consider a set C of size d − 1 or less which is contained in no split flacet, and let D ⊆ [n] − C be some set of size d − #C in the complement of C. Letx = e C+D . Then, for any flacet F , we have
as C is not contained in F . This shows thatx satisfies the flacet inequality i∈F x i ≤ d − 1. Further, the inequalities imposed by the hypersimplex facets also hold, and sox is contained in P (M ). Sincex = e C+D is a vertex of ∆(d, n) it follows that it must also be a vertex of the subpolytope P (M ). Therefore, C + D is a basis of M , whence C is an independent set. We conclude that M does not have any circuit with fewer than d elements. Any circuit of a rank-d matroid with more than d elements has exactly d + 1 elements. This is why M is a paving matroid.
Remark 20. Each split flacet of a paving matroid M corresponds to a partition matroid, and the split flacets are precisely the corank-1 flats of M that contain a circuit; see also Remark 12. In this way, the split flacets of a paving matroid implicitly occur in the matroid literature, e.g., in the proof of [Oxl11, Prop. 2.1.24].
We want to look into a construction which yields very many split matroids. Let σ be some d-element subset of [n]. That is, σ is a basis of the uniform matroid U d,n , and e σ = i∈σ e i is a vertex of ∆(d, n). It neighbors in the Johnson graph J(d, n) lie on the (σ, d − 1)-hyperplane in ∆(d, n). More precisely, from (4) we can see that the convex hull of the neighbors of e σ equals 
This implies that M * is paving if and only if each split flacet F has cardinality d.
The following two examples illustrate the differences between paving and split matroids. The class of split matroids is strictly larger. In contrast to the class of paving matroids the class of split matroids is closed under dualization. where λ = 0, 1. This matroid is realizable over any field with more than two elements.
Knuth gave the following construction for stable sets in Johnson graphs [Knu74] . Due to Corollary 21 this is the same as a compatible set of vertex splits, which arise from the split flacets of a sparse paving matroid.
Example 24. The function
In a way, the sparse paving matroids are those split matroids which are the easiest to get at. We sum up our discussion in the following characterization. A table with lower bounds on the maximal size of such a set for n ≤ 28 is given in [BSSS90, Table I -A]. Notice that this data also gives lower bounds on the total number of (d, n)-matroids; see, e.g., [BPvdP15] .
M at ro i d s u b d i v i s i o n s a n d t ro p i c a l l i n e a r s pac e s
In this section we want to exploit the structural information that we gathered about split matroids to derive new results about tropical linear spaces, the tropical Grassmannians and the related Dressians [SS04, HJJS09] . We begin with some basics on general polyhedral subdivisions; see [DLRS10] for further details.
Let P be some polytope. A polytopal subdivision of P is regular if it is induced by a lifting function on the vertices of P . Examples are given by the Delaunay subdivisions where the lifting function is the Euclidean norm squared. The lifting functions on P which induce the same polytopal subdivision, Σ, form a relatively open polyhedral cone, the secondary cone of Σ. The secondary fan of P comprises all secondary cones. The inclusion relation on the closures of the secondary cones of P imposes a partial ordering, and this is dual to the set of regular polytopal subdivisions of P partially ordered by refinement. The secondary fan has a non-trivial lineality space which accounts for the various choices of affine bases. Usually we will ignore these linealities. In particular, whenever we talk about dimensions we refer to the dimension of a secondary fan modulo its linealities.
A tropical Plücker vector π ∈ R ( 
The regular subdivision of ∆(k, n) with lifting function ρ k (M ) is the k-corank subdivision induced by the matroid M . Usually we will omit the size k in those definitions if k equals d.
The following known result says that the k-corank subdivision is a matroid subdivision. Example 29. The corank subdivision of the matroid S in Example 8 is a matroid subdivision of ∆(2, 6) whose tropical linear space is the snowflake tree. Hence the name snowflake matroid for S. See Figure 1a for a visualization.
By Proposition 7 the facets of any matroid polytope are either hypersimplex facets or induced by hypersimplex splits. In the following we will be interested in the set of hypersimplex splits arising from the split flacets of a given matroid. The next result explains what happens if that matroid is a split matroid.
Proposition 30. Let M be a split (d, n)-matroid which is connected. Then the corank vector ρ(M ) is contained in the relative interior of a simplicial cone of Dr(d, n), and the dimension of that cone is given by the number of split flacets of M . In particular, ρ(M ) is a ray if and only if it induces a split of ∆(d, n). This is the case if and only if M is a nested matroid with exactly three cyclic flats.
Proof. Let H be the set of hypersimplex splits corresponding to the split flacets of M . By definition the splits in H are compatible. Since each subset of a compatible set of splits is again compatible it follows that the secondary cone spanned by H is a simplicial cone.
Recall that M is nested if the cyclic flats form a chain. The empty set and [n] are two cyclic flats in any connected matroid. Assume that the matroid M is nested with precisely three cyclic flats. Then the third cyclic flat F induces the only split, since the restriction M |F and the contraction M \F are uniform matroids.
Conversely, if the matroid M is split with a unique split flacet F , then obviously ∅ F [n]. Each circuit C of M with fewer than d + 1 elements leads to valid inequality of the polytope P (M ). This inequality separates P (M ) from those vertices of the hypersimplex with x i = 1 for i ∈ C. Hence, the only split flacet F contains the circuit C. The restriction M |F is a uniform matroid and thus rk(C) = rk(F ). We get that F is the closure of C. Hence we may conclude that M is nested.
Our next result generalizes [HJJS09, Thm. 3.6], which settled the case d = 3.
Theorem 31. For the dimension of the Dressian we have 1 n
Proof. Speyer showed that the spread of any matroid subdivision of the hypersimplex ∆(d, n), i.e., its number of maximal cells, does not exceed
The dimension of a secondary cone of a subdivision Σ is the size of a maximal linearly independent family of coarsest subdivisions which are refined by Σ. As each (coarsest) subdivision has at least two maximal cells, the dimension of the secondary cone is at most the spread minus one. This follows from the fact that at least k (linearly independent) rays are necessary in order to generate a cone of dimension k. It follows that dim Dr(d, n) ≤ 
Now the lower and the upper bound differ by a multiplicative factor of
which tends to d/2 when d goes to infinity.
The following example shows that not all matroid subdivisions are induced by a corank function.
Example 33. The matroid subdivision Σ of the hypersimplex ∆(2, 6) induced by the lifting vector (3, 2, 1, 0, 0, 2, 1, 0, 0, 2, 1, 1, 2, 2, 3) is not a corank subdivision. We give a hint how this claim can be verified. This subdivision Σ has exactly 4 maximal cells, which come as two pairs of isomorphic cells. One can check that Σ does not agree with the corank subdivision induced by any of these maximal cells. The lifting-vector is obtained from a metric caterpillar tree with six leaves and unit edge lengths, see Figure 1b . Notice that the subdivision Σ is realizable by a tropical point configuration, while the corank subdivision induced by the snowflake matroid S is not; see [HJS12] .
Tropical geometry studies the images under the valuation map of algebraic varieties over fields with a discrete valuation; see, e.g., [MS15, Chapter 3] . Let K{ {t} } be the field of formal Puiseux series over an algebraically closed field K. The valuation map val : K{ {t} } → R∪{∞} sends a Puiseux series to the exponent of the term of lowest order. Each d-dimensional subspace in the vector space K{ {t} } n can be written as the column span of a d×n-matrix A. The maximal minors of A encode that subspace as a Plücker vector, which is a point on the Grassmannian Gr K{ {t} } (d, n), an algebraic variety over K{ {t} }. Tropicalizing the Plücker vector of A yields a tropical Plücker vector, i.e., a point on the Dressian Dr(d, n). In fact the set of all tropical Plücker vectors which arise in this way is the tropical Grassmannian Proof. By our assumption there exists an ordinary Plücker vector p which valuates to π. We can pick a matrix A ∈ K{ {t} } d×n such that for each d-set I of columns we have det A I = p I . It follows that val(det A I ) = π I . Note that the matrix A is not unique.
Let M be the matroid corresponding to a cell. Up to a linear transformation we may assume that π is non-negative, and we have π I = 0 if and only if I is a basis of M . We will show that A can be chosen such that the valuation of each entry is non negative.
We apply Gaussian elimination to the n ≥ d columns of A. This way the classical Plücker vector associated with A is multiplied with a non-zero scalar. Thus the tropical Plücker vector π is modified by adding a multiple of the all-ones vector. In each step, among the possible pivots pick one whose valuation is minimal. Let γ be the product of all pivot elements, and let c t g for c = 0 be the term of lowest order. By construction g = val(c t g ) = val(γ) is a lower bound for the valuations of the minors of A, which is actually attained. Since π is non-negative and since π I = 0 if I is a basis we conclude that g = 0.
Including possibly trivial pivots with 1 we obtain exactly d pivots, one for each row of A. Multiplying each row with the inverse of the lowest order term of the corresponding pivot does not change π. The resulting matrix A is a realization with entries whose valuations are non-negative. Hence we can evaluate the matrix A ∈ K{ {t} } d×n at t = 0. This gives us the matrix B ∈ K d×n with the constant terms of A . The matrix B realizes M since det B I = 0 if and only if the lowest order term of det A I is constant in t.
Our next goal is to prove a characterization of matroid realizability in terms of tropical Plücker vectors. In the proof we will use a standard construction from matroid theory which will also reappear further below. The free extension of the (d, n)-matroid M by an element f ∈ [n] is the (d, n+1)-matroid which arises from M by adding f to the ground set such that it is independent from each (d−1)-element subset of [n]. Proof. Let ρ(M ) be realizable. Since P (M ) occurs as a cell in the matroid subdivision induced by ρ(M ) the matroid M is realizable due to Proposition 34.
Conversely, let us assume that the matroid M is realizable and the matrix B ∈ K d×n is a full rank realization. The matrix B has only finitely many entries, and these generate some extension field L of the prime field of K. The field L may or may not be transcendental, but it is certainly not algebraically closed. Hence there exists an element α ∈ K − L which is algebraic over L of degree at least n. The vector B · (1, α, . . . , α n−1 ) is L-linearly independent of any d − 1 columns of B. We infer that even the free extension of M is realizable over K. After altogether n free extensions we obtain a matrix C ∈ K d×n such that the block column matrix [B|C] is a realization of the n-fold free extension of M . We define A := B + t · C, which is a d×n-matrix with coefficients in K{ {t} }.
For any d-subset I of [n] and for any subset S ⊆ I we denote by D(S) ∈ K{ {t} } d×n the matrix whose k-th column is the k-th column of B if k ∈ S and t times the k-th column of C otherwise. Then
Further, by choice of C, we have det D I (S) = 0 if and only if S is a dependent set in M , and val(det D I (S)) = d − # S if S is independent. For a fixed set S ⊆ I the Puiseux series det D I (S) has a term c(S)t g(S) of lowest order, and we have g(S) = val(det D I (S)) = d−# S. The field K is an L-vector space, and the set { c(S) | S independent subset of I} of leading coefficients is linearly independent over L. This is why we obtain val det A I = d − rk(I), i.e., cancellation does not occur. That is, the ordinary Plücker vector of the matrix A tropicalizes to ρ(M ).
R ay s o f t h e D r e s s i a n
The purpose of this section is to describe a large class of tropical linear spaces, which are tropically rigid, i.e., they correspond to rays of the corresponding Dressian. Before we can define a special construction for matroids we first browse through a few standard concepts.
Let M be a connected matroid of rank d with [n] as its set of elements. The parallel extension of M at an element e ∈ [n] by s ∈ [n] is the (d, n+1)-matroid whose flats are either flats of M which do not contain e or sets of the form F + s, where F is a flat containing e. Among all connected extensions the parallel extension is the one in which the shortest length of a circuit that contains the added element is minimal. In fact, that length equals two. Similarly, the free extension is characterized by the following property: Any circuit that contains the added element has length d + 1, and this is the maximal length of such a circuit.
In general a coextension of M is the dual of an extension applied to the dual matroid M * . That is, a coextension of a (d, n)-matroid is a (d+1, n+1) -matroid. Finally, a series-extension is a parallel coextension.
Definition 36. The series-free lift of M , denoted as ΛM , is the matroid of rank d + 1 with n + 2 elements obtained as the series-extension of M at f by s, where M is the free extension of M by f .
Note that ΛM is connected as M is connected. In the sequel we want to show that the corank subdivision of ΛM yields a ray of the Dressian Dr(d + 1, n + 2), whenever M is a (d, n)-split matroid. Let us first determine the rank function and the bases of ΛM . We write f s as shorthand for the two-element set f + s = {f, s}. Further, the rank of S ⊆ [n] + f s is given by
The split flacets of ΛM are those of M and additionally [n], the ground set of M .
Proof. Clearly each basis in ΛM contains at least f or s. Conversely, any basis B of M extends to a basis of ΛM with either f or s. A circuit of the free extension M of M by f that contains f has size d + 1. Hence each circuit of ΛM that contains f and s has length d + 2. In particular, this implies that each independent set B in M of size d − 1 together with f s forms a basis of ΛM . Any set which is dependent over M is also dependent over ΛM . The formula for the rank function is a direct consequence of the description of the bases. We see that there is no circuit of length at most d, that contains f , s or both. Proposition 13 says that there is no flacet that contains f or s. Contracting the set [n] in ΛM yields the uniform matroid of rank 1 on the two-element set f s, and this is connected. For S a subset of [n] + f s and any set F = [n] that does not contain f s we have
The matroid Λ(M/F ) = (ΛM )/F is connected if and only if M/F is connected. The restriction Λ(M |F ) coincides with M |F . Both the restriction and contraction on F are connected in M if and only if they are connected in ΛM . We conclude that the split flacets of ΛM are precisely the ones in our claim.
Our next goal is to describe the maximal cells of the corank subdivision induced by ΛM . To this end we first define the matroid Λ * M as the free coextension of M by f , followed by the parallel extension at f by s. We call Λ * M the parallel-cofree lift of M . This new construction is related to the series-free lift by the equality
A direct computation shows that the rank function is given by
One maximal cell of the corank subdivision induced by ΛM is obvious, namely the matroid polytope P (ΛM ). This is the case as M , and thus also ΛM , is connected. Here is another one.
Lemma 38. The corank subdivision of Λ * M coincides with the corank subdivision of ΛM . Hence the matroid polytope P (Λ * M ) is a maximal cell of the corank subdivision of ∆(d + 1, n + 2) induced by ΛM . Further, the cells P (ΛM ) and P (Λ * M ) intersect in a common cell of codimension one.
As a consequence the corank subdivision of Λ * M coincides with the corank subdivision of ΛM . The common bases of the matroids ΛM and Λ * M are the bases of the direct sum M ⊕ U 1,f g . The corresponding matroid polytope yields the desired cell of codimension one.
For each split flacet F of M we let N F be the connected (d + 1, n + 2)-matroid with elements [n] + f s which has the following list of cyclic flats:
Note that these sets form a chain. This chain has a rank 0 element, the ranks are strictly increasing, and for each set the rank is less than the size. Hence these sets form the cyclic flats of a matroid. Its rank function is given by rk(S) = min { rk(G) + #(S − G) | G is a cyclic flat}; see [BdM08] . Hence, the rank function of N F satisfies 
Proof. Since the size of S equals d + 1 the equation (10) simplifies to
if we subtract both sides from d + 1. That expression is the corank of S in the nested matroid N F . This corank function gives the (d + 1, n + 2)-tropical Plücker vector ρ(N F ). In the sequel we will make frequent use of the inequality
which is a consequence of the fact that F is a cyclic flat of M .
To prove (11) we distinguish three cases. First, if neither f nor s are in S the inequality (11) is equivalent to 
which holds due to the same arguments as in the first case with #(S − f s) = d. Third, in the remaining case we have s, f ∈ S, which yields rk M (S − f s) ≤ #(S − f s) = d − 1. This implies that the inequality (11) is equivalent to
If the maximum on the right hand side is attained at rk M (F ) − #(S ∩ F ) that inequality holds trivially. We are left with the situation where the maximum on the right is attained solely by zero. This means that rk M (F ) < #(S ∩ F ), which yields (14) is immediate. So we may assume that rk M (S − f s) = d − 1. From Lemma 37 we deduce that S is a basis of ΛM . Since F is also a flacet of ΛM we get rk M (F ) ≥ #(S ∩ F ). However, this contradicts rk M (F ) < #(S ∩ F ), and we conclude that the case where the maximum to the right of (14) cannot be attained at zero only. This final contradiction completes our proof.
Lemma 40. Let M be a (d, n)-split matroid. Then for each split flacet F of M the matroid polytope P (N F ) is a maximal cell of the corank subdivision of ∆(d + 1, n + 2) induced by ΛM . Further, the cell P (N F ) shares a split flacet with P (ΛM ) and another one with P (Λ * M ).
Proof. We want to show that equality holds in (11) if S is a basis of N F . In other words the corank lifting of N F agrees with the corank lift of ΛM on P (N F ), up to an affine transformation. Moreover, the bases of N F are lifted to height zero, while the lifting function is strictly positive on all other bases; see inequality (11). This implies that P (N F ) is a maximal cell in the corank subdivision of ΛM . The matroid M is split, hence the contraction M/F on the flacet F is a uniform matroid of rank d − rk(F ). Therefore, the rank function satisfies
With Lemma 37 we get
This implies that #(S ∩ F ) ≥ rk M (F ) + 1. Together with the inequality (16) we get
This means that equality holds in (11) whenever S is a basis of N F .
As a consequence P (N F ) is a maximal cell of the corank subdivision of ΛM . Clearly P (N F ) intersects P (ΛM ) in a codimension-1-cell that is contained in
By Lemma 38 the same kind of argument holds for
From the above we know that, for a split matroid M , the matroid polytopes of ΛM , Λ * M and the nested matroid N F for each flacet of M form maximal cells of the corank subdivision induced by ΛM . The following result describes the corresponding tropical linear space completely.
Theorem 41. Let M be a connected (d, n)-split matroid. Then the corank vector ρ(ΛM ) is a ray in the Dressian Dr(d + 1, n + 2). Moreover, it can be lifted to an ordinary Plücker vector over K{ {t} } if and only if M is realizable over K.
Proof. Let Σ be the matroid subdivision of ∆(d + 1, n + 2) induced by ρ(ΛM ). By Lemma 27, Lemma 38 and Lemma 40 the matroid polytopes P (ΛM ), P (Λ * M ) and P (N F ), for each flacet of M , form maximal cells of Σ. Further, those results show that for each flacet of these three kinds of matroids there are precisely two maximal cells in that list which contain that flacet. Since the dual graph of Σ is connected this shows that these are all the maximal cells of Σ.
Moreover, for each flacet F of M , the three maximal cells P (ΛM ), P (Λ * M ) and P (ΛN F ) form a triangle in the tropical linear space. It follows from [HJS12, Proposition 28] that Σ does not admit a non-trivial coarsening, i.e., ρ(ΛM ) is a ray of the secondary fan and thus of the Dressian.
Finally, by Theorem 35, the tropical Plücker vector ρ(ΛM ) can be lifted to an ordinary Plücker vector over K{ {t} } if and only if ΛM is realizable over K. As K is algebraically closed a matroid is realizable over K if and only if any free extension or any series extension is realizable.
Another general construction for producing tropical Plücker vectors and thus tropical linear spaces arises from point configurations in tropical projective tori. This has been investigated in [HJS12] , [Rin13] and [FR15] . In the latter reference the resulting tropical linear spaces are called Stiefel tropical linear spaces. These two constructions are not mutually exclusive; there are Stiefel type rays which also arise via Theorem 41. Complete descriptions of the Dressians Dr(3, n) are known for n ≤ 8. All their rays are of Stiefel type or they arise from connected matroids of rank two via Theorem 41.
Via our method non-realizable matroids of rank three lead to interesting phenomena in rank four. In particular, the following consequence of the above answers [HJS12, Question 36].
Corollary 42. The Dressian Dr(d, n) contains rays which do not admit a realization in any characteristic for d = 4 and n ≥ 11 as well as for d ≥ 5 and n ≥ 10. There are rays of the Dressian Dr(4, 9) that are not realizable in characteristic 2 and others that are not realizable in any other characteristic.
Proof. The non-Pappus (3, 9)-matroid and the Vamos (4, 8)-matroid are not realizable in any characteristic. Both are connected and paving and hence split. The construction in Theorem 41 leads to non realizable rays in Dr(4, 11) and Dr(5, 10). Each free extension or coextension of such a matroid is again connected and split. Thus we obtain non realizable rays in all higher Dressians.
Applying Theorem 41 to the Fano and the non-Fano (3, 7)-matroids we obtain two rays in Dr(4, 9). The first one is realizable solely in characteristic 2, whereas the other one is realizable in all other characteristics. Proof. The matroid polytope P (M * ) of the dual M * of a (d, n)-matroid M is the image of P (M ) ⊂ R n under the the coordinate-wise transformation x i → 1 − x i . In particular, P (M * ) is affinely isomorphic with P (M ). In view of Proposition 15 we may assume that M is connected. In this case any flacet F of M is mapped to the flacet [n] − F of M * . The compatibility relation among the splits is preserved under affine transformations. It follows that M * is split if and only if M is.
Assume that M is a split matroid. Next we will show that the deletion M |([n] − e) of an element e ∈ [n] is again split. Since we already know that the class of split matroids is closed under duality it will follow that the class of split matroids is minor closed.
Let F be a split flacet of M |([n] − e). The F -hyperplane separates at least one vertex of
). This implies that the closure of F in M is a split flacet of M . For that closure there are two possibilities. So either F or F + e is a split flacet of M .
Let us suppose that F and G are two split flacets of M |([n] − e) which are incompatible. That is, there is some point x in the relative interior of ∆(d, [n] − e) which lies on the F -and G-hyperplanes. We aim at finding at a contradiction by distinguishing four cases which arise from the two possibilities for the closures of the two flacets F and G.
First, suppose that F and G + e are split flacets of M . Then there exists some element h ∈ G − F , for otherwise e would be in the closure of F in M . For each ε > 0 we define the vectorx ∈ R n with (17)x e = ε ,x h = x h − ε andx i = x i for all other elements i .
If ε > 0 is sufficiently small then the vectorx is contained in the relative interior of ∆(d, n). By constructionx lies on the F -and (G + e)-hyperplanes, so that the corresponding splits are not compatible. This contradicts that M is a split matroid.
The second case where F + e and G are split flacets of M is symmetric to the previous. Thirdly suppose that F and G are split flacets of M . Assume that M |([n]−e) is connected. Then we have #(F ∩ G) + d > rk(F ) + rk(G) from Proposition 14, and the same result implies that F and G are incompatible split flacets of M . Again this is a contradiction to M being split. So we assume that M |([n] − e) is disconnected. Then there exists an element h ∈ [n] − F − G − e, and we may construct a relatively interior pointx ∈ ∆(d, n) as in (17). As before this leads to a contradiction to the assumption that M is a split matroid.
In the fourth and final case F + e and G + e are split flacets of M . As in the third case the desired contradiction arises from Proposition 14, provided that M |([n] − e) is connected. It remains to consider the situation where M |([n] − e) is disconnected. Then we can find elements f ∈ F − G, g ∈ G − F and h ∈ [n] − F − G − e. As a minor variation to (17) we let
The vectorx lies on the (F + e)-and (G + e)-hyperplanes, as well as in the relative interior of ∆(d, n). This entails that the flacets F + e and G + e are incompatible, and this concludes the proof.
So it is natural to ask for the following.
Question A. What are the forbidden minors for the split matroids?
We want to list what we know about this question. The only disconnected minimal excluded minor is the (4, 8)-matroid in Example 16. One can show that the rank of a connected excluded minor must be at least 3. The class of split matroids is also closed under dualization. Hence the number of elements is at least 6. There are precisely four excluded minors of rank 3 on 6 elements, up to symmetry. One of them is the matroid in Example 18, and a second one is its dual. The third example is the nested matroid Λ(ΛU 1,2 ); see Example 23. Finally, the fourth case has an extra split and is represented by the vectors: where the laminar family is the set of closures of the circuits, and the capacity function assigns to each set in the laminar family its rank. The class of split matroids and the class of laminar matroids are not contained in one another: The Fano matroid is a split matroid, but it is not laminar as it has closed circuits of size three which share exactly one element. On the other hand the nested matroid from Example 23 is not split. However, each nested matroid is laminar [FO17, Proposition 4.4].
It may be of general interest to look at tropical linear spaces where the matroidal cells correspond to matroids from a restricted class. For instance, Speyer [Spe09] looks at seriesparallel matroids, and he conjectures that the tropical linear spaces arising from them maximize the f -vector. Tropical linear spaces all of whose maximal cells come from split matroids are necessarily one-dimensional, i.e., they are trees. For instance, this is always the case for d = 2.
Conceptually, it would be desirable to be able to write down all rays of all the Dressians and the tropical Grassmannians. Due to the intricate nature of matroid combinatorics, however, it seems somehow unlikely that this can ever be done in an explicit way. The next best thing is to come up with as many ray classes as possible. In [HJS12] tropical point configurations are used as data, whereas here we look at split matroids and their corank subdivisions. A third class of rays comes from the nested matroids. However, their analysis is beyond the scope of the present paper. It can be shown that the corank subdivision of a connected matroid M is a "k-split" in the sense of Herrmann [Her11] if and only if M is a nested matroid with k + 1 cyclic flats. The proof for this claim will be given elsewhere.
All known rays of the Dressians arise from corank vectors of various matroids. So the following is another obvious challenge. Question B. Is there a ray in any Dressian that does not induce a corank subdivision?
A polymatroid is a polytope associated with a submodular function. This generalizes matroids given by their rank functions. Since splits are defined for arbitrary polytopes there is an obvious notion of a "split polymatroid". It seems promising to investigate them.
Both polymatroids and tropical Plücker vectors are closely related to "integral discrete functions" which occur in discrete convex analysis; see, e.g., Murota [Mur03] . In that language a tropical Plücker vector is the same as an "M -concave function" on the vertices of the underling matroid polytope. It would be interesting to investigate the notation of splits and realizability in terms of M -convexity. Hirai took a first step in this direction in [Hir06] , where he studies splits of "polyhedral convex functions".
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A p p e n d i x A. S o m e M at ro i d S tat i s t i c s
Matsumoto, Moriyama, Imai and Bremner classified matroids of small rank with few elements [MMIB12] . A summary is given in Table 1 below. Based on the census of [MMIB12] we determined the percentages of paving and split matroids. The results are given in Table 2 . That computation employed polymake [GJ00] , and the results are accessible via the new database at db.polymake.org. In all tables we marked entries with − that have not been computed due to time and memory constraints.
Filtering all 190214 matroids of rank 4 on 9 elements for paving, sparse paving and splits matroids took about 2000 sec with polymake version 3.1 (AMD Phenom II X6 1090T with 3.6 GHz single-threaded, running openSUSE 42.1). We expect that the computation for all (4, 10)-matroids, which is the next open case, would take much more than 600 CPU days. 
