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Abstract 
 
 
Clustering is one of the major tasks in data mining. In the last few years, Clustering of 
spatial data has received a lot of research attention. Spatial databases are components 
of many advanced information systems like geographic information systems VLSI 
design systems. In this thesis, we introduce several efficient algorithms for clustering 
spatial data. 
 
First, we present a grid-based clustering algorithm that has several advantages and 
comparable performance to the well known efficient clustering algorithm. The 
algorithm has several advantages. The algorithm does not require many input 
parameters. It requires only three parameters, the number of the points in the data 
space, the number of the cells in the grid and a percentage. The number of the cells in 
the grid reflects the accuracy that should be achieved by the algorithm. The algorithm 
is capable of discovering clusters of arbitrary shapes. The computational complexity 
of the algorithm is comparable to the complexity of the most efficient clustering 
algorithm. The algorithm has been implemented and tested against different ranges of 
database sizes. The performance results show that the running time of the algorithm is 
superior to the most well known algorithms (CLARANS [23]). The results show also 
that the performance of the algorithm do not degrade as the number of the data points 
increases.  
 
The second contribution of the thesis is extending the proposed clustering algorithm 
to handle obstacles. Most of the spatial clustering algorithms do not take into 
consideration the existence of physical obstacles in the real world. Such obstacles 
include natural obstacles like rivers and mountains and artificial obstacles like mine 
fields. We propose two algorithms that consider clustering with the existence of 
obstacles. We first propose a simple algorithm that handles obstacles and then the 
 iv 
algorithm is refined to produce more fine clusters. The algorithms have the 
advantages of the grid-based algorithm proposed in the thesis. Moreover the algorithm 
handle obstacles of arbitrary geometric shapes. The second algorithm is implemented 
and tested against different sizes of data and obstacles of different geometric shapes. 
The run time characteristics of the algorithm are compared with those of COD-
CKLARANS [29], an extension of CLARANS algorithm [23] to handle obstacles. 
The results show that the proposed algorithm out performs COD-CLARANS in 
general and specially when the number of the data points is extremely large. 
 
Spatial databases contain spatial-related information such databases include 
geographic (map) databases. Spatial data mining is the discovery of interesting 
characteristics and patterns that may exist in large spatial databases. Clustering, in 
spatial data mining, aims at  grouping a set of objects into classes or clusters such that 
objects within a cluster have high similarity among each other, but are dissimilar to 
objects in other clusters. Many clustering methods have been developed. Most of 
these algorithms, however, dose not allow users to specify real life constraints such as 
the existence of physical obstacles, like mountains and rivers. Existence of such 
obstacles could substantially affect the result of a clustering algorithm. 
 
In this thesis, we proposed an efficient algorithm for spatial clustering of large spatial 
databases. The algorithm overcomes the problems of the previous work. The 
algorithm divides the spatial area into rectangular cells and labels each cell as dense 
(contains relatively large number of points) or non-dense.  The algorithm finds all the 
maximal, connected, and dense regions that form the clusters by a breadth-first search 
and determine a center for each region.  
 
We also implemented the proposed algorithm and compare it with CLARANS 
algorithm [NH94]. The experiments showed that our algorithm is more superior in 
both running time and accuracy of the results. 
   
The second contribution of this work is introducing efficient algorithms of spatial 
clustering with presence of obstacles. In [THH01], the problem of clustering with 
presence of obstacles is introduced.    
 v 
The proposed algorithms are called as CPO-WCC (Clustering in Presence of 
Obstacles with Computed number of cells), and CPO-WFC (Clustering in Presence of 
Obstacles with Fixed number of cells). 
 
The proposed algorithms, CPO-WCC, and CPO-WFC have several advantages over 
other work in [THH01]. They handle outliers or noise. Outliers refer to spatial objects, 
which are not contained in any cluster and should be discarded during the mining 
process. Second, they do not use any randomized search. Third Instead of specifying 
the number of desired clusters beforehand, They find the natural number of clusters in 
the area. Finally, when the data is updated, we do not need to re-compute information 
for all cells in the grid. Instead, incremental update is performed.  
 
We also implemented CPO-WFC and compare it with COD-CLARANS 
algorithm [NHH01]. The experiments showed that CPO-WFC is more superior in 
both running time and accuracy of the results. 
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Chapter 1 
 
Introduction  
 
 
Clustering is a descriptive task that seeks to identify homogeneous groups of objects 
based on the values of their attributes (dimensions) [18] [21]. Clustering techniques 
have been studied extensively in statistics [3], pattern recognition [10] [12], and 
machine learning [9] [22]. Recently, The Clustering techniques have used the 
database area. Recent work in the database community includes density-based 
methods, hierarchal-based methods, partition-based methods, grid-based methods, and 
constrained-based methods. 
 
 
1.1 Spatial Clustering 
 
Spatial databases contain spatial-related information such databases include 
geographic (map) databases, VLSI chip design databases, and medical and satellite 
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image databases. Spatial data mining is the discovery of interesting characteristics and 
patterns that may exist in large spatial databases. Clustering, in spatial data mining, 
aims at  grouping a set of objects into classes or clusters such that objects within a 
cluster have high similarity among each other, but are dissimilar to objects in other 
clusters. Spatial clustering is used in many applications such as seismology (grouping 
earthquakes clustered along seismic faults) and geographic information systems 
(GIS).  
 
In the last few years, clustering in spatial databases has received a lot of research 
attention. Many algorithms have been proposed to perform spatial clustering. These 
algorithms can be classified into five categories [16]: density-based methods, 
hierarchal-based methods, partition-based methods, grid-based methods, and 
constrained-based methods.  
 
Density-based methods [6, 7, 25]  view clusters as dense regions of objects that are 
separated by low density regions in the data space. Density-based methods have the 
advantage of discovering the arbitrary shaped clusters. 
 
Hierarchal-based methods [4, 19, 13] put the data in a tree of clusters. The hierarchal-
based clusters are classified into agglomerative and divisive hierarchical clustering, 
depending on whether the decomposition is formed in a bottom-up or top-down 
manner.  
 
A partitioning algorithm  [15, 23]divides n objects, which we want to cluster, into k 
partitions, where each partition represents a cluster and k is a given parameter. 
Partitioning-based algorithms form the clusters by optimizing an objective criterion, 
similarity function, such as distance.      
 
Grid-based clustering algorithms [31, 26, 2] summarize the data space into a finite 
number of cells that form a grid structure on which all of the operations for clustering 
are performed. These methods always have fast processing time, which typically 
independent of the number of the data objects, but dependent on the number of the 
cells in each dimension in the summarized space.  
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Most of these clustering algorithms does not allow users to specify real life 
constraints such as physical obstacles. A constrained-based algorithm  [30, 29] allows 
users to specify constraints on the data set being clustered.  
 
 
1.2   Requirements  
 
 
The requirements of spatial clustering algorithms which raised by application of large 
spatial databases are the following: minimal knowledge of the domain to determine 
input parameters, discovering of clusters with arbitrary shapes, and acceptable 
efficiency in handling large databases. Most of the proposed algorithms do not satisfy 
all the three requirements.  
  
Many clustering methods have been developed. Most of these algorithms, however, 
dose not allow users to specify real life constraints such as the existence of physical 
obstacles, like mountains and rivers. Existence of such obstacles could substantially 
affect the result of a clustering algorithm. For example, consider a telephone-company 
that wishes to locate a suitable number of telephone cabinets in the area shown in 
Figure 1.1 to serve the customers who are represented by points in the figure. There 
are natural obstacles in the area and they should not be ignored. Ignoring these 
obstacles will result in clusters like those in Figure 1.2, which are obviously 
inappropriate. Cluster cl1 is split by a river, and customers on one side of the river 
have to travel a long way to reach the telephone cabinet at the other side. Thus the 
ability to handle such real life constraints in a clustering algorithm is important. 
 
In a recent paper, [29], the problem of clustering with existence of obstacles is 
introduced, and an algorithm, COD-CLARANS, to solve the problem was introduced. 
Although COD-CLARANS generates good clustering results, it has several major 
problems. First, since the randomized search is used in the algorithm to determine 
initial centers for the clusters and then to refine those centers, the quality of the results 
cannot be guaranteed when the number of points, N, is large. Second, COD-
CLARANS takes as an input the number of the desired clusters and another integer, 
which determine the number of maximum tries to refine center, but both numbers are 
CHAPTER 1. INTRODUCTION 
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generally unknowns in realistic applications. Third, COD-CLARANS can’t handle 
outliers. Forth, when data is updated, we need to run the algorithm from scratch.    
 
 
       
Figure 1.1 :Customers’ locations and obstacles 
                    
Figure 1.2: Clusters formed when ignoring obstacles 
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1.3   Contributions 
 
1. In this thesis, we propose an efficient algorithm for spatial clustering of large 
databases that we call SCLD (Spatial Clustering in Large Databases), which 
overcomes the disadvantages of the previous work. The algorithm divides the 
spatial area into rectangular cells and labels each cell as dense (contains 
relatively large number of points) or non-dense.  The algorithm finds all the 
maximal, connected, dense regions that form the clusters by a breadth-first 
search and determine a center for each region. We also implement the SCLD 
algorithm and compare it with one of the most robust clustering algorithms.  
 
We believe that The SCLD algorithm has the following advantages over the 
previous work:  
1. It handles outliers or noise. Outliers refer to spatial objects, which 
are not contained in any clusters and should be discarded during 
the mining process. CLARANS, for example, can not handle 
outliers. 
2. It requires only two parameters, the number of the cells in the grid 
structure a percentage h used as in Definition 2. Instead of 
specifying the number of the desired clusters beforehand as input 
(as in CLARANS ), the SCLD algorithm finds the natural number of 
clusters in the spatial area.  
3. When the data is updated, we do not need to re-compute all the 
information in the grid structure. Instead, we can do an incremental 
update. This is done by re-compute the information(the number of 
points and the mean point ) of cells that included the update. The 
re-compute the clusters by a breadth-first search on the cells of the 
grid structure.    
4. It discovers clusters of arbitrary shape and it is efficient even for 
large spatial databases. However, CLARANS failed to discover 
clusters of arbitrary shapes. Furthermore CLARANS can not deal 
with noise.          
5. Its computational complexity is much less than that of CLARANS.      
CHAPTER 1. INTRODUCTION 
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2. In this thesis, we propose two different efficient spatial clustering algorithms, 
CPO-WCC, CPO-WFC , which consider the presence of obstacles. We also 
implement the CPO-WFC algorithm and compare it with the only clustering 
algorithm (COD-CLARANS) that consider the presence of obstacles.  
 
The proposed algorithms(CPO-WCC and CPO-WFC) have several advantages 
over COD-CLARANS [29]. 
1. They handle outliers or noise. Outliers refer to spatial objects, which are not 
contained in any cluster and should be discarded during the mining process. 
2. They dose not use any randomized search. 
3. Instead of specifying the number of desired clusters beforehand, They find 
the natural number of clusters in the area. 
4. When the data is updated, we do not need to re-compute information for all 
cells in the grid. Instead, incremental update is performed.  
 
 
 
1.4    Thesis Organization 
 
Our thesis is comprised of five chapters. In Chapter2, we survey methods in spatial 
clustering. In Chapter 3, we propose a clustering algorithm for very large spatial 
databases that satisfy the aforementioned requirements and we also show our 
experimental results. In Chapter 4, we propose efficient spatial clustering techniques, 
which consider the presence of obstacles and we also show our expermental results. In 
Chapter 5, we summarize the technical contributions of this thesis and present 
possible directions for future research.    
CHAPTER 2. RELATED WORK 
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Chapter  2 
 
Related Work 
 
In this chapter, we will survey the current researches in spatial clustering methods. 
The spatial clustering algorithms can be classified into five categories: density-based 
methods, hierarchal-based methods, partition-based methods, grid-based methods, 
constrained-based methods. In this chapter, we will introduce the most well known 
algorithms in each category and discuss their strenuous and weakness. 
 
 
2.1 Density-based methods 
 
The density-based methods view the clusters as dense regions of objects that are 
separated by low density regions in the data space. The density-base methods have the 
advantage of discovering the arbitrary shaped clusters. In this section, we will 
introduce the well-known algorithms under this category. 
 
LOF: Identifying Density-based local outliers  
 
LOF (local outlier factor) [BKNS00] is a density-based method that finds the rare 
instances or the outliers. [BKNS00] assigns to each object in a database a degree of 
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being an outlier that is called the local outlier factor (LOF). This degree is local in that 
it depends on how isolated the object is with respect to the surrounding neighborhood.  
 
[BKNS00] introduces the following new terminologies to define the local outlier 
factor. 
1. For any positive integer k, the k-distance of object p, denoted as k -
distance(p), is defined as the distance d(p,o) between p and an object 
Do such that: 
A. for at least k objects }p{\D'o   it holds that  d(p,o’)   d(p,o), and                  
B. for at most k-1 objects  }p{\D'o   t holds that d(p,o’) < d(p,o). 
2. Given the k-distance of p, the k-distance neighborhood of p contains every 
object whose distance from p is not greater than the k-distance, i.e. 
)}p(cetandisk)q,p(d|}p{\Dq{)p(N )distance(pk  . 
3. Let k be a natural number. The reachability distance of object p with respect 
to object o is defined as reach-distk (p, o) = max { k-distance(o), d(p, o)}. 
4. The local reachability density of p is defined as 
















)p(N
)p(No
)o,p(distreach
1)p(lrd
MinPts
MinPts
MinPts
MinPts  
5. The (local) outlier factor of p is defined as  
       
)p(N
)p(No )p(lrd
)o(lrd
)p(LOF
MinPts
MinPts
MinPts
MinPts
MinPts


  
 
 
LOF(p) is simply  a function of the reachability distances in p’s direct neighborhood 
relative to those in p’s indirect neighborhood. 
  
[BKNS00] proves that the local outlier factor (LOF) have the following properties. 
1. For most objects p in a cluster, the LOF of p in a cluster is approximately 
equal to 1.  
2. Let p be an object from the database D, and DMinPts1  . 
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            Then, it is the case that 
                          
)p(indirect
)p(direct
)p(LOF
)p(indirect
)p(direct
min
max
max
min   
                where directmin(p) = min { reach-dist(p, q) | q NMinPts(p) } and 
            indirectmin(p) = min { reach-dist(q, o) | q NMinPts(p) and o NMinPts(q)}. 
3. For an object p which is not located deep inside a cluster, but whose MinPts-
nearest neighbors all belong to the same cluster the bounds on LOF as 
predicted in step 2 are tight. 
4. Let p be an object from the database D, 1 MinPts | D |, and C1, C2,…, Cn  
be a partition of NMinPts (p), i.e. NMinPts (p)=C1 C2 ... Cn {p} with Ci 
Cj Ci for 1 i,j n, i j. 
Furthermore, let )p(NC MinPtsii   be the percentage of objects in p’s               
neighborhood, which are also in Ci. Let the notions 
)p(indirect and (p),indrect (p),direct (p),direct imax
i
min
i
max
i
min  be defined 
analogously to )p(indirect and (p),indrect (p),direct (p),direct maxminmaxmin  but 
restricted to the set Ci (e.g., denotes the minimum reachability distance 
between p and a MinPts-nearest neighbor of p in the set Ci ). 
            Then, it holds that (a) 
            
6. The LOF neither decreases nor increases monotonically with respect to 
MinPts. Because the LOF can go up and down, [BKNS00] propose as a 
heuristic that they use a range of MinPts values. [BKNS00] use MinPtsLB and 
MinPtsUB to denote the “lower bound” and the “upper bound” of the range. 
Experiments show that MinPtsLB should be at least 10 to remove un-wanted 
statistical fluctuations. The second guideline they provide for picking 
MinPtsUB is the maximum number of “close by” objects that can potentially 
be local outliers.      
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[BKNS00] produces good results but only for the appropriate choices of the parameter 
MinPts.  
 
 
Density Biased Sampling  
 
Density Biased sampling [PF00] is an improved method for data mining and 
clustering. Many clustering methods use a p uniform sample (a sample in which each 
element has probability p of bring selected). Those algorithms select a sample from 
the database and cluster them. Provided that the sample was representative of the data, 
the clustering is generalized to the entire data set. Figure 2.1 illustrates why uniform 
sampling is not necessary a good choice. The example in Figure 1 contains 4 clusters. 
Clusters A and B each contains 9,900 points while clusters C and D each contains 
only 100 points. A 1% sample of the data set would be expected to draw around 99 
points from each of A and B and a single point from each of C and D. So the points 
from C and D will likely be treated as noise by the clustering algorithm. That is we 
expect that clusters C and D will be completely missed.               
 
 
Density Biased Sampling [PF00] introduces a new sampling technique an efficient 
algorithm that improves on uniform sampling when cluster sizes are skewed. 
 
[PF00] defines a probability function and a corresponding weighting of the sample 
points that satisfies: 
1. Within a group points are selected uniformly. 
2. The sample is density preserving. 
3. The sample is biased by the group size. 
4. Expected sample size is M.  
CHAPTER 2. RELATED WORK 
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By the density preserving [PF00] means that the expected sum of the weights of the 
points for each group is proportional to the group’s size. To satisfy criterion 1,[PF00] 
defines P(selecting point x | x in group i )= )n(f i , where in is the size of group i. Also 
each point from the group is assigned equal weight )n(f1)n(w ii  . So the expected 
weight of the points in group i is: 



ii n
1j
iii
n
1j
ii n)n(f1)n(f)n(w)xintpo(P . 
                               
To biases the sample by group size, [PF00] defines 
e
i
i
n
)n(f

 , for any constant e. 
  is defined such that the expected sample size is M:    
 
To partition the data into groups those are required by Density Biased Sampling and 
assign probabilities and weights that satisfy the four conditions, [PF00] works as 
follows. Numerical attributes are divided into G bins and categorical attributes have a 
bin for each category. The space is divided into bins by placing a d-dimensional grid 
over the data. [PF00] employees a 
hashing based approach to create an 
array of bin counts. This array is 
called n (then n[i] corresponds to 
in above) and has H entries 
(correspond to the number of the 
groups) indexed from 0. To index 
into this array, [PF00] uses a hash 
function from the bin label to array 
index (see Figure 2.2). Finally the 

 



 




g
1i
e1
i
g
1i
g
1i
e
i
iii
g
1i
n
M
n
n)n(fnM
)i group of size(E) sizesample(E


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algorithm does the following steps:    
1. For each input vector x, n[h(x)]= n[h(x)]+1.  
2. Compute  . 
3. For each input vector x, with probability e)]x(h[n , output 
 x,)]x(h[n e  . 
 
[PF00] eliminates the second pass over the data in the final step by built the densities 
and the sample in parallel. This is done based on the observation that, If when the data 
is restricted to the first j records, the probability of outputting some record x is jP . 
Then for jj pp,jj  .  
 
The one pass hash approximation to density biased sampling works as follows. A 
buffer of points that have some chance of being in the sample will be maintained. The 
buffer contains elements }x,P{ ii   to indicate that ix  was added to the buffer with 
probability iP . Suppose that at some later point, ix  would have probability 

iP  of 
being output. [PF00] can convert the current output buffer into a buffer that is a 
density biased sample of the currently processed data. The lemma tells us that

iP  iP  
and consequently [PF00] will never erroneously discard a point due to an 
underestimate of its probability. If [PF00] keep <

iP , ix > in the buffer with probability 

iP / iP  (otherwise, remove this entry from the buffer), then ix  is in the buffer with 
probability 

iP . The weight of a point is just 1/

iP which means that we can output the 
weighted sample from the reduced buffer.  
 
[PF00] is robust to poor parameter choices.   
 
 
DBSCAN   
 
DBSCAN (Density-Based Spatial Clustering of Application with Noise)[EKSX96] is 
a density-based clustering algorithm.  
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Given a database D and the user-defined parameters Eps, MinPts, DBSCAN 
introduces the following new terminologies: 
1. The Eps-neighborhood of a point p, denoted by NEps(p), is defined by 
 EpsqpdistDqNEps  ),(| .   
2. A point p is directly density-reachable from q wrt. Eps and MinPts if 
1) )(qNp Eps and  
2) MinPtsqNEps )( (core point condition). 
3. A point p is density-reachable from q wrt. Eps and MinPts if there is a chain 
of points ppqppp nn  ,,,..., 11  such that 1ip is directly density-reachable 
from ip . 
4. A point p is density-connected to a point q wrt. Eps and MinPts if there a 
point o such that both p and q are density reachable from o wrt. Eps and 
MinPts. 
5. A cluster C wrt. Eps and MinPts is a non-empty subset of D satisfying the 
following conditions: 
1) qp, : if Cp and q is density reachable from  p wrt. Eps and 
MinPts, then Cq . 
2) Cqp  , : p is density-connected to q wrt. Eps and MinPts. 
6. Let kCC ,...,1 be the clusters of the database D wrt. iEps  and 
kiMinPts i ,...,1,  , Then we define the noise as the set of points in the 
database D not belonging to any cluster iC ,i.e. noise = iCp:i|Dp   
 Figure 2.3 illustrates the definitions on a sample database of 2-dimensional points 
from a vector space.  
 
DBSCAN works as follows. Starting with an arbitrary point, p, the algorithm retrieves 
all points that are density-reachable from p wrt. Eps and MinPts. The retrieval of 
density-reachable objects is performed by iteratively collecting directly density- 
reachable objects. If p is a core point (i.e. MinPtspNEps )( ), then p and all points 
that are density reachable are collected in one cluster.  If p isn’t a core point, then p is 
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considered as an outlier and discarded later if it isn’t assigned to any cluster. The 
algorithm terminates when no new points can be assigned to any cluster.      
 
 
 
The average complexity of the DBSCAN is O(nlogn). This is because DBSCAN 
supports region queries by using the spatial data type R
*
-tree. 
 
DBSCAN has the advantage of discovering clusters that have arbitrary shapes. On the 
other hand, DBSCAN may merge two clusters that are sufficiently close to each other. 
 
 
OPTICS 
 
OPTICS (Ordering Points To Identify Clustering 
Structure) [ABKS99] is an extension to 
BDSCAN algorithm. In the following we use 
the symbol   corresponding to Eps in the above 
definitions of DBSCAN. OPTICS created to 
overcome the DBSCAN problem arises by 
observing that for a constant MinPts-value, 
density-based clusters with respect to a higher density (i.e. a lower value for  ) are 
contained in density-connected sets with respect to a lower density (i.e. a higher value 
for  ). Figure 2.4 depicts this fact, where 1C  and 2C are density-based clusters with 
respect to 12   and C is a density-based cluster with respect to 1  containing the 
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sets 1C  and 2C . So the DBSCAN problem is that DBSCAN is very sensitive to the 
input parameters   and MinPts and choosing these parameters can be difficult. 
 
OPTICS introduces the following new terminologies: 
1. Let p be an object from a database D, let   be a distance value, let )( pN

be 
the  -neighborhood of p, let MinPts be a natural number and let MinPts-
distance(p)  be the distance from p to its MinPts’ neighbor. Then the core-
distance of p is defined as 



 





MinPts(p))card(N if  UNDEFINED,
otherwise ),distance(pMinPts
p
MinPts,
distancecore )(    
2. Let b and o be objects from a database D, let )(oN

 be the  -neighborhood 
of o, and let MinPts be a natural number. Then the reachability-distance of p 
with respect to o is defined as 












MinPts(o))card(N if                    
  UNDEFINED,
otherwise                    
p)),,distance(o),distance(omax(cor
op,
MinPts,
distance-tyreachabili )(
 
Figure 2.5 illustrates the notions of core-distance and reachability-distance.  
                                                                                          
OPTICS doesn’t produce a cluster of the data 
set explicitly; but instead creates an increasing 
ordering of the database objects. The objects are 
sorted by their reachability-distance to the 
closest core object from which they have been 
directly-density reachable with respect to given 
parameters  , MinPts. So by definition, given a 
database containing n points, and two 
parameters   and MinPts, the OPTICS 
algorithm generates an ordering of the points  
DBn}{1,...,:o  and corresponding reachability-values 0Rn}{1,...,:r  . 
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Having the increased ordering of a database with respect to   and MinPts, any 
density-based clustering with respect to MinPts and a clustering-distance  can be 
easily extended by scanning the cluster-ordering and assigning cluster-memberships 
depending on both the reachability-distance and the core-distance of the objects.  
 
For small data set, OPTICS represents the cluster-ordering graphically, but it uses an 
appropriate visualization technique for large data set. Both techniques are suitable for 
exploring the clustering structure, offering insights for distribution and correlation for 
the data. For example, Figure 2.6. depicts the reachability-plot for a simple 2-
dimention data set.    
 
For a database D with n objects, OPTICS takes an expected running time of O(nlogn).     
 
  
 
 
 
DENCLUE 
 
DENCLUE (DENsity CLUstEring)[HK98] is an efficient approach to clustering in 
large multimedia databases with noise. The approach is based on the following ideas. 
The influence of each data point is formally modeled using a mathematical function, 
which is called influence function. The influence function is a function, which 
describes the impact of a data point within its neighborhood. The influence function is 
applied to each data point. The overall density of the data space is calculated as the 
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sum of the influence function of all data points. Clusters are determined 
mathematically by identifying density attractors. Density attractors are local maxima 
of the overall density function.          
 
[HK98] introduces the following formal definitions for the aforementioned notions. In 
the following, we denote the d-dimensional feature space by dF . 
1. The influence function of a data object dFy  is a function  0
dy
B F:f , 
which is defined in terms of a basic influence function Bf  
( )y,x(f)x(f B
y
B  ). The density function is defined as the sum of the 
influence functions of all data points. Given N data objects described by a set 
of feature vectors dN1 F}x,...,x{D  the density function is defined as    



N
1i
x
B
D
B )x(f)x(f
i .    
            Examples of basic influence functions are: 
(a) Square Wave Influence Function 
             


 
 y)d(x, if       0
otherwise       1
)y,x(f square  
(b) Gaussian influence function 
             
2
2
2
)y,x(d
D
Gauss ef


  
2. The gradient of a function DBf is defined as  



N
1i
x
Bi
D
B )x(f)xx()x(f
i . 
3. A point dFx  s called a density-attractor for a given influence function, iff 
x is a local maximum for the density function DBf . 
A point dFx  is density-attracted to a density attractor x , iff 
  )x,x(d:Nk k  with xx0  , 
)x(f
)x(f
xx
1iD
B
1iD
B1ii





  . 
4. A center-defined cluster (wrt.  , ) for a density-attractor x  is a subset 
DC  , with Cx being density-attracted by x  and  )x(f DB .  
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Points Dx are called outliers if they are density-attracted by a local 
maximum 0x  with 
 )x(f 0
D
B . 
5. An arbitrary-shape cluster (wrt.  , ) for the set of density attractors X is a 
subset DC  , where 
(a)   )x(f:XxCx DB , x is a density-attracted to 
x  and 
(b)   :Xx,x 21 a path 
dFP   from 1x  to 

2x  with 
 )p(f:Pp DB . 
     
Given that the overall density function is differentiable at any point, the density-
attractors can be calculated efficiently by a hill climbing procedure, which is guided 
by the gradient of the overall density function. 
 
The algorithm DENCLUE is an efficient implementation of the above idea. Science 
most of the data points don’t actually contribute to the density function at a point, 
DENCLUE use a local density function which considers only the data points, which 
actually contribute to the overall density function. 
 
The DENCLUE algorithm consists of two steps. The first step is pre-clustering step in 
which a map of the relevant portion of the data space is constructed. The map is used 
to speed up the calculation of density function, which requires to efficiently access the 
neighboring portions of the data space. The second step is the actual clustering step in 
which the algorithm finds the density-attractors and the corresponding density 
attracted points. 
 
DENCLUE has the following advantages. First, it has a firm mathematical basis. 
Second, it has a good clustering properties in data sets with large amount of noise. 
Third, it allows a compact mathematical description of arbitrary shaped clusters in 
high dimensional data sets. Finally, it is significantly faster than existing algorithms. 
 
Similar to DBSCAN, DENCLUE is sensitive to the input parameters  , .        
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Data Bubbles 
 
Data Bubbles [BKKS01] is a quality preserving performance boosting for hierarchal 
clustering. [BKKS01] scales hierarchical clustering methods (such as OPTICS) to 
extremely large databases.  
 
The naïve application of a hierarchical clustering  algorithm to a compressed data set 
(such as a random sample from the database) associated with the following problems.  
1. The clustering structure of the database is distorted. [BKKS01] calls this 
problem structural distortions.  
2. The sizes of clusters are distorted. [BKKS01] calls this problem size 
distortions.  
3.  We don’t have direct clustering information about the database objects. 
[BKKS01] calls this problem lost objects.  
 
To solve the above problems, [BKKS01] introduces a new concept for a compressed 
data item which is called Data Bubbles. [BKKS01] also introduces the necessary 
terminologies to use Data Bubbles in OPTICS instead of the previous concepts of 
compressed data items. These new terminologies are the following. 
1. Let X={Xi} ni 1  be a set of n objects. Then, the Data Bubble B w.r.t. X is 
defined as a tuple BX  =(rep, n, extent, nnDist), where  
- rep is a representative object for X (which may or may not be an element of  
X); 
              - n is the number of objects in X; 
- extent is a real number such that “most” objects of X are located within a     
radius” extend around rep; 
-nnDist is a function denoting the estimated average k-nearest neighbor 
distances within the set of objects X for some values k, k=1, ..., k = MinPts. 
A particular expected knn-distance in BX is denoted by nnDist(k, BX ). 
 
2. Let B=(repB, nB ,eB ,nnDistB )and C=(repC, nC ,eC, nnDistC) be two Data 
Bubbles. 
      Then, the distance between B and C is defined as dist(B, C)= 
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3. Let B=(repB, nB ,eB ,nnDistB ) be a Data Bubble, let   be a distance value, let 
MinPts be a natural number and let N ={X | dist(B, X)  }. Then, the core-
distance of B is defined as 
        
            where C and k are given as follows: C N has maximal dist(B, C) such that  
             
4. Let B=(repB, nB ,eB ,nnDistB )and C=(repC, nC ,eC, nnDistC) be two Data 
Bubble, let   be a distance value, let MinPts be a natural number,  and let 
CNB  ,where NC ={X | dist(C, X)   e}. 
           Then, the reachability-distance of B w.r.t. C is defined as 
             
 
 
 
 
Figure 2.7 shows how OPTICS use the Data Bubbles concept to perform the 
clustering task. Step 1 is different for the two algorithms. For OPTICS-CFBubbles 
[BKKS01] execute BIRCH, and extract the CFs from the leaf nodes of the CF-tree. 
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For OPTICS-SA Bubbles [BKKS01] draw a random sample of size and initialize a 
tuple (n, LS, ss) for each sampled object s with this object, i.e. n=1, LS=s and ss 
equals the square sum of s. Then, [BKKS01] read each object oi from the original 
database, classify oi to the sample object it is closest to, and update (n, LS, ss) for the 
corresponding sample point. [BKKS01] save the classification information by writing 
it to a file, as [BKKS01] can use it again in step 5. This is cheaper than to redo the 
classification. 
 
In step 5, [BKKS01] reads each object oi and its classification information from the 
original database. Let oi be classified to sj and Bj be the Data Bubble corresponding to 
sj .Now [BKKS01] set the position of oi to the position of Bj .If oi is the first object 
classified to sj , [BKKS01] set the reachDist of oi to the reachDist of Bj ,otherwise 
[BKKS01] set the reachDist to virtual-reachability(B). Then [BKKS01] write oi back 
to disc.  
 
The time complexity of  [BKKS01] is )( 2kO  which may be un acceptable for large k.   
 
 
2.2 Hierarchal-based methods 
 
The hierarchal-based methods put the data in a tree of clusters. The hierarchal-based 
clusters can be classified into agglomerative and divisive hierarchical clustering, 
depending on whether the decomposition is formed in a bottom-up or top-down 
manner.       
 
In this section, we will introduce the well-known algorithms under this category. 
 
 
BIRCH 
 
BIRCH (Balanced Iterative Reducing Clustering and Using Hierarchies)[ZRL96] is an 
efficient hierarchical data clustering method for very large databases. BIRCH 
employees the following concepts. 
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1. Given N d-dimensional data points in a cluster:  iX

 where i = 
1,…,N , the Clustering Feature (CF) vector of the cluster is 
defined as a triple: CF  SS,SL,N

 , where N is the number of the 
data points in the cluster, SL

 is the linear sum of the N data points 
, i.e. , 
N
1i i
X

, and SS is the square sum of the N data points, i.e., 
 
N
1i
2
iX

.   
2. A CF tree is a height-balanced tree with two parameters: branching 
factor B and threshold T. Every non-leaf node consist of at most B 
entries of the form [CFi, childi], where i = 1,…,B, “childi”  is a 
pointer to its i-th child node, and CFi is the CF of the sub-cluster 
represented by the this child. Every non-leaf node represents a 
cluster formed from all sub-clusters represented by its entries. A 
leaf node consists of at most L entries each of the form [CFi], 
where i = 1,…,L. Also each leaf node has two pointers “prev” and 
“next” that are used to connect all leaf nodes together in a chain for 
efficient scans. Also a leaf node represents a cluster made up of all 
the sub-clusters represented by its entries. But the diameter of 
every entry in a leaf node has to be less than the threshold T. Such 
a CF tree will be built dynamically as new data objects are inserted. 
 
BIRCH algorithm consists of four phases. Fig. 2.8 presents the overview of BIRCH. 
The purpose of the first phase is to scan the data points and built an initial in-memory 
CF tree using the given amount of memory and recycling the space on the disk. The 
constructed CF tree reflects the clustering information of the database with crowded 
data points grouped as sub-clusters and the spare data points removed as outliers. The 
second phase is optional. It scans the leaf entries in the initial CF tree to rebuilt a 
smaller CF tree, while removing more outliers and grouping crowded sub-clusters into 
larger ones. The third phase uses a global or semi-global clustering algorithm to 
cluster all leaf entries. Actually the fact that the existing global or semi-global 
clustering methods applied in the third phase have different input size ranges within 
which they perform well in terms of both the speed and quality leads to the existence 
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of the second phase as an optional one. The final phase uses the centriods of the 
clusters produced by the third phase as seeds to obtain a set of new clusters. 
 
For a database D contains n objects, The complexity of BIRCH algorithm is O(n) as it 
only requires one scan.  
 
Although the good clustering results, BIRCH doesn’t perform well if the clusters are 
not spherical in shape. This because it uses the notion of diameter as a control 
parameter. Also Birch has problems recognizing clusters with different sizes. 
 
    
 
 
 
 
 
 
CURE 
 
CURE (Clustering Using Representatives)[GRS98] is an efficient clustering algorithm 
for large databases. CURE is a hierarchically agglomerative approach. CURE defines 
the problem of clustering as follows: given a data points in a d-dimensional metric 
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space, partition the data points into k clusters such that the data points within a cluster 
are similar to each other than data points in different clusters. 
 
CURE begins by considering each data point as a separate cluster. Then CURE 
iteratively merges the closest pair of clusters until the number of clusters becomes k. 
For each cluster, CURE stores c, which is a constant number, well-scattered 
representative point to be used in the computation of the distance between a pair of 
clusters. The determination of the c representative is done as follows. First, CURE 
chooses c well scattered points within the cluster. Then the chosen points are shrike 
toward the mean of the cluster by a fraction  . To c well-scattered points in a cluster, 
CURE first chooses the point farthest from the mean as the first scattered point. Then 
CURE iteratively chooses a point from the cluster that is farthest from the previously 
chosen scattered points. The distance between two clusters is then the distance 
between the closest pair of representative points, one belonging to each of the two 
clusters. 
 
Figure 2.9 shows CURE’s approach to the clustering problem for large data sets.   
 
 
 
The worst-case time complexity of CURE is )nlogn(O 2 . CURE has the following 
advantages. First, it can recognize arbitrary shaped clusters. Second, it handles 
outliers. Third, it has linear storage requirements. The other hand CURE has a major 
drawback that it fails to take into account special characteristics of individual clusters. 
For example consider the four sub-clusters of points in 2D sbown in Figure 2.10. The 
selection mechanism of CURE will prefer merging clusters (a) and (b) over merging 
clusters (c) and (d), since the minimum distances between the representative points of 
(a) and (b) will be smaller than those for clusters (c) and (d). But clusters (c) and (d) 
are better candidates for merging because the minimum distances between the 
boundary points of (c) and (d) are of the same order as the average of the minimum 
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distances of any points within these clusters to other points. Hence, merging (c) and 
(d) will lead to a more homogeneous and natural cluster than merging (a) and (b).    
 
 
 
CHAMELEON 
 
CHAMELEON [KHK99] is a hierarchal clustering algorithm Using Dynamic models. 
Figure 2.11 shows an overview of CHAMELEON framework. 
   
 
CHAMELEON represents the database on the commonly used k-nearest neighbor 
graph. Each edge of the graph is weighted to indicate the degree of the similarity 
between the pair of the data items that are connected by that edge, i.e. an edge will 
weight more if the two data objects are similar toe ach other. 
 
To determine the similarity between a pair of clusters ji C,C CHAMELEON 
introduces the following new terminologies. 
1. The relative inter-connectivity between a pair of clusters iC  and jC is given 
by  
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 
,
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
  
where  ji C,CEC  is the sum of the weight of edges that connect vertices in iC  to              
vertices in jC and iCEC  is the weighted sum of the edges that partition the 
cluster iC into two roughly equal parts. 
2. The relative closeness between a pair of clusters iC  and jC is computed as by  
 
,
S
CC
C
S
CC
C
S
)C,C(RC
jCiC
jC,iC
EC
ji
j
EC
ji
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ji



  
where 
iC
ECS  and 
jC
ECS  are the average weights of the edges that belong in the 
min-cut bisector of clusters iC  and jC ,respectively, and  jC,iCECS  is the 
average weight of the edges that connect vertices in iC  to vertices in jC . 
 
CAHMELEON consists of two phases. The purpose of the first phase is to cluster the 
data items into a large number of sub-clusters that contain a sufficient number of 
items. Using a graph-partitioning algorithm to partition the k-nearest neighbor graph   
of the data set into large number partitions such the edge-cut is minimized does this. 
The second phase uses an agglomerative hierarchical algorithm to discover the 
clusters in the sub-clusters produced by partitioning-based algorithm of the first 
phase. In this phase CHAMELEON starts with each of the sub-clusters produced in 
the first phase as a separate cluster. The algorithm then iteratively selects the most 
similar pair of clusters by looking at their relative inter-connectivity and their relative 
closeness to merge them. This done until a condition on the relative inter-connectivity 
and the relative closeness of the merged clusters is broken.  
 
The total complexity of CHAMELEON ’s two phases clustering algorithm is 
)mlogmnlognnm(O 2 , where n is the number of the data items and m is the 
number of the sub-clusters produced by the first phase. 
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CHAMELEON has the following advantages. First, it can adapt to the internal 
characteristics of the clusters being merged. Second, it is more efficient than CURE in 
discovering arbitrary shaped clusters of varying density. But CHAMELEON can be 
time consuming for high dimensionality data items.          
 
   
ORCLUS 
 
ORCLUS [AY00](arbitrary Oriented projected CLUSter generation) is a hierarchical 
clustering algorithm that constructs clusters in arbitrary aligned subspaces of lower 
dimensionality. The subspaces are specific to the clusters themselves.  
 
ORCLUS takes as input parameters the number of the clusters k and the 
dimensionality l of the subspace in which each cluster is reported. The algorithm 
outputs the following: 
1. A (k+1)-way to partitions )O,C,...,C( k1 of data, such that the points in each 
partition element except the last form a cluster. 
2. A possibly different orthogonal set i of vectors for each cluster iC , ki1  , 
such that the points of iC cluster well in the subspace defined by those 
vectors. 
 
The overall algorithm consists of a number of iterations, in each of which it applies a 
sequence of merging operations in order to reduce the number of current clusters by 
the factor  <1 and the dimensionality of the current clusters by the factor 1 . 
 and  are chosen such that the reduction from ok to k clusters occur in the same 
number of iterations as the reduction from the Dlo  (the dimensionality of the 
database) to l dimensions. 
   
The algorithm begins by picking a number kko  of points from the database. These 
points are referred to as the seeds. At each stage of the algorithm, each seed is is 
associated with the following: 
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1. Current cluster iC : this is the set of the points from the database which are 
closest to seed is  in some subspace i  associated with the cluster iC . 
2. Current Subspace i : this is the subspace in which the points from iC cluster 
well. 
For each of the initially chosen seeds i  is initialized with the dimension set of the 
database. Then while the current number ck  of seeds (clusters) is larger than k, the 
algorithm does the following. It calls the Assign procedure to construct the current 
clusters 
ck1
C,...,C each of dimensionality cl . It computes )*k,kmax(knew   and 
)*l,lmax(l cnew  . It calls the Merge procedure to reduce the number of the clusters 
from ck  to newk  clusters each of dimensionality newl .  Then it calls the FindVectors 
method procedure to find the set i  of each of the new newk clusters. Then it puts 
newk as the current number of clusters and newl  as the current dimensionality of 
clusters. The algorithm terminates merging process overall the iterations has reduced 
the number of clusters to k. The algorithm performs one final pass over the database 
in which it uses the Assign process in order to partition the database. 
         
In each iteration the following three steps are applied: 
1. Assign: The database is partitioned into ck current clusters by assigning each 
data point to its closest seed. The distance of the database point to a seed 
point is  is measured in the subspace i . 
2. FindVectors: In this procedure the algorithm find the subspace i  of   
dimensionality cl for each current cluster iC . This is done by computing the 
covariance matrix for the cluster iC  and picking the cl orthonormal 
eigenvectors with the least eigenvalues.     
3. Merge: During a given iteration the merge phase reduces the number of 
clusters from ck to )*k,kmax(k cnew  . The quantitative measure for the 
suitability of merging pair of seeds [i,j] is calculated using a two step process. 
In the first step the eigenvectors corresponding to the smallest newl  
eigenvalues for the covariance matrix of ji CC   is calculated. In the second 
step the mean square distance of then points in ji CC  to its centroid is 
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calculated in the. This calculation in the subspace founded in step1. So the 
pair with least square is merged first. 
 
To make ORCULS scalable to very large databases, the ECF-vector is introduced. 
The ECF-vector contains 1dd 2  entries. These entries are of three kinds: 
1. There are 2d entries corresponding to each pair of dimensions (i, j). For each 
pair of dimensions (i, j), the algorithm sums the products of the ith and the jth 
components for each point in the cluster. 
2.   There are d entries corresponding to each dimension i. The algorithm sums 
the ith component for each point in the cluster.    
3. The number of points in the cluster is stored also.  
 
The total time required by the ORCULS algorithm is given by 
)dkdNkk(O 32oo
3
o  . The overall space required of the algorithm is 
)dk(O 2o  . 
 
The algorithm has the advantage of discovering the clusters in arbitrary oriented 
subspaces of lower dimensionality. Also it can prune off two many dimensions 
without at the same time incurring a substantial loss of information.    
 
 
2.3 Partitioning methods 
 
A partitioning algorithm divides n objects, which we want to cluster, into k partitions, 
where each partition represents a cluster and k is a given parameter. Such algorithm 
form the clusters to optimize an objective criterion, similarity function, such as 
distance.      
 
In this section, we will introduce five well-known algorithms under this category. 
 
 
k-Means 
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The k-Means[HK00] algorithm takes the input parameter, k, and partitions a set of n 
objects into k clusters so that the resulting intra clustering similarity is high but the 
intercluster similarity is low. Cluster similarity is measured in regard to the mean 
value of the objects in a cluster, which can be viewed as the cluster’s center of 
gravity.  
 
The k-means algorithm works as follows. First it randomly select k of the objects, 
each of witch initially represent a cluster mean. For each of the remaining objects, an 
object is assigned to the cluster to witch it is the most similar, based on the distances 
between the objects and the clusters centers. It then compute the new mean for each 
cluster. This process iterates until the criterion function converges. The sruared-error 
criterion is used, defined as  
,
2
1   
k
i cp ii
mpE  
Where E is the sum for square-error for all objects in the database, p is the point in 
space representing a given object, and mi is the mean of the cluster Ci..      
 
 
 
k-Medoids 
 
The k-Means algorithm is sensitive to outliers since an object with extremely large 
value may substantially distort the distribution of the data. 
 
Instead of taking the mean value of objects in a cluster as a reference point, the k-
Mediods[HK00] algorithm use the mediod, which is the most centerly located object 
in a cluster. Thus the partitioning methods can still be performed based on the 
principle of minimizing the sum of the dissimilarity between each object and its 
corresponding reference point. This forms the bases of the k-Mediod method. 
 
The basic strategy of the k-Mediods clustering algorithms is to find k clusters in n 
objects by first arbitrarily finding a representative object(the mediod) for each cluster. 
Each remaining object is clustered with mediod to which it is the most similar. The 
strategy the iteratively replaces one of the non-mediods as long as the quality of the 
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resulting clustering is improved. This quality is estimated using  accost function that 
measures the average dissimilarity between an object and the mediod of its cluster. To 
determine a non-mediod object, orandom, is a good replacement for a current object, Oj, 
the following four cases are examined for each of the non-mediod objects, p. 
 
 Case 1: p currently belongs to mediod oj. if oj is replaced by orandom as a 
mediod and p is closest to one of the oi, ji   ,the p is assigned to oi. 
 Case 2: : p currently belongs to mediod oj. if oj is replaced by orandom as a 
mediod and p is closest to orandom, then  p is assigned to orandom. 
 Case 3: p currently belongs to mediod oi, ji  . if oj is replaced by orandom as a 
mediod and p is still closest to oi, then the assignment does not change. 
 Case 4: p currently belongs to mediod oi, ji  . if oj is replaced by orandom as a 
mediod and p is closest to orandom, then  p is assigned to orandom.      
 
 
 
CLARANS  
 
CLARANS (Clustering Large Applications based up on RANdomized Search) was 
introduced in [NG94] as the first clustering technique in spatial data mining problems. 
The algorithm takes as an input the number, k, of the desired clusters but such a 
parameter is often hard to determine in realistic applications. So a good clustering 
algorithm should minimize the input parameters. The algorithm first randomly selects 
k points as the centers for the required clusters and assign each data point to its nearest 
center to form the required clusters. Then the algorithm tries to find better solutions. 
Better solution means a new set of centers that minimize the sum of the distances that 
each object has to cover to the center of its cluster. The computational complexity of 
CLARANS is O(n
2
), where n is the number of the objects. 
  
Although CLARANS generates good clustering results, there are several major 
problems with this algorithm. First, the quality of the results cannot be guaranteed 
when the number of points, N, is large since the randomized search is used in the 
algorithm to determine initial centers for the clusters and then to refine those centers. 
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Second, CLARANS takes as an input the number of the desired clusters and another 
integer, which determine the number of maximum tries to refine a center, but both 
numbers are generally unknowns in realistic applications. Third, CLARANS can’t 
handle outliers. Forth, when data is updated, we need to run the algorithm from 
scratch. Finally, CLARANS assumes that all objects are stored in main memory. This 
clearly limits the size of the database to which CLARANS can be applied.  
 
 
 
2.4 Grid-Based methods 
 
The grid-based clustering algorithms summarize the data space into a finite number of 
cells that form a grid structure on which all of the operations for clustering are 
performed. Those methods always have fast processing time, which typically 
independent of the number of the data objects, but dependent on the number of the 
cells in each dimension in the summarized space.  
 
In this section, we will introduce five well-known algorithms under this category. 
 
  
 
STING 
 
STING(STatistical INformation Grid  )[WYM97] is a grid based clustering algorithm 
that is used to facilitate several kinds of spatial queries. The most commonly asked 
query is region query which is to select regions that satisfy certain conditions. An 
example of such a query is the following “Select the maximal regions that have at 
least 100 houses per unit area and at least 70% of the house prices are above $4OOK 
and with total area at least 100 units with 90% confidence”. Another type of query 
selects regions and returns some function of the region, e.g., the range of some 
attributes within the region. An example of such a query is as follows ” Select the 
range of age of houses in those maximal regions where there are at least 100 houses 
per unit area and at least 70% of the houses have price between $150K and $300K 
with area at least 100 units in California.”  
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STING uses a hierarchical structure which constructed as follows. STING divides the 
spatial area into rectangle cells. Let the root of the hierarchy be at level 1; its children 
at level 2, etc. A cell in level i corresponds to the union of the areas of its children at 
level i+1.  Each cell (except the leaves) has 4 children and each child corresponds to 
one quadrant of the parent cell. The root cell at level 1 corresponds to the whole 
spatial area. STING choose the size of the leaf level cells such that the average 
number of objects in each cell is in the range from several dozens to several 
thousands. The hierarchical structure is illustrated in Figure 2.12.  
 
For each cell STING calculate the following parameters:  
n  -    number of objects (points) in this cell 
m -    mean of all values in this cell 
s  -    standard deviation of all values of the attribute in this cell 
min  - the minimum value of the attribute in this cell 
max - the maximum value of the attribute in this cell 
distribution - the type of distribution that the attribute value in this cell follows 
 
 
 
After constructing the grid structure STING works as follows: 
1. Determine a layer to begin with. 
2. For each cell of this layer, STING calculates the confidence interval (or estimated 
range) of probability that this cell is relevant to the query. 
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3. From the interval calculated above, STING labels the cell as relevant or not 
relevant. 
4. If this layer is the bottom layer, go to Step 6; otherwise, go to Step 5. 
5. STING goes down the hierarchy structure by one level. Go to Step 2 for those 
cells that form the relevant cells of the higher level layer. 
6. If the specification of the query is met, go to Step 8; otherwise, go to Step 7. 
7. Retrieve those data fall into the relevant cells and do further processing. Return 
the result that meet the requirement of the query. Go to Step 9. 
8. Find the regions of relevant cells. Return those regions that meet the requirement 
of the query. Go to Step 9. 
9. Stop. 
 
The total complexity of STING is O(K).Where K is the number of cells at bottom 
layer.  
 
Although STING produces a good clustering results, it has the following drawbacks. 
First STING quality depends on the granularity of the lower level cells. Second, 
STING does not consider the regions formed by children of different parents. As a 
result the diagonal bounders of a cluster can’t appear.  
 
 
WaveCluster 
 
WaveCluster [SCZ89] is a multi-resolution clustering approach for very large 
databases. The basic idea beyond this approach is as follows. The multi-dimensional 
spatial data objects can be represented in an n-dimensional feature space. A feature 
vector represents the numerical attributes of a spatial object where each element of the 
vector corresponds to a numerical attribute. Each object with n numerical attributes 
corresponds to one point in the feature space. WaveCluster propose to look at the 
feature space from a signal processing prospective. So the high frequency parts of the 
signal correspond to the regions of the feature space where there is a rapid change in 
the distribution of the objects, that is the boundary of the clusters. The low frequency 
parts of the n-dimensional signal, which have high amplitude, correspond to the areas 
of the feature space where the objects are concentrated, i.e. the clusters themselves.  
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To find the different frequency sub-bands of a signal, WaveCluster employees a 
wavelet transform. Wavelet transform is a type of signal representation that can give 
the frequency content of the signal at a particular instance of time. By applying 
wavelet transform multiple times, WaveCluster can detect the clusters at at different 
levels of accuracy. For example, Figure 2.13 shows the wavelet representation of a 
database at three scales from fine to coarse.         
 
                                                
    a)    b)    c)   
The WaveCluster algorithm works as follows. It quantizes feature space and assigns 
objects to the units. Then, it applies wavelet transform on the feature space. It finds 
the connected components in the sub-bands of transformed feature space at different 
levels. Then, it assigns the labels to the units. The algorithm maps the units in the 
transported feature space to the units in the original space. Finally, it maps the objects 
to the clusters.  
 
The required time for WaveCluster algorithm is linear in terms of the number of the 
objects in the database. 
 
WaveCluster has the following advantages. First, it is order insensitive with respect to 
the input objects. Second, it can detect arbitrary shape clusters. Third, it removes the 
outliers from the original space after the transformation. Finally, by using wavelet 
transform, Clusters in the data automatically stand out and clear regions around them.                    
 
 
CLIQUE        
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CLIQUE(CLustering in QUEst)[AGGR98] is a grid-based clustering algorithm. 
CLIQUE, has been designed to find clusters embedded in subspaces of high 
dimensional data without requiring the user to guess subspaces that might have 
interesting clusters. CLIQUE generates cluster descriptions in the form of DNF 
expressions that are minimized for ease of comprehension. It is insensitive to the 
order of input records and does not presume some canonical data distribution.  
 
CLIQUE, consists of the following steps: 
1. Identification of subspaces that contain clusters. 
2. Identification of clusters. 
3. Generation of minimal description for the clusters. 
 
The first step is done as follows. It first determines 1-dimensional dense units by 
taking a pass over the data. Having determined (k-1)-dimensional dense units, the 
candidate k-dimensional units are determined using the candidate generation 
procedure given below. A pass over the data is made to find those candidate units that 
are dense. CLIQUE terminates when no more candidates are generated. 
 
The candidate generation procedure takes as an argument Dk-1, the set of all (k-1)-
dimensional dense units. returns a superset of the set of all k-dimensional dense units. 
Assume that the relation < represents lexicographic ordering on attributes. First, 
CLIQUE self-join Dk-1, the join condition being that units share the first k-2 
dimensions. CLIQUE then discard those dense units from Ck which have a projection 
in (k-1)-dimensions that is not included in Ck-1. 
 
In the second step CLIQUE uses a depth-first search to find the connected 
components of the dense units in the obtained sub-space. 
 
The input to the third step consists of disjoint sets of connected k-dimensional units in 
the same subspace. Each such set is a cluster and the goal is to generate a concise 
description for it. To generate a minimal description of each cluster, CLIQUE would 
want to cover all the units comprising the cluster with the minimum number of 
regions such that all regions contain only connected units. For a cluster C in a k-
dimensional subspace S, a set R of regions in the same subspace S is a cover of C if 
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every region RR' is contained in C, and each unit in C is contained in at least one of 
the regions in R. 
 
CLIQUE is linear in the number of the database objects. CLIQUE is scalable, end-
user comprehended of the results. CLIQUE also doesn’t presume any canonical data 
distribution, and insensitivity to the order of input records.  
 
 
 
STING+ 
 
STING+[WYM99] supports spatial data mining triggers monitoring both spatial 
regions that satisfy some condition and attribute values of objects within some spatial 
regions. The user can specify two kinds of conditions. One condition is an absolute 
condition, i.e., the condition is satisfied when a certain state is reached. The other type 
of condition is a relative condition, i.e., the condition is satisfied when a certain 
degree of change has been detected. 
 
Therefore, four categories of triggers are supported by STING+ . 
1. region-trigger: absolute condition on certain regions, 
2. attribute-trigger: absolute condition on certain attributes, 
3. region- -trigger: relative condition on certain regions, 
4. attribute- -trigger: relative condition on certain attributes. 
 
STING+  employees a hierarchical structure that similar to the structure used by 
STING. Also there are sex types of variables known as sub-triggers. These sub-
triggers are added to different cells according to the user-defined trigger being 
handled. 
 
The sex types of sub-triggers are the following. 
1. Insertion-sub-triggers and deletion-sub-triggers are sub-trigger types (referred 
to as density-sub-triggers) used to monitor density changes of a cell. 
2. Another pair of sub-triggers (referred to as attribute-sub-triggers) are inside-
sub-trigger and outside-sub-trigger. They monitor whether an aggregate (such 
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as MIN, MAX, AVERAGE, etc.) or a certain percentage (e.g., 80%) of 
attribute values enters or leaves a range  ul rr ,  respectively. 
3. Moreover, STING+ allows two additional types of sub-triggers expand-sub-
trigger and shrink-sub-trigger to be set only on leaf level cells to track 
expansion and shrinking of region(s) Q from a given time, t1, respectively.  
 
Then, there are two sets of composite events that STING+ considers: (1) the set, E(s), 
of composite events that can cause TC to become true, where TC is the trigger 
condition specified in T(trigger); (2) the set of composite events that can cause a 
change to E(s), call it F(s). (F(s) is closed, i.e., only events in F(s) can update F(s). If 
a composite event in E(s) occurs, we need to re-evaluate TC ; whereas a composite 
event in F(s) happens, we have to update E(s). 
 
 
 
 
To evaluate TC , STING+ employs a “step-by-step” strategy based on the observation 
that a trigger condition is a conjunction of predicates nPPP  ...21  and can not 
become true if any one   predicate is false.  In particular, the trigger evaluation process 
in STING+ employs the order {location, density condition, attribute condition,...}and 
is therefore divided into phases, one for each predicate.  
 
In many applications, clusters formed by objects with some specified attribute values 
are the main features of interest. Some examples are the following. 
1. Military Deployment. 
2. Situation Awareness and Emergency Response.  
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2.5 Constrained-based methods 
 
Many clustering algorithm have been conducted. Most of these algorithms does not 
allow users to specify real life constraints such as physical obstacles. Additional 
research is needed on providing the users the ability to incorporate real life constraints 
into the clustering algorithm.  
 
In this section, we introduce two algorithms which are of such nature.           
 
  
Constrained-Based Clustering in Large Databases 
 
The constrained clustering problem is defined in Constrained-Based Clustering in 
Large Databases [THLN01] as follows. 
Constrained Clustering (CC): Given a data set D with n objects, a distance function 
DDdf : , a positive integer k, and a set of constraints C, find a k-clustering, 
i.e. a partition of D into k disjoint clusters ),...,( 1 kClCl such that 
 
k
i ii
repCldispDISP
1
)),(( is minimized, and each cluster Cli satisfies C, denoted as 
Cli ╞ C. Where irep  is the representative of the cluster Cli and is chosen such that the 
dispersion of the cluster Cli, ),( ii repCldisp ,which equals   iClp ireppdf ),( is 
minimized.                                                                                                                     ڤ 
 
Constrained-Based Clustering in Large Databases [THLN01] develops a scalable 
constrained clustering algorithm to solve the constrained clustering problem. The 
algorithm mainly focuses on a type of constraints called existential constraints that is 
defined as follows. 
Existential Constraints: Let DW   be any subset of objects. We call them pivot 
objects. Let c be a positive integer. An existential constraint on a cluster Cl is a 
constraint of the form:   cWOClOOcount iii  ),|( .                                              ڤ      
The algorithm finds an initial solution satisfying user-defined constraints and then 
tries to refine the solution by doing confined object movements under constraints. The 
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algorithm is an iterative one that consists of two phases: pivot movement and deadlock 
resolution. Although the refinement process is done during the two phases, phase two 
is mainly designed to resolve a deadlock cycle. Briefly, a sequence of clusters 
 11 ,,..., ClClCl k is said to be in a deadlock cycle of length k if (a) the movement of 
any object from any cluster will violet the constraints; and (b) there exist an object in 
the cluster Cli with 1irep  as its nearest cluster representative, 11  ki , and one 
object in Clk with 1rep as its nearest cluster representative. In [THLN01], it is proven 
that finding the optimal solution for both phases is NP-hard problem so several 
heuristics are used in the algorithm.  
 
Constrained-Based Clustering in Large Databases presents a novel concept called 
micro-clustering sharing to scale up the algorithm. Given a micro-cluster (a 
compressed entity of data objects) with n non-pivot objects and m pivot objects, the n 
non-pivot objects will always be assigned to the nearest cluster, while m pivot objects 
can be shared among the multiple clusters. 
 
Constrained-Based Clustering in Large Databases also discusses other types of 
constraints: universal, existential-like, averaging, and summation. Universal 
constraints are constraints in which a specific condition must be satisfied by every 
object in a cluster. This can be reduced to the unconstrained clustering problem by 
running the clustering algorithm on only those objects that satisfy the constraints. 
Existential-like constraints are similar to existential constraints in nature and can be 
handled by an algorithm that was designed to handle existential constraints with 
simple modification. For example, cClcount i )( is an existential-like constraint. 
Averaging and summation constraints are constraints, which involves summation or 
averaging of some numerical attributes of the data objects. Even finding an initial 
solution for averaging and summation constrain is an NP-hard problem.        
 
COD-CLARANS 
 
COD-CLARANS[THH01](Custering with Obstructed Distance based on CLARANS) 
is the first clustering algorithm that solve a problem which is known as the problem of 
clustering with obstacles entities(COE). 
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The problem of clustering with obstacles entities(COE) is to partition a set of n points 
},...,{ 1 nppP  into k clusters kClCl ,...,1 such that the following square error function 
E is minimized. 

 

k
i Clp
i
i
cpdE
0
2)),((  
Given that the space contains m non-intersect obstacles {o1,…,om}in a two-dimensions 
region, R, with each obstacle represented by a simple polygon. 
 
The COD-CLARANS algorithm contains two phases. The first phase breaks the 
database down to several sub-databases and summarizes them individually. For each 
clustering step a micro-clustering step is performed. A micro-cluster is a compressed 
representation of a group of points which are close together that they are likely to 
belong the same cluster. Information about the micro clusters are stored together with 
the representative points. A BSP tree and a visibility graph are also constructed during 
this phase. Spatial join indexes such as VV index, MV index, or MM index can be 
calculated also during this phase for computing the obstructed distance efficiently. 
 
The second phase is the clustering stage. The algorithm first randomly selects k points 
as the centers of the clusters and then ties to find better solution.  
 
The figure above shows the overall structure of COD-CLARANS. The algorithm 
consists of three main parts the main algorithm, the computation of the square-error E 
, and a pruning function E’. The pruning function E’  has two purposes. First it can 
help to prune search and avoid the computation of E. Second in the event when the 
computation of E can’t be avoided, the pruning function can provide focusing 
information to make the computation of E more efficient.    
 
In order to discuss the computational complexity of COD-CLARANS, we suppose 
that D is a database with n objects, m is the number of the micro-clusters to be 
clustered and G(V,E) is the visibility graph of the polygon obstacles. The expected 
running time of the first phase is O(N log|V|)+O(|V|
2
). The expected running time of 
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second phase is O(N |V|)+O(m|V|
2
)+ O(m
2
|V|). So the total complexity of the COD-
CLARANS algorithm is            
O(COD-CLARANS)=O(N |V|)+O(m|V|
2
)+ O(m
2
|V|) 
Although COD-CLARANS generates good clustering results, there are several major 
problems with this algorithm. First, the quality of the results cannot be guaranteed 
when the number of points, N, is large since the randomized search is used in the 
algorithm to determine initial centers for the clusters and then to refine those centers. 
Second, COD-CLARANS takes as an input the number of the desired clusters and 
another integer, which determine the number of maximum tries to refine a center, but 
both numbers are generally unknowns in realistic applications. Third, COD-
CLARANS can’t handle outliers. Forth, when data is updated, we need to run the 
algorithm from scratch.     
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Chapter 3 
 
Clustering Large Spatial 
Databases  
 
 
The requirements of clustering algorithms which are raised by applications of 
large spatial databases are the following: minimal requirements of domain 
knowledge to determine the input parameters, efficient discovery of clusters 
with arbitrary shapes , and acceptable efficiency in handling large databases. 
Most algorithms that solve the problem of spatial clustering, however, do not 
present solutions that satisfy all requirements. As mentioned in the Introduction, 
one of the objectives of this thesis is to propose a clustering algorithm for large 
spatial databases that satisfy all the aforementioned requirements.   
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In this chapter, we introduce a grid-based clustering algorithm. We first 
introduce some notions that are used in the algorithm. In section 3.2, we present 
the details of the algorithm. In section 3.3, we introduce an illustrative example. 
Section 3.4 presents the computational complexity of the algorithm. An 
experimental evaluation of the proposed algorithm using synthetic data is 
presented in Section 3.5. Finally, Section 3.6 concludes the chapter.  
         
 
 
3.1    Basic Definitions 
 
In the following, we formalize the necessary notions for our proposed algorithm.   
 
Definition 1: (a grid structure of a spatial area) Given a spatial area S a grid 
structure of S is a structure resulting from dividing S into rectangular cells of 
equal areas. These cells are obtained by dividing the dimensions of the spatial 
area into the same number of the segments that have equal lengths. Figure 3.1 
shows an example of such grid structure.      
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Definition 2:   (dense cell) A cell in the grid structure is said to be a dense cell if 
the number of points in that cell is greater than or equal h*
m
N
. Otherwise the 
cell is said to be non-dense. Where S is a grid structure of a spatial area, N is the 
number of points in the spatial area, m is the number of the cells in the grid 
structure, h is a proportion. 
 
Definition3: (neighbor cell) Given a grid structure of a spatial area, two cells 
are said to be a neighboring cells, if the two cells has a common boundary 
(either in a line or a point). 
 
Definition 4:   (connected cells) Given a grid structure of a spatial area, two 
cells, p and q, are said to connected if there exists a chain of cells n1 c,...,c , 
where n is a natural number, such that qc,pc n1   and ic is a neighboring cell 
to 11,1  nici . 
 
Definition 5: (connected region) Given a grid structure of a spatial area, S, a 
region in S is a set of cells. A region is said to be connected, if any pair of  cells 
in the region are connected. A region of dense cells is said to be maximal if any 
dense cell that is a neighbor to a cell in that region is also in the region. 
 
Definition 6:  (cluster) Let S be a grid structure of a spatial area, N is the 
number of points in the spatial area, m is the number of the cells in the grid 
structure, and h is a proportion, a cluster in the spatial area S is a connected 
region of cells such: 
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1. the number of points in the cluster is greater than or equal to 
th*
m
N






, where t is the number of cells in the cluster. 
2. Addition of a cell that is a neighbor to some cell in the cluster violates 
the first condition.  
 
Definition 7: (outliers) Let k1 C,...,C be the clusters in a spatial area S with 
respect to the parameters m, the number of the cells in the grid structure, h, a 
proportion, then we define the outliers as the set of data points in the spatial area 
that do not belong to any cluster iC .   
 
 
3.2     Algorithm SCLD 
 
In this section, we describe the proposed algorithm, SCLD. The SCLD algorithm 
consists of two phases.  
 
 
3.2.1 Phase 1 
 
In this phase, the algorithm first divides the spatial area into m, which is an 
input, rectangular cells of equal areas by dividing each of the dimensions of the 
spatial area into the same number, mw  , of equal pieces. Then, the algorithm 
labels each cell as dense or non-dense (according to the number of points in that 
cell and an input threshold). The algorithm finds all maximal, connected, 
regions of dense cells. Each region is a cluster. Then, the algorithm finds a 
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center for each of the obtained clusters. To find a center for a cluster the 
algorithm determines the arithmetic mean of all the points in the cluster.  
 
 
3.2.2 Phase 2 
 
In this phase, for each non-empty, non-dense cell, the algorithm assigns the cell 
to its neighboring cluster that satisfy the following conditions. First, the addition 
of the cell to the cluster dose not violate the first condition in the definition of 
the cluster (see Definition 6). That is the number of the points in cluster after 
adding this cell, is greater than or equal to  1* 





th
m
N
.  Second, if there are 
more than one cluster that satisfy the first condition, the cell is added to the one 
whose center in the nearest (using the Euclidean distance) to the mean point of 
the cell. Finally the algorithm re-computes a center for each extended cluster 
and outputs the obtained centers as the centers of the clusters in the spatial area.  
 
Algorithm 3.1 SCLD.  
Input:    
1. A set of N objects in a spatial area S. 
2. A square number, m, which represents the number of cells in the spatial 
area such that m<<N.   
3. A percentage, h, used to determine the dense cells according to definition 
2.   
 
Output: Clusters with their centers. 
Method:   
1 mw  ; 
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2 Divide the spatial area into m rectangular cells by dividing each of 
dimension of the spatial area into w equal segments; 
3 For(i=0; i<m; i++)  
                  { 
                  determine for the cell, ci,  parameters:                               
- 
ic
n   : the number of the objects in that cell. 
- 
ic
m  : the mean object of all objects in that cell. 
} 
4 )*( h
m
N
roundd  ;  
5 For(i=0; i<m; i++)  
             {  
             if ( dn
ic
 ) then  
                       ci is labeled as dense;  
             else 
                       ci is labeled as non-dense; 
              } 
6 j=0; 
7 For(i=0; i<m; i++) 
             { 
              if (ci is dense) then, 
                   {  
                   if (ci is not processed yet) then, 
                         {    
- Construct a new cluster, rj, and mark the cell ci as an 
element of rj; 
               -  Put the dense neighboring cells of ci in a list, Q; 
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               - While (Q is not empty) 
                                       { 
- Take the first element, c’, from Q, mark c’ as an 
element of the cluster rj and add to Q the dense 
neighboring cells of c’, that have not been processed 
yet;     
                     } 
                -  j++; 
        } 
} 
8 For(i=0; i<j; i++) 
               Compute the mean object of the cluster rj; 
9 For(i=0; i<j; i++) 
                   { 
- List all neighboring non-empty cells of rj in a list , QN; 
- Sort, QN in a descending order, according to the number of 
objects in the cells; 
} 
10 While (QN isn’t empty) 
        {  
         -    Take the first element, e, of QN; 
         -    Find all neighboring clusters of e;  
- Determine which of those clusters can be extended to contain e 
without  becoming non-dense;  
- Assign e to the nearest cluster obtained in previous step; 
} 
11 Re-compute a center for each extended cluster; 
12 Output the clusters with their centers;  
CHAPTER 3. CLUSTERING LARGE SPATIAL DATABASES 
 45 
3.3     Example 
 
In this section, we describe our algorithm by an example. Suppose that we have 
a spatial area containing 5,000 objects. Figure 3.2 shows a sketch of the spatial 
area. 
 
 We are asked to find the clusters in that spatial area given that m = 36 and h = 
0.9. 
 
The algorithm works as follow. 
1. mw  =6. 
2. The spatial area is divided into 36 equal cells by dividing each of the 
dimensions into 6 equal segments. So we obtained the dotted grid 
structure in Figure 3.2. The cells in Figure 3.2 are numbered from left to 
right and from top to down.  
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3. For each cell, c, the algorithm computes the two parameters nc, mc.  
Table 3.1 shows values for the number of points for some cells in the 
grid. We assume that the remaining points in the spatial area are 
distributed among the remaining cells such that no cell contains more 
than 100 points.    
4. )*( h
m
N
roundd  =125.   
5. Each cell, c, with dnc  is labeled as dense. So, cells 1, 2, 14, 16, 20 
and 22 are the only dense cells. 
 
Cell 
number 
Number 
Of points 
1 400 
2 400 
20 125 
21 120 
22 600 
26 125 
27 110 
28 600 
Table 3.1: the  nc 's parameters for some cells 
6. The maximal, connected regions (clusters) of dense cells are determined 
by a breadth-first search. Figure 3.3 illustrates such clusters in the given 
spatial area with each cluster in a different color. 
7. For each cluster obtained in step 6, the algorithm finds the arithmetic 
mean of the points in the cluster as its center. These centers are shown 
in Figure 3.3.  
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8.   ٍ In this step, cells 3, 7, 8, 9, 13, 14, 15, 16, 17, 19, 21, 23, 25, 27, 29, 
30, 31, 32, 33, 34 and  35 that are neighbors to the obtained clusters are 
put in a list QN in a descending order according to the number of the 
points in each of them. So cell 21 is the first element of QN followed by 
cell 27.   
9. The algorithm proceed as follows: 
9.1 Cell 21 is eliminated from QN because this cell at the top of the list 
QN .  
9.2  Regions 2, 3 are determined as neighboring clusters to cell 21. 
9.3 Region 3 is determined. In this step region 2 is eliminated because the 
addition of cell 21 to region 2 violate the first condition in the 
definition of the cluster (Definition 6 ).  
9.4 Cell 21 is assigned to region 3. Steps 9.1 to 9.4 are repeated to each 
element of QN.  
10. Figure 3 shows the extended clusters with their new centers.   
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3.4  Complexity of the SCLD Algorithm 
 
We analysis the complexity of the SCLD in this section. The following notations 
are defined for this discussion: 
N: the number of data objects in database D. 
m: the number of cells in the spatial area, m<<N. 
Steps 1, 2, 4, 7, and 10 are simple calculations that take a constant time. In step 
3, we need to scan the database only once so step 3 takes O(N) time. Step 5 
takes O(m), because in this step we need to scan the cells in the grid structure 
only once. The expected running time of step 6 is also O(m). So, the running 
time for steps 5 and 6 is O(m)+O(m)= O(m) time. The expected running time of 
step 8 is )mlog(m , because we need to order some of the cells in the grid 
structure according to their corresponding number of the data points. Step 9 
takes time of O(m), because in this step we scan some of the cells in the grid 
structure.        
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The total complexity of SCLD is the sum of the running time of all the steps: 
            O(SCLD) = )N(O + O(m)+ )mlog(m +O(m). 
                          =O(N)+ )mlog(m  (since m<<N) 
                                          
 3.5   Performance Study 
 
In this section, we look at the performance of the SCLD algorithm by 
performing experiments on a PC with a Pentium 900 Mhz processor and a 
Western digital 750 rpm hard disk. We use two synthetic databases, DS1 and 
DS2. These databases are shown in Figure 3.5. In DS1, there are five clusters of 
different shapes and sizes. In DS2, there are four circle-shaped clusters of 
significantly differing sizes. DS1 contains additional noise. The number of data 
points in DS1 and DS2 are 42000 and 40000, respectively.   
 
The experiments proceeded as follows. First, we assess the efficiency and  
effectiveness of the algorithm, by running it on DS1 for different values of the 
parameter m which represents the number of the formed cells in the spatial area.  
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Second, we compare SCLD with the performance of CLARANS [NG94] which is 
one of the most robust clustering algorithms. 
 
  
Varying m    
 
In this experiment, apply the algorithm on the database DS1 with different 
values of m. There are two reasons in testing the algorithm with different m 
values. First, because more accuracy will be granted when m is increased, we 
like to investigate how the quality of the clusters is affected by the choice of m. 
Second, to insure the impact of the choosing of m on the running time of the 
algorithm. To show the results of the clustering process, we visualize each 
cluster by a different color. Figure 3.6 shows the clustering results for running 
SCLD on DS1 for different values for m. From the figure, we note that as we 
increase m the quality of the clustering process is increased by eliminating more 
noise points.  
 
Table 3.2 shows the running times in seconds, of SCLD on Ds1 for different 
values of m.             
 
From the table, we note that  the time does not increase dramatically as m 
increases. 
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M Running 
time in 
seconds 
484 0.49 
576 0.50 
676 0.55 
784 0.56 
900 0.57 
1225 0.59 
Table3.2:The running time for different values of m   
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Clustering results 
  
To assert the efficiency and effectiveness of SCLD, we compare it with 
CLARANS. The results are visualized by showing each cluster in a different 
color. To give CLARANS some advantage, we set the parameter k, which 
represents the number of the clusters, to  5 for DS1 and 4 for DS2. Clusters 
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discovered by CLARNS are depicted in Figure 3.7. Clusters discovered by SCLD 
are depicted in figure 3.8. 
 
SCLD discovers  all clusters (according to definition 5) and detects all noise 
(according to definition 6). However, CLARANS failed to discover clusters of 
arbitrary shapes. Furthermore CLARANS can not deal with noise.          
 
 
 
 
 
 
 
 
 
 
The run time comparison of SCLD and CLARANS on these databases is shown 
in table3.3.     
 
The results of our experiments show that the run  time of  SCLD is linear in the 
number of points. The runtime of CLARANS, however, is close to quadratic in 
the number of the points.  
 
 
3.6    Conclusion 
 
In this chapter, we introduced a grid-based clustering algorithm. We first 
introduced some notions that are used in the algorithm. In section 3.2, we 
Number of points SCLD CLARANS 
20200 0.28 49 
40200 0.55 72.28 
60200 0.71 120.22 
80200 0.99 352.52 
100200 1.21 467.20 
120200 1.43 643.40 
Table 3.3: run time in seconds   
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presented the details of the algorithm. In section 3.3, we introduced an 
illustrative example. Section 3.4 presented the computational complexity of the 
algorithm. An experimental evaluation of the proposed algorithm using synthetic 
data was presented in Section 3.5.  
 
We believe that The SCLD algorithm has the following advantages over the 
previous work:  
1. It handles outliers or noise. Outliers refer to spatial objects, which are 
not contained in any clusters and should be discarded during the mining 
process. CLARANS, for example, can not handle outliers. 
2. It requires only two parameters, the number of the cells in the grid 
structure a percentage h used as in Definition 2. Instead of specifying the 
number of the desired clusters beforehand as input (as in CLARANS ), 
the SCLD algorithm finds the natural number of clusters in the spatial 
area.  
3. When the data is updated, we do not need to re-compute all the 
information in the grid structure. Instead, we can do an incremental 
update. This is done by re-compute the information(the number of points 
and the mean point ) of cells that included the update. The re-compute 
the clusters by a breadth-first search on the cells of the grid structure.    
4. It discovers clusters of arbitrary shape and it is efficient even for 
large spatial databases. However, CLARANS failed to discover clusters of 
arbitrary shapes. Furthermore CLARANS can not deal with noise.          
5. Its computational complexity is much less than that of CLARANS.      
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Chapter 4 
 
Clustering with Obstacles in Spatial 
Databases  
 
 
In this chapter we discuss the problem of clustering in existence of obstacles. We 
formalize the notion of “clusters” in a spatial database with existence of obstacles. 
Then we describe how to compute the obstructed distance between two points. Then, 
we introduce two proposed algorithms,  CPO-WCC(Clustering in Presence of 
Obstacles with Computed number of cells),and CPO-WFC(Clustering in Presence of 
Obstacles with Fixed number of cells) to discover clusters in a spatial database with 
obstacles. We discuss the computational complexity of each of them. We also 
introduce an experimental evaluation of  the effectiveness and the efficiency of the 
CPO-WFC algorithm using synthetic data. Finally, we concludes the chapter.  
 
4.1    The problem 
 
Many clustering methods have been proposed. Most of these algorithms, however, do 
not allow users to specify real life constraints such as the existence of physical 
obstacles, like mountains and rivers. Existence of such obstacles could substantially 
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affect the result of a clustering algorithm. For example, consider a telephone-company 
that wishes to locate a suitable number of telephone cabinets in the area shown in 
Figure 4.1 to serve the customers who are represented by points in the figure. There 
are natural obstacles in the area and they should not be ignored. Ignoring these 
obstacles will result in clusters like those in Figure 4.2, which are obviously 
inappropriate. Cluster cl1 is split by a river, and customers on one side of the river 
have to travel a long way to reach the telephone cabinet at the other side. Therefore in 
order to generate appropriate clustering, the ability to handle such real life constraints 
in a clustering algorithm is important. 
       
Figure 4.1 :Customers’ locations and obstacles 
                    
Figure 4.2: Clusters formed when ignoring obstacles 
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In a recent paper, [THH01], the problem of clustering with existing obstacles is 
investigated. [THH01] introduces an algorithm, COD-CLARANS, to solve the 
problem. Although COD-CLARANS generates good clustering results, there are 
several major problems with this algorithm. First, since the randomized search is used 
to determine initial centers for the clusters, the quality of the results cannot be 
guaranteed when the number of points, N, is large. Second, COD-CLARANS takes as 
an input the number of the desired clusters and the maximum number of tries the 
center is refined, but both numbers are generally not easy to determine in realistic 
applications. Third, COD-CLARANS can not handle outliers. Forth, when data is 
updated, we need to run the algorithm from scratch.    
 
In this chapter, we propose two different efficient spatial clustering algorithms, which 
consider the presence of obstacles.  
 
The proposed algorithms have several advantages over other work [THH01]. 
1. Handles outliers. Outliers refer to spatial objects, which are not contained in any 
cluster and should be discarded during the mining process. 
2.  Do not use any randomized search. 
3. Instead of specifying the number of desired clusters beforehand, they find the 
natural number of clusters in the area. 
4. When the data is updated, we do not need to re-compute all information in the cell 
grid. Instead, only information of affected cells are recomputed.  
 
 
4.2    Basic Definitions 
 
In the following, we formalize the necessary notions for our proposed algorithm.   
 
Definition 4.1: (obstructed cell) Given a grid structure of a spatial area S and a set of 
polygon obstacles each in the form a set of vertices, a cell in the grid structure is said 
to be an obstructed cell if it is intersected by any of the obstacles otherwise the cell is 
said to be non-obstructed.  
For example the top-left corner cell in figure 4.3 is obstructed.   
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Definition 4.2:(dense sub-cell) Given a grid structure of a spatial area, S, an 
obstructed cell, c in S, if we construct a grid structure to the cell c in the same way as 
we do for S, then a sub-cell, sc, of c is defined as a maximal connected region of the 
non-obstructed pieces(correspond to cells in the grid structure of spatial area) in the 
grid structure of c. A sub-cell, sc, is said to be dense if sc
sc p
t
n
 , where t is the 
threshold above which a cell is said to be dense and Psc is the percentage of the area 
covered by sc from c.  Otherwise, sc is said to be non-dense.  
 
Definition 4.3:  (cluster) A cluster in a spatial area is a dense, maximal, connected, 
region of  non-obstructed cells or  sub-cells 
 
 
4.3    The obstructed distance 
 
The obstructed distance[THH01] between two points is the shortest Euclidean path 
between the two points without going through any obstacle. Our aim here is to 
describe how such a distance is computed[THH01]. We first define BSP-tree, which 
is a data structure that is used to construct a visibility graph for the vertices of the 
obstacles. Then, we will show how the visibility graph is used to compute the 
obstructed distance.  
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The binary-space-partition (BSP) tree [SG97] is a data structure that can efficiently 
determine if two points p and q are visible to each other within a region R. Two points 
p and q are visible to each other if the straight-line joining p and q dose not intersect 
any obstacle. To compute the obstructed distance, the BSP-tree is used to determine 
the set of all the visible obstacle vertices from a point p. This set of vertices is denoted 
as vis(p). 
 
Definition 4.4 (visibility graph)[THH01] is a graph VG=(V,G) such that each vertex 
of the obstacles has a corresponding node in V, and two nodes v1 and v2 in V are 
joined by an edge in E iff the corresponding vertices they represent are visible to each 
other.    
 
To generate the VG, [THH01] use the BSP-tree defined previously and search all 
other visible vertices from each vertex of the obstacles. The Visibility graph is used to 
find the obstructed distance between any two points in the region. The following 
lemma show how to use the visibility graph to compute the obstructed distance 
between two points. The lemma is proved in [O’R98].    
‎ 
Lemma 4.1 Let p and q be two points in the region R and VG=(V, G) be the visibility 
graph of R. Let ),( GVGV   be a visibility graph created from VG by adding two 
additional nodes p  and q  in V   representing p and q. Similar to earlier definition, 
E  contains an edge joining two nodes in V  , if the points represented by two nodes 
are mutually visible. The shortest path between the two points p and q will be a sub-
path of GV  . 
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In Figure 4.4, we show how the visibility graph GV   can be derived from the 
visibility graph VG of a region with two obstacles o1, o2. From lemma 2.1, we can see 
that the shortest path from p to q will begin with an edge from p to either v1 or v2, go 
through some path in VG and then end with an edge from either v3 or v4 to q. So, it is 
clear now that once the visibility graph, VG, is available, we can find the obstructed 
distance between two points p and q by inserting p and q into VG and construct VG’ 
as illustrated in the above lemma. Then Dijkstra’s algorithm is used for this purpose 
with the node p as the source node.                                                                                
 
 
4.4    Algorithm CPO-WCC 
 
In this section, we describe our proposed algorithm, CPO-WCC(Clustering in 
Presence of Obstacles with Computed number of cells). The algorithm first divides 
the spatial area into rectangle cells of equal areas such that the average number of 
points in each cell is in the range from several dozens to several thousands. Then, the 
algorithm labels each cell as dense or non-dense according to the number of points in 
that cell. It labels each cell as obstructed (i.e. intersects any obstacle) or non-
obstructed. Each obstructed cell is divided into a number of non-obstructed sub-cells. 
Again each of the new sub-cells is labeled as dense or non-dense. Then the algorithm 
finds the dense regions consisted of non-obstructed cells and/or sub-cells. The 
obtained regions are the required clusters. For each cluster the algorithm finds a 
center.  
 
V1v
1 
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To find a center for a cluster the algorithm first determines the arithmetic mean of all 
the points in the cluster. If the mean point is not obstructed (lies in an obstructed cell), 
the algorithm returns it as the center of the cluster. Otherwise for each cell in the 
region, the algorithm determines the summation of obstructed distances [THH01] 
between the mean point of the cell and the mean points of the other cells in the cluster 
with each distance multiplied by the number of points in the other cell that contribute 
to this distance. The algorithm returns the mean point of the cell with the smallest 
summation as the center of the cluster.       
 
 Finally the algorithm outputs the clusters with their centers.   
 
Algorithm 4.1 CPO-WCC. 
Input:  1. A set of N objects(points) and a set of polygon obstacles in the spatial area 
S. 
Output: clusters S, with a center for each cluster. 
Method:   
1. Let La and Lo be the dimensions of the spatial area. Determine two numbers, 
x, y, such           that
lo
y
la
x
   and the average number of points in each cell, t, 
given by
y
lo
x
la
N
*
  ranges from several dozens to several thousands. 
 
2. Divide the spatial area into 





y
lo
x
la
*  rectangular cells that have equal areas 
by dividing the longitude and latitude of the spatial area into )(
x
la
 equal 
segments. 
3. For each cell, c, we determine the following parameters:                               
- nc  : the number of the objects in the cell. 
- mc : the mean of the points in the cell. 
4. For each cell, c, if nc   t, then label c as dense, otherwise label c an non-dense. 
5. For each obstacle, O, label all cells that intersect the boundary of O as 
obstructed. 
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6. For each obstructed cell, c, apply algorithm 4.2 to find non-obstructed sub-
cells in c. 
7. For each sub-cell, sc, obtained in step 6, if sc
sc p
t
n
 , then label sc as dense. 
Otherwise label sc as non-dense. 
8. For each dense, non-obstructed cell that is not, previously, processed in the 
current step, or dense sub-cell that also is not processed before in the current 
step, we examine its neighboring non-obstructed cells or sub-cells to see if the 
average density within this small area is greater than or equal t. If so, this area 
is marked and all dense cells or sub-cells that are just examined are put into a 
queue. Remove from the queue each dense cell or sub-cell that has been 
examined before in a previous iteration. Each time we take one cell or sub-cell 
from the queue and repeat the same procedure. When the queue is empty, we 
have identified one cluster, Cl. 
9. For each cluster, Cl, constructed in step 8, apply algorithm 4.3 to                                            
find center for Cl. 
      10. utput the constructed clusters with their centers. 
                         
 
Algorithm 4.2 Find_non-obstruced_sub-cell(c) 
Input: an obstructed cell, c. 
Output: a number of non-obstructed sub-cells in c 
Method: 
1. Divide the cell c into a number of small pieces of equal areas in the same way 
as we divide the spatial area such that the average number of the points in each 
piece(smaller than the average number of the points in a cell inside the spatial 
area) is in the range from several dozens to several hundreds. 
2. For each small piece, p, label p as either obstructed (i.e. intersects any 
obstacle) or non-obstructed. 
3. For each non-obstructed piece, p, that is not marked before in this step, the 
area constituted from p and its non-obstructed neighbors is marked and all 
non-obstructed neighbors we just examined are put into a queue. Each time, 
we take one piece from the queue and repeat the same procedure except that 
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those non-obstructed pieces that are not marked before are enqueued. When 
the queue is empty, we have identified one sub-cell. 
4. For each sub-cell, sc, obtained in step 3, we determine the following 
parameters:                              
nsc: the number of the objects in the sub-cell. 
msc : the mean of the points in the sub-cell. 
Psc: the percentage of the area covered by sc from c. 
5.  Output the sub-cells formed in step 3 with their parameters. 
 
Algorithm 4.3 Find_center(r) 
Input: A cluster, cl.  
Output: a center for the cluster  cl. 
Method: 
1. Calculate the mean point, mp, of all the points in the cluster cl.  
2. If this mean is not in any obstacle, then return mp. 
3. Otherwise, for each cell, c, with mean mc, in the cluster, find 
cost(c) which is 


cli
ici mmdn
2)),(( , where i is a cell in the 
cluster and ),( ic mmd  is the obstructed distance, between mc 
and mi.  
4. Return the mean point of the cell with the minimum cost. 
 
 
4.4.1 Example 
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In this section, we present an example to apply the CPO-WCC algorithm. Suppose 
that we have a set of 5,000 objects and a set of obstacles each in the form of a polygon 
in a spatial area. Figure 4.5 shows a sketch of the spatial area in which objects are 
represented by points and the obstacle is a river represented by a polygon. Clusters are 
founded as follows.  
1. The algorithm first finds two rationales, x, y, such that 
lo
y
la
x
 and 
)()(
000,5
y
lo
x
la 
 is in the range from several dozens to several thousands, where 
la, lo are the latitude and longitude (the dimensions) of the spatial area. In our 
example la and lo equal 5 and 7.5 length units respectively. 
 
 
 
 
 
So if we take x=1 and y=1.5, x and y will satisfy the required conditions. 
2. The algorithm divides the spatial area into 25(= )()(
y
lo
x
la  ) equal 
cells by dividing the latitude and the longitude into 
5 )(
y
lo
x
la  equal segments. So we obtained the dotted grid 
structure in Figure 4.5. 
Cell 
number 
Number 
Of points 
1 400 
2 400 
12 500 
13 300 
14 600 
17 500 
18 100 
19 600 
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3. The cells in Figure 4.5 are numbered from left to right and from top to 
down. For each cell, c, the algorithm determines two parameters , nc, 
the number of points in the cell and mc, the mean of points in the cell. 
Table 4.1 shows the first parameter for some cells. We assume that the 
remaining points are distributed among the remaining cells so that no 
cell contain more than 100 points and that the mean of the points in 
every cell is in the center of the cell. 
 
4. The algorithm then defines t as )
)()(
(200
25
000,5
y
lo
x
la
N
t

 . For 
each cell, c, if tnc  , then c is labeled as dense. So, cells 1, 2, 12, 14, 
17 and 19 are dense.   
5. For each obstacle, the algorithm labels all cells that intersect O as 
obstructed. So, among the obstructed cells in our example are cells 13, 
14, 17 and 18.  
6. For each obstructed cell, c, the algorithm finds the non-obstructed sub-
cells of c as follows. To find the non-obstructed sub-cells of cell 13, 
we divide it into p equal pieces such that the number of the points in 
each piece(
p
n13 ) is in the range from several dozens to several 
hundreds.  If we take p = 24, then 13
24
300
  which is in the required 
range. The algorithm then labels each piece as obstructed or non-
obstructed. For each non-obstructed piece, p, the area constituted from 
p and its non-obstructed neighbors is marked and all non-obstructed 
neighbors we just examined are put into a queue. Each time, we 
consider one piece from the queue. All the neighbors of the piece 
except those that have been already examined. When the queue is 
empty, we have identified a portion of the obstructed cell, c, as a non-
obstructed portion of c . 
For example, Figure 4.6 shows an obstructed cell, cell c13 in Figure 4.5, where 
the red and blue area represent the non-obstructed portions of cell c13.  
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For each sub-cell, sc, the algorithm determines parameters nsc, the number of 
points in the sub-cell , psc, the percentage of the sub-cell area to the total area 
of the cell and msc, the mean of points in this sub-cell. For example nsc1=125, 
Psc1=0.25, nsc2 = 150 and Psc2= 0.25. For each sub-cell, sc, if sc
sc P
t
n
 , then 
sc is labeled as dense. Otherwise sc is labeled as non-dense . So both sc1 and 
sc2 are dense sub-cells. 
7. We obtain the clusters as shown in Figure 4.7.  
 
8. The algorithm then determines center for clusters as follows. For each 
cluster calculate the mean, m, of the points in the dense cells or sub-
cells that constitute the cluster. If this mean is not in any obstacle, then 
m is the cluster center. Otherwise, for each cell, c, in the cluster, find 
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cost(c) which equals 


Rd
dc mmd
2)),(( , where ),( dc mmd  is the 
obstructed distance which defined as the shortest Euclidean path from 
mc to md without cutting through any obstacles. Computing the 
obstructed distance was discussed in Section 4.3.The summation is 
taken over all cells that constitute the cluster. The required center is the 
mean of the cell with the minimum cost. By doing so, we obtain the 
cluster centers as shown in Figure 4.7 
                                
 
 
4.4.2 Analysis of the CPO-WCC algorithm 
 
We analysis the complexity of the CPO-WCC in this section. The following notations 
are defined for this discussion: 
N: the number of data objects in the database D. 
m: the number of cells in the spatial area, if we divide the spatial area such that the 
number of points in each cell is in the range from several dozens to several thousands 
, m<<N. 
m’: the number of cells in the spatial area, if we divide the spatial area such that the 
number of points in each cell is in the range from several dozens to several hundreds, 
m<m’<<N. 
G: the visibility graph.  
|V|: the number of vertices in G. 
|E|: the number of the edges in E. 
Steps 1 and 2 take a constant time. Step 3 scans the database once so it takes O(N) 
time. In the worst case, steps 4, and 5, may need to scan all cells, so they take O(m). 
Accordingly, the running time for the first five steps is O(m)+O(m)+O(N). Since 
m<<N  the complexity is O(N) time. 
 
In the worst case, i.e. all cells may be obstructed, step 6 will be applied on all cells. 
But this is equivalent to re-execute steps 1 and 2 on the spatial area such that the 
number of points in every cell in the new grid is in the range from several dozens to 
several hundreds. The number of the cells in the new grid is m’. Afterwards, to go 
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through step 6, we need to scan all cells in the new grid to label them as obstructed or 
non-obstructed, form the non-obstructed sub-cells and compute the parameter p for 
each sub-cell and this scan takes O(m’) time and then scan the data points again to 
determine the other parameters to each sub-cell which takes O(N) time. So, totally 
step 6 takes O(N)+O(m’) time. In step 7, we need to scan all the formed sub-cells to 
label them as dense or non-dense but this takes O(m’) time. Step 8 in the worst case 
takes O(m’) time.  
 
The running time of step 9 is O(m|V|
2
)+O(m
2
|V|). The worst case is when the mean 
point of the points in the cluster is inside an obstacle, we will need to scan all cells in 
the cluster and find the cell whose mean point is the nearest to the mean points of all 
the other cells in the cluster. For each cell, to determine the sum of the obstructed 
distances between it’s mean point and the mean points of the other cells in the cluster, 
this takes O(|V|
2
)+O(m|V|). Calculation of this sum includes the following to 
operations. First, for the mean point of this cell the Dijkstra algorithm[O’R98] is 
applied which takes O(|V|
2
) time. Second, for each of the cells in the cluster, we need 
to look up its visibility information. This takes O(|V|) to each cell, so the second 
operation takes as a total O(m|V|). Now, since the calculation of summation is needed 
for each cell in the cluster, the total complexity of this step is O(m|V|
2
)+O(m
2
|V|). 
 
The total complexity of the CPO-WCC algorithm is the sum of the running time of all 
the steps: 
 
            O(CPO-WCC) = O(N) +O(N)+O(m’)+ O(m’)+ O(m’)+  O(m|V|2) + O(m2|V|) 
                          =O(N) + O(m|V|
2
) + O(m
2
|V|). 
 
 
4.5    Algorithm CPO-WFC 
  
In this section, we describe the CPO-WFC(Clustering in Presence of Obstacles with 
Fixed number of cells) algorithm. The CPO-WFC differs from the CPO-WCC in two 
main matters. First, CPO-WCC determines the number of the cells in the grid by itself 
while CPO-WFC takes this number as an input. Second, the two different techniques 
find the clusters using two completely different searching methods. These methods 
are illustrated in detail in its technique. The algorithm first divides the spatial area into 
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m, which is an input, rectangular cells of equal areas. Then, the algorithm labels each 
cell as dense or non-dense (according to the number of points in that cell and an input 
threshold) also obstructed (intersects an obstacle) or non-obstructed. For each 
obstructed cell, the algorithm finds non-obstructed sub-cells by dividing the cell into 
m pieces of equal areas and finding the maximal, connected areas of non-obstructed 
pieces as the required non-obstructed sub-cells of that cell.  
 
The algorithm also determines which of those sub-cells are dense by the same way as 
for cells. The algorithm finds the maximal, connected, regions of dense, non-
obstructed cells or dense sub-cells as the required clusters. The algorithm finds a 
center for each obtained cluster.  
 
for each non-empty, non-dense non-obstructed cell or non-empty, non-dense sub-cell, 
the algorithm assigns the cell or the sub-cell to the neighboring cluster that satisfy the 
following conditions. First, the addition of the cell or the sub-cell to the cluster dose 
not violate the first condition in the definition of the cluster (see Definition 3.6). 
Second, if there are more than one cluster that satisfy the first condition, the cell or the 
sub-cell is added to the one whose center in the nearest (using the obstructed distance 
[THH01]) to the mean point of the cell or the sub-cell. Finally the algorithm re-
computes a center for each extended cluster and outputs the obtained centers as the 
centers of the clusters in the spatial area.  
 
To find a center for a cluster the algorithm first determines the arithmetic mean of all 
the points in the cluster. If the mean point is not obstructed (lies in an obstructed cell), 
the algorithm returns it as the center of the cluster. Otherwise for each cell in the 
region, the algorithm determines the summation of obstructed distances [THH01] 
between the mean point of the cell and the mean points of the other cells in the cluster 
with each distance multiplied by the number of points in the other cell that contribute 
to this distance. The algorithm returns the mean point of the cell with the smallest 
summation as the center of the cluster.       
 
Algorithm 4.4 CPO-WFC. 
Input:    
1. A set of N objects and a set of polygon obstacles in a spatial area S. 
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2. A square number, m, which represents the number of cells in the spatial area 
such that m<<N.   
3. A percentage, h, to be used in determining the dense cells according to 
definition 3.2   
Output: clusters in the spatial area S with their centers. 
Method:   
1. Let mw  . 
2. Divide the spatial area into m rectangular cells that have equal areas by 
dividing each of the dimensions of the spatial area into w equal segments. 
3. For each cell, c, we determine the following parameters:                               
- nc  : the number of the points in the cell. 
- mc : the mean point of all points in the cell. 
4. Let )*( h
m
N
roundd  .  
5. For each cell, c, if dnc  , then c is labeled as dense, otherwise c is labeled as 
non-dense. 
6. For each obstacle, O, label all cells that intersect the boundary of O as 
obstructed. 
7. For each obstructed, non-empty cell, c, apply algorithm 4.5 to find non-
obstructed sub-cells in c. 
8. For each dense, non-obstructed cell or dense sub-cell, c, which is not 
processed before, construct a new cluster, cl, and mark the cell or sub-cell c as 
an element of cl. Put the dense, non-obstructed, neighboring cells and the 
dense neighboring sub-cells of c in a list, Q. While Q isn’t empty, take the first 
element, c’, from Q, mark c’ as an element of the cluster cl and add the dense, 
non-obstructed, neighboring cells and the dense neighboring sub-cells of c’ to 
Q.     
9. For each cluster, cl, constructed in step 8, apply algorithm 4.3 to find a center 
for cl.  
10. Put all non-empty, non-dense, non-obstructed cells and non-empty, non-dense 
sub-cells, that satisfy the condition that each such cell or sub-cell is a neighbor 
to a cluster, in a queue, QN, sorted in a descending order according to the 
number of the data points in each of them. 
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11. While QN isn’t empty 
11.1  Take the first element, e, of QN. 
11.2  Find all neighboring clusters to e. 
11.3 Determine which of those clusters will not violate the first condition in the 
definition of cluster(Definition 3.2) after the addition of e.  
11.4 Assign e to the one of the clusters founded in step 11.3 that has the nearest 
(using obstructed distance [THH01]) center to the mean point of e.  
12 Re-evaluate a center for each extended cluster by applying algorithm 4.3 
13 Output the obtained clusters with their centers.    
 
 
Algorithm 4.5 Find_non-obstruced_sub-cell(c) 
Input: an obstructed cell, c. 
Output: a number of non-obstructed sub-cells in c 
Method: 
1. Divide the cell, c, into m rectangular pieces that have equal areas by dividing 
each of the dimensions of the cell into w equal segments. 
2. For each obstacle, O, that interests c, all pieces in c that intersects the 
boundary of O are labeled as obstructed.  
3. For each non-obstructed piece, p, which is not processed before, construct a 
new sub-cell, sc, and mark the piece, p, as an element of sc. Put the non-
obstructed, neighboring pieces of p in a queue, Q. While Q isn’t empty, take 
the first element, p’, from Q, mark p’ as an element of the sub-cell sc and add 
the non-obstructed, neighboring pieces of p’ to Q.     
4. For each sub-cell, sc, obtained in step 3, we determine the following 
parameters:                           
          nsc: the number of the objects in the sub-cell. 
    msc : the mean of the points in the sub-cell. 
          Psc: the percentage of the area covered by sc from c. 
5. For each obtained sub-cell, sc, if sc
sc p
d
n
 , then label sc as dense, otherwise 
label sc as non-dense. 
6. Output the obtained sub-cells. 
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4.5.1 Example 
 
In this section, we describe our algorithm by an example. Suppose that we have a set 
of 5,000 objects and a set of one polygon obstacle in a given spatial area. Figure 4.8 
shows a sketch of the spatial area in which the points represent the objects and the 
river represents the obstacle. And we are asked to find clusters with their centers in 
the spatial area given that m = 36 and h = 0.9. The algorithm works as follow. 
1. w =6 ( mw  ). 
2. The spatial area is divided into 36 equal cells by dividing each of the spatial 
area dimensions into 6 ( 36 ) equal segments. So we obtained the dotted 
grid structure in Figure 4.8. The cells in Figure 4.8 are numbered from left to 
write and from top to down.  
3. For each cell, c, the algorithm determines the two parameters nc, mc described 
in the algorithm.  Table 4.2 shows the first parameter for some cells. We 
assume that the remaining points are distributed among the remaining cells so 
that no cell contain more than 100 points and that the mean of the points in 
every non-empty, non-obstructed cell is in the center of the cell.  
4. d =125 ( )*( h
m
N
roundd  ).  
5. Each cell, c, with dnc  is labeled as dense. So, cells 1, 2, 14, 16, 20 and 22 
are the only dense cells.  
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6. The cells that intersect the river are marked as obstructed cells. Using simple 
geometrical concepts does this. So cells 15, 21 and 27 are labeled as 
obstructed cells. 
Cell 
number 
Number 
Of points 
1 400 
2 400 
14 500 
15 300 
16 600 
20 180 
21 100 
22 600 
 
 
 
7. Algorithm 3.2 is applied on cells 15, 21      and 27 to find non-obstructed sub-
cells from each of them. For example to find non-obstructed sub-cells from 
cell 15 the following is done. 
7.1. The cell is divided into 36 equal pieces by the same way as we divided 
the spatial area. 
7.2. The pieces that intersects the river are marked as obstructed pieces. 
Using simple geometrical concepts does this.    
7.3. The maximal connected regions (sub-cells) of the non-obstructed pieces 
are obtained from the pieces of cell by a breadth-first search. Figure 4.9 
illustrates the obtained sub-cell from cell 15. By similar way the 
algorithm finds the non-obstructed sub-cells from cells 9 and 21.  
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7.4. The parameters nsc, msc, psc defined above in the algorithm are 
determined for each obtained sub-cell. For example, for sub-cell sc1 of 
cell 15 
1sc
n =300 and 
1sc
p  =0.5.   
7.5. The algorithm determines which of these sub-cells are dense as follows. 
For example the sub-cell sc1 is dense because 
d
nsc1  which equals 
125
300
 is 
greater than 
1sc
p  which equals 0.5. 
8. The maximal, connected regions (clusters) of the non-obstructed, dense cells 
or the dense sub-cells are determined by a breadth-first search. Figure 4.10 
illustrates such clusters in the given spatial area with each cluster in a 
different color. 
9. For each cluster constructed in step 8, algorithm 3.3 is applied to find a center 
to that cluster. Algorithm 3.2 returns the arithmetic mean of the points in each 
cluster as its center. Those centers are shown in Figure 4.10.  
10. Suppose that sub-cell, sc2, of cell 8 is the first element in QN of our example. 
11. We begin trying to add sc2 to the neighboring cluster to sc2 with the nearest 
center. But it is clear that there is only one of such cluster and the addition of 
sc2 to it will not violate the first condition in the definition of the 
cluster(Definition 3.2). So sc2 is added to that cluster. The same is repeated to 
each element of QN. Figure 4.11 shows the resulting clusters after step 11 
with a new center for each extended cluster.       
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4.5.2 Analysis of the CPO-WFC Algorithm 
 
We analysis the complexity of the CPO-WFC in this section. The following notations 
are defined for this discussion: 
N: the number of data objects in database D. 
m: the number of the cells in the spatial area, m<<N. 
G: the visibility graph.  
|V|: the number of vertices in G. 
|E|: the number of the edges in E. 
Steps 1, 2, and 4 take a constant time because they include simple calculations. Step 3 
scans the database only once so it takes O(N) time. In the worst case, steps 5, and 6 , 
may need to scan all cells, so they take O(m). Accordingly, the running time for steps 
5 and 6 O(m)+O(m)= O(m) time.  Step 7 takes time of )m(O)N(O 2 . The expected 
running time of step 8 is O(m). Since m<<N, The running time of the first 8 steps is 
)m(O)N(O 2 .    
 
The running time of step 9 is O(m|V|
2
)+O(m
2
|V|)+O(|V|). This is because in the worst 
case, which occurs when the mean point of the points in a region is inside an obstacle, 
we will need to scan all cells in the region and find the cell whose mean point is the 
nearest to the mean points of all the other cells in the region. For each cell, to 
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determine the sum of the obstructed distances between it’s mean point and the mean 
points of the other cells in the region, this takes O(|V|
2
)+O(m|V|)[J99]. Since the 
calculation of summation is needed for each cell in the region, the total complexity of 
doing this is O(m|V|
2
)+O(m
2
|V|) and the Ray Crossings algorithm[O’R98] takes 
O(|V|) to determine whether the mean point is inside an obstacle. 
 
The expected running time of step 10 is )mlog(m . Step 11 takes time of O(m). The 
complexity of step 12 is like step 9.       
 
The total complexity of CPO-WFC algorithm is the sum of the running time of all the      
steps: 
            O(CPO) = )m(O)N(O 2 + O(m|V|2)+O(m2|V|)+O(|V|)+ )mlog(m + O(m) 
 
                          =O(N)+ O(m|V|
2
)+O(m
2
|V|). 
 
 
4.5.3  Marking the obstructed cells and determining whether a point is inside an 
obstacle  
 
In this section, we describe how the algorithm marks the cells that intersect the 
boundary of an obstacle as obstructed. We also describe how can the algorithm 
determines whether a point is inside an obstacle. Given an obstacle and the minimum 
length, say e, of the two dimensions of a cell in the grid structure, the algorithm marks 
the cells that intersect the boundary of an obstacle as follows. For each boundary edge 
of the obstacle, the algorithm marks the cells that intersect the vertices of the obstacle 
that determine that edge as obstructed. Then the algorithm divides this edge by the 
mean point of the two vertices that determine it and marks the cell that contains the 
mean point as obstructed and repeat the same procedure with the two segments that 
constituted by the mean point until the length of each of them is less than or equal e.  
 
While we calculate a center for a cluster we need to check whether a point is inside an 
obstacle. For doing that our algorithm applies the Ray Crossings algorithm [O’R98], 
which takes O(t) to determine whether a point is inside an obstacle of t vertices.      
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4.6     Performance Study 
 
In this section, we will have a look at the performance of the CPO-WFC algorithm by 
performing experiments on a PC with a Pentium 900 Mhz processor and a Western 
digital 750 rpm hard disk. We use two synthetic databases, DS1 and DS2, for these 
experiments. Those databases are shown in Figures 4.12 and 4.13. In DS1, there are 
four clusters of different size. Three of them are balled-shaped and the fourth one is a 
rectangular one which is surrounded by a polygon obstacle. In DS2, there are four 
ball-shaped clusters of significantly differing sizes. One of them is split by a polygon 
obstacle into two clusters. DS2 contains additional noise. The number of data points 
in DS1 is 40000 data point and 50200 in DS2.   
The experiments processed as follows. First, we assess the efficiency and  
effectiveness of the CPO-WFC by running it on DS2 for different values of the 
parameter m which represents the number of the formed cells in the spatial area.  
 
Second, we compare CPO2 with the performance of COD-CLARANS [HTT01] which 
is the only clustering work that consider the presence of the obstacles  in the spatial 
area. 
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Varying m   
 
In this experiment, we vary the number of  cells that are generated for DS2 by tuning 
the parameter m. There are two reasons in doing this. First, because more accuracy 
will be granted when m is increased, we like to investigate how the quality of the 
clusters is affected by the choice of m. Second, we also like to explore how the choice 
of  m will affect the running time of CPO-WFC.  
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To show the results of the clustering process, we visualize each cluster by a different 
color. For the first reason, Figure 4.14 shows the clustering results for running CPO-
WFC on DS2 for different values for m. From the figure, we note that as we increase 
m the quality of the clustering process is increased by eliminating more noise points. 
For the second purpose, table 4.3 shows the running in seconds for running CPO-
WFC on DS2 for different values of m.  
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From the table, we note the time does not increase dramatically as m increases.  
 
 
Clustering results 
 
 
To assert the efficiency and effectiveness of CPO2, we compare it with COD-
CLARANS. The clustering results are visualized by showing each of them in a 
different color. To give COD-CLARANS some advantage, we set the parameter k, to 4 
for DS1 and 5 for DS2. The clusters discovered by COD-CLARNS are depicted in 
figure 4.15. The clusters discovered by CPO-WFC are depicted in figure 4.16. 
 
CPO-WFC discovers  all clusters  and detects all noise. However, COD-CLARANS 
failed to discover clusters of arbitrary shapes. Furthermore COD-CLARANS can not 
deal with noise.          
m Running time 
in seconds 
676 4.82 
841 5.25 
1024 5.96 
1156 6.41 
1296 7.1 
1369 7.9 
Table4.3:The running time for different values of m   
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The run time comparison of CPO-WFC and COD-CLARANS on these databases is 
shown in table 4.4. 
 
The results of our experiments show that the run  time of  CPO-WFC is linear in the 
number of points. The runtime of COD-CLARANS, however, is close to quadratic in 
the number of the points.  
 
 
 
 
 
 
Number of 
points 
CPO-
WFC 
COD-
CLARANS 
20200 2.31 73.5 
40200 4.53 108.42 
60200 5.85 180.33 
80200 8.16 528.78 
100200 9.97 700.8 
120200 11.79 965.1 
Table 3.4: run time in seconds   
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4.7   Conclusion 
 
In this chapter, we introduced two grid-based clustering algorithm that consider the 
existence of physical obstacles. We first illustrated the problem that arise due to 
ignoring physical obstacles. Section 4.2 explained how the obstructed distance is 
computed. We also introduced some notions that are used in the algorithms in section 
4.3. In sections 4.4, 4.5 we presented the details of the proposed algorithms, CPO-
WCC and CPO-WFC respectively. An experimental evaluation of the proposed 
algorithm, CPO-WFC, using synthetic data was presented in Section 4.6.  
 
We believe that The CPO-WFC and CPO-WCC algorithms have the following 
advantages over the previous work[THH01]:  
1.   Handles outliers.  
2.   Do not use any randomized search. 
3. Instead of specifying the number of desired clusters beforehand, they find the 
natural number of clusters in the area. 
4. When the data is updated, we do not need to re-compute all information in the cell 
grid. Instead, only information of affected cells are recomputed.  
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Chapter 5 
 
Conclusion and Future Work  
 
 
 
 
In this thesis, we proposed an efficient algorithm for spatial clustering of large spatial 
databases. The algorithm overcomes the problems of the previous work. The 
algorithm divides the spatial area into rectangular cells and labels each cell as dense 
(contains relatively large number of points) or non-dense.  The algorithm finds all the 
maximal, connected, dense regions that form the clusters by a breadth-first search and 
determine a center for each region.  
 
The algorithm has the following advantages over the previous work  
1. It handles outliers or noise.  
2. It requires only two input parameters, the data records that we want to 
clustered, the number of the cells. Unlike some other clustering algorithms 
[23], the proposed algorithm does not require determining the number of the 
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desired clusters in advance. In stead, the natural clusters existing in the spatial 
database are obtained.       . 
3. When the data is updated, we do not need to re-compute all the 
information in the grid structure. Instead, we can do an incremental update. 
4. It discovers clusters of arbitrary shapes.  
5. Its computational complexity is comparable to the complexity spatial 
clustering algorithms, O(n
2
) [23], O(nlogn) [11].      
 
We also implemented the proposed algorithm and compare it with CLARANS 
algorithm [NH94]. The experiments showed that our algorithm is more superior in 
both running time and accuracy of the results. 
  
The second contribution of this work is introducing efficient algorithms of spatial 
clustering with presence of obstacles. In [29], the problem of clustering with presence 
of obstacles is introduced.    
 
 The proposed algorithms are called as CPO-WCC (Clustering in Presence of 
Obstacles with Computed number of cells), and CPO-WFC (Clustering in Presence of 
Obstacles with Fixed number of cells). 
 
The CPO-WCC algorithm first divides the spatial area into rectangle cells of equal 
areas such that the average number of points in each cell is in the range from several 
dozens to several thousands. Then, the algorithm labels each cell as dense or non-
dense (according to the number of points in that cell) also obstructed (i.e. intersects 
any obstacle) or non-obstructed. Each obstructed cell is divided into a number of non-
obstructed sub-cells. Again each of the new sub-cells is labeled as dense or non-dense 
(according to the number of point in this sub-cell. Then the algorithm finds the dense 
regions of non-obstructed cells or sub-cells. The obtained regions are the required 
clusters. For each cluster the algorithm finds a center. Finally the algorithm outputs 
the clusters with their centers.   
 
The CPO-WFC algorithm first divides the spatial area into m, which is an input, 
rectangular cells of equal areas. Then, the algorithm labels each cell as dense or non-
dense (according to the number of points in that cell and an input threshold) also 
CHAPTER 5. CONCLUSSION AND FUTURE WORK 
09 
 
obstructed (intersects an obstacle) or non-obstructed. For each obstructed cell, the 
algorithm finds non-obstructed sub-cells by dividing the cell into m pieces of equal 
areas and finding the maximal, connected areas of non-obstructed pieces as the 
required non-obstructed sub-cells of that cell.  
 
The algorithm also determines which of those sub-cells are dense by the same way as 
for cells. The algorithm finds the maximal, connected, regions of dense, non-
obstructed cells or dense sub-cells. The algorithm finds a center for each obtained 
region.  
 
For each non-dense, non-obstructed cell or non-dense sub-cell the algorithm assign it 
to the region that satisfy the following three conditions, if such a region exists. First, 
the cell or sub-cell is a neighbor to one of the cells or the sub-cells in that region. 
Second, the addition of that cell or sub-cell to the region won’t degrade the overall 
density of the newly resulting region to be below the least possible density of a dense 
cell. Third the center of that region is the nearest (using the obstructed distance [29]) 
to the mean point of the cell or sub-cell among all regions satisfying the first and the 
second conditions. Finally the algorithm re-evaluates a center for each extended 
region and outputs the obtained centers as the centers of the relatively dense regions 
in the spatial area.  
 
To find a center for a region the algorithm first determines the arithmetic mean of all 
the points in the region. If that mean point is not obstructed (lies in an obstructed cell), 
the algorithm returns it as the center of the region. Otherwise for each cell in the 
region, the algorithm determines the summation of obstructed distances [29] between 
the mean point of the cell and the mean points of the other cells in the region with 
each distance multiplied by the number of points in the other cell that contribute to 
this distance. The algorithm returns the mean point of the cell with the smallest 
summation as the center of the region.       
 
We also implemented CPO-WFC and compare it with COD-CLARANS 
algorithm [29]. The experiments showed that CPO-WFC is more superior in both 
running time and accuracy of the results. 
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The proposed algorithms, CPO-WCC, and CPO-WFC have several advantages over 
other work in [29]. 
1. They handle outliers or noise. Outliers refer to spatial objects, which are not 
contained in any cluster and should be discarded during the mining process. 
2. They dose not use any randomized search. 
3. Instead of specifying the number of desired clusters beforehand, They find the 
natural number of clusters in the area. 
4. When the data is updated, we do not need to re-compute information for all cells in 
the grid. Instead, incremental update is performed.  
 
Clustering with obstacles is a novel and interesting problem in the fields of data 
mining. While the work presented here is sufficient for many applications of 
clustering with obstacles entities, there still a lot of future work to be considered. We 
belief that the future work may go in several directions. The first direction is to 
accommodate the existent algorithms like STING[31] that querying spatial databases 
to consider the presence of obstacles. It will be useful to extend SCLD to solve the 
clustering problem in a database of D dimensions. It will also be useful to consider the 
clustering problem with obstacles when the obstacles are complex shapes rather than 
simple polygons.        
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 ملخص الرسالة
 
 
لبسثيطن قواعد البيانات من حيث  التققيثد و الوثقوبن مثن تطبيقثات حبثا البيانثات ا تطبيقات تغيرت
 المقلومثثثاتتطبيقثثات اسثثتوداد قواعثثد البيانثثات بثثا ا سثثتقانن بالحاسثث  بثثا التوثثميد و ناثثد  إلثث 
 .الجغرابين
 
الحديثن  بثد مثن تطثوير ءدا لثا ليحقثء كبثا ة  التطبيقاتتتقامل ناد إدارة قواعد البيانات مع  لكا 
 .              لتطبيقات الحديثن آلتا تاهر عند استوداد لذه ا الجديدةعالين و للتغل  عل  المشكلات 
) gniretsulc(القديد مثن الووارمميثات ذات الكبثا ة القاليثن التثا تقثود بقمليثي التجميثع الرسالن تقدد
. التنقيث  بثا قواعثد البيانثات وسثاللو تقتبثر عمليثي التجميثع ءحثد ءلثد . با قواعد البيانات المكانيثن
نمثثاذ   يثثر موجثثدة وثثراحن بثثا قواعثثثد  اسثثتورا  تهثثدم عمليثثي التنقيثث  بثثا قواعثثد البيانثثات إلثث 
 .البيانات
 
الثذل لثي القديثد مثن الممايثا ولثي ءي ثا ءدا  ) desab-dirg(وثوارمد مثن النثوك الشثبكا الرسثالن تقثدد
الوثثثوارمد   يطلثثث  القديثثثد مثثثن . الوثثثوارمد لثثثي القديثثثد مثثثن الممايثثثا. تجميثثثعمقثثثارن بلب ثثثل وثثثوارمد 
رمد يطلثثث  بقثثثط عثثثدد الثثثنقط المطلثثثو  تجميقهثثثا و عثثثثدد الوثثثوا. البيانثثثات نطثثثاءالمقمثثثلات حثثثول 
درجثثي . الوثثوارمد لثثي القثثدرة علثثا اكتشثثام التجمقثثات ذات ا شثثكال الموتلبثثن. الشثثبكيالولايثثا بثثا 
 الوثوارمدءثبتثت النتثالل المقمليثن لتنبيثذ . مقارنثي بدرجثي تققيثد ءب ثل وثوارمد تجميثع الوثوارمدتققيثد 
تنبيثذ واحثد  وقثتد موتلبثن ءن وقثت تنبيثذ الوثوارمد ءب ثل بكثيثر مثن علا قواعد بيانثات ذات ءحجثا
ءثبتثثثت النتثثثالل ءن ءدا  الوثثثوارمد   يسثثثو  مثثثع ). SNARALC(مثثثن ءشثثثهر ووارمميثثثات التجميثثثع
 .تجميقها المطلو ميادة عدد النقط 
 
اثثد مق). selcatsbo(للرسثثالن تقثثديل الوثثوارمد المقتثثرع لكثثا يتقامثثل مثثع الققبثثات الثانيثثن المشثثاركن
بثثا قواعثثد البيانثثثات المكانيثثن   تلوثثذ بثثثا ) gniretsulc(الووارمميثثات التثثا تقثثود بقمليثثثي التجميثثع
لثذه الققبثات تشثمل عقبثات طبيقيثن م ثل ا نهثار و الجبثال ءو . الطبيقيثنا عتبار وجد الققبات با 
تقثثثثثثثثثثدد الرسثثثثثثثثثثثالن ووارمميثثثثثثثثثثان يقومثثثثثثثثثثان بقمليثثثثثثثثثثثي . حقثثثثثثثثثثثول التنقيثثثثثثثثثث  مثثثثثثثثثثثلعقبثثثثثثثثثثات وثثثثثثثثثثناعين 
 وثثوارمدبثثا البدايثثن قثثدمنا . بثثا وجثثد الققبثثات بثثا قواعثثد البيانثثات المكانيثثن) gniretsulc(التجميثثع
ءكثثثر ) sretsulc(بسثثيط يتقامثثل مثثع الققبثثات  ثثد قمنثثا بتحسثثين الوثثوارمد للحوثثول علثثا تجمقثثات
عثلاوة علثا ذلثت تتقامثل الوثوارمد . الرسثالنالووارمميات لها ممايا الووارمد الشثبكا القثدد بثا . دقن
مثنهد  ال ثاناالنتثالل المقمليثن لتنبيثذ الوثوارمد   ءثبتثت. ات ذات ا شكال الهندسثين الموتلبثنمع الققب
موتلبثثن ءن وقثثت  لندسثثينعلثثا قواعثثد بيانثثات ذات ءحجثثاد موتلبثثن و بثثا وجثثد عقبثثات ذات ءشثثكال 
-DOC(الققبثثثثات  وجثثثثدبثثثثا ) تنبيثثثثذ الوثثثثوارمد ءب ثثثثل بكثيثثثثر مثثثثن وقثثثثت تنبيثثثثذ وثثثثوارمد التجميثثثثع 
بوثثثورة عامثثثن ) SNARALC-DOC(النتثثثالل ءن ءدا  الوثثثوارمد يبثثثوء  تءثبتثثث). SNARALC
 .وجي الوووص مع ميادة عدد النقط المطلو  تجميقها
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