Descripción del Modelo de Lorenz con aplicaciones by Calderón Saavedra, Pablo Emilio & Chaux M., Víctor Humberto
DESCRIPCIO´N DEL MODELO DE LORENZ CON APLICACIONES
Trabajo de Tesis
Requisito para optar el t´ıtulo de M.Sc. en Matema´ticas Aplicadas
Por: PABLO EMILIO CALDERO´N S.
CODIGO 200410012016
VICTOR HUMBERTO CHAUX M
CODIGO 200410013016
Director: DOCTOR MAURO MONTEALEGRE C.
Universidad EAFIT
Maestr´ıa en Matema´ticas Aplicadas
Departamento de Ciencias Ba´sicas
Medellin, noviembre 13 de 2007
1
DESCRIPCIO´N DEL MODELO DE LORENZ CON APLICACIONES
Trabajo de Tesis
Requisito para optar el t´ıtulo de M.Sc. en Matema´ticas Aplicadas
Por: PABLO EMILIO CALDERO´N S.
CODIGO 200410012016
VICTOR HUMBERTO CHAUX M
CODIGO 200410013016
Director: DOCTOR MAURO MONTEALEGRE C.
Jurados :
Universidad EAFIT
Maestr´ıa en Matema´ticas Aplicadas
Departamento de Ciencias Ba´sicas
Medellin, noviembre 13 de 2007
2
Tabla de Contenido
Introduccio´n 4
1. HISTORIA DE LA MECA´NICA DE FLUIDOS 6
1.1. DEDUCCIO´N DEL SISTEMA DE LORENZ . . . . . . . . . . . . . . 16
1.2. ME´TODO DE GARLERKIN . . . . . . . . . . . . . . . . . . . . . . . 18
2. DINA´MICA HIPERBO´LICA 21
3. DESCRIPCIO´N DEL CAOS EN EL SISTEMA LORENZ 28
3.1. Generalidades . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2. El Atractor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3. La Dina´mica Unidimensional . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4. Existencia de una Foliacio´n Estable . . . . . . . . . . . . . . . . . . . . 38
4. SINCRONIZACIO´N DE SISTEMAS CAO´TICOS 40
5. CONCLUSIONES 44
6. ANEXOS 45
6.1. APROXIMACIO´N DE GALERKIN . . . . . . . . . . . . . . . . . . . . 45
6.2. SINCRONIZACIO´N: DISIPACION UNIFORME DE LORENZ . . . . . 48
6.3. LA VARIEDAD CENTRAL INVARIANTE . . . . . . . . . . . . . . . 50
6.3.1. Variedad Central para Campos Vectoriales . . . . . . . . . . . . 50
6.3.2. Variedad Central para Mapeos (difeomorfismos) . . . . . . . . . 61
Introduccio´n
Los contenidos y me´todos de los sistemas dina´micos son de gran intere´s en la matema´tica
aplicada actual; tanto por el soporte cient´ıfico como por la necesidad de interactuar
con los modelos matema´ticos de feno´menos de diversas disciplinas. En este trabajo,
esta preocupacio´n se centra en estudiar el origen, la interpretacio´n dina´mica, el caos y
la sincronizacio´n del modelos de Lorenz. La motivacio´n surge del curso de ecuaciones
diferenciales, orientado por el profesor Mauro Montealegre Ca´rdenas, a quien agrade-
cemos su colaboracio´n durante la elaboracio´n de esta tesis.
Hoy este esfuerzo se concreta, sobre todo, en precisar conceptos de los sistemas dina´mi-
cos, en un modelo cla´sico de esta teor´ıa. Para ello desarrollamos los siguientes cap´ıtulos:
El primer cap´ıtulo, contiene un seguimiento histo´rico de la meca´nica de fluidos, ini-
ciando con los aportes de Arqu´ımedes hasta Saltzman, y se finaliza con la deduccio´n
del sistema de Lorenz; utilizando el me´todo de Garlerkin, esta deduccio´n que hizo el
propio Lorenz.
En el segundo cap´ıtulo tratamos lo relacionado con la dina´mica hiperbo´lica, que con-
siste en el ana´lisis del sistema en mencio´n; el estudio es local en torno de los puntos de
equilibrio, para unos intervalos del para´metro ρ.
En el cap´ıtulo tercero, se estudia los aspectos cao´ticos del Sistema cuando ρ = 28,
β = 3/8, σ = 10; el ana´lisis cao´tico se reduce a una dina´mica unidimensional v´ıa una
foliacio´n estable invariante.
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El cuarto cap´ıtulo contiene la forma como se aplican procesos de sincronizacio´n de este
sistema cao´tico, utilizando las funciones y exponentes de Lyapunov.
El u´ltimo capitulo correspondiente a los anexos contiene el concepto de variedad cen-
tral, la disipacio´n uniforme y reduccio´n de Garlerkin.
Mediante la realizacio´n de este trabajo hemos obtenido un conocimiento completo de
un modelo cla´sico de los sistemas dina´micos; sobre el cual logramos una presentacio´n
dida´ctica y exploramos sus aplicaciones.
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Cap´ıtulo 1
HISTORIA DE LA MECA´NICA
DE FLUIDOS
Como la mayor parte de las ciencias, la meca´nica de fluidos tiene una historia de an-
tecedentes lejanos aislados. Despue´s, una e´poca de descubrimientos fundamentales en
los siglos XVIII Y XIX y, finalmente, una e´poca de pra´ctica actual, como denominamos
a nuestros conocimientos,que estan bien determinados. Las civilizaciones antiguas teni-
an conocimientos rudimentarios, pero suficientes para resolver algunos problemas. La
navegacio´n a vela y el regad´ıo datan de tiempos prehisto´ricos. Los griegos introdujeron
la informacio´n cuantitativa. Arqu´ımedes y Hero´n de Alejandr´ıa, postularon la ley del
paralelogramo para la suma de vectores en el siglo III A.C.
Arqu´ımedes (285-212 A.C.) formulo´ las leyes de flotabilidad y las supo aplicar a cuerpos
sumergidos, utilizando cierta forma de ca´lculo diferencial en su ana´lisis. Los romanos
construyeron multitud de acueductos en el siglo IV A.C., pero no dejaron escritos sobre
los principios cuantitativos de sus disen˜os.
Hasta el renacimiento hubo mejoras sustanciales en el disen˜o de naves, canales, con-
duccciones de agua, etc. Pero tampoco nos queda evidencia de los ana´lisis realizados.
Leonardo da Vinci (1452-1519) obtuvo la ecuacio´n general de la continuidad para flujos
unidimensionales. Fue un excelente experimentalista y en sus notas nos dejo´ descrip-
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ciones muy reales sobre chorros, olas, resaltos hidra´ulicos, formacio´n de torbellinos
y disen˜os de cuerpos de alta y baja resistencia (cuerpos fuselados y paraca´ıdas). Un
france´s, Edme Marriotte (1620-1684), construyo´ el primer tunel aerodina´mico y
realizo´ diversas pruebas en e´l.
Pero el definitivo impulso se debe a Isaac Newton (1642-1727), que propuso las leyes
generales del movimiento y la ley de resistencia viscosa lineal para los fluidos que
hoy denominamos newtonianos. Los matema´ticos del siglo XVIII (Daniel Bernoulli,
Leonhnard Euler, Jean D’Alembert, Joseph Louis Lagrange y Pierre Simon Laplace)
obtuvieron soluciones a problemas de flujos no viscosos. Euler desarrollo´ las ecuaciones
diferenciales del movimiento de flujos incomprensibles no viscosos, y posteriormente
dedujo su forma integrada, que hoy conocemos como ecuacio´n de Bernoulli. Utilizando
esta ecuacio´n, D’alembert propuso su famosa paradoja: Un cuerpo inmerso en un flujo
no viscoso tiene resistencia nula.
Estos brillantes resultados son deslumbrantes, pero en la pra´ctica tiene pocas aplica-
ciones, porque la viscosidad siempre juega un papel crucial. Los ingenieros de la e´poca
rechazaron estas teor´ıas por irreales y desarrollaron la ciencia denominada hidra´ulica,
que es esencialmente emp´ırica. Experimentalistas como Chezy, Pitot, Borda, Weber,
Francis, Hagen, Poiseuille, Darcy, Manin, Bazin, trabajaron en gran variedad de flujos
como canales abiertos, resistencia de barcos, flujos en tuberias, olas y turbinas. La
mayor parte de los datos eran utilizados sin tener en cuenta los fundamentos f´ısicos de
los flujos.
Al final del siglo XIX comenzo´ la unificacio´n entre hidra´ulicos e hidrodina´micos. William
Froude (1810-1889) y su hijo Robert (1846-1924) desarrollaron leyes para el estudio con
modelos a escala; Lord Rayleigh (1842-1919) propuso la te´cnica del ana´lisis dimension-
al; y Osborne Reynolds (1842-1912) publico´ en 1883 su cla´sico experimento , mostrando
la importancia de los efectos viscosos a trave´s de un para´metro adimensional, el nu´mero
de Reynolds. Mientras tanto , la teor´ıa de los flujos viscosos que hab´ıa sido desarrollada
por Navier y Stokes, an˜adiendo los te´rminos viscosos a las ecuaciones de movimiento,
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permanec´ıa en el olvido debido a su dificultad matema´tica. Fue entonces en 1904 un
ingeniero alema´n Lwdwig Prandtl publico´ el art´ıculo quiza´ el ma´s importante de la
meca´nica de fluidos. Segun Prandtl en los flujos de fluidos poco viscosos como el aire
y el agua el campo fluido puede dividirse en dos regiones: una capa viscosa delgada
o capa limite en las proximidades de superficies so´lidas y entrefases donde los efectos
viscosos son importantes y una regio´n exterior que se puede analizar con las ecuaciones
de Euler y Bernoulli. La teor´ıa de la capa l´ımite ha demostrado ser la herramienta ma´s
importante en el ana´lisis de los flujos. Los aportes esenciales de la Teor´ıa de Fluidos
durante el siglo XX son diversos trabajos teo´ricos y experimentales de Prandtl y de sus
dos principales colegas competidores, Theodore von Ka´rman (1881-1963) y Sir Geofrey
I Taylor (1886-1975).
Como la Tierra esta´ cubierta en un 75% por agua y en un 100% por aire, las posibil-
idades de la meca´nica de fluidos son enormes y abarcan de alguna forma la totalidad
de la actividad humana. Ciencias como la metereolog´ıa, la oceanograf´ıa o la hidrolog´ıa
versan sobre los flujos naturales sin olvidar las implicaciones fluidomeca´nicas de la cir-
culacio´n sangu´ınea o la respiracio´n.
El transporte en general, esta´ relacionado con el movimiento de los fluidos, bien sea a
trave´s de la aerodina´mica de los aviones y cohetes o de la hidrodina´mica de barcos y
submarinos. La casi totalidad de la energ´ıa ele´ctrica procede de turbinas o de vapor.
Todos los problemas de combustio´n incluyen movimiento de fluidos, como tambie´n
lo hacen las te´cnicas modernas de regad´ıo, control de inundaciones, abastecimiento
de agua, tratamiento de aguas residuales, movimiento de proyectiles y transporte de
petro´leo o gas por conductos.
Cuando un fluido esta´ en movimiento, su flujo se puede caracterizar de dos maneras. Se
dice que el flujo es viscoso o laminar si toda part´ıcula que pasa por un punto espec´ıfico
se desplaza exactamente a lo largo de la trayectoria uniforme seguida por las part´ıculas
que pasaron antes por ese punto. La trayectoria se conoce como una l´ınea de corriente.
El flujo de un fluido se hace irregular o turbulento cuando su velocidad es superior a
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cierto limite o en cualquier condicio´n que cause cambios abruptos de velocidad. El flujo
turbulento se caracteriza por movimientos irregulares del fluido, llamados corrientes de
remolino.
En el ana´lisis del flujo de fluidos el te´rmino viscosidad se aplica al grado de friccio´n
interna en el fluido. Esta friccio´n interna esta asociada con la resistencia entre dos
capas adyacentes del fluido que se desplazan una respecto a la otra. Los flujos de
fluidos laminares se explican con las ecuaciones de continuidad:
Av = k (1.1)
donde, A: es el a´rea; v: es la velocidad; k: es constante. La ecuacio´n de Bernoulli:
p+ 1/2ρv2 + ρgh = k. (1.2)
donde: p: es la presio´n; v: es la velocidad; k: es constante; g: es la gravedad; h: es la
altura; ρ: es la densidad
Para el flujo de fluidos turbulentos encontramos la ecuacio´n de Newton, que para ciertos
fluidos conocidos como fluidos newtonianos, el esfuerzo cortante sobre una interfaz
tangente a la direccio´n del flujo es proporcional a la tasa de cambio de la velocidad
con respecto a la distancia donde la diferenciacio´n se toma en una direccio´n normal a
la interfaz:
τ∞∂v
∂η
, (1.3)
donde: η: es normal a la superficie; τ : es el esfuerzo cortante; ν: es la velocidad.
Existe una ley de viscosidad ma´s general conocida como ley de viscosidad de Stokes y
se aplica a los fluidos ma´s generales. El momentum lineal de un elemento de masa dm
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es una cantidad vectorial definida como vdm.
La proposicio´n ba´sica de la ley de Newton para una referencia inercial esta dada
en funcio´n del momentum lineal como:
dF =
∂
∂t
(vdm) (1.4)
En el caso en que la part´ıcula infinitesimal de masa dm haga parte de un campo de
velocidad v(x, y, z, t) medido respecto de la referencia inercial, esta ecuacio´n puede
darse como:
dF =
∂(dm)
∂t
= dm(u
∂v
∂x
+ s
∂v
∂y
+ w
∂v
∂z
) + (
∂v
∂t
. (1.5)
Esta ecuacio´n restringida al caso en que no existe esfuerzo cortante y so´lo actu´a la
gravedad como fuerza sobre el cuerpo, se conoce como ECUACIO´N DE EULER. La
fuerza superficial sobre un elemento se debe solamente a la presio´n p. Esta fuerza puede
expresarse en la forma:
− (∇p) dv. (1.6)
La fuerza de gravedad puede darse como:
−gρdvk ≡ −g (∇z) (ρdv) ,
(1.7)
al dividir por ρdv ≡ dm, se obtiene la Ecuacio´n de Euler:
−1
ρ
∇p− g∇z =
(
u
∂v
∂x
+ s
∂v
∂y
+ w
∂v
∂z
)
+
∂v
∂t
=
Dv
Dt
. (1.8)
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Que en coordenadas rectangulares nos da:
−1
ρ
∂p
∂x
+Bx =
(
u
∂u
∂x
+ s
∂u
∂y
+ w
∂u
∂z
)
+
∂u
∂t
−1
ρ
∂p
∂y
+By =
(
u
∂s
∂x
+ s
∂s
∂y
+ w
∂s
∂z
)
+
∂s
∂t
−1
ρ
∂p
∂z
+Bz =
(
u
∂w
∂x
+ s
∂w
∂y
+ w
∂w
∂z
)
+
∂w
∂t
.
(1.9)
En las coordenadas de l´ınea de corriente del plano osculador el sistema (1.9) es el
siguiente:
−1
ρ
∂p
∂s
+Bs = v
∂v
∂s
+
∂v
∂t
−1
ρ
∂p
∂η
+Bη =
v2
R
+
∂vη
∂t
.
(1.10)
En flujos ma´s generales existen relaciones generales entre el campo de esfuerzo (volumen
donde tiene lugar el cambio de turbulencia debido al cambio de viscosidad) y el campo
de velocidad (volumen donde la velocidad es una funcio´n de (x, y, z, t) y se trabaja
con un valor promedio). Cualquier relacio´n como esta, se denomina ley constitutiva
para este caso la ley de VISCOSIDAD DE STOKES. Suponemos que cada esfuerzo
esta´ relacionado con un conjunto de constantes con cada una de las seis tasas de
deformacio´n τij, adema´s, cada esfuerzo normal esta´ directamente relacionado con la
presio´n p, luego:
τxx = −p+ C11˙xx + C12˙yy + C13˙zz + C14˙xy + C15˙yz + C16˙xz
τyy = −p+ C21˙xx + C22˙yy + C23˙zz + C24˙xy + C25˙yz + C26˙xz
τzz = −p+ C31˙xx + C32˙yy + C33˙zz + C34˙xy + C35˙yz + C36˙xz
τxy = C41˙xx + C42˙yy + C43˙zz + C44˙xy + C45˙yz + C46˙xz
τxz = C51˙xx + C52˙yy + C53˙zz + C54˙xy + C55˙yz + C56˙xz
τyz = C61˙xx + C62˙yy + C63˙zz + C64˙xy + C65˙yz + C66˙xz.
(1.11)
Las constantes Cij se conocen como coeficientes de viscosidad y los ij son las tasas
temporales de elongacio´n por unidad de longitud original (tasas de deformacio´n nor-
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mal) en cada uno de los ejes rectangulares.
Como los fluidos atmosfe´ricos se componen de l´ıquidos y gases enfocaremos nuestro
estudio sobre la parte de los gases y especialmente donde estos tienen la mayor concen-
tracio´n sucediendo esto en la a´tmosfera terrestre y donde Saltzman y Lorenz trabajaron
sus experiencias. La a´tmosfera terrestre es una mezcla de gases de un espesor aproxi-
mado de 500 km, ubicada alrededor de la corteza terrestre. All´ı tienen lugar tormentas,
movimientos violentos y grandes corrientes de conveccio´n. La a´tmosfera esta´ dividida
en zonas llamadas Troposfera, Estratosfera, Ozonosfera, Ionosfera, Exosfera y Magne-
tosfera. Cada una de estas zonas tiene una diferente presio´n atmosfe´rica sabiendo que
la presio´n del aire es mayor en el fondo que en la superficie.
Analizando el feno´meno de la conveccio´n, los efectos invernadero y el deshielo de los
glaciares, Saltzman en 1962 dedujo un par de ecuaciones que explicaban las proyecciones
posibles sobre concentracio´n de gases, los cambios medios mundiales de la temperatura,
el aumento del nivel del mar y la estabilizacio´n de los gases de invernadero en la a´tmos-
fera. Saltzman da una descripcio´n cualitativa del acoplamiento entre la temperatura
del oce´ano y la extensio´n del hielo en el A´rtico, a trave´s del siguiente modelo:η˙ = θ − ηθ˙ = bθ − aη (1.12)
La variable θ representa la desviacio´n de la temperatura respecto a un cierto nivel de
referencia medida en unidades apropiadas y η representa la desviacio´n de la latitud
hasta la que llega el hielo, donde a y b son para´metros.
La materia tiene la capacidad de producir trabajo que conocemos como ENERGI´A.
Una forma de energ´ıa es el calor, puesto que es capaz de producir un trabajo y trans-
formarse en otras formas de energ´ıa. La calorimetr´ıa es la rama de la f´ısica que tiene
por objeto el ana´lisis de las te´cnicas de medicio´n de calor en los diferentes feno´menos
f´ısicos, en los que la temperatura es variable. Cuando un cuerpo caliente se pone en
contacto con otro fr´ıo, el primero transmite al segundo parte de la energ´ıa que se en-
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cuentra en e´l y lo hacen en forma de calor. Hay tres formas de transferir el calor:
1. CONDUCCIO´N: es el modo de transferencia te´rmica en que el calor se mueve o
viaja desde una capa de temperatura elevada a otra capa de inferior temperatura,
debido al contacto directo de las mo´leculas del material. La relacio´n existente
entre la velocidad de transferencia te´rmica por conduccio´n y la distribucio´n de
temperaturas depende de las caracter´ısticas geome´tricas y las propiedades de los
materiales que lo constituyen obedeciendo a la ley de Fourier:
Q = −λ∂T
∂x
= −λ∇T (1.13)
donde λ es una constante y ∇T es el gradiente de la temperatura T .
2. RADIACIO´N: es la transferencia de calor por radiacio´n electromagne´tica las sus-
tancias que intercambian calor no tienen que estar en contacto sino que pueden
estar separados por un vac´ıo.
Todas las sustancias emiten energ´ıa radiante so´lo con tener una temperatura
superior al cero absoluto. Se llama transmis´ıon de calor por radiacio´n cuando la
superficie intercambia calor con el entorno mediante la absorcio´n y emisio´n de
energ´ıa por ondas electromagne´ticas,
Q = e.s.T 4 (1.14)
donde: e: es la energ´ıa; s: es el a´rea de accio´n; T : es la temperatura.
3. CONVECCIO´N: transfiere calor por intercambio de mole´culas fr´ıas y calientes.
Si existe una diferencia de temperatura en el interior de un l´ıquido o un gas, es
casi seguro que se producira´ un movimiento del fluido. Este movimiento transfiere
calor de una parte del fluido a otra. El movimiento del fluido puede ser natural
o forzado. Si se calienta un l´ıquido o un gas su densidad suele disminuir. Si el
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l´ıquido o gas se encuentra en el campo gravitatorio, el fluido ma´s caliente y menos
denso asciende mientras que el fluido ma´s fr´ıo y ma´s denso desciende. Este tipo
de movimiento es debido exclusivamente a la no uniformidad de la temperatura
del fluido,
Q = h.ρ.T, (1.15)
donde: h: es la altura en la atmo´sfera; ρ: es la densidad; T : es la temperatura.
Como estudiaremos en este trabajo, una bifurcacio´n es una reestructuracio´n cualita-
tiva suave o abrupta de un sistema dina´mico evolutivo que acontece cuando uno de
sus para´metros modificado adopta un valor cr´ıtico, tambie´n denominado valor umbral
de inestabilidad o bifurcacio´n. Si una fluctuacio´n pasa el nivel umbral de inestabilidad
y se establece dominando a toda otra posibilidad o fluctuacio´n del sistema, entonces
el estado de partida desaparece por ser ya inestable y el nuevo estado toma el relevo
en la evolucio´n. Los estados o fases de un sistema, sus atractores, puntos fijos, ciclos
l´ımites o trayectorias cuasiperiodicas se caraterizan porque podemos predecir el futuro
cualquiera que sea el intervalo de tiempo considerado.
A continuacio´n hacemos una descripcio´n del feno´meno de inestabilidad descrito por
Bernard cuando se calienta un fluido en un recipiente usando el feno´meno de la con-
duccio´n.
Cuando un fluido se calienta en la parte inferior, el calor se transporta hasta la superficie
superior por conduccio´n, este flujo de calor no esta´ influenciado por el movimiento
del fluido. Cuando el gradiente de T cruza el fluido, el calor se incrementa, cuando
no podemos transportar bastante calor por conduccio´n, el fluido se ayuda, es decir e´l
transporta el calor a la superficie superior. El liquido ma´s fr´ıo esta´ contenido en la parte
superior, cuando el gradiente de temperatura no es suficientemente grande, aparece el
caos. El sistema de ecuaciones no lineales que describen este proceso de calentamiento
14
del fluido atmosfe´rico son:
∂ui
∂t
+ uj
∂ui
∂xj
= g∆Tδi3 − 1
ρ
∂p
∂xi
+ υ∇2ui
∂T
∂t
+ uj
∂T
∂xj
= κ∇2T
∂ui
∂xi
= 0
(1.16)
esta u´ltima es la condicio´n de Newman; donde:
xi : es la coordenada espacial
ui : es la componente del campo velocidad
 : es el coeficiente termal de expansio´n
∆T
H
: es el gradiente de temperatura impuesto
T : es el campo de temperatura del fluido
t: es el tiempo
υ : es la viscosidad
g: es la constante gravitacional
ρ : es la densidad del fluido
p: es el campo de presio´n del fluido
κ : es el coeficiente de conduccio´n te´rmica.
Las ecuaciones (1.16) se tratan por dos me´todos distintos para transformarlas en el
sistema (2.1), el cual es el sistema cla´sico de E.D.O., que en este caso es de nuestro
intere´s.
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1.1. DEDUCCIO´N DEL SISTEMA DE LORENZ
Esas complicadas ecuaciones han sido tratadas de forma t´ıpica. Primero asumimos una
aproximacio´n f´ısica conveniente y hacemos una simplificacio´n de te´rminos lo ma´ximo
posible. La temperatura pro´xima y el campo de velocidad se expanden en una serie de
Fourier, quedando e´sta bien establecida. Los productos de las funciones trigonome´tricas
son reemplazados por sumas, usando identidades trigonome´tricas usuales. Finalmente
la independencia lineal de los coeficientes trigonome´tricos son usados para contar el
tiempo de las derivadas de los coeficientes de Fourier sobre las funciones no lineales
de ellos. Dichos atractores eran los u´nicos conocidos hasta el u´ltimo tercio del siglo
XX, cuando a partir de una observacio´n de Saltzman, el metero´logo Lorenz relizando
simulaciones con computador de la evolucio´n, de las trayectorias de un modelo muy
simplificado, de la conveccio´n atmosfe´rica, descubrio´ un ejemplar del atractor aperio´di-
co, cao´tico. Una alternativa aprovechable es la de imponer condiciones de frontera sobre
el conjunto, construidas sobre el fluido en movimiento, usando el sentido comun de la
intuicio´n f´ısica, para simplificar el sistema de ecuaciones, siendo esta la ma´s debil de
las ayudas. El resultado de esas simplificaciones da el siguiente conjunto de ecuaciones:
∂
∂t
∇2Ψ = −∂(Ψ,∇
2Ψ)
∂(x, z)
+ υ∇4Ψ+ g∂θ
∂x
∂
∂t
θ = −∂(Ψ,Θ)
∂(x, z)
+
∆T
H
∂Ψ
∂x
+ κ∇2θ (1.17)
donde Ψ es la funcio´n extrema (u = ∇Ψ) y θ = T (x, z, t) − Taυ, donde Taυ decrece
linealmente cuando ∆T esta´ entre las superfices ma´s alta y ma´s baja del fluido, y
∂(Ψ, θ)
∂(x, z)
=
∣∣∣∣∣ ∂Ψ∂x ∂Ψ∂z∂θ
∂x
∂θ
∂z
.
∣∣∣∣∣ (1.18)
Todos los movimientos se suponen que ocurren en el plano xz con y constante. La
ecuacio´n simplificada (1.16) puede ser tratada por la fo´rmula descrita arriba. Nueva-
mente los resultados en la substitucio´n de un problema algebraico insoluble, son los
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de una ecuacio´n diferencial insoluble. Estudios nume´ricos de un sistema no lineal de
ecuaciones resultan de (1.16) que es el proceso indicado independiente de las condi-
ciones iniciales y todos los tres coeficientes de Fourier involucrados en la expansio´n
de θ y ψ que van ra´pidamente aproxima´ndose a cero. Los coeficientes de Fourier son
importantes dependiendo del valor de los para´metros adimensionales siguientes:
Ra = gH
4
∆T
H
κυ
, (1.19)
llamado el nu´mero de Rayleigh, debido a que Rayleigh fue el primero que estudio´ el
feno´meno relacionado con la bifurcacio´n del modelo dependiente del tiempo (1.16),
cuyo valor cr´ıtico es:
Rc = pi
4(1 + a2)3a−2, (1.20)
donde a = H
lx
. lx es la amplitud del contenido del fluido tomado del proceso matema´tico
de la manipulacio´n algebraica y la truncacio´n. Esto explican porque Lorenz logro´ re-
sultados ma´s ventajosos que hacer las aproximaciones puramente algebra´icas. Al intro-
ducir el siguiente sistema para la funcio´n en (1.19) y por reemplazo e igualacio´n de la
doble serie de Fourier en (1.17) se obtiene:
 aκ(1+a2)ψ =
√
2Xsenpix
lx
senpiz
H
piRa
Rc
θ
∆T
=
√
2Y cospix
lx
senpiz
H
− Zsen2piz
H
.
(1.21)
Ahora, u´nicamente usando algebra [14] se determina las ecuaciones no lineales del
movimiento de los tres coeficientes de Fourier X(t), Y (t), Z(t) para (1.21). Usando el
me´todo de Garlerkin que se expone en la sesio´n (1.2) resulta:

d
dτ
X = −σX + σY
d
dτ
Y = ρX − Y −XZ
d
dτ
Z = −βZ +XY,
(1.22)
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donde
τ =
( pi
H
)2
(1 + a2)κt (1.23)
es un reescalonamiento del tiempo,
σ =
ν
κ
; (1.24)
nu´mero de Prandtl:
ρ =
Ra
Rc
(1.25)
y el para´metro adimensional:
β =
4
1 + a2
≤ 4 (1.26)
lo aqu´ı descrito corresponde precisamente las ecuaciones de Lorenz y es el sistema cen-
tral de nuestro estudio. Donde hay una fuerte dependencia de las condiciones iniciales
con la sensacio´n que cada sistema es como (1.17) y con el truncamiento de (1.21).
El estudio del comportamiento de este sistema no se determina bien con so´lo ca´lcu-
los nume´ricos que la aproximan, por ello vamos a usar me´todos cualitativos para los
cap´ıtulos siguientes.
1.2. ME´TODO DE GARLERKIN
En esta seccio´n hacemos la descripcio´n de otra forma de encontrar el sistema cla´sico
de E.D.O. de Lorenz, desde las ecuaciones (1.16) de Saltzman, usando el me´todo de
Garlerkin. Algunos modelos matema´ticos tienen que ver con la idea de la simulacio´n, el
proceso de turbulencia en la atmo´sfera de la Tierra, obviamente este es un proceso que
concierne a la humanidad. Un modelo simplificado trata el problema en la conveccio´n
formal de un fluido entre dos platos infinitos sujetos al gradiente de temperatura. Si
uno u otro de las cotas horizontal esta considerado sobre superficies libres entonces
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se cae en el problema de Bernard. Pero si la superficie inferior o superior cumple la
interface de las condiciones regulares de frontera; el problema se reduce a revisar el
primer caso estudiado por Rayleigh.
Una aproximacio´n hecha por Boussinesq nos da un problema bidimensional de Rayleigh-
Bernard que reduce (1.16) al par de ecuaciones diferenciales parciales siguientes:
∂∆Ψ∂t = −
[
∂Ψ
∂x
∂∆Ψ
∂z
− ∂Ψ
∂z
∂∆Ψ
∂x
]
+ σ ∂θ
∂x
− σ∆2Ψ
∂θ
∂t
= − [∂Ψ
∂x
∂θ
∂z
− ∂Ψ
∂z
∂θ
∂x
]
+R∂ψ
∂x
+∆θ,
(1.27)
donde Ψ es la funcio´n flujo; θ es la derivada de la temperatura entre el perfil lineal
establecido por la condicio´n termal u´nica y los para´metros dimensionales, σ y R que
son los nu´meros de Prandtl y de Rayleigh. Si las condiciones de frontera son tomadas
perio´dicamente en la direccio´n horizontal, la direccio´n vertical es arbitraria, se tiene:
ψ = ∆ψ =
∂θ
∂z
= 0(z = 0, pi)
ψ = ∆ψ =
∂θ
∂x
= 0(x = 0,
pi
a
),
(1.28)
donde 1/a es el radio espectral. En esta forma las ecuaciones pueden solucionarse por
ca´lculos nume´ricos. Cada aproximacio´n de la fuerza bruta como quiera que podemos
tener para ganar en profundidad con la idea del mecanismo con el movimiento que se
vuelve ma´s y ma´s cao´tico a trave´s de las series de transicio´n.
Una mejor v´ıa para tomar en este tipo de involuciones f´ısicas truncadas del sistema
es transformar en E.D.O describiendo la evolucio´n de un nu´mero finito de estados
o modos. De esta manera Saltzman y Lorenz llegaron al ce´lebre modelo de las tres
E.D.O. As´ı, centenares de escritos y monografias tienen este desarrollo en el modelo
de Lorenz, en lugar de entrar en detalles nos limitaremos solo a ver fuera de la l´ınea
como el sistema aparece en una primera jerarqu´ıa del sistema. Una v´ıa sistema´tica de
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truncacio´n del sistema de E.D.P es la expansio´n de Garlerkin, las cuales satisfacen el
conjunto condiciones de frontera. En este caso una escogencia de M-modos del seno y
M+1 modos del coseno en la direccio´n horizontal y M modos del seno en la direccio´n
vertical toman la expansio´n:
Ψ(x, z, t) =
M∑
m=1
N∑
n=1
Ψm,n sen(amx) sen(nz)
θ(x, z, t) =
M∑
m=1
N∑
n=1
θm,n cos(amx) sen(nz). (1.29)
Si sustituimos (1.29) en (1.27) todas las derivadas espaciales desaparecen y se obtiene
un sistema de ecuaciones diferenciales ordinarias para las funciones de coeficientes Ψm,n
y θm,n. Si escogemos inicialmente un valor no nulo (n0,m0) entonces el sistema truncado
provocara´ adicionalmente valores no nulos acorde con la idea que Zou y Zhou 1986[9].
Por sustituciones sucesivas en (1.29) obtenemos los siguientes resultados en el proceso
de Garlerkin
(n0,m0)→ (n0,m0)(0, 2n0)
→ (n0,m0)(0, 2n0)(m0, 3n0) (1.30)
→ (n0,m0)(0, 2n0)(m0, 3n0)(0, 4n0).
Si paramos sobre (n0,m0) y (0, 2n0) y tomando m = 1 y n = 2 se encuentra el modelo
de Lorenz(1.22) presentado como sigue:

Ψ˙11 = −σ[a2 + 1]ψ11 + σaa2+1θ11
˙θ11 = aψ11θ02 +Raψ11 − (a2+1)θ11
˙θ02 = −a2ψ11θ11 − 4θ02.
(1.31)
En el anexo 6.1 aparece detalladamente el proceso general del me´todo de Garlerkin.
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Cap´ıtulo 2
DINA´MICA HIPERBO´LICA
El sistema de Lorenz es un conjunto de tres ecuaciones diferenciales ordinarias acopladas
que representan la conveccio´n de fluidos atmosfe´ricos en tres dimensiones:

x˙ = −σx+ σy
y˙ = −xz + ρx− y
z˙ = xy − βz
(2.1)
con (x, y, z) ∈ <3; con para´metros σ, ρ, β positivos , llamados σ :nu´mero de Prandlt,
ρ nu´mero de Rayleigth, β constante de Proporcionalidad.
Los valores usados por Lorenz y otros investigadores para las constantes mencionadas
anteriormente son: σ = 10, β = 8/3, y ρ variable. Para el ana´lisis del sistema iniciamos
calculando los puntos de equilibrio, lo hacemos tomando x˙ = y˙ = z˙ = 0 como sigue:
−σx+ σy = 0 (2.2)
−xz + ρx− y = 0 (2.3)
xy − βz = 0 (2.4)
de (2.2) se tiene que σ=10; x = y; que al sustituir en (2.3) y en (2.4) se sigue:
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x(−z + ρ− 1) = 0 (2.5)
x2 − βz = 0 (2.6)
de (2.5) se llega a x = 0 o´ z = ρ−1 ; si x = 0 de (2.6) se obtiene z = 0 ya que β = 8/3;
si z = ρ− 1, de (2.6) se deduce x2 = β(ρ− 1), entonces: x = ±√β (ρ− 1),
por tanto los puntos de equilibrio son:
(0, 0, 0); (
√
β (ρ− 1),√β (ρ− 1), ρ− 1); (−√β (ρ− 1),−√β (ρ− 1), ρ− 1))
Por otra parte, el jacobiano asociado al sistema en cualquier punto
(x, y, z) ∈ <3 es:
=(x, y, z) =
 −σ σ 0(ρ− z) −1 −x
y x −β
 .
A continuacio´n calculamos los valores propios de =(x, y, z) en los puntos de
equilibrio. En el punto fijo (0,0,0) el jacobiano es:
=(0, 0, 0) =
 −σ σ 0ρ −1 0
0 0 −β

Con el polino´mio caracter´ıstico (−β − λ) [(−σ − λ) (−λ− 1)− σρ] = 0, resultando los
siguientes valores propios:
λ1 = −β, λ2 = −(1+σ)−
√
(1+σ)2−4(σ−ρσ)
2
, λ3 =
−(1+σ)+
√
(1+σ)2−4(σ−ρσ)
2
.
i) Cuando tomamos ρ = 1, los valores propios son: λ1 = −β; λ2 = −(1 + σ); λ3 = 0,
es decir, λ1 = −8/3;λ2 = −11;λ3 = 0. En este caso el sistema (2.1) bifurca, y para
su completo estudio realizamos en la seccio´n 6.3 su reduccio´n a la variedad central en
formas normales apropiadas. Los valores y vectores propios son:
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λ1 = −8/3 con su vector v1 =
 00
1
,
tomando λ2 = −11, su vector propio es v2 =
 −101
0
,
finalmente para λ3 = 0 el vector propio es v3 =
 11
0
.
En el plano xy el punto de equilibrio se denomina nodo atractor, aqu´ı ocurre una bi-
furcacio´n horquilla como en la ecuacio´n de Duffing [17].
ii) Cuando tomamos ρ < 1 los valores propios son:
λ1 = −8/3, λ2 = −11−
√
(11)2 − 4(10)(1− ρ)
2
, λ3 =
−11 +√(11)2 − 4(10)(1− ρ)
2
.
para:
112 − 40(1− ρ) > 0
121− 40 + 40ρ > 0
40ρ > −81
ρ > −81/40.
Cuando−81/40 < ρ < 1, los valores propios λ2, λ3 son reales. Pero cuando ρ < −81/40;
λ2, λ3 son complejos. Como en el origen todos los valores propios tienen parte real nega-
tiva no nula, este punto de equilibrio se llama sumidero hiperbo´lico con un solo atractor.
iii) Para ρ > 1, los valores propios reales son:
λ1 = −8/3; λ2 = −11−
√
121− 40(1− ρ)
2
; λ3 =
−11 +√121− 40(1− ρ)
2
.
Cuando ρ > 1, resultan aspectos que enunciamos a continuacio´n, los cuales se ilustran
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con simulaciones hechas en el paquete Dynamics [4].
Para 10 ≤ ρ ≤ 30, probaremos que las trayectorias forman una gran foliacio´n estable,
ver seccio´n 3.4, segu´n los siguientes casos:
1. Para 10 ≤ ρ ≤ 13,296 el punto de equilibrio estable (√8/3(ρ− 1), √8/3(ρ− 1),
ρ− 1) se convierte en un punto atractor (ver figura 2.2).
Figura 2.1: Retrato de fase de (2.1) cuando ρ = 14
2. Para 13,296 < ρ < 24,74 el punto de equilibrio estable (−√8/3(ρ− 1),−√8/3(ρ− 1),
ρ− 1) es un punto atractor (ver figura 2.1).
3. Para ρ ≥ 24,74 el conjunto de o´rbitas transitan por los tres puntos de equilibrio,
asemeja´ndose su gra´fico a una mariposa (ver figura 2.3).
Al final de este ana´lisis, resaltamos el hecho de que en la variedad inestable, ver anexo
6.3, para ρ en el intervalo (1,+∞) aparece una bifurcacio´n del sistema.
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Figura 2.2: Retrato de fase para (2.1) cuando ρ = 11
Las formas normales, es un me´todo que se usa, en los sistemas dina´micos que presentan
bifurcaciones, y consiste en reducir el sistema original en un sistema algebraicamente
ma´s apropiado, permitiendo con ello facilidades en el estudio del sistema.
La ventaja del me´todo de la forma normal, es que el sistema de la forma normal
esta´ determinado por el caracter de la bifurcacio´n, que presentan los estados cerca
del equilibrio. El sistema de Lorenz que como lo hemos sen˜alado anteriormente es un
modelo hidrodina´mico con tres para´metros. Cuando ρ > 1, se presenta una bifurcacio´n
cuyo estudio lo podemos realizar, sin perdida de generalidad, en el plano z = ρ − 1,
as´ı el sistema de Lorenz se puede expresar de la siguiente forma normal [2]:
x˙ = y
y˙ = x(1− z)−Bx3 − λy
z˙ = −α(z − x2),
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Figura 2.3: Retrato de fase para (2.1) cuando ρ = 28
donde:
α = β/
√
σ(ρ− 1)
λ = (1 + σ)/
√
σ(ρ− 1)
B = β/(2σ − β).
El equilibrio (0,0,0) es una silla para valores positivos de los para´metros α y λ. La
variedad inestable W uo es unidimensional y consiste de un par de o´rbitas τ1 y τ2
sime´tricas, que parten y regresan al origen del sistema. En el caso en que una sep-
aratriz este´ a espaldas de la silla de montar diremos que se forma una curva homo-
cl´ınica. Como τ1 y τ2 esta´n sincronizadas y son sime´tricas por medio de la involucio´n
(x, y, z)⇔ (−x,−y,−z), juntos forman una homocl´ınica multiple (mariposa homoclin-
ica).
26
En general, una mariposa homocl´ınica puede ser inestable o estable, esta estabili-
dad depende del ı´ndice de la silla γ = |λ2|
λ3
con λi valor caracteristico de la silla y
λ1 < λ2 < 0 < λ3, la mariposa es estable para ρ > 1 e inestable para ρ < 1.
En los otros dos equilibrios el espacio de para´metros (α, λ,B) correspondiente al cir-
cuito inestable simple de la mariposa homocl´ınica tiene el siguiente comportamiento:
a) La separatriz τ1 tiende a (1/
√
B + 1, 0, 1/
√
B + 1) y la separatriz τ2 tiende al
equilibrio (−1/√B + 1, 0, 1/√B + 1) .
b) τ1 tiende a (−1/
√
B + 1, 0, 1/
√
B + 1) y τ2 tiende a (1/
√
B + 1, 0, 1/
√
B + 1).
c) Cuando se tiene b), aparece una explosio´n homocl´ınica: en el espacio de fase surge
un conjunto hiperbo´lico Ω que es topolo´gicamente equivalente a la suspensio´n
sobre el movimiento de Bernoulli de dos s´ımbolos y contenido en un conjunto
contable de las o´rbitas periodicas de una silla [9].
Cerca del valor de los para´metros de bifurcacio´n el conjunto Ω yace completamente en
una pequen˜a mariposa homocl´ınica que puede dividirse. Estas o´rbitas se corresponden
con las sucesiones de un rollo alrededor de los equilibrios (±1/√B + 1, 0, 1/√B + 1),
codificadas con sucesiones infinitas de unos y dos. Por ejemplo los co´digos {..,11...}
y {..,22...} corresponden a circuitos singulares de las o´rbitas perio´dicas C1 y C2 re-
spectivamente, que son sime´tricos (C1 es el circuito generado por la separatriz τ1,
ana´logamente C2 con τ2 ).
En el momento de encuentro entre el conjunto Ω y la separatriz de bifurcacio´n, se
genera el atractor de Lorenz. En un estudio cuidadoso hecho por Aframovich en 1982,
demuestra la existencia y propiedades del atractor de Lorenz [1], el cual es realizado
mediante el uso del mapeo de Poincare´, este tema se profundiza en el capitulo tres.
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Cap´ıtulo 3
DESCRIPCIO´N DEL CAOS EN
EL SISTEMA LORENZ
3.1. Generalidades
Se describe a continuacio´n el proceso de ana´lisis del fenomeno cao´tico en el modelo de
Lorenz. La idea general de este proceso consiste en trasladar el estudio del caos de las
trayectorias dadas en la figura (3.1) sobre la secccio´n transversal Σ asociada al mapeo
de Poincare´.
En esta seccio´n retomamos el concepto de caos de una aplicacio´n continua cao´tica dada
en [18] y [13].
Definicio´n 1. El sistema de Lorenz al cual se le asocia un campo vectorial = : <3 → <3
es dado por:
=(x, y, z) =

−σ σ 0
ρ −1 0
0 0 −β


x
y
z
+

0
−xz
xy

(3.1)
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es cao´tico, si =n genera “horseshoe”, para algu´n n ≥ 1.
Definicio´n 2. = : <3 → <3 se dice que tiene “horseshoe”, si existe un subconjunto J,
J ⊆ <3, con un par de subbolas abiertas disjuntas K1, K2; tales que =(Ki) = J para
i=1,2.
Figura 3.1: La mariposa a partir de las variedades invariantes del equilibrio P(0,0,0)
En el modelo de Lorenz fijamos aqu´ı σ = 10 y β = 8/3 para ρh = 24,74 (ρh =
σ(σ+β+3)
σ−β−1 ),
ρ = 28 integrando nume´ricamente el campo =, buscando una condicio´n inicial cercana
en el punto de silla (0,0,0). Un t´ıpico tiempo histo´rico es el de las 30 primeras unidades
de tiempo de cada solucio´n de Y(t) que es reproducida por el estudio de Lorenz. Similar
trazo es observado para X(t) y Z(t) aunque el u´ltimo no es un experimento de signos
reversibles.
Lorenz establece que las oscilaciones se aproximan ra´pidamente y se mueven aparente-
mente en la superficie en tres partes que genera el flujo de (3.1), el cual en adelante
se llama S [9], la cual esbozamos en la figura (3.2) y se basa en la solucio´n nume´rica
tridimensional.
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Figura 3.2: El semiflujo en S
3.2. El Atractor
La frontera de S es parte de la variedad inestable W u(P ) del punto de silla de P(0,0,0).
En la figura (3.1) se muestran las primeras 50 truncaciones de un lado de W u(P ). La
superficie esta´ sombreada y la indicatriz dividida. Las sillas:
q± = (±
√
β(β − 1),
√
β(β − 1), ρ− 1)
son los agujeros de S. Al tener una idea clara de la estructura de la superficie dividi-
da, se ilustra esquema´ticamente en la figura (3.2). En ese esquema reemplazamos el
actual flujo tridimensional reversible por un semiflujo en S. Lorenz usa este hecho para
argumentar que el conjunto atractor
A = ∩t≥0φt(D),
Donde, D es una regio´n cerrada simplemente conexa de <3 que contiene los tres equi-
librios y soluciones regulares pro´ximas. A es llamado el ATRACTOR DE LORENZ, el
cual tiene infinitas soluciones las cuales nunca se interceptan, pero la razo´n de cambio
de sus hojas circulan con aparente divisio´n. En efecto la superficie S esta´ en artificio
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de contraccio´n en forma ra´pida. Discutiremos la estructura topolo´gica del atractor A y
la conexio´n con S, esta sera´ probada en un ana´lisis parcial de los flujos cao´ticos inter-
nos,abordando una aplicacio´n unidimensional. Muchos de estos ejemplos son ana´logos
al modelo de Van der Pool [9].
Resaltaremos para indicar como una conexio´n puede ser hecha entre el actual flu-
jo tridimensional y el flujo en S. Como mencionamos alrededor de las observaciones
nume´ricas indican que toda solucio´n esta situada arbitrariamente en el conjunto S y
despue´s pasan repetidamente cerca al plano [−a, a] ∈ S.
Ma´s precisamente todas las u´ltimas soluciones pasan tansversalmente, dividiendo a
trave´s de planos dos dimensiones, los cuales son secciones transversales al flujo
∑
en la vecindad dos dimensional de [−a, a]. Este ana´lisis dimensional del mapeo de
Poincare´ P= (f,g) se define como:
P :
∑
→
∑
(g sera´ mejor discutida en la seccio´n 3.4). Una apropiada seccio´n transversal
∑
esta´ lo-
calizada a nivel de z = ρ − 1, como se ilustra en la figura (3.2), de manera que
P (
∑
) ⊂∑; y puesto que la interseccio´n del atractor A con z = ρ− 1 esta´n en ∑. Si
proyectamos las o´rbitas del mapeo P en una direccio´n transversal de
∑
se obtiene una
primera componente unidimensional de la aplicacio´n de retorno:
f : I 7−→ I
donde, I = [−a, a] denotamos el intervalo dividido en la superficie S; f es un mapeo uni-
dimensional de Poincare´ para el semiflujo. Notamos que en I las soluciones en los cuales
sus retornos infinitos se aproximan a un punto medio de I, su ima´gen no esta´ definida
dado que el flujo entre el punto de ensilladura P, y de aqui no vuelven a retornar a
∑
,
porque la trayectoria esta en Ws,ss(P ).
La sime´tria del flujo implica que f es por tanto una funcio´n impar [13], con una mi-
rada cualitativa dada en la figura (3.3). Note que la pendiente de f
′
es siempre mayor
que 1, y la aplicacio´n no tiene puntos fijos en I. La expansio´n natural de la aplicacio´n
(f
′
> 1) describe la oscilacio´n creciente observada nume´ricamente y la discontinuidad
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Figura 3.3: La seccio´n Σ en z = ρ− 1, en el modelo geometr´ıco.
en y = 0 ocurre para el signo contrario. Asumimos que f(0−) = −f(0+) = a; adema´s
f(a) = −f(−a) > 0 y el limitex→0f ′(0) = +∞.
Tambie´n para simplificar por u´ltimo, asumimos que f 2(−a) > f(a) y f 2(a) < f(−a);
Figura 3.4: Lorenz con una conexio´n mariposa
como notamos alrededor de la aplicacio´n de Poincare´ bidimensional definida en una
seccio´n transversal apropiada
∑
, es invertible debido a que las aristas esta´n dadas
en una definicio´n global de flujo. Ma´s au´n en el proceso de proyeccio´n se ven muchas
aplicaciones definidas en una seccio´n transversal como en el proceso de Van der Pool.
En la siguiente seccio´n fortalezcamos el modelo geome´trico del atractor de Lorenz en
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una dimensio´n sin perder generalidad el flujo actual dentro de A. Adema´s los ca´lcu-
los necesarios que muestran una foliacio´n transversal de hojas de A, continuando una
contraccio´n uniforme mediante un proceso de proyeccio´n,ver seccio´n 3.4. Vamos a con-
siderar algunos de los problemas que involucran una verificacio´n geome´trica en los
atractores, para los que existe actualmente unos fluidos espec´ıficos, estudiando mapeos
de una sola dimensio´n f . En lo sucesivo vamos a referirnos a f como la aplicacio´n de
Lorenz.
3.3. La Dina´mica Unidimensional
Primero notamos que si f es una o´rbita de periodo k, entonces es inestable para las
derivadas de orden superior en un punto P, en esta o´rbita aplicamos la regla de la
cadena:
(fk(P ))
′
=
k−1∏
J=0
f
′
(f j(P )) (3.2)
y la norma de este producto es claramente ma´s grande que uno. Entonces f
′
> 1
siempre que este´ en I. Las o´rbitas de periodo dos y tres son fa´ciles de encontrar pero
dejando I1 = [−a, 0], I2 = [0, a], se tiene f(I1) = [f(−a), a] el cual contiene I2 y
f(I2) = [−a, f(a)] ⊃ I1 ; y tambie´n f 2(Ii) = I1 ∪ I2 = I para i=1,2,... Similarmente
fk(Ii) = I para todo k ≥ 2 as´ı fk(Ii) ⊃ Ii y fk (es el menor de los puntos fijos para
todo k).
Vamos a suponer que f tiene o´rbitas de todos los periodos que no son mu´ltiplos, pero
mientras fk tiene un punto fijo, para todo k cada uno de los puntos puede tener menor
o igual periodo a algunos submultiplos de k. De hecho la estructura del conjunto de
o´rbitas perio´dicas dependen de k. En cambio vamos a explorar la sensibilidad de las
condiciones iniciales exhibidas en la aplicacio´n. Entonces aqui la razo´n fa´cil se entiende
como el ejemplo de Van der Pool. f
′
>
√
2 en todas partes, donde algu´n subintervalo
J ⊂ I, es eventualmente expandido sobre f de modo que para algu´n n, fn(Ji) cubre a
I. As´ı todos los puntos de I son tomados. En efecto si f
′
> 1 alguno de los dos puntos
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lejanos x, y pertenecen a I, eventualmente tienen ima´genes fn(x) y fn(y) en oposicio´n
al valor (a menos que uno de los dos lados contenga a cero son o´rbitas perio´dicas).
La parte complicada de cada o´rbita es evidentemente controlada por las posiciones de
las preima´genes en el origen cero, f−k(0). Entonces, f−1 tiene dos valores para la parte
ma´s pequen˜a que cubre a I, el nu´mero de preima´genes f−k(0) crece como 2k hasta los
puntos permitidos por I. En efecto la expansio´n notada arriba implica que el conjunto
de todas las preima´genes de cero,
∪k>0f−k(0)
tiene medida cero, es denso en I, condiciones iniciales arbitrarias pro´ximas, las cuales
arrancan juntas, tienen una sensible independencia de las condiciones iniciales. Como
se ve en la aplicacio´n de Van der Pool, mientras se desarrolla un completo caos, el
conjunto contiene infinitas o´rbitas periodicas, comporta´ndose en el sentido que casi
todas las o´rbitas divergen cuando evolucionan en las proximidades de los puntos de
equilibrio estables. Hay exencio´n cuando se inicia con una o´rbita inestable periodica;
o´rbitas asinto´ticas y o´rbitas que contienen el origen. Cada o´rbita forma un conjunto
de medida cero en I. Para la simulacio´n nume´rica obtenemos el mapeo f(x) con la
siguiente formulacio´n:
f(x) =
{
1− β|x|α x ∈ [−1, 0)
−1 + β|x|α x ∈ (0, 1] (3.3)
definida sobre [−1, 1], con una o´rbita que acaba en x = 0, si escogemos α < 1, β ∈ (1, 2),
y αβ > 1 donde la derivada f ′ = αβ|X|α−1 > 1 en todas partes. Note que f ′(x) se
aproxima a ∞ cuando x tiende a cero. Para su ca´lculo tomamos α = 1
β
+ 0,001 ahora
que las derivadas esta´n muy cerradas sobre uno de los puntos finales reflejando el lento
crecimiento de las oscilaciones cercanas a la espiral de silla q± ilustrada en figura (3.4).
Este mapeo se ilustra en figura (3.5).
La solucio´n en forma de serie temporal [14], ilustra la sensible dependencia con condi-
ciones iniciales y variacio´n en el para´metro β. En cada caso se muestran las primeras
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Figura 3.5: la funcio´n f(x) con β = 1,95; α = 0,514
100 iteraciones. Primero tomamos fijo β = 1,95 y la condicio´n inicial X0 entre 10
−8 y
−10−12. Por ultimo tomamos β = 1,95+10−8 y Xo = 10−8. En cada caso las o´rbitas di-
vergen sustancialmente unas de otras antes de 25 iteraciones. Cada o´rbita corresponde
a un arranque cerrado de silla en P=(0,0,0) en la ecuacio´n de Lorenz y puede ser
comparado con las soluciones nume´ricas que se ilustran en [14]. Para simplificar (3.3)
vamos a reemplazar f por la parte de la aplicacio´n lineal:
f =
{
1− βx x ∈ [−1, 0)
−1 + βx x ∈ (0, 1] (3.4)
Las primeras dos preima´genes de cero esta´n dadas por: ±1 + βx = 0 o x = ± 1
β
. Las
segundas preima´genes por:
±1 + βx = ± 1
β
(3.5)
x = ± 1
β
± 1
β2
(3.6)
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mapeo.pdf
Figura 3.6: El mapeo f para la conexio´n homocl´ınica
y en general las k preima´genes son las 2k puntos dados por:
k∑
j=1
± 1
βj
(3.7)
observe que inicialmente el mapeo f tiene la forma de la figura 3.6. Esto es, la grafica
3.6 bifurca en la gra´fica 3.5. En un ana´lisis en [9] muestra unas o´rbitas arrancando
de cada preima´gen. Esas o´rbitas pueden terminar en cero despues de k iteraciones,
los iterados a trave´z del mapeo de la figura 3.5 (modelo Shift) muestran una sensible
dependencia de las condiciones iniciales y conexiones homocl´ınicas.
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Para la parte del ejemplo lineal es inmedia´to y claro con las preima´genes dadas en
(3.3), son densas en [−1, 1]. Esta densidad de la variedad estable de cero en adelante
nos da una interesante conclusio´n sobre la dependencia sensible de f con respecto al
para´metro β.
No solo las o´rbitas dadas por la aplicacio´n de Lorenz se comportan de una manera
cao´tica, una familia de para´metros de cada aplicacio´n tambie´n exhibe un inusual nivel
de inestabilidad, en efecto no aplica al tipo general esbozado en la figura (3.5) corre-
spondiente a la estructura estable de la ecuacio´n diferencial.
Esta ilustracio´n considerada con la regla de los puntos : Las ima´genes f(0±) de la figu-
ra (3.5) en la ecuacio´n original esa representacio´n de puntos (cercanos a 5) con o´rbitas
pasando arbitrariamente cerradas sobre la silla P = (0, 0, 0) pro´ximos a la intercepcio´n
de la seccio´n transversal
∑
, ellas esta´n de hecho en las cinco primeras intercepciones
de la variedad inestable de P con la seccio´n transversal
∑
.
Llamamos a los puntos b+, b− que esta´n en la figura 3.4, que son preima´genes de 0 bajo
f , teniendo en cuenta que f−k(0) es denso en I. Entonces esas preima´genes representan
puntos inexistentes en o´rbitas en el fluido que son asinto´ticas en el punto de silla P,
la aplicacio´n de Poincare´ bidimensional le corresponde un conjunto denso de puntos
que cruzan la seccio´n
∑
con S (la proyeccio´n del proceso en cada retorno de esas
curvas dentro de un punto de S). Siempre que b− y b+ existan, la variedad inestable
de P intersecta la respectiva variedad estable, en consecuencia tenemos una o´rbita
homocl´ınica (la simetr´ıa del fluido implica que existen dos de estas o´rbitas) tal que
dimW µ(P ) + dimW s(P ) = 1 + 2 = 3
que es una contradicio´n con la estabilidad estructural de las interacciones en la var-
iedad inestable; estas o´rbitas homocl´ınicas pueden ser destruidas por pequen˜as pertur-
baciones.
Adema´s la densidad en
∑
de los puntos en la variedad estable W s(p) implica que,
existe conexio´n, como se ilustra en la figura 3.6; la cual se puede destruir por una
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perturbacio´n, como se ilustra en la figura 3.5. De aqu´ı el conjunto de sistemas y fuera
de la silla son densos y ningu´n sistema es estructuralmente estable. Cerramos esta sec-
cio´n anotando que el atractor de Lorenz descrito aqu´ı persiste para un cierto rango de
(ρ, σ, β), cuando aumenta un poco ρ para σ y β fijos.
Robins muestra que en l´ımite cuando ρ → ∞, el sistema se integra favorablemente
y usando la solucio´n exacta para cada caso, demuestra la existencia de un par de
o´rbitas perio´dicas atractoras para ρ suficientemente grande. As´ı ρ decrece (en el rango
100− 200, para σ = 10, β = 8/3) en per´ıodos sucesivos, duplicando las bifurcaciones y
favoreciendo progresivamente las situaciones complejas hasta que aparece el atractor.
3.4. Existencia de una Foliacio´n Estable
En [3] encontramos que si los valores pro´pios del sistema en el origen P (0, 0, 0) esta´n
en la relacio´n 0 < −λ3 < λ1 < −λ2, por la propiedad del flujo resulta que la apli-
cacio´n (mapeo) de Poincare. Ver figura 3.7, F :
∑ → ∑ es de la forma F (x, y) =
(f(x), g(x, y))
f tiene las propiedades descritas en la seccio´n anterior, con
0 < ∂g
∂y
< c < 1 si y 6= 0, adema´s
l´ım
x→0
∂g(x, 0)
∂y
= 0.
Tambie´n por la invarianza fuerte en la variedad W ss(P (0, 0, 0)) existe una foliacio´n
estable, ~s la cual es F-invariante, esto es, ∀Lx hoja de ~s se tiene que F (Lx) ∈ ~s,
estas hojas son verticales en
∑
. Aprovechamos la foliacio´n ~s via la proyeccio´n Π para
obtener la siguiente conjugacio´n; ver figura 3.7:
f ◦ Π = Π ◦ F
donde
Π :
∑
→ B
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Figura 3.7: la foliacio´n estable ~s
con
B =
[−1
2
,
1
2
]
resulta que el mapeo unidimensional f : B → B, y Bo en el interior de B, se tienen las
siguientes propiedades:
1. ∀I abierto de Bo existe n ∈ Z tal que fn = Bo
2. El conjunto de los puntos perio´dicos de f es denso en F−n(Lx). Para x0 ∈ Bo
punto perio´dico de f tenemos que si (x0, y0) es punto periodico de F se tiene que
Σ ⊆ clausura (W s((x0, y0), F )), y adema´s
clausura (
⋂
F n(Σ)) ≡ clausura (W µ ((x0, y0), F )):= A
De lo cual deducimos que Ω = clausura (
⋃
ϕt (A)) con t ≥ 0, es el atractor cao´tico, el
cual es descrito con otro enfoque en la seccio´n 3.2; el me´todo de las foliaciones tiene
un importante significado geome´trico y dina´mico.
39
Cap´ıtulo 4
SINCRONIZACIO´N DE
SISTEMAS CAO´TICOS
Ciertos subsistemas no lineales de sistemas cao´ticos pueden ser sincronizados por en-
laces con sen˜ales comunes. El criterio para eso es el signo de los subexponentes de
Lyapunov.
Los sistemas cao´ticos pueden aparecer en los sistemas dina´micos, los cuales estudian
las sincronizaciones. Dos sistemas cao´ticos auto´nomos ide´nticos que empiezan de cerca
en el mismo punto inicial en el espacio de fases tiene trayectorias que ra´pidamente no se
correlacionan igual, aunque regularmente cada mapeo este´ fuera del mismo atractor en
el espacio de fases; as´ı es practicamente imposible la construccio´n ide´ntica, de sistemas
cao´ticos sincronizados en el laboratorio. Al describir el enlace de dos sistemas cao´ticos
con un signo o signos comunes, mostraremos que cuando el signo del exponente de
Lyapunov para un subsistema, son todos negativos, el sistema sera´ sincronizado.
Sincronizamos para que la trayectoria principal de uno de los sistemas converja al mismo
valor de la otra y ellos permanezcan pro´ximos con el paso del tiempo. La sincronizacio´n
aparece con la estructura estable. Aplicamos esas ideas al sistema de Lorenz, como
surgen en circuitos cao´ticos sincronizados. La capacidad de sincronizacio´n no es obvia
en sistemas no lineales. Vamos a derivar los resultados para flujos, pero realizando
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alguna variacio´n los podemos aplicar para iteraccio´n de mapeos. Consideremos un
sistema dina´mico auto´nomo n-dimensional:
u˙ = f(u) (4.1)
dividiendo el sistema arbitrariamente, dentro de dos subsistemas [u = (v, w)], obten-
emos
v˙ = g(v, w)
w˙ = h(v, w)
(4.2)
donde, v = (u1, ..., um), g = (f1(u), ..., fm(u)), w = (um+1, ..., un), h = (fm+1(u), ..., fn(u)) .
Ahora crearemos un nuevo subsistema w˜ ide´ntico al sistema w sustituyendo el conjunto
de variables v por el correspondiente v˜ en la funcio´n h, y tomando las ecuaciones (4.2),
resulta que el nuevo sistema esta´ dado por:
v˙ = g(v, w)
w˙ = h(v, w)
˙˜w = h(v, w˜).
(4.3)
Examinando la diferencia ∆w = w˜ − w, el subsistema de componentes w y w˜ se
sincronizan si ∆w → 0 cuando t → ∞. En el l´ımite infinitesimal usamos la ecuacio´n
variacional por el subsistema:
ξ = Dwh(v(t), w(t))ξ (4.4)
donde Dwh, es el jacobiano del subsistema. El comportamiento de la ecuacio´n (4.4)
depende de los exponentes de Lyapunov del subsistema w, lo que se sintetiza en el
siguiente teorema:
Teorema 1. El subsistema w y w˜ se sincronizan u´nicamente si los subexponentes de
Lyapunov son todos negativos. Ver demostracio´n en [16].
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Esta condicio´n es necesaria pero no suficiente para sincronizar los sistemas en cuestio´n.
Si no decimos nada del conjunto de las condiciones iniciales en w˜ sincronizadas con w,
uno puede tomar v = (v1, v2, ..., vm) al azar y w
′ = (w′m+1, ..., w
′
n
) de respuesta. Pode-
mos tomar cada uno visto en su aplicacio´n sobre un circuito electro´nico cao´tico (modelo
de Rossler), es natural preguntar como la sincronizacio´n es afectada por diferencias en
el para´metro en medio de los sistemas w y w˜ que es el fundamento de la aplicacio´n
real. Sea µ un vector de para´metros del subsistema w y µ′ del subsistema w˜, as´ı que
h = h(v, w, µ).
Si el subsistema w es de una dimensio´n, entonces para ∆w y ∆µ = µ′ − µ pequen˜os
tenemos
∆w˙ ≈ hw∆w + hµ∆µ (4.5)
donde hw y hµ son las derivadas parciales de h. Cuando hw y hµ son constantes muy
cercanas en el tiempo. La solucio´n es de la forma:
∆w(t) =
[
∆w(0)− hµ
hw
]
`hwt +
hµ
hw
(4.6)
Si hw < 0, la diferencia entre w y w˜ esta´ dada por algu´n valor constante. Esto es una
simple aproximacio´n unidimensional, en el caso contrario,que es para todo el sistema,
debemos investigarlo usando me´todos nume´ricos, igualmente cuando la diferencia entre
los para´metros es bastante grande, (entre el 10% y el 20%).
Podemos usar el principio de Haken [14] para sistemas singulares parecidos, para los
cuales bifurcaciones semejantes muestran el grado de libertad del sistema. Cuando los
valores propios de la parte lineal del campo vectorial, son todos no mayores que cero,
ellos determinan el comportamiento de todas las variables asociadas con valores propios
negativos [13]. Como los exponentes de Lyapunov son la generalizacio´n en el jacobiano
para estudiar la estabilidad, nuestro uso de exponentes de Lyapunov generaliza el
concepto parecido al criterio de Haken. Aqu´ı vamos a presentar los resultados para el
atractor de Lorenz previamente descritos en el cap´ıtulo tres.
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Sistema Entrada Respuesta Subexponente Lyapunov
Lorenz x (y, z) (-1.81, -1.86)
σ = 10, β = 8
3
y (x, z) (-2.67, -9.99)
ρ = 60 z (x, y) (+0.0108, -11.01)
La tabla anterior muestra algunos de los subexponentes de Lyapunov para el sistema
de Lorenz que esta´n en el re´gimen cao´tico. En este caso la sincronizacio´n ocurre para
cualquier (x, y) dados. En [13] se muestra un gra´fico del tiempo versus el logaritmo
de la diferencia y˜ − y y z˜ − z para el atractor de Lorenz. La convergencia de la sin-
cronizacio´n es consistente con los valores de la tabla anterior. En [13] se muestra los
resultados para la misma situacio´n, pero con un pequen˜o cambio en los para´metros de
respuesta del sistema, el sistema parcial sincronizado en que y˜ y z˜ esta´n dentro de la
misma vecindad de y y z, as´ı ellos proceden alrededor del atractor.
El sistema de Lorenz, as´ı tiene un extremo de baja dimensio´n con un exponente de Lya-
punov positivo. ¿Podemos sincronizar ha´bilmente en el caso de dos o ma´s exponentes
positivos pero con so´lo una onda viajera? ¿Puede uno predecir, que componentes esta´n
sincronizados basados en la estructura del centro de la variedad estable o inestable?
A pesar de esas y otras preguntas abiertas podemos hacer algunas especulaciones. La
habilidad para designar el sistema sincronizado que no sea l´ıneal, y especialmente un
sistema cao´tico, puede abrir oportunidades interesantes para la aplicacio´n del caos en
la comunicacio´n explorando los u´nicos rasgos de sen˜ales cao´ticas. Ahora tenemos la
capacidad de tener el sistema de Lorenz con muchas sen˜ales internas transportando
cao´ticamente, todav´ıa, la onda inmovil al ser sincronizada con otra onda, a trave´s de
una cadena de sen˜ales dirigidas.
En el anexo 6.2 se hace el desarollo matema´tico que especifica y resume otra forma de
la sincronizacio´n del modelo de Lorenz, que precisamente es de nuestro interes.
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Cap´ıtulo 5
CONCLUSIONES
1. Se aprecia que el sistema de Lorenz presenta un comportamiento controlado cuando
σ = 10, β = 8/3, y ρ < 28. Para valores de ρ ≥ 28 el sistema es cao´tico y se busca la
forma de ejercer control sobre la situacio´n generada.
2. El atractor de Lorenz se ha convertido en una herramienta de mucho intere´s, por
ello se continuan realizando estudios de tesis de pregrado y posgrado, y muchas publi-
caciones.
3. Este sistema constituye un modelo de mucha sensibilidad debido a que se mueve
sobre intervalos para´metricos muy estrechos y, al pasar de un intervalo al otro, se ob-
tienen grandes cambios en la evolucio´n del sistema.
4. El sistema de Lorenz tiene un importante desarrollo histo´rico en la meca´nica de
fluidos atmosfe´ricos, y sirve de paradigma para otros estudios aplicados a dina´micas
cao´ticas.
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Cap´ıtulo 6
ANEXOS
6.1. APROXIMACIO´N DE GALERKIN
Tomando algunas ecuaciones deferenciales parciales o ecuaciones diferenciales ordinar-
ias, no siempre encontramos la solucio´n, pero es natural ver una solucio´n aproximada.
De hecho, los me´todos nume´ricos son usados todo el tiempo para obtener valores aproxi-
mados de variables estables. Como quiera en teor´ıa y pra´ctica la utilidad de los me´todos
de aproximacio´n estan dados para ir ma´s alla´ del nu´mero alcanzado; por ejemplo se
usan aproximaciones para obtener una ganancia usando la intencio´n dentro del com-
portamiento cualitativo del sistema dina´mico, la prueba co´digo del computador, prueba
la solucio´n obtenida. Claro esta´, el me´todo de aproximacio´n es el elemento central de
la matema´tica aplicada.
En esta parte tomaremos un texto elemental en el caso especial del me´todo de Garlerkin,
uno de los me´todos de aproximacio´n clasicos para ecuaciones diferenciales parciales.
Como quiera permitimos notar que el me´todo de Galerkin es exacto. Uno de los fines del
me´todo esta´ basado en la idea de hallar aproximaciones de dimensio´n finita a un sistema
dina´mico de dimension infinita. Muchos otros me´todos se basan en la idea de hallar
invariantes de dimensio´n finita (o invariantes de aproximacio´n). De hecho, el punto
de equilibrio y las o´rbitas perio´dicas son subvariedades invariantes de dimensio´n finita
pero este solamente es el ejemplo simple. De hecho se nota que un punto de equilibrio o
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una o´rbita periodica, ma´s fuerte tienen una variedad estable de dimensio´n finita y una
variedad central de dimensio´n finita. En este caso el comportamiento dina´mico local
esta´ determinado por la dina´mica en la variedad central, porque las o´rbitas cercanas
son atraidas por la variedad central. Una generalizacio´n importante de esta situacio´n
es el concepto de una variedad inercial.
Definicio´n 3. Una variedad inercial M es una subvariedad de dimensio´n finita en el
retrato de fase, que tiene dos propiedades:
a) M es positivamente invariante
b)Toda solucio´n es atraida por M en un cambio exponencial.[5]
En general siM es atraida por una variedad invariante de dimensio´n finita, entonces el
sistema dina´mico esta restringido y tambie´n es un conjunto invariante y corresponde a
una ecuacio´n diferencial ordinaria que modela el comportamiento asinto´tico de todas las
ecuaciones diferenciales parciales de dimensio´n finita. En particular el conjunto l´ımite
de toda solucio´n subyace en esta variedad. As´ı la existencia de tal variedad invariante
proviene de la base teo´rica para un entendimiento completo del sistema dina´mico de
dimensio´n infinita, usando la te´cnica de ecuaciones diferenciales ordinarias. Una difi-
cultad muy usual es la prueba de la existencia de un atractor de variedad invariante.
Ma´s au´n si una variedad invariante plana existe,(dif´ıcilmente sucede), se obtiene la es-
pecificacio´n detallada de esta variedad el sistema dina´mico de dimensio´n finita original
se reduce a un sistema de una ecuacio´n diferencial ordinaria. Es una alternativa de
me´todo de aproximacio´n de Galerkin, que no requiere la existencia de una variedad
invariante y puede aun ma´s ser usado en grandes sucesos.
Empecemos nuestra discusio´n del me´todo de la aproximacio´n de Garlerkin con un
elemental pero con una idea clave. Recalcando que un espacio vectorial H es un espa-
cio con un producto interno si esta es una forma bilineal tal que si h ∈ H, entonces
〈h, h〉 ≥ 0
〈h, h〉 = 0 si y solo si h=0.
De esto se sigue inmediatamente que si v ∈ H y 〈v, h〉 = 0 ∀h, entonces v=0.
Usemos este hecho simple en la base para solucionar ecuaciones en el espacio H. Si
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deseamos hallar una solucio´n de la ecuacio´n lineal:
Au = b (6.1)
y supongamos que si u0 ∈ H tal que 〈Au0 − b, h〉 = 0, ∀h ∈ H, entonces u0 es una
solucio´n de la ecuacio´n.
Si identificamos un subespacio S ⊂ H, con us ∈ S tal que 〈Aus − b, s〉 = 0 ∀s ∈ S,
entonces us es llamada una solucio´n aproximada de Garlerkin de (6.1).
De inmediato ∀h ∈ H es una aproximacio´n de una solucio´n. La idea es considerar una
sucesio´n de un subespacio: S1 ⊂ S2 ⊂ ... ⊂ que convergen a H, y la correspondiente
aproximacio´n de Garlerkin, un ∈ Sn tal que 〈Aun − b, s〉 = 0 ∀s ∈ Sn.
En este caso podemos esperar que la sucesio´n u1, u2, ... converge a la solucio´n de la
ecuacio´n (6.1).
Si H es el espacio finito interno y los subespacios S1, S2, ..., esta´n estrictamente con-
tenidos entonces una sucesio´n correspondiente de aproximaciones de Galerkin es finita.
Esto es cuando no tenemos problemas acerca de la convergencia. Como quiera si H
es un espacio de Hilbert con dimensio´n infinita, entonces el subespacio aproximado es
precisamente escogido con cuidado en orden para asegurar la convergencia de la suce-
sio´n de aproximaciones de Garlerkin. Permitiendo recalcar que una sucesio´n B = {vi}
con i=1,2,... de elementos linealmente independientes en H, es llamado una base del
espacio de Hilbert, si en la variedad lineal S expandida por B toda combinacio´n lineal
finita de elementos de B es denso en H; que si h ∈ H entonces una sucesio´n en S que
converge a h en la norma natural definida por el producto interno. Supongamos que
H es un espacio de Hilbert, B = {vi} i=1,2,... es una base del espacio de Hilbert para
H, y A : H → H es un operador l´ıneal. Adema´s para cada entero positivo n de Sn
denota la expansio´n de la variedad lineal para el conjunto finito v1...vn. El principio de
Garlerkin puede ser establecido como sigue:
Para cada entero positivo n, existe algu´n un ∈ Sn tal que 〈Aun − b, s〉 = 0, ∀s ∈ Sn.
Ma´s au´n la sucesio´n {un}∞n=1 converge a la solucio´n de (6.1).
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El principio de Garlerkin no es un teorema, en efecto la aproximacio´n de Garlerkin
puede no existir o la sucesio´n de aproximaciones puede no converger. La aplicabilidad
depende de la ecuacio´n que nosotros nos proponemos solucionar, la seleccio´n del espacio
H, y la seleccio´n de la base B.
6.2. SINCRONIZACIO´N: DISIPACIONUNIFORME
DE LORENZ
Vamos a considerar el sistema de la ecuacio´n de Lorenz

x˙ = −σx+ σy
y˙ = −y − xz + rx
z˙ = −bz + xy
los cuales sincronizamos mediante el siguiente dos-sistemas [22]:

x˙1 = −σ1x1 + σ1y1 − k(x1 − x2)
y˙1 = −y1 − x1z1 + r1x1
z˙1 = −b1z1 + x1y1
x˙2 = −σ2x2 + σ2y2 − k(x2 − x1)
y˙2 = −y2 − x2z2 + r2x2
z˙2 = −b2z2 + x2y2
(6.2)
Si tomamos λ = (σ, r, b)
Λ :=
{
(σ, r, b) ∈ <3 : 1
2
≤ σ ≤ 15, 1
2
≤ r ≤ 30, 1
2
≤ b ≤ 4}
y si tomamos la funcio´n de Lyapunov, V (x, y, z, λ) := x2 + σ
r
y2 + σ
r
(z − 2r)2,
tenemos,
V (x, y, z, λ) ≥ x2 + 1
60
y2 + 1
60
[|z| − 1800]2 − 53999 := a(x, y, z)−N
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donde a(x, y, z) := x2 + 1
60
y2 + 1
60
[|z| − 1800]2 y N := 53999 y observamos que
V (x, y, z, λ) ≤ x2 + 30y2 + 30z2 + 60|z|+ 1800 := b(x, y, z)
ma´s au´n:
−V (x, y, z, λ) = 2σ(x2 + 1
r
y2 + b
r
z2) − 4σbz ≥ x2 + 1
30
y2 + 1
60
[|z| − 7200]2 − (7200)2
60
:=
c(x, y, z)−M
donde:
c(x, y, z) := x2 + 1
30
y2 + 1
60
[|z| − 7200]2, M := (7200)2
60
= 864000.
Tenemos que:
(
∂(V )(x,y,z,λ)
∂(x,y,z)
)
= (2x, 2σ
r
y, 2σ
r
(z − 2r))
por lo tanto
∂(V (x1, y1, z1, λ1)
∂(x1, y1, z1)
−k(x1 − x2)0
0
+ ∂(V (x2, y2, z2, λ2)
∂(x2, y2, z2)
−k(x2 − x1)0
0

= −2k(x21 − x1x2)− 2k(x22 − x1x2) = −2k(x1 − x2)2 ≤ 0
(6.3)
as´ı la condicio´n del teorema 1, cap. 4 de [2] queda satisfecha.
Si tomamos ρ = 0,1, tenemos,
Cρ := {(x, y, z) ∈ <3 : c(x, y, z) ≤ ρ+ 2M ⊂
{x : |x| ≤ 1315} × {y : |y| ≤ 7201} × {z : |z| ≤ 17383} ,
ahora tomamos
r≥ 2b(1315, 7201, 17383) ≥ 2sup{b (x, y, z) : (x, y, z) ∈ (Cρ)} , porejemplor := 21246933410
y teniendo en cuenta que,
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Ar:={(x, y, z) ∈ <3 : a (x, y, z) ≤ r + 2N}×{(x, y, z) ∈ <3 :a(x, y, z) ≤ r + 2N
el conjunto Ar esta´ contenida en:
{
(x, y) ∈ <2 : x2 + 1
60
y2 ≤ (21247041408)}× {z : |z| ≤ (1130881)}
Por lo tanto el conjunto atractor esta´ contenido en el conjunto Ar, el cual esta´ con-
tenido en el conjunto:
{x : |x| ≤ 145764} × {y : |y| ≤ 1129081} × {z : |z| ≤ 1130881}
Los ca´lculos anteriores prueban la disipacio´n uniforme,[2]. Una deduccio´n del hecho,
que el sistema sea disipativo uniforme, garantiza la existencia de un conjunto acotado,
independiente para λ, k y t, en los cuales se sincronizan los respectivos sistemas.
6.3. LA VARIEDAD CENTRAL INVARIANTE
6.3.1. Variedad Central para Campos Vectoriales
En esta seccio´n vamos a desarrollar la reduccio´n a la Variedad Central, que surte y
pretende sistema´ticamente reducir la dimensio´n de los espacios de estado por la necesi-
dad de analizar bifurcaciones de un tipo dado.
Vamos a usar el sistema de Lorenz y la bifurcacio´n para ρ = 1 en un ejemplo con
ilustraciones de papel de los centros multiples, bifurcaciones de Hopf.
Hay dos situaciones ana´logas a considerar: un equilibrio para un campo vectorial y un
punto fijo para un difeomorfismo. Para el segundo caso surgen muchos desde el mapeo
del retorno de Poincare´ para una o´rbita periodica del flujo. Supongamos que tenemos
un sistema de ecuaciones diferenciales ordinarias x˙ = f(x) cada que f(0) = 0, si la
linealizacion de f sobre el origen tiene valores propios imaginarios puros, entonces del
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teorema de Hartman se tiene que el nu´mero de valores propios de partes reales positivas
y negativas determinan la topolog´ıa equivalente del flujo cerca de la parte real igual
a cero. En general el me´todo de la variedad central aplicado a la bifurcacio´n de Hopf
aisla el complicado comportamiento de localizar una variedad invariante tangente al
subespacio durante la generalizacio´n del espacio propio de valores propios en el eje
imaginario. Lo que se resume en el siguiente teorema:
Teorema 2. (teorema de la variedad central para flujos)
Si f es un campo vectorial Cr en <n desapareciendo para el origen (f(0)=0) y si
A=Df(0). Divide el espectro de A en tres partes σs, σc, σµ, con :
Re λ =

< 0 siλ ∈ σs
= 0 siλ ∈ σc
> 0 siλ ∈ σµ
Si los espacios propios de σs,σc,σµ son de E
s,Ec,y Eµ respectivamente. Entonces en
Crexiste variedad invariante estable e inestable W µ y W s tangentes a Eµ y Es en 0
y en Cr−1 variedad central W c tangente a Ec en 0. Las variedades W µ,W s y W c, son
todas invariantes para el flujo de f. Las variedades estables e inestables son u´nicas, pero
W c no lo es. Ver demostracio´n en [9].
Figura 6.1: Variedad central,estable e inestable
Vamos a ilustrar la situacio´n en la figura (6.1), note que no podemos asignar direc-
ciones del flujo en W c especificamente fuera de la informacio´n en el alto orden de los
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te´rminos de f cerca a 0. Una fuerte conjetura es que una alternativa simple usando el
teorema de la variedad central para un sistema que se proyecta en el sistema sobre el
subespacio lineal durante el Ec. Si escribimos el campo vectorial f as´ı: f=fµ + fs + fc;
con fµ ∈ Eµ, fs ∈ Es, fc ∈ Ec cerca del equilibrio una posibilidad de que fc este
restringido a Ec suministrando el correcto cuadro de cualidades de la dina´mica en el
centro de la direccio´n. El sistema de Lorenz ilustra que esa no siempre es la variedad
central calculada en un problema de bifurcacio´n, y es una proyeccio´n de Galerkin de
una ecuacio´n diferencial parcial para la conveccio´n bidimensional.
Podemos estudiar la bifurcacio´n en el punto (0, 0, 0),con ρ = 1, que de acuerdo al
cap´ıtulo dos, tiene una base con los vectores propios
{(1, 1, 0) , (−10, 1, 0) , (0, 0, 1)}
y usando esta base resulta el nuevo sistema coordenado
 xy
z
 =

1 σ 0
1 −1 0
0 0 1

 uv
w
 ,
 uv
w
 =

1
1+σ
σ
1+σ
0
1
1+σ
− 1
1+σ
0
0 0 1

 xy
z
 (6.4)
Bajo la transformacio´n lineal de la base de los valores propios, el sistema de Lorenz se
convierte en:
u˙ =
1
1 + σ
x˙+
σ
1 + σ
y˙ =
σ
1 + σ
(y − x) + σ
1 + σ
[(x− y)− xz] = −σ
1 + σ
(u+ σv)w
v˙ =
1
1 + σ
x˙− 1
1 + σ
y˙ =
σ
1 + σ
(y − x)− 1
1 + σ
[(x− y)− xz] = −(1 + σ)v + 1
1 + σ
(u+ σv)w
w˙ = z˙ = −βz + xy = −βw + (u+ σv)(u− v)
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o u˙v˙
w˙
 =

0 0 0
0 −(1 + σ) 0
0 0 −β

 uv
w
+

−σ
1+σ
(u+ σv)w
1
1+σ
(u+ σv)w
(u+ σv)(u− v)
 (6.6)
as´ı que la parte l´ıneal esta´ ahora en una forma estandar (diagonal). En las coordenadas
(u, v, w), la variedad es una curva tangente al eje u. Note que la proyeccio´n del sistema
sobre el eje u, obtenido por colocacio´n de v = w = 0, en la ecuacio´n para u˙ produce
u˙ = 0. El eje u no es invariante, porque la ecuacio´n para w˙ incluye los te´rminos de u2.
S´ı tomamos coordenadas no lineales se cambian colocando w˜ = w − u2/β como quiera
se obtiene
˙˜w = w˙ − 2uu˙
β
= −β
(
w − u
2
β
)
+ (σ − 1)uv − σv2 + 2σ
β(1 + σ)
u(u+ σv)w
o,
˙˜w = −βw˜ + (σ − 1)uv − σv2 + 2σ
β(1 + σ)
u(u+ σv)(w˜ +
u2
β
)
(6.7)
En el sistema coordenado (u, v, w˜)tenemos:
u˙ = − σ
1 + σ
(u+ σv)
(
w˜ +
u2
β
)
(6.8)
Ahora proyectando la ecuacio´n sobre el eje u en esas coordenadas, resulta la ecuacio´n
u˙ =
(
−σ
β(1+σ)
)
u3. Note tambie´n que no hay te´rminos de la forma u2 y as´ı que el eje u
es invariante y su ecuacio´n transformada es de segundo orden.
Ese se puede hacer iterativo por cambios en v y w˜ con sumas de esas coordenadas
mononomiales en u, justo as´ı w˜ se obtiene a partir de w. Adicionalmente cada co-
ordenada cambiara´ o no el coeficiente
(
−σ
β(1+σ)
)
de u3 en la ecuacio´n para u˙, pero se
afectara´ enormemente el orden de te´rminos de la forma um, para m ≥ 4. Si revisamos
que la ecuacio´n u˙ = − σ
β(1+σ)
u3, a lo largo con el efecto de variar ρ cerca de 1 es sufi-
ciente deducir las cualidades dina´micas de la bifurcacio´n en el sistema de Lorenz.
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El teorema de la Variedad Central implica que el sistema es local y topolo´gicamente
equivalente con
˙˜x = f˜(x)
˙˜y = −y˜;
˙˜z = z˜
(x˜, y˜, z˜) ∈ W cxW sxW u
(6.9)
en una vecindad de para´metros del punto de bifurcacio´n. Para simplicidad vamos a
asumir que la variedad inestable es vac´ıa y que la parte lineal del sistema bifurcado es
un bloque diagonal de la forma:
x˙ = Bx+ f(x, y)
y˙ = Cy + g(x, y)
(x, y) ∈ RnxRm
(6.10)
donde B y C son matrices de taman˜o nxn y mxm respectivamente y tiene valores propios
cero de parte real y parte real negativa respectivamente,y f y g var´ıan, a lo largo de
esas primeras derivadas parciales en el origen. As´ı la variedad central es tangente a Ec
(en el espacio y=0) podemos representar as´ı una gra´fica:
W c = {(x, y) |y = h(x)}
h(0) = Dh(0) = 0
(6.11)
donde h : U → Rm esta´ definida sobre alguna vecindad U ⊂ Rn del origen, figura (6.2);
consideramos la proyeccio´n del campo vectorial en y = h (x) sobre Ec:
x˙ = Bx+ f(x, h(x)) (6.12)
As´ı h (x) es tangente con y = 0, la solucio´n de la ecuacio´n (6.12) que ya probada da
una buena aproximacio´n del flujo de x˜ = f˜(x˜) restringida en W c. Lo que se resume en
el siguiente teorema:
Teorema 3. (Henry 1981, Carr 1981)
Si el origen x=0 de (6.12) es asinto´tica-estable localmente, entonces el origen de (6.10)
es tambie´n asinto´ticamente estable localmente. Ver demostracio´n en [9]
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Figura 6.2: La variedad central y el campo vectorial proyectado
Estos resultados tambie´n siguen desde la teor´ıa de la linealizacio´n global de Pugh y
Shub. Ahora mostramos como h (x) puede ser ca´lculado a una pequen˜a aproximacio´n.
Sustituyendo y = h (x) en la segunda componente de (6.10) y usando la regla de la
cadena obtenemos:
y˙ = Dh(x)x˙ = [Bx+ f(x, h(x))] = Ch(x) + g(x, h(x))
N (h(x)) = Dh(x) [Bx+ f(x, h(x)]− Ch(x)− g(x, h(x)) = 0
(6.13)
con las condiciones de frontera h (0) = Dh (0) = 0.
Esta ecuacio´n diferencial para h no tiene solucio´n, la solucio´n exacta en muchos casos
es una aproximacio´n arbitrariamente tomada de una serie de Taylor, con x = 0. Como
se resume en el siguiente teorema:
Teorema 4. Si una funcio´n φ(x) con φ(0) = Dφ(0) = 0 puede ser establecida cada
que N (φ(x)) = O(|x|p) para algu´n p > 1 cuando |x| → 0 entonces se sigue que
h(x) = φ(x) +O(|x|p) cuando |x| → 0. Ver demostracio´n en [9].
As´ı podemos aproximar h(x) para mirar la solucio´n en serie de (6.13), como quiera que
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miramos cada serie de Taylor expandida no siempre existe, entonces W c puede no ser
anal´ıtica en el origen. La ilustracio´n usada en el teorema anterior considera el sistema:
u˙ = v
v˙ = −v + αu2 + βuv
(6.14)
con α, β definidos. Entonces (0, 0) es un u´nico punto fijo y los valores propios del
sistema linealizado son 0 y -1. Usando la matriz de transformacio´n donde las columnas
son los vectores propios:
(
u
v
)
= T
(
x
y
)
T = T−1 =
(
1 1
0 −1
) (6.15)
Podemos colocar (6.14) en la forma estandar:
(
x˙
y˙
)
=
 0 0
0 −1

 x
y
+
 1 1
0 −1

 0
α(x+ y)2 − β(x+ y)y
 (6.16)
0
x˙ = α(x+ y)2 − β(xy + y2)
y˙ = −y − α(x+ y)2 + β(xy + y2)
As´ı Ec y Es son de dimensio´n uno, el gra´fico de h es una funcio´n de valor real y de
h (x) resulta que:
N (h(x)) = h
′
(x)
[
α(x+ h(x)2 − β(xh(x) + h2(x))]+ h(x)+
α(x+ h(x))2 − β(xh(x) + h2(x)) = 0
h(0) = h
′
(0) = 0
(6.17)
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Figura 6.3: Varieda central para el sistema 6.22
El conjunto h(x) = ax2+ bx3+ ... y sustituyendo en (6.17) encontramos los coeficientes
desconocidos a, b,... obtenemos:
h(x) = −αx2 + α(4α− β)x3 +O(x4) (6.18)
y podemos escribir aproxima´damente:
x˙ = α(x+ h(x))2 − β(xh(x) + h2(x)) =
α(x2 + (β − 2α)x3 + (9α2 − 7αβ + β2)x4) +O(x5)
(6.19)
o, si α 6= 0,
x˙ = αx2 + (α(β − 2α)x3) +O(x4) (6.20)
en este caso, los te´rminos de segundo orden determinan la cualidad del comportamiento
alrededor de O cuando α 6= 0.
En el siguiente ejemplo
x˙ = xy
y˙ = −y + αx2
(6.21)
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el espacio de la tangente aproximada no esta´ determinando la estabilidad cerca de 0.
As´ı si y = h(x) = 0 entonces x˙ = 0 as´ı como en el ejemplo de Lorenz. En este problema
h esta´ determinado por la invarianza de la variedad central:
h
′
(x) [xh(x)] + h(x)− αx2 = 0 (6.22)
y tomando h = ax2 + bx3 + ... obtenemos:
h = αx2 +O(x4) (6.23)
As´ı el sistema reducido es
x˙ = αx3 +O(x5) (6.24)
Figura 6.4: Variedad central para la ecuacio´n 6.16
Los dos ejemplos tienen retratos de fase (cerca de (0,0)) mostrado en la figura (6.3 y
6.4).
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Notaremos una extensio´n simple con el me´todo de la variedad central que esta´ real-
izando una transaccio´n con la familia de para´metros del sistema. En la ecuacio´n (6.10)
suponemos que las matrices B, C y las funciones f, g dependen de un vector k de
para´metros, µ y el sistema extendido es
x˙ = Bµx+ fµ(x, y)
y˙ = Cµy + gµ(x, y);
µ˙ = 0;
(x, y) ∈ RnXRm
µ ∈ Rk (6.25)
As´ı (x, y, µ)=(0,0,0) en (6.26) tiene un n+k dimensional de la variedad central tan-
gente a (x, µ) espacio, que puede ser aproximado por un desarrollo en serie en x y µ del
gra´fico h : RnXRk → Rm como arriba. La propiedad invariante de la variedad central
garantiza la solucio´n de bifurcacio´n para retratos de fases cerca de (0, 0, 0).
Consideramos la ecuacio´n cuadra´tica de Duffing:
u˙ = v
v˙ = βu− u2 − δv;
(6.26)
para δ > 0 y β pro´ximo a 0. Para β = 0 el sistema linealizado tiene valores propios 0
y −δ en (u, v) = (0, 0) y usando la transformacio´n
 u
v
 =
 1 1
0 −δ
 ,
 x
y
 =
 1 1/δ
0 −1
δ

 u
v
 (6.27)
(6.27) puede ser reescrito as´ı en el sistema extendido:
 x˙
y˙
 =

 0 0
0 −δ
+ β
δ
 1 1
−1 −1


 x
y
+ 1
δ
 −(x+ y)
2
(x+ y)2
 (6.28)
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ox˙ =
β
δ
(x+ y)− 1
δ
(x+ y)2
β˙ = 0
y˙ = −δy − β
δ
(x+ y) +
1
δ
(x+ y)2
(6.29)
buscamos una variedad central:
y = h(x, β) = ax2 + bxβ + cβ2 +O(β) (6.30)
donde O(3) alcanza te´rminos de orden x3,x2β, xβ2 y β3. La ecuacio´n h (x) en este caso
es
[
∂h
∂x
,
∂h
∂β
] [
β
δ
(x+ h)− 1
δ
(x+ h)2
]
+ δh+
β
δ
(x+ h)− 1
δ
(x+ h)2 = 0 (6.31)
y substituyendo en (6.31) se obtiene
(2ax+ bβ, ...)

β
δ
(x+ ...)) + ...
0
+ δ (ax2 + bxβ + cβ2)
+
β
δ
(
x+ ax2 + bxβ + cβ2
)− 1
δ
(x+ ...)2 = O(3)
(6.32)
del desarrollo de la ecuacio´n de x2,xβ y β2 encontramos que a = 1
δ2
; b = − 1
δ2
; c=0 y
as´ı
y =
1
δ2
(x2 − βx) +O(3) (6.33)
El sistema reducido a la variedad central esta´ dado por
x˙ =
β
δ
(
x+
1
δ2
(
x2 − βx))− 1
δ
(x+ ...)2 + 0 (3) , β˙ = 0, o
x˙ =
β
δ
(
1− β
δ2
)
x− 1
δ
(
1− β
δ2
)
x2 + 0 (3) ,
(
β˙
)
,
(
β˙ = 0
)
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y para β suficientemente pequen˜o (|β| < δ2) obtenemos el diagrama de bifurcacio´n
de la figura 6.5, los ca´lculos exactos que pueden ser revisados por ca´lculo directo. La
familia suspendida de la variedad central por ejemplo esta´ indicada en[9].
6.3.2. Variedad Central para Mapeos (difeomorfismos)
Finalmente recordamos en esta seccio´n que el teorema de la variedad central para
difeomorfismos , un punto fijo es un equilibrio asociado al correspondiente flujo. En
el punto fijo p de un difeomorfismo G, le corresponde una variedad invariante en el
espacio propio generalizado de DG(p) para valores propios que este´n dentro o fuera del
c´ırculo unitario, supongamos que para sistemas discretos de la siguiente forma:
Figura 6.5: Diagrama de bifurcacio´n del sistema 6.27
xn+1 = Bxn + F (xn, yn)
yn+1 = Cyn +G(xn, yn)
(6.35)
todos los valores propios de B esta´n fuera del c´ırculo unitario y todos los de C dentro
del c´ırculo unitario, nuevamente buscando la variedad central para el gra´fico y = h(x).
61
Substituyendo en (6.35) obtenemos
yn+1 = h(xn+1) = h(Bxn + F (xn, h(xn)) = Ch(xn) +G(xn, h(xn))
N (h(x)) = h(Bx+ F (x, h(x)))− Ch(x)−G(x, h(x)) = 0
(6.36)
y podemos nuevamente aproximar por el me´todo del desarrollo en serie.
As´ı por ejemplo consideramos el siguiente mapeo:
xn+1 = xn + xnyn
yn+1 = λyn − x2n
0 < λ < 1
(6.37)
tomando
y = h(x) = ax2 + bx3 +O(x4)
y al substituir en (6.36) tenemos
a(x+ x(ax2 + ...))2 + b(x+ x(ax2 + ...))3 − λ(ax2 + bx3) + x2 = O(x4), o
ax2 + bx3 − λax2 − λbx3 + x2 = O(x4); as´ı que
a =
1
λ− 1 (6.38)
y b = 0.
As´ı, de esta manera obtenemos
y =
x2
λ− 1 +O(x
4) (6.39)
para la variedad central, y
xn+1 = xn +
x3n
λ− 1 (6.40)
Para el sistema reducido. As´ı λ−1 < 0, la solucio´n cero de (6.40), y por lo tanto de
(6.37), es asinto´ticamente estable localmente.
En la presentacio´n de arriba hemos asumido que la variedad inestable es vacia en el
punto de bifurcacio´n. Si este no es el caso, entonces lo podemos cambiar por un sistema
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de la forma:
x˙ = Bx+ f(x, ys, yu)
y˙s = Csy + gs(x, ys, yu)
y˙u = Cuz + gu(x, ys, yu)
(x, ys, yu) ∈ Rn ×Rns ×Rnu .
(6.41)
donde los valores propios de B tienen el mo´dulo unitario; los valores de Cs tienen parte
real negativa; Cu tienen parte real positiva. Buscamos la variedad central como un
gra´fico sobre U ⊂ (Ec) ≈ (Rn) : (ys, yu) = (hs(x), hu(x)).
Entonces, escribiendo los vectores: (
ys
yu
)
= y
y (
gs
gu
)
= g
y la matriz  Cs 0
0 Cu

como C, podemos proceder de la misma manera. El mapeo se puede tratar similar-
mente:los para´metros pueden ser dados y forman sistemas extendidos para los flujos.
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