A rst-principles model of anomalous thermal transport based on numerical simulations is presented, with stringent comparisons to experimental data from the Tokamak Fusion Test Reactor (TFTR) Fusion Technol. 21, 1324 (1992)]. This model is based on nonlinear gyro uid simulations, which predict the uctuation and thermal transport characteristics of toroidal iontemperature-gradient-driven (ITG) turbulence, and on comprehensive linear gyrokinetic ballooning calculations, which provide very accurate growth rates, critical temperature gradients, and a quasilinear estimate of e = i . The model is derived solely from the simulation results. More than 70 TFTR low connement (L-mode) discharges have been simulated with quantitative success.
to include particle and momentum transport, the edge region, and other operating regimes besides the ITG-dominated L-mode. Nevertheless, the present model is very successful in predicting thermal transport in the main plasma over a wide range of parameters.
I. INTRODUCTION
A rm scienti c understanding of anomalous transport in magnetically con ned plasmas has remained elusive despite decades of e ort. The need for a sound, rst principles, quantitative understanding is particularly acute now. Reliable methods are needed to project the performance of proposed designs for the next generation of large fusion experiments aimed at ignition. Ideally, such predictive methods would not neglect important physical e ects in the name of tractability, would not employ ad-hoc or unjusti able assumptions, and would not be primarily empirical ts to data without a sound theoretical understanding of the associated range of validity. Of course, such methods would also accurately predict the performance of the present generation of experiments. We report here signi cant progress in developing a method that meets all of these criteria.
For several years, it has been widely appreciated that plasma turbulence is probably too complex to describe quantitatively without employing large-scale computer simulations. By 1990, two important breakthroughs { the f particle simulation algorithm 1;2 and a new class of uid models of wave-particle interactions 3;4 { had already led to dramatically faster and more realistic turbulence simulations, 1;5 albeit in sheared-slab geometry. Because the turbulent transport from these sheared-slab simulations was too small to explain the experimental data, 1 toroidal generalizations 6{8 were developed and implemented. 9 Here, we report that a predictive method based on such simulations has been developed and tested on a large number of Tokamak Fusion Test Reactor 10 (TFTR) low con nement (L-mode) discharges. Quantitative predictions of core energy con nement times and temperature pro les have been obtained. 11 Furthermore, the method produces good qualitative agreement with core con nement behavior in other tokamak operating modes, such as supershots and hot-ion modes, high inductance`i modes, high con nement (H-mode) discharges, and others.
Two important advances account for the success of the present model. One is the de-velopment of fairly realistic, nonlinear, gyro uid simulations of toroidal ion-temperaturegradient-driven (ITG) turbulence, which are described brie y in Sec. II and in more detail in Refs. 12 and 13. Toroidal e ects (especially bad-curvature drive and neoclassical damping of nonlinearly generated sheared ows) are crucial. The other important advance is the development of a successful interpolation formula to parameterize the resulting i , including an accurate calculation of the critical temperature gradient by a comprehensive linear gyrokinetic ballooning code. Because most plasmas are found to be near marginal stability over some fraction of the minor radius, 14 precise knowledge of the critical temperature gradient is necessary.
II. METHOD
To validate any theory of thermal transport with reasonable con dence, it is necessary to compare the theory with a large number of experimental discharges, and to compare at multiple radial points in each shot. With present resources, it is too costly to perform well-resolved nonlinear simulations for 60 shots at 20 radial comparison points. However, simulations of a ux-tube sub-domain of the torus indicate that is a function of local plasma parameters, if the normalized gyroradius = i =L n;T is small enough. 13;15 Thus, we develop an interpolation formula for as a function of local plasma parameters from nonlinear gyro uid simulations. These simulations are supplemented with linear gyrokinetic simulations using a code with comprehensive fully kinetic physics. 14 We emphasize that the resulting formula is a t to rst principles simulations. No reference to experimental data was made to construct the formula. The formula is simply the best reasonably simple approximation we have been able to devise to the best rst principles simulation results available.
The 6-moment toroidal gyro uid equations and the nonlinear gyro uid code utilized here are described in detail in Ref.
12. These equations describe \kinetic" e ects such as toroidal drift resonances, 7;12 linear and nonlinear FLR orbit-averaging, 16 and parallel waveparticle resonances 3;4 for an arbitrary number of ion species, and are evolved in toroidal eld-line-following (FLF) coordinates. 13;17 Nonlinear gyro uid trapped electron models 12;15 and generalized FLF coordinates 13 have recently been developed, but are not employed here. One of the important features of these simulations is the self-consistent treatment (including transit-time magnetic pumping 12 ) of nonlinearly generated, 18 ne scale (k r i 0:1), sheared poloidal ows, which play a major role in determining the saturation level for the turbulence.
The nonlinear simulations completed for this study typically had 2000{4000 independent modes (k r ; k ) on a 32{64 point FLF grid. The simulated volume was typically 63 i 63 i 2 qR (i.e., 1:5% of the total TFTR plasma volume), and the total simulated time was typically 50{100 growth times, or 250 L n =v t ' 0:5 msec for typical tokamak conditions. Larger-scale and longer-time simulations have been completed to demonstrate convergence. 13;17 The comprehensive gyrokinetic code 14;19 has full velocity space dynamics including resonances, trapped particles, Coulomb collisional pitch angle di usion, etc. The gyro uid simulations obtain the nonlinear , but have a somewhat inaccurate critical temperature gradient, and also neglect non-adiabatic electron physics. The comprehensive linear code corrects the formula for this.
The construction of an interpolation formula still encounters di culties because of the large number of parameters in the governing equations. Of course, fewer points are needed to interpolate W NL since it is a weakly varying function. The reduction in the number of nonlinear runs needed can be enormous. If we parameterize W N L over the nine dimensions R=L T , R=L n , q,ŝ, T i =T e , r=R, , n b =n e , and Z e , and reduce the number of points needed in each dimension by only a factor of 2, then the total number of nonlinear runs needed is reduced by a factor of 2 9 = 512. Many hundreds of much less expensive linear runs were used to map out D GK .
III. INTERPOLATION FORMULAE
The simulations are best characterized by a strong deuterium toroidal ITG mode with critical gradient scale length R=L (1) T crit , and a weak carbon toroidal ITG mode with critical gradient scale length R=L (2) T crit . The carbon mode is observed when the thermal charge fraction of carbon C 6(n C =n e )=(1 ? b ) 0:5 or greater, where b is the energetic particle (beam) charge fraction. 11 That R=L (2) T crit < R=L (1) T crit is known. 20 The carbon mode is important in the supershot regime, but irrelevant in the L-mode regime. Our interpolation of the simulation results is:
in which C 0 = 12, ]. The expression Z e (n D + 36n C )=(n D + 6n C ), where n D is the thermal hydrogenic ion density, and only carbon impurities n C have been considered. High Z impurities tend to cause little dilution and can usually be ignored, while low-Z impurities such as helium are not well described by this parameterization.] The collisionality parameter 2:1 R n e19 =(T 1:5 e T 0:5 i ), where R is given in meters and the temperatures are in keV. All other symbols are standard. 21 The critical gradient scale length of the deuterium mode is approximately
R=L
(1) in which D max(1; 3 ? 0:67R=L n ) and E 1 + 6 max (0; 2:9 ? Z e ).
The electron e is obtained from the ratio of the quasilinear electron and ion heat uxes found with the comprehensive linear code. For the deuterium mode, ( 
Both passing and trapped non-adiabatic electron e ects contribute signi cantly to these formulae. The qualitative trends we observe conform to those previously known in the literature. 22;23 Stabilizing trends result from increasing T i =T e , deuterium dilution by carbon or beams, and magnetic shearŝ. Increasing q is destabilizing, as are trapped particle e ects, which are moderated by collisions.
The unique feature of these formulae is that they were obtained from state of the art simulations that include relevant physics as well as presently possible. Thus, they are the most quantitatively credible theoretical formulae for from ITG turbulence presently available. Furthermore, they are a fairly simple distillation of the most salient results from a great deal of computational expense and human e ort in code development. Nevertheless, the formulae have limitations. The interpolation formulae are only derived for normal tokamak parameters: 0:7 < q < 8, 0:5 <ŝ < 2, 0 < R=L n < 6, 0:5 < T i =T e < 4, 1 < Z e < 4, 0:5 < < 10, 0:1 < r=R < 0:3, etc. Thus, they should not be expected to reproduce extreme limits, such as approaching zero or in nity, shear approaching zero, etc. Furthermore, for low collisionality and strong density gradients, a trapped electron drift wave instability appears that is not treated in these formulae. The carbon branch formulae are more approximate than the formulae for the deuterium branch. Finally, physical e ects such as velocity shear, gradients of Z e , and non-circular ux surfaces are important for some experiments, but are not included above.
IV. EXPERIMENTAL COMPARISONS
The limitations in Eqs. (1){(4) are expected to be unimportant for typical circular Lmode plasmas in the region 0:25 < r=a < 0:8. We now turn to experimental comparisons with TFTR data for such plasmas.
Before using results from simulations with kinetic e ects to design future experiments, it is necessary to demonstrate a predictive capability on present experiments. Unlike other models, 24 our theory does not yet attempt to predict particle transport or convection. In-stead, we use HYPED, 25 which is a 1-d steady state power balance code that runs as a postprocessor to either SNAP 26 or TRANSP. 27 This code has been modi ed to include Eqs. (1{4), and otherwise includes the standard TFTR power balance assumptions: classical electron-ion temperature equilibration, beam slowing down, neoclassical Ohmic heating and neoclassical i , etc. The code accepts the experimentally measured density pro le, the inferred q pro le and power deposition pro le, the measured radiation loss pro le, etc. The experimentally inferred convective term is used in the power balance calculation (assuming each particle carries 3=2T energy). These convective heat losses are small compared to the predicted conduction heat loss except in the core of supershots and near the plasma edge. Under these assumptions, the ion and electron temperature pro les are calculated. We have observed that the in Eqs. (1{4) is often smaller than experimentally inferred values in the last 10-20% of the minor radius. Therefore, we have used the experimentally determined temperature as the boundary condition at r=a ' 0:8.
A. TFTR L-mode Con nement
We have tested the predictive abilities of Eqs. (1{4) on more than seventy L-mode shots and about two dozen supershots. A representative L-mode shot (#41309) is shown in Fig. 1 . This discharge (particularly the r=a = 0:5 point) was selected in 1992 as the primary comparison case for the Numerical Tokamak Project (NTP). Using HYPED, the temperature pro le inside r=a ' 0:8 has been predicted, along with over the same region, with very good agreement (including at r=a = 0:5). Figure 1 demonstrates a number of features common to the other L-mode cases simulated. The temperature predictions are almost always within the error bars or are very close. A universal feature is that the increases radially over the con nement zone (typically until r=a = 0:8 0:1). This has been a severe shortcoming of almost all ITG and drift wave models in the past, which usually predict that decreases in the con nement zone due to the gyroBohm factor that is proportional to T 3=2 in such theories. In the present theory, increases with minor radius primarily because the deviation from marginality is increasing. 14 Although the plasma is close to the marginal stability threshold at the center, it is well above threshold towards the edge, as shown in Fig. 2 . Thus, a model based upon a strong marginal stability hypothesis for r=a < 0:8 would not predict the experimental temperatures accurately. Typically, the central temperatures predicted under this assumption are too low by a factor of 2. This demonstrates the importance of the nonlinear simulations to this study.
A summary of the results of 63 L-mode cases is shown in Fig. 3 , in which the predicted energy con nement times and the measured values are compared. Also shown in Fig. 3 are results from two empirical models that are presently used to design the next generation of experiments: the International Thermonuclear Experimental Reactor con nement scaling 28 (ITER89-P) and the Rebut-Lallia-Watkins (RLW) model To calculate the temperature proles and energy con nement times predicted by the RLW model, we used the experimental temperature at r=a = 0:8 as the boundary condition.] For all cases, the same de nition of E is used as in ITER89-P. 28 The rst-principles model is signi cantly closer to the experimental results.
Con nement in L-modes is empirically found to display nearly universal trends with several dependent variables for a wide variety of tokamaks. These are quanti ed 28 in the ITER89-P empirical scaling law: E = 0:048I 0:85 p R 1:2 a 0:3 n 0:1 B 0:2 (M =P) 0:5 : To test the correctness of Eqs. (1{4) for L-mode core con nement, we have examined numerous parameter scans of TFTR which show these parameter variations. Predicted temperature pro les for a power scan are shown in Fig. 4 (where power varies by a factor of four) . The agreement is within or very close to the error bars. As shown in Table I , the predicted E shows the same degradation as ITER89-P, but agrees more closely with experiment. Ion temperature pro les for an I P scan are shown in Fig. 5 , again with good agreement. The measured E is well-predicted for this scan (Table II) . Similar levels of agreement are found in density, aspect ratio, and toroidal magnetic eld scans. Also, similar levels of agreement are found for the T e (r) pro les. Figure 6 shows the ratio of the predicted T i (r) to the measured T i (r) for 70 TFTR L-mode discharges, with widely varying current, power, density, etc. As can be seen, the typical error is within 15%: Though a thorough error analysis has not been completed, we believe that the scatter in this gure is consistent with known measurement errors in T i , and in Z e , q(r), and T(r=a = 0:8), which a ect the theoretical prediction of T i (r).
While toroidicity-induced ITG turbulence has been a leading candidate to explain tokamak transport, until now it has not been possible to identify it as the main thermal transport mechanism. Now that a reliable theoretical expression for ITG transport has been obtained, Fig. 6 shows that ITG turbulence is in fact the dominant transport mechanism in the core region of TFTR L-modes under widely varying conditions.
Since toroidal ITG transport explains the parameter scaling of ITER89-P on TFTR, it is likely to be responsible for transport in other machines that scale similarly. However, we must warn that Eqs. (1{4) do not include e ects that are signi cant in some other experiments (such as non-circular geometry), so quantitative comparisons of such cases must await their inclusion.
It is important to understand how sensitive the temperature predictions are to possible errors in the theory. We have performed a sensitivity analysis on Eqs. However, if the pro le is close to marginally stable, the temperature gradient is insensitive to C 0 : if C 0 is reduced by half, the deviation from the critical gradient must be increased by two to obtain the same power ow. Since the original deviation from criticality was small, the temperature gradient changes little to adjust for the change in C 0 , so the global temperature pro le changes little. Thus, when the critical gradient e ect is included, the temperature pro le is even less sensitive than C edge con nement strongly a ects global con nement. This correlates with experimental observations that improved edge recycling, which is correlated with good edge con nement, is associated with good core con nement.
B. Enhanced Con nement Regimes
With the results of the sensitivity analysis and Eqs. (1{4), we can predict what type of shots would have better con nement than L-modes. These would be shots with small L T crit and high boundary temperatures. From Eq. (2), the strongest factors to give small L T crit are high T i =T e , modest deuterium dilution (from either low Z impurities or beams), and high magnetic shear. These results allow us to explain qualitatively several enhanced con nement regimes: supershots and hot ion modes, high internal inductance`i modes, and the core con nement of H-modes. Figure 7 shows a pair of TFTR shots with nearly the same power, line average density, current, and toroidal eld, yet with radically di erent central ion temperatures: T 0 = 4 keV versus T 0 = 30 keV. Of course, ITER89-P predicts that these shots should be virtually identical. The predictions of Eqs. (1{4) are also shown in Fig. 7 ; most of the tremendous variation in the central ion temperature is explained by the theory. In supershots, the theory shows that the higher edge temperature and deuterium dilution lead to a signi cantly higher temperature. Higher temperatures lead to a positive feedback ampli cation through the parameter T i =T e : as temperatures increase, the electron-ion equilibration weakens, so for beam-heated shots T i pulls away from T e . This increases T i =T e , which further raises both temperatures. Note that this process does not run away inde nitely. In the nal steady state in supershots, the power balance code predicts that i drops to such low values that the ion power balance is dominated by residual convection (from the beam fueling), resulting in very high central temperatures. This feature, characteristic of supershots, is consistently qualitatively reproduced.
The calculated temperature pro le is found to be sensitive to the hollowness of the pro le of Z e , which is not generally well known. Although we have neglected the explicit dependences on gradients of Z e in Eqs. (1{4), the dependences on the local Z e have been parameterized.] Typical supershot Z e pro les rise roughly parabolically from 2-2.5 in the center to 4-5 at the edge. 29 Predicted temperature pro les are shown for two di erent Z e pro les: one with Z e rising parabolically from 2 to 5, and the other with Z e rising from 2.5 to 4. The sensitivity to Z e (r) in the theory arises primarily from the Z e dependences of the critical gradients. The carbon ITG mode (which is the dominant thermal transport mechanism outside of r=a ' 0:4 in typical supershots) is stabilized as Z e is lowered in the central region. More hollow Z e pro les have lower central Z e , leading to steeper temperature gradients (characteristic of R=L (1) T crit ) in that region. We must caution, however, that these results are only qualitative. Additional e ects that are not signi cant in L-modes and that are neglected in Eqs. (1{4) are potentially important in supershot plasmas. In particular, trapped electron modes and rotation shear can be signi cant in supershots for r=a 0:5. The former are likely responsible for the residual convective losses not predicted by our theory at present. Linear calculations suggest that rotation shear stabilization is also quantitatively signi cant in this region. More work needs to be done to explain these complex shots as accurately as the simpler L-modes, but Eqs. (1{4) su ce to explain why the transport processes present in L-modes are qualitatively strongly reduced in supershots.
Con nement enhancements over ITER89-P are also observed in many machines from high internal inductance`i operation, in which the current is ramped down to produce a peaked current pro le. Such pro les have higher magnetic shear and consequently smaller L T crit for a given current. (On the other hand, the expression for chi (1) i shows that the larger safety factor q in the low current phase tends to increase . The quality of con nement is determined by balance of these competing e ects.) We have analyzed a TFTR L-mode current ramp experiment. Before ramping, the experiment had I P = 2 MA, and E = 103 ms. After the ramp, I P = 1 MA and E was nearly unchanged, E = 100 ms. The prediction from ITER89-P is that E should have decreased from 123 ms to 67 ms, nearly a factor of two.
The power balance code (using q pro les from TRANSP 27 ) nds that E is almost unchanged, going from 100 ms to 103 ms. Furthermore, the experimental central ion temperatures are reproduced within 10% both before and after.
Equations (1{4) may also explain the enhanced core con nement of H-modes. Much work has been done on the e ects of rotation shear near the edge, which causes an edge temperature pedestal. However, con nement is observed to improve across the discharge, not just near the edge. This is consistent with the power balance code results, which nd that increased edge temperatures translate into higher central temperatures and global con nement. For a typical L-mode with T = 300 eV at r=a = 0:8, increasing the temperature to 1 keV (typical of an H-mode pedestal) increases the global E by a factor of roughly 1.5-2.0, which is a typical E increase for H-modes. Unfortunately, Eqs. (1{4) are only valid at present for circular geometry and cannot yet be used to compare quantitatively to most H-modes which are in elongated plasmas with X-points. Also, rotation shear may sometimes be important in the core. Work is proceeding to include these e ects.
Finally, note that several experiments have observed that temperature perturbations propagate much more rapidly than expected from the global con nement time. This type of qualitative behavior is predicted by Eqs. (1{4), if the plasma steady state being perturbed started close to marginal stability. Quantitative time-dependent simulations of perturbation experiments will be presented in the near future.
V. CONCLUSIONS
In summary, rst principles simulations with kinetic e ects have obtained quantitative agreement on core con nement (0:25 < r=a < 0:8) in a large number of L-mode discharges in TFTR. This high level of agreement with such a large number of discharges allows us to identify toroidal ion-temperature-gradient driven turbulence as the dominant transport mechanism. Furthermore, qualitative agreement has been found with advanced con nement regimes such as supershots and hot ion modes, high`i modes and H-modes. More quantitative comparisons with supershots and H-modes will be possible when additional e ects are added to the theory, speci cally gradients of Z e , velocity shear, non-circular ux surfaces and trapped electron modes.
Nonlinear gyro uid simulations nd much stronger transport for the toroidal ITG mode than for the slab i mode; the toroidal instability is strong enough to force the temperature pro le toward marginality in the inner half of the plasma. As a direct result, we nd that the calculated temperature pro les are more sensitive to the linearly calculated threshold than to the nonlinearly calculated dependences of . However, we also showed that the plasma is typically not close to marginality at all radii, and that such an assumption, which is tantamount to ignoring the nonlinear simulation results, leads to egregious errors in the predicted pro les.
The theory nds that edge temperatures signi cantly in uence core con nement. Thus, a quantitative understanding of edge con nement (not presented here) is required for a fully predictive calculation.
Finally, these rst principles models are more accurate than empirical scaling laws such as ITER89-P and the RLW model, both in their quantitative ability to predict L-modes and in their ability to qualitatively explain enhanced con nement modes such as supershots, high i modes, and the improved core con nement of H-modes. We therefore anticipate that in the near future, present microinstability simulation methods, properly employed, will o er a sounder quantitative scienti c basis for the design of future fusion experiments. The dotted line represents the pro le whose gradient is everywhere critical { it is clearly wrong compared to the experimental data (the dashed line), thus demonstrating the importance of the nonlinear simulations.
3. Comparison of predicted energy con nement times for the IFS-PPPL transport model, the RLW model, and ITER89-P for 60 TFTR discharges.
4. The theory correctly predicts the temperature pro les as the power is varied by a factor of four.
5. The theory correctly predicts the temperature variation as the current is changed by nearly a factor of two.
6. The ratio of the predicted T i (r) to the measured T i (r) for 70 TFTR L-mode discharges (shown in yellow), with widely varying current, power, density, etc.; the average and the standard deviation of these curves are shown in black. The blue and green curves represent the average and standard deviation of predictions obtained as C 0 is arti cially varied by a factor of two up and down respectively.
7. The theory qualitatively reproduces the enormous change in ion temperature observed between L-modes and supershots. Most of the improvement in con nement comes from the strong dependence of R=L (1) T crit on high T i =T e and from the high edge temperature. The temperature is also sensitive to the hollowness of the Z e (r) pro le. The solid curve is predicted by the theory if Z e rises parabolically from 2 to 5; the dashed curve is predicted if Z e rises from 2.5 to 4. Table I . TFTR Power Scan, comparing the energy con nement times from experimental measurement, the theoretical prediction, and the ITER89-P empirical t. 
