Abstract. In this paper, we shall construct a large class of new bivariate copulas. This class happens to contain several known classes of copulas, such as Farlie-Gumbel-Morgenstern, Ali-Mikhail-Haq and Barnett-Gumbel, as its especial members. It is shown that the proposed copulas improve the range of values of correlation coefficient and thus they are more applicable in data modeling. We shall also reveal that the dependent properties of the base copula are preserved by the generated copula under certain conditions. Several members of the new class are introduced as instances and their range of correlation coefficients are computed.
Introduction
Copulas are useful tools in constructing joint distributions. In fact, a copula is a multidimensional distribution function (d.f.) whose marginals are uniformly distributed on [0, 1] . We shall only focus on bivariate copulas and their properties in this manuscript. A bivariate copula is a function C : Assuming that C is differentiable with respect to its both arguments, Equation (1.2) is satisfied if
Furthermore, it is known that
For further details about copulas, see Nelsen (2006) . A known and useful family of copulas is FGM family. This family is used, e.g., for competing risk problems Tolley and Norman (1979) , the joint occurrence of certain trace elements in water Cook and Johnson (1986) and a robustness issue Delahorra and Fernandez (1995) . However, a shortcoming of FGM copulas is that they do not allow modeling of high dependencies because their spearman's ρ is limited to [ ]. To overcome this problem, many authors such as Huang and Kotz (1999) , Bairamov and Kotz (2002) , Girard (2002, 2009) , Amini et al. (2011) have tried to extend this family. Recently Klein and Christa (2011) proposed a class of copulas which contains F GM copulas as follows: A bivariate function C (u, v; θ, γ) = uv[1 + θϕ(u) The remainder of the paper is organized as follows. In Section 2, replacing the independent copula uv in (1.7) and (1.8) by a general copula K (u, v) , we shall introduce a new class of copulas which extends several known classes of copulas, such as FGM, AMH and BG and several other families. We shall discuss conditions under which our generalization is justified. Several illustrating examples are provided in Section 3. Dependent properties of the new class are studied in Section 4. In Section 5, we shall discuss tail dependencies of members of this new family. Measures of association are discussed in Section 6, where it is observed that the new family can be used to model data with a wider range of correlation than the FGM family. The next theorems provide certain conditions under which C (u, v; γ, θ) and C(u, v; θ) in (2.1) and (2.2), respectively, are indeed well defined copulas. First, in order to simplify the statements of our theorems, we set up the following assumptions and definitions:
Assumptions :
3. 0 ≤ ϕ(u) ≤ 1 and be decreasing or −1 ≤ ϕ(u) ≤ 0 and be increasing. 4. ϕ(u) is a negative and non-decreasing function and
Definitions:
where (u, v) , B(u, v, γ K(u, v) be differentiable with respect to its both arguments u and v. Then, C(u, v; θ, γ) = K(u, v)[1+θϕ(u) Assumption 1 and 3 and K(u, v) 
c c e p t e d M a n u s c r i p t
Proof. Obviously boundary conditions are satisfied. Thus, it is sufficient to prove that under the mentioned conditions C (u, v; θ, γ) is 2-increasing. Let c (u, v; θ, γ (u, v; θ, γ) . Hence we have c (u, v; θ, γ) C(u, v; θ, γ (u, v; θ, γ) ∂ ∂v ln C(u, v; θ, γ) .
are non-negative. Moreover, by Assumption 1,
is non-negative. Therefore, by (2.3), c(u, v) ≥ 0 and, thus, by (1.5) the 2-increasing property holds.
(ii) We prove the case when ϕ(u) is non-negative and decreasing, the other case follows by replacing ϕ(u) with −ϕ(u) in the copula function. According to (2.3) c (u, v; θ, γ) C(u, v; θ, γ and since ϕ ′ (u) ≤ 0 and θ ≤ 0, we have (u, v; θ, γ) C(u, v; θ, γ 
.
(iii) Similar to part (b), we just prove the case when ϕ(u) is non-negative and decreasing. Since γ ∈ (−∞, −1)∩Q 2 , it follows that ϕ(u)+ (u, v; θ, γ) C(u, v; θ, γ 
This completes the proof. C(u, v; θ) = K(u, v) 
and since θϕ(v) ≤ 0 we obtain (u, v) .
and thus, (2.3) is non-negative. Hence the result follows.
(ii) Again, we have
].
Since θ ∈ [−1, 0], by the properties of ϕ(u), we obtain c (u, v; θ) C(u, v; θ 
i.e., c(u, v) ≥ 0.
Some Examples
In this section, we introduce several members of our class of copulas. First we need to recall some copulas K (u, v) in Table 1 which are used in the sequel. 
see (Huang and Kotz (1999) )
see (Lin (1987) )
see (Lin (1987)) Example 3.1. Based on Theorem 2.1 (i) the bivariate function
is a copula for u, v ∈ I when
Here, ϕ(u) = 1 − u k , for which boundary condition of Theorem 2.1 holds. Moreover, by using Table 1 K (u, v; δ) u, v; δ, γ, k) where
B J P S -A c c e p t e d M a n u s c r i p t is a copula and
So, the maximum of f (u, v; δ, γ, k) happens at v = 0, γ = 1 and δ = 1. Moreover, As we see in Figure 1 
Example 3.2. Based on Theorem 2.1 (i) the bivariate function
C (u, v; θ, γ, α, k) is a copula for
First we note that
is a copula for α ∈ [−0.25, 1] and
Now, we define
. (u, v; α, γ, k) .
B J P S -
We note that it is sufficient to investigate the range of r (u, v; α, γ, k) at γ = −5k and γ = 5k. Moreover, we can easily show that the function R (u, v; α) is a decreasing function in v and increasing function in α and u, It is also worth noting that, similarly, the bivariate function
is a copula for p > 0, 0 ≤ δ ≤ 1 2p , γ ≥ 2 and 0 ≤ θ ≤ 1 or γ ≤ −2 and −1 ≤ θ ≤ 0. Also, the bivariate function C (u, v; α, β, θ, γ) 
is also a copula for 0 −α) and the bivariate function C (u, v; α, β, θ, γ, k) C(u, v; θ, δ, γ) 
Now, we define 
which is obviously non-negative. Thus, it is sufficient to show that t(u, v; δ, γ) ≤ 1. Obviously t(u, v; δ, γ) is a decreasing function in v and γ. So, we need to investigate the values of t(u, 0; δ, −3). As Figure 3 illustrates we can show that t(u,
0; δ, −3) ≤ 1 for 0 ≤ u ≤ 1 and 0 ≤ δ ≤ 1.5.
Example 3.4. The bivariate function
is a copula for −0.5 ≤ α ≤ 1 and
where, obviously
Both functions g and f 1 are decreasing in u, because
g decreases very faster than f 1 , so to find values α such that q (u, v; α 
But, clearly, we have (u, v; α, β, θ) 
is a copula for |α| ≤ 1, α + β ≥ −1 and β ≤
. Now, we define u, v; α, β) , u, v; α, β) B J P S -A c c e p t e d M a n u s c r i p t Figure 5 Illustrations of s (u, v; α, β) .
In case (ii), we note that f 2 is an increasing function in α and β. So, we define
h(u) has a maximum at u 0 = 0.3670 and 
Thus, since g(u) is decreasing very fast compared to h(u), we just plot g(u)
and h(u) for u ∈ [0.5, 1], in Figure 5 (a). Then, we have
Hence, we conclude that s (u, v; α, β 
is a copula for |α| ≤ 1, α + β ≥ −1 and β ≤ 3−α+ √ 9−6α−3α 2 2
. Now, to check the validity of Assumption 5, we define
where u, v; α, β) .
B J P S -A c c e p t e d
M a n u s c r i p t (u, v; α, β) K(u, v; α, β) , u, v; α, β) .
Now, we let −1 ≤ β ≤ 0 and
g(u, v; α, β) = f 3 (u, v; α, β) − f 4 (u, v; α, β) K(u, v; α, β) = Gwhere f 3 (u, v; α, β) = 1 + α(1 − u)(1 − v) + αuv − 2β(1 − u)(1 − v) × (u + v − 2uv) − βuv(1 − u) 2 (1 − v) 2 ≥ 0, f 4 (u, v; α, β) = α(u + v − 2uv) + uv[1 + α(1 − u)(1 − v)] − β(1 − u) 2 (1 − v) 2 − 4βuv(1 − u)(1 − v) ≥ 0 and G(u, v; α, β) = f 3 (u, v; α, β) − f 4 (
B J P S -A c c e p t e d
M a n u s c r i p t Figure 6(b) . Then, we conclude that g (u, v; α, β G(u, v; α, β) .
This is illustrated by
It is also noted that, based on Theorem 2.2 (ii), the bivariate functions
and C (u, v; δ, θ) (u, v; δ, θ, γ) 
is a bivariate copula which is not Archimrdean. However, in the special case when δ = 0 and γ = 1 it reduces to F GM (the first order approximation to the Frank copula, which is Archimedean) and when δ = 0 and γ = −1 it reduces to the Archimedean copula AM H. Also, by Theorem 2.4, the bivariate function
is a bivariate copula but it is not Archimrdean in general. In the special case when θ = 0, it reduces to Galambos copula and when δ → 0 reduces to BG copula which is an Archimedean copula.
Remark 3.2. Note that when ϕ is unbounded, such as ln(u), for any values of
γ R(u, v; γ) = ϕ(u) + ϕ ′ (u) γ ∂ ∂u ln K(u, v) , ∀u, v ∈ I
does not lie between [−1, 1] and thus G is empty. Consequently, C is not a copula. Even if ϕ is bounded, ϕ
′ may be unbounded such as
in which case again G is empty. As another instance, let ϕ and ϕ ′ be bounded, e.g., ϕ = 1 − u, but K be the Clayton copula
θ .
B J P S -A c c e p t e d M a n u s c r i p t
Here, we have
which can be unbounded for v = 0 and thus G is empty. Similarly, for Q 0 , Q 1 and Q 2 to be empty, one can consider ϕ(u) = 1 − u and K as the Galambos copula.
Dependence Properties
In this section, we shall investigate dependence properties of our new class of copulas. We shall show that, under certain conditions, dependent properties of C (u, v) are the same as those of K (u, v) . First we need to recall some known concepts of dependencies.
Definition 4.1. Let r.v.'s X and Y be related by a copula C(u, v). Then, 1. X and Y are Positively Quadrant Dependent (P QD) (Negatively Quadrant Dependent (N QD)), if
or, equivalently,
X and Y are Left Corner Set Decreasing (LCSD) if
P (X ≤ x, Y ≤ y|X ≤ x ′ , Y ≤ y ′ ) is non-increasing in x ′ and y ′ for all x and y. 4. Y is Stochastically Increasing (SI) in X if P (Y > y|X = x) is non- decreasing in x for all y. Theorem 4.1. Let either ∀u ∈ I, ϕ(u) ≥ 0 or ∀u ∈ I, ϕ(u) ≤ 0. (i) If θγ ≥ 0 (θγ ≤ 0), then P QD(N QD) property of K(u, v) is preserved by C(u, v; θ, γ) = K(u, v)[1 + θϕ(u)ϕ(v)] 1 γ . (ii) If θ ∈ [0, 1](θ ∈ [−1, 0]), then P QD(N QD) property of K(u, v) is pre- served by C(u, v; θ) = K(u, v)e θϕ(u)ϕ(v) . Proof. (i) Suppose that γ > 0 and 0 ≤ θ ≤ 1, then 1 + θϕ(u)ϕ(v) ≥ 1 ∀u, v ∈ I,
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and, thus,
as required. For γ < 0 and −1 ≤ θ ≤ 0, we have
as required. For γ < 0 and 0 ≤ θ ≤ 1, we have
as required. For γ > 0 and −1 ≤ θ ≤ 0, we have
i.e. C (u, v; θ, γ) is N QD. (u, v; θ) is also P QD(N QD).
B J P S -A c c e p t e d
M a n u s c r i p t
First, in what follow assume that X and Y are related according to copula C (u, v; θ, γ) = K(u, v) [1 + θϕ(u) Proof. (i) By Theorem 5.2.5 in Nelsen (2006) , it is sufficient to prove that C(u,v;θ,γ) u
according to the condition of the theorem,
is non-increasing in u.
(ii) By Corollary 5.2.17 in Nelsen (2006) , we should show that for all 0 ≤ u 1 ≤ u 2 ≤ 1 and 0
or equivalently,
First, suppose that 0 ≤ θ ≤ 1 and γ ≥ 0. Since X ′ and Y ′ are LCSD, it is sufficient to show that
M a n u s c r i p t or, equivalently,
But, by monotonicity of ϕ, (4.5) obviously holds and, thus, we have the result. By the same argument, (4.4) holds for −1 ≤ θ ≤ 0 and γ ≤ 0.
(iii) By Corollary 5.2.11 in Nelsen (2006) we should show that ∂C(u,v) ∂u is non-increasing in u. But, we have ∂C (u, v; θ, γ) ∂u
Since Y ′ is SI in X ′ and SI implies LT D (Corollary 5.2.17 in Nelsen, 2006) , ∂K(u,v) ∂u and K(u,v) u are non-increasing. Expressions I and II are also nonincreasing because
Consequently, by (4.8) and (4.9), the Expressions (4.6) and (4.7) are nonincreasing in u. This completes the proof.
Now, in what follows, we assume that X and Y are related according to copula C (u, v; θ) = K(u, v)e θϕ(u)ϕ(v) and X ′ and Y ′ are related according to the corresponding base copula K. C(u,v;θ) u is non-increasing in u. According to the condition of the Theorem, K(u,v) u is non-increasing in u and obviously e θϕ (u)ϕ(v) is non-increasing in u too, because we have
Proof. (i) It is sufficient to prove that
Hence,
is non-increasing.
(ii) Similar to the proof of Theorem 4.2 (ii).
Tail Dependence
In this section, we consider two concepts of dependencies that measure the amount of dependency in the upper-right quadrant and lower-right quadrant on I 2 and show that upper tail dependence coefficient of (X, Y ) equals to that of (X ′ , Y ′ ). 
Similarly, lower tail dependence λ L is defined by
or, equivalently, (u, u) u .
B J P S -A c c e p t e d M a n u s c r i p t
In the following theorem, we assume that λ U,K and λ L,K are upper and lower tail dependencies of copula K (u, v) , and λ U,C and λ L,C are those of copula C (u, v; θ, γ) (or C(u, v; θ) ). Theorem 5.1. i) If C(u, v; θ, γ) = K(u, v) [1 + θϕ(u) (u, v; θ) = K(u, v)e θϕ(u)ϕ(v) , then
Proof. (i) We have
As required. The prove of part (ii) is similar.
Measures of association
In this section, we obtain Spearman's ρ s for our new copulas for certain values of their parameters. As theoretical calculations are not feasible here, we shall use a Maple software to compute ρ s numerically. Our new copulas prove to improve the range of correlation coefficient of the FGM family.
Recall that Spearman's ρ s is defined by ρ s = 12 C(u, v; k, δ, θ, γ Furthermore, C(u, v; α, β, θ) 
2). ρ s is increasing in α and k, increasing(decreasing) function in θ if
γ ≥ 0(γ ≤ 0), increasing(decreasing) function in γ if θ ≤ 0(θ ≥ 0).
Conclusion
In this study, we started with a rather arbitrary base bivariate copula and found sufficient and necessary conditions under which two new classes of bivariate functions would be copulas. In particular, they include various already known copulas previously studied in the literature such as FGM, AMH and BG. Dependence properties of variables involved were investigated and revealed that the dependent properties of the base copula are preserved by the generated copula under certain conditions. Furthermore, we have provided several examples and computed the values of Spearmans ρ s as B J P S -A c c e p t e d M a n u s c r i p t measures of association. It is shown that the proposed copulas improve this range of ρ s comparing to FGM copula.
