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Chapter 1 
Introduction 
This thesis is the result of a project which is part of a long-running research project 
for models for time-limit test data in Nijmegen (see Roskam, 1997). This chapter gives 
an introduction to the topic, based on the history and development of this research 
project. 
This history begins with the dissertation of Van der Ven (1969). He developed a 
model for the performance on time-limit tests. He realized that there were two aspects to 
this performance: the speed of working (which is related to the number of items made in a 
given period of time) and the accuracy of working (which is related to the proportion of 
errors). His model is concerned with the latter aspect and is based on the constancy 
hypothesis, which states that the probability that a given subject will answer an item in 
the test correctly is constant. This model is called the binomial error model (Lord & 
Novick, 1968). Van der Ven found that the constancy hypothesis was a reasonable 
assumption for the subtests of a Dutch version of General Aptitude Test Battery (GATB) 
that are administered with a time limit, but that it was systematically violated for some 
subtests from the Intelligence portion of the ISI battery that are also presented with a time 
limit. 
The next contribution was made by Van den Wollenberg (1979). He also proposed 
a model for the accuracy of working. He used the Rasch model to specify the probability 
of a correct response by a given subject on a given item, thus dropping the constancy 
hypothesis. Earlier, Rasch (1960) formulated his model in which the probability of a 
correct response is a function of an item parameter (labelled difficulty) and a subject 
parameter (labelled ability). Rasch applied this model to time-limit tests using a form of 
"data editing" to overcome the problem of unequal numbers of completed items by 
different subjects: he scored all not attempted items as errors. Van den Wollenberg 
applied the Rasch model to time-limit tests, using the property of sample independence. If 
the Rasch model applies, a comparison of subjects can be made independent of the items 
the subjects have answered, or, formulated differently, in order to compare two subjects 
with respect to their ability it is not necessary that these subjects have answered the same 
set of items. This allows for comparable estimates of ability parameters without any form 
of data editing, even when the subjects have different numbers of items completed. 
1 
The attempts of Van der Ven and Van den Wollenberg have in common that only 
one of the marginals (response quality) of the joint distribution of response time and 
response quality is modeled. Roskam (1987) presented a model that specifies the joint 
distribution of these variables. This model is based on some general ideas about solution 
processes and can be derived from the assumption of a race between a correct solution 
process and a incorrect solution process. The model specifies the conditional probability 
of a correct response given the response time, and the response time distribution. The 
conditional probability of a correct response given the response time is a modified Rasch 
model in which the ability parameter is replaced by an ability that increases with time. The 
rate of increase is determined by a subject parameter which is labelled mental speed. 
Van Breukelen (1989) showed that there were problems with the interpretation of 
the parameters in Roskam's model. With increasing values of the item parameter, the 
probability of a correct response decreases (making it a difficulty parameter), but the 
expectation of the response time also decreases (making it an easiness parameter). 
Furthermore, Van Breukelen argued that the model lacked a strategy parameter. It is a 
well-established fact that subjects can interchange speed for precision: that is, subjects 
can choose between performing a certain task more quickly at the cost of more errors or 
performing a certain task more accurate at the cost of speed. The subject parameters in a 
model without a strategy parameter would depend partly on stable traits of the subject and 
partly on unstable strategy choices by the subject. Van Breukelen modified Roskam's 
model by suggesting another response time distribution which contains, among others, a 
parameter, labelled persistence, representing the speed-accuracy trade-off level that the 
subject chooses. He also conducted a number of experiments to corroborate this model. 
In the relevant experiments the response time was fixed by the experimenter. The results 
of these experiments were in line withe the predictions derived from the model. 
Various other models for time-limit test data have been developed in the literature 
(see Chapter 2). However, little experimental research has been done to test specific 
models. In this thesis we will attempt to test models for time-limit test data in a situation 
where the response times are not fixed by the experimenter, as was the case in the 
experiments of Van Breukelen, but where the subjects can choose their response times 
freely, as is the case in a time-limit test situation. 
In Chapter 2 we will first give a short review of some of the models for time-limit 
test data that have been proposed in the literature. One characteristic of these models is 
what will be called the micro trade-off. This is defined as the theoretical conditional 
probability (i.e. as implied by the model, as opposed to the limit of the empirical relative 
frequency) of a correct response given the response time. We will discuss existing 
methods of testing each model and estimating the parameters. On basis of this review we 
will formulate hypotheses that need experimental confirmation. These hypotheses 
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concern the micro trade-off. The first hypothesis is about the shape of the micro trade-off: 
is it an increasing, a decreasing or a flat function of the response time? The second 
hypothesis is called the adjustable timing hypothesis and it states that the micro trade-off 
is independent of the speed-accuracy trade-off level a subject works at. Also, we will 
discuss the option of a more general model, where the micro trade-off is not specified. 
Because we found (hat there is a great variety in the notation and the terminology used by 
different authors we will present a notation and terminology that will be used throughout 
the remainder of the thesis. 
In Chapter 3 we will discuss several aspects that need to be considered when 
designing a speed-accuracy trade-off experiment. We will introduce the conditional 
accuracy function, which is -in our terminology- an estimate for the micro trade-off and 
hence can be used to test the assumptions concerning the micro trade-off. We will discuss 
two methods of obtaining this function: smoothing and using a regression model. We 
will also review different ways of manipulating the speed-accuracy trade-off level of 
subjects. We will argue that these may lead to different outcomes with respect to the 
adjustable timing hypothesis. Thus, we may have two experiments that manipulate the 
speed-accuracy trade-off level in different ways, and find that the adjustable timing 
hypothesis is confirmed in one experiment but rejected in the other experiment. This 
makes generalization of experimental results to practical time-limit test situations 
hazardous. 
In Chapter 4 we will compare the two methods of obtaining conditional accuracy 
functions. Although the design of the experiment was not ideal for an analysis using a 
regression model, it will become clear that using a regression model is the more useful 
method of obtaining conditional accuracy functions. The main reason for this is that the 
data indicate that a strong learning effect is present for which some correction is 
necessary. The analysis of the data of this experiment indicate that the adjustable timing 
hypothesis is valid. 
In Chapter 5 we will present the results of a second experiment that has been 
designed to be analyzed by a regression model. We found a strong learning effect on the 
shape of the conditional accuracy function, meaning that the micro trade-off has no stable 
increasing or decreasing shape during the experiment. Therefore, we will concentrate on 
testing the adjustable timing hypothesis. The analysis of the data of this experiment 
indicate that the adjustable timing hypothesis is not valid. We will discuss some possible 
explanations for the contradicting results of the two experiments. 
In Chapter 6 we will give a summary of the results of the present project and we 
will discuss an alternative design for speed-accuracy trade-off experiments. 
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Chapter 2 
A review of models for time-limit test data 
In Chapter 2 an overview and description will be given of several models for 
time-limit test data that have been proposed in the literature. We will discuss the problem 
of distinguishing between different models and will give a classification of the parameters 
in these models. 
Introduction 
The data that we consider can be thought of as collected in the following 
experiment. There is a group of subjects (indexed by s = 1...S) that answer a set of items 
(indexed by i = 1...I). Of each subject both the response to each item and the response 
time for that item (denoted by T) are recorded. The response is evaluated and coded into a 
variable labelled response quality (denoted by X). Response time is usually considered to 
be a continuous variable whereas response quality is usually a discrete or even a binary 
variable. The resulting data are two vectors (2LI) per subject. In the sequel this 
experiment will be called the standard experiment. 
In many practical applications the data that have to be analyzed are not this "rich". 
For example, in the case of an ordinary time-limit test, not all subjects attempt all items. 
Therefore only the responses to the attempted items are recorded and apart from this it is 
only known that the sum of the response times of the attempted items is less than or equal 
to the time limit. In case of a task-limit test (a not often practiced alternative where a fixed 
number of items is administered with some time pressure) all the responses are recorded, 
but only the sum of the response times is known. In a speed test either only the sum of 
the response times is known or the number of items completed within a certain time limit. 
In a power test only the responses are known. In general, only when the test is 
administered by a computer, it is feasible to collect the two vectors X and X with 
sufficient accuracy. 
The main distinction between most of the models described below and 'ordinary' 
models in item response theory (IRT) is that the two item scores (X¡ and T¡) are usually 
not assumed to be conditionally independent. There are some other instances where one 
5 
obtains a formally similar data structure, mentionably all instances where more that one 
score is obtained from each item. One example is the following situation. Suppose that a 
subject does not only answer an item but also gives an evaluation of the certainty he or 
she assigns to the answer. It might be that assuming conditional independence between 
these two scores is a too severe restriction. 
An overview of selected models 
In this section an overview will be given of a number of models for time-limit test 
data that have been proposed in the literature. These models will be characterized by three 
functions. Let Ω$ denote the vector of subject 'parameters' of subject s. The first function 
is the item response function (IRF). This function specifies the probability of specific 
responses to an item conditional upon the subject parameters. Since in all models that we 
consider response quality is assumed to be a binary variable, it is sufficient to specify the 
probability of a correct response: P(X
s
j = 11 Ω5). The second function is the item time 
function (ITF). It specifies the response time density of an item conditional upon the 
subject parameters: тг P(TS¡ < tl Ω5); this function will be denoted by fs¡(t I Qs). These 
two functions specify the marginals of the joint distribution of response quality and 
response time. The third function specifies the dependence of the two variables. Here it is 
called the micro trade-off (MTO) and it specifies the probability of a correct response to a 
given item conditional upon the response time and the subject parameters: 
P(Xsj = 1 I Tsj = t, Ω8). The following relation exists between these three functions: 
P(X
s i= 1 ΙΩ5) = fp(X,i = 1 I T s i = t, Ω.) f s i(t Ι Ω 5) dt. 
The MTO and ITF together specify both the IRF and the complete joint distribution of X 
andT. 
In the next overview we will list, where possible, for each model (1) the author(s), 
(2) the IRF, (3) the ITF, (4) the MTO, (5) the estimation procedure, (6) tests for 
goodness of fit, (7) the required data type, and (8) some further remarks. If the authors 
discuss several variants of a model, then the most important case will be considered. In 
cases where the authors have not given a name to the model, one will be given by the 
present authors. 
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The exponential latency model 
(1) Scheiblechner (1979, 1985) 
(2) ШЕ: not defined 
(3) HE: f
si(t I Q s) = (Θ, + e¡) е"< * + e¡> ' 
(4) MTO: not defined 
parameters 
subject: 
8S : ability 
item: 
e¡ : easiness 
i=I s=S 
(5) estimation: CML; sufficient statistics: £TS¡ for θ 5 and £TS¡ for e¡. 
i=l s=l 
(6) tests for goodness of fit: theory of the CLR-test ; the sample is grouped into a number 
of subsamples; for each subsample estimators for the es are computed and using a 
likelihood ratio test the assumption of equal (item) parameters in all subgroups can be 
tested 
(7) data type: the matrix Τ (see remarks) 
(8) remarks: If the item (structural) parameters are known, only the sum of the response 
times of a given subject has to be known to estimate the subject parameter. Furthermore, 
Scheiblechner showed that if thè item parameters are known, the subject parameter can 
also be estimated if the number of items completed by a subject within a given time limit 
is known. Since this is the data format collected in standard test practice, this property 
greatly increases the applicability of the model. 
The conditional independence model 
(l)Thissen(1983) 
Zsi = *A + Cj 
(3) ПЕ: log(tsi) = ν + s
s
 + Ui -bz
si + Esi e s i - Ν(0,σ2) 
(4) ΜΙΩ: P(Xsi = 1 I T
s i = t, Ω5) = , + e x p ( . z > ¡ ) 
The latter formula is not part of the description of the model given in the article (Thissen, 
1983), but at page 182 Thissen states "With the usual assumption of local independence 
extended to include the assumption that the error component of latency is independent of 
the response to the same item, conditional on the parameters,..." thus indicating that the 
MTO is independent of the response time (conditional on the parameters). 
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parameters: 
subject: 
es: effective ability 
ss: subject slowness 
item 
a¡: discrimination parameter 
СІ: item easiness 
s¡: item slowness 
neither 
b: regression parameter 
v: overall mean log response time 
(5) estimation: joint maximum likelihood. 
(6) tests for goodness of fit: no complete model test is specified, but some aspects of the 
model can be examined, for example the assumption of normality of the residuals of 
Iog(t) from the linear model (see ITF). 
(7) data type: the matrices X and T. 
(8) remarks: Thissen assumes that the expected response time is a decreasing function of 
zs¡; the regression parameter b should therefore be positive. 
The psychometric model 
(1) White (1982); since the article of White seems to contain some errors and 
inconsistencies, this summary of the model is largely based on an interpretation by 
Roskam (1997); the notation is also taken from this article. 
(2)ШЕР(Хм=11ОД = а, 
(3) Щ : not defined 
(4) МШ: P(Xsi = 1 I T
s i = t, Ω5) = с х р ( ^ ° " °Ù 
1 + εχρ(ξ5(0 - a¡) 
ξ5(1) = as + λ£ 
a
s
 = ln[a
s
/(l-a
s
)] 
parameters: 
subject: 
оц: accuracy 
λ^ : mental speed 
4s(t): effective ability 
item: 
o¡: item difficulty 
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(5) estimation: joint maximum likelihood. 
(6) tests for poodness of fit: no goodness of fît tests are specified. 
(7) data type: the matrices X and T. 
(8) remarks: White considers three response alternatives to an item. The item is either 
answered correct or incorrect, or it is abandoned. The probability of abandonment is an 
increasing function of the processing time, and a decreasing function of a parameter 
labelled persistence. Although the introduction of the possibility of abandonment appears 
to offer an opportunity to simplify the analysis of test data (especially by eliminating 
guesses), we have not covered it here because we know of few instances where the 
possibility of abandonment was offered to the subjects. 
The model of White is based on the so called constancy hypothesis. This implies 
that the probability of a correct answer to an item is a constant. Since the MTO is a 
function of the response time, this implies that the response time cannot be a random 
variable. Instead, the response time of subject s to item i should equal OjA«"1. 
White also discusses another model, labelled the stochastic process model. For 
further details we refer to White (1982). 
The modified Rasch model 
(1) Roskam (1987, 1997), Van Breukelen (1989) 
λ/θ, δ. 
(2) IRE P(Xs¡ = 1 1 0 , ) -
 r-U. s . -
Ve s5 s +Л/ЕІ 
Θ, í Θ, t 2 Ί 
(3) HF: fsi(t I Os) = ( — 4 1 exp - — | 
6S ti [2 5 S e¡J 
(4) MIQ: P(Xsi = 11 Tsi = t, Qs) = 9 s t 
θ 5 t + Ej 
parameters: 
subject: 
θ5: mental speed 
5S: persistence 
Q
s
* = л/ B
s
 6S: precision 
item: 
E¡: difficulty 
(5) estimation: Van Breukelen (1989) suggests the following scheme for estimating the 
parameters. Using the property that the marginal probability of a correct response 
approximately satisfies the Rasch model, the 9*s and the es are estimated in a manner 
suggested by Van den Wollenberg (1979); Roskam (1997) pointed out that these 
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parameters can also be estimated by means of a structurally incomplete design. Assuming 
that the sum of the response times equals the time limit and using the estimates of the es, 
the term \ з/о5 is estimated using a moment estimator. 
(6) tests for goodness of fit: Although different aspects of the model can be tested (e.g. 
the marginal distribution of response quality) no overall goodness-of-fit test is given. 
(7) data type: the matrix X and the vector η containing the number of items attempted by 
the different subjects. 
(8) remarks: Roskam (1997) discusses some alternative estimation procedures. Van 
Breukelen (1989) tested the empirical validity of the MTO using experimenter controlled 
response times. He found that the results of these experiment seem to corroborate the 
model. 
The mental power model 
(1) Verfielst, Verstralen, and Jansen (1997) 
(2) ¡Bf: P(Xsi = 1 I Qs) = [1 + exp-ßs - σι)]"1 
(3)HE:fsi(tlÜs) = ßse-ß»t 
(4) MIQ: P(Xsi = 1 I Tsi = t, Ω8) = 1 - exp{-t α ехр[( 5 - e¡)/ct]} 
parameters: 
subject: 
θ8 : mental power 
ßs : speed 
ξ5: precision 
α α 
item: 
ε, and o¡: difficulty 
« • -
e i 
α 
neither: 
α: time scale parameter (set at an arbitrary value) 
(5) estimation: The authors only developed a estimation procedure in case of a time-limit 
test. Because of problems with maximum likelihood estimation, they use a 
pseudo-likelihood method (see also the next section). Instead of maximizing the 
likelihood function, this method maximizes the following pseudo-likelihood function: 
ΡΙ>(ξ, β, ε ; {η, χ}) = L(ß ; {η}) χ Ι/ξ, ε ; {χ}), 
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where η denotes the vector containing the number of items attempted by the subjects. 
Maximizing the first part of this pseudo-likelihood function gives an estimator for 
β. This uses the fact that, since the response times are assumed to be exponentially 
distributed, the number of items completed within the time limit is Poisson distributed. 
The second part of this pseudo-likelihood function is based on the IRF and, for a single 
response pattern x
s
, is given by: 
n
s 
Lfe, ε ; x
s
) = Π [1 + εχρ-(ξ5 - o¡)rx¡ [1 + εχρ(ξ5 - аи]^1-х^ 
i = l 
This implies that estimators for ^ and σ, can be computed using standard software. 
(6) tests for goodness of fit: No overall goodness-of-fit tests are presented, but a number 
of procedures to test different aspects of the model are discussed. 
(7) data type: the matrix X and the vector η containing the number of items attempted by 
the different subjects. 
(8) remarks: Although the main focus is on the model presented here, also a more general 
case (where the response times are assumed to be gamma distributed) is discussed. 
A note on pseudo-likelihood estimation 
Arnold and Strauss (1988) showed that consistent estimates of model parameters 
can be obtained if, instead of the likelihood function, a product of marginal and/or of 
conditional likelihoods is maximized. They call this procedure pseudo-likelihood 
estimation. Verhelst, Verstralen, and Jansen (1997) use this procedure to derive 
estimators for the parameters in the mental power model in the time limit test case. Instead 
of maximizing the likelihood equation, they maximize a product of the marginal 
likelihoods and show by means of a simulation study that this procedure leads to 
acceptable estimates. Van Breukelen (1989) also uses only the marginal probability of a 
correct response to obtain estimators for the parameters in the modified Rasch model. 
Since there are many joint distributions of two variables with the same marginal 
distributions, this procedure raises some questions about the identifiability of these 
models. For example, consider the following model: 
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model X (constant MTO): 
IRR P(X
si = 11Ω5) = [1 + εχρ-(ξ5 - συ]'1 
rTF:f
s i(tlQ s) = ßse"ßsl 
MTO: P(Xsi = 1 I Tsi = t, Ω5) = [1 + εχρ-(ξ5 - σ,)]"1 
with ξ8 = θ 8 - In ßs. 
The likelihood equation for this model is equal to the pseudo-likelihood equation 
used by Verhelst, Verstralen, and Jansen (because model X has the same IRFs and ITFs 
as the mental power model with α = 1, and model X implies conditional independence). 
This implies that the maximum likelihood estimators for the ξβ, ßs, and os in model X 
will be the same as pseudo-likelihood estimators in the mental power model. However, 
model X has constant MTOs, while the mental power model has increasing MTOs. 
Another example of a model with the same marginal distribution of response quality 
and response time is the following model: 
model Y (decreasing MTO): 
IRT: P(Xsi = 11 Qs) = [1 + εχρ-(ξ5 - a,)]'1 
Π Τ : ^ ( ΐ Ι Ω 8 ) = β5ε-β'1 
MTO: P(X
si = 1 I T s i = t, Ω5) = exp(-ßs21 exp(e¡ - θ5)) 
with ξ5 = 9S - In ßs and e¡ = a¡. 
The pseudo-likelihood estimators for this model are exactly the same as the pseudo-
likelihood estimators for the mental power model. This model, however, implies that the 
MTO is a decreasing function of response time, contrary to the mental power model. Also 
this model implies that the MTO is a decreasing function of ßs, which makes it 
impossible to interpret ßs as a pure speed parameter. 
In general, we have the following situation: 
1. Arnold and Strauss showed that pseudo-likelihood estimation yields consistent 
estimates; Verhelst, Verstralen, and Jansen corroborated this result for the 
pseudo-likelihood estimators in their model by simulation studies, 
2. Models with different MTOs can have the same pseudo-likelihood function, if they 
have the same IRF and JTF. 
This raises two questions: 
1. Is it possible to distinguish between two models with the same IRF and JTF but 
different MTOs in the time-limit test case? 
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2. Is it necessary to formulate an MTO if one only wants to specify a model for a time-
limit test case? 
The first problem is a technically difficult problem. We will limit ourselves to 
methods of distinguishing between two models on basis of parameter estimates and 
likelihood ratio tests. Since both the pseudo-likelihood estimators and the maximum 
likelihood estimators for the parameters in a given model are consistent, the 
pseudo-likelihood estimates will be asymptotically identical to the maximum likelihood 
estimates. Also, two models with identical IRFs and ITFs will yield identical 
pseudo-likelihood estimators. This implies that the maximum likelihood estimates for the 
parameters in two models with identical IRFs and ITFs will be asymptotically identical. 
The main difference between the maximum likelihood estimates for two models with 
identical IRFs and ITFs is their efficiency in the sense of root mean square error. For 
example, if we compare the (yet unknown) maximum likelihood estimators for the 
parameters in the mental power model to the maximum likelihood estimators for the 
parameters in model X, we note that: 
1. the maximum likelihood estimators for the parameters in model X are identical to the 
pseudo-likelihood estimators for the parameters in the mental power model, 
2. in general, pseudo-likelihood estimators are less efficient that maximum likelihood 
estimators. 
So we can conclude that if the mental power model holds, the model X maximum 
likelihood estimators for the parameters (and hence the mental power model 
pseudo-likelihood estimators) are asymptotically correct, but will be less efficient than the 
mental power model maximum likelihood estimators for the same parameters. This 
observation might help to distinguish between models with different MTOs. 
If it is possible to derive and solve the likelihood equations for different models, it 
might be possible to formulate a model test on basis of a comparison of the likelihoods. 
The main problem would probably be to solve the likelihood equation. Moreover, 
Verfielst, Verstralen, and Jansen suggest that for the mental power model the maximum 
likelihood estimators might be not consistent if the number of items is fixed while the 
number of subjects grows. In the preceding discussion we assumed that both go to 
infinity. In cases where this is an unrealistic assumption, pseudo-likelihood estimators 
might be the only consistent estimators that can be derived for the parameters in models 
that do not assume conditional independence of response time and response quality in the 
time-limit test case. Then models with different MTOs cannot be distinguished on basis 
of parameter estimates or likelihood ratio tests. 
This leaves the second question: is it necessary to formulate an MTO if one wants 
to formulate a model for the time-limit test case? The MTO is not necessary to derive 
consistent estimates of the parameters. Moreover, in practice using the MTO might not 
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help to derive consistent estimates. The advantage of formulating a model without 
specifying the MTO is the fact that such a model is more general than a model with a 
specified MTO. For example, the mental power model, model X, and model Y are all 
special cases of the following model: 
model Ζ (general model): 
IRF: P(X
si = 1 Ι Ω5) = [1 + εχρ-(ξ5 - aùT1 
ITF:fsi(tins) = ß s e - ^ 
MTO: unspecified 
with ξ5 = θ„ - In ßs. 
The main disadvantage of such a model concerns the interpretation of the parameters. 
Usually the MTO is used to give an interpretation of the parameters. For example, in the 
mental power model the parameter β is not present in the MTO; it is present in the ITF 
and as a result of that als in the IRF. Therefore it seems logical to interpret this parameter 
as a pure speed parameter. However in model Y parameter β is also present in the MTO, 
so it can not be interpreted as a pure speed parameter. Since both models are special cases 
of model Z, it is not clear how parameter β should be interpreted in model Z. 
A classification of the parameters 
In this section we will discuss a classification of the parameters based only on the 
expectation of X, E(X), and the expectation of T, E(T). For reasons of simplicity, we 
assume that X is a binary variable (0: incorrect, 1 : correct). Furthermore, we assume that 
both E(X) and E(T) are monotone in the parameters. Finally, we constrain ourselves to 
parameters that can be classified as either subject parameters or item parameters. These 
restrictions are met by most models of interest. 
Since we assume monotonicity, a change in the value of a parameter has one of the 
following effects: 
A. only E(X) changes 
B. only E(T) changes 
С both E(X) and E(T) change, in opposite directions 
D. both E(X) and E(T) change, in the same direction 
Thus, there are 8 basic types of parameters. First we will consider commonly used item 
parameters. 
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A type of item parameter that is present in most models is an item difficulty 
(easiness) parameter (Thissen, 1983; Van Breukelen, 1989; Verfielst, Verstralen, 
Jansen, 1997; White, 1982). Usually this is a type С parameter; E(X) is a decreasing 
function and E(T) is an increasing function of this parameter. This reflects the notion that 
more difficult items will lead to more errors and longer response times. However, some 
authors (e.g. Van der Ven, 1969; White, 1982) base their model on the so-called 
constancy hypothesis, which states that the probability of a correct response is constant 
over items. According to these authors, a subject invests more time in difficult items and 
less time in easy items so that the probability of a correct response is constant for all 
items; this implies that the MTO is an increasing function of response time and a 
decreasing function of item difficulty. In this case the item difficulty parameter would be 
a type В parameter. Although it would be possible, according to this line of reasoning, to 
have an item difficulty parameter of which both E(X) and E(T) are increasing functions 
(making it a type D parameter), we know of no model where this is the case. If one 
assumes that E(T) is independent of item difficulty, as is the case in the mental power 
model, than item difficulty is a type A parameter. 
Another type of item parameter is the item slowness parameter (Thissen, 1983). 
This is a type В parameter; E(T) is an increasing function of this parameter. This 
parameter can be used to model certain aspects of an item that do not interfere with the 
solution process but that do influence the response time, such as the amount of text to be 
read. 
The last type of item parameter, that will be covered here, is the guessing 
parameter. This is a type A parameter; E(X) is an increasing function of this parameter. It 
can be used when the items are presented in a multiple response format. Often the value 
of the parameter is set to one divided by the number of response alternatives (see e.g. 
Van Breukelen, 1989). 
Now we will consider some commonly used subject parameters. The first type we 
consider goes by many names, such as effective ability (Thissen, 1983), mental speed 
(Roskam, 1987), and mental power (Verhelst, Verstralen, Jansen, 1997). This is a type 
С parameter; E(X) is an increasing function and E(T) a decreasing function of this 
parameter. This reflects the notion that more able subjects are considered to produce less 
errors and shorter response times that less able subjects. 
The second type of subject parameter also goes by different names, such as 
persistence (Van Breukelen, 1989), and speed (Verhelst, Verstralen, Jansen, 1997). It is 
a type D parameter; both E(X) and E(T) are either increasing or decreasing functions of it. 
We will call it a speed-accuracy trade-off parameter. It is used to model the well-known 
fact that subjects can work more accurate (produce less errors) at the cost of longer 
response times, or work faster at the cost of more errors. This has been demonstrated in 
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several laboratory experiments (see e.g. Luce, 1986, for a review). Because there is no 
reason to believe that speed-accuracy trade-off only occurs in the laboratory, it seems 
worthwhile to incorporate speed-accuracy trade-off parameters in a model for time-limit 
tests, even though the tests are actually not administered in different speed-accuracy 
trade-off conditions. 
The third type of parameter is a subject slowness parameter (Thissen, 1983). It is a 
type В parameter; E(T) is an increasing function of this parameter. The subject slowness 
parameter can be used to model individual differences such as the speed with which a 
subject reads the text. 
In the following table a summary of the mentioned parameters will be given. 
Furthermore, we will present one name for a parameter in cases where different names 
have been used in the literature. 
old name 
item parameters 
1. item difficulty 
2. item difficulty 
3. item slowness 
4. guessing parameter 
subject parameters 
5. effective ability, 
mental speed, mental power 
6. persistence, speed 
type 
C.A 
В 
В 
A 
С 
D 
7. subject slowness 
В 
new name 
item difficulty 
compensated item difficulty 
item slowness 
guessing parameter 
mental speed 
speed-accuracy trade-off 
parameter 
subject slowness 
In the sequel, we will use the new names as much as possible to avoid confusion. 
This simple classification scheme is based on the restriction of monotonicity and 
especially on the assumption that the direction of the effect of a change in value of one 
parameter on E(X) and E(T) is independent of the value of the other parameters. The fact 
that these parameters could be placed in this classification is therefore not trivial. 
Next we will discuss the effect of a change in the value of a parameter on the MTO 
in the models mentioned above. In all cases the MTO is a decreasing function of 
(compensated) item difficulty and an increasing function of mental speed. The MTO is an 
increasing function of the guessing parameter. In the conditional independence model of 
Thissen, the MTO is independent of both the subject slowness and the item slowness 
parameter. This is due to the conditional independence of X and T. 
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A special case is the speed-accuracy trade-off parameter. In both the modified 
Rasch model and the mental power model, the MTO is independent of the speed-accuracy 
trade-off parameter. Models that contain a speed-accuracy trade-off parameter of which 
the MTO is independent will be labeled adjustable timing models (after Oilman, 1977; our 
definition is less restrictive than the definition given by Oilman). Adjustable timing 
models will have an MTO that is an increasing function of response time. A shift in the 
trade-off of speed and accuracy to, for example, more speed and less accuracy is 
modelled by a general shortening of the response times which, because of the fact that the 
MTO is an increasing function of response time, has as a consequence that the probability 
of an correct answer decreases. One idea that would lead to an adjustable timing model is 
the notion of a solution process that cannot be fastened by the subject; at most, the subject 
can interrupt the process preliminary to give a response. 
Finally, we will discuss two types of parameters that are not present in the models 
discussed so far. The first type is a learning parameter. It is a subject parameter that can 
be used to model changes in the behavior of the subject over trails or over sessions. Such 
changes are likely to happen if a subject answers a great number of items, as in the 
experiments that will be reported. The second type is an item feature parameter. This type 
of parameter occurs in the linear logistic model, where item parameters are reduced to 
more elementary item feature parameters. This type of parameter can be useful if the 
number of items is very large in comparison to the number of subjects. 
Testing the validity of a model using experiments 
In order to test the validity of a model for time-limit tests it is necessary to conduct 
an experiment. As is noted before, it is probable that the standard experiment (in which 
for each item both the response and the response time are collected) is necessary to test 
the validity of the MTO. Since the standard experiment also suffices to test the validity of 
the ITF, the complete formal model can be tested in the standard experiment. 
Although the standard experiment suffices to test the validity of a model for the 
situation for which it is designed, some authors claim a greater scope for their model. For 
example, Roskam (1997) and Van Breukelen (1989), and Verhelst, Verstralen, and 
Jansen (1997) state that except for the speed-accuracy trade-off parameters, all parameters 
in their models are invariant under a shift in the subject's speed-accuracy trade-off level. 
That is, if a group of subjects answers the same set of items twice, working at different 
levels of speed and accuracy, the same model should fit both these standard experiments, 
with (approximately) the same estimates for the subject and item parameters except for the 
speed-accuracy trade-off parameter estimates. This assumption cannot be tested in the 
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standard experiment, since it does not follow directly from the formal model. To test this 
assumption the standard experiment has to be conducted under different speed-accuracy 
trade-off conditions. How these conditions can be constructed, is a problem we will 
address in the next chapter. 
One might argue that it is not necessary to conduct the standard experiment, where 
matrices X and Τ are collected, in different speed-accuracy conditions to test the 
adjustable timing hypothesis; one could also fit the model on the matrix X and the vector 
η and compare the relevant parameters that should not be influenced by the speed-
accuracy trade-off conditions. However if, for example, in one condition the mental 
power model is the appropriate model, whereas in an other condition model Y is the 
appropriate model, the adjustable timing hypothesis would be violated, but this violation 
would not be detected with the procedure described above. Therefore we feel that only a 
true speed-accuracy trade-off experiment can be used to fully test the adjustable timing 
hypothesis. 
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Chapter 3 
Theoretical considerations in the design of 
speed-accuracy trade-off experiments 
Introduction 
In the previous chapter we have discussed various models for time-limit test data. 
These models are characterized by three functions, the item response function (IRF), the 
item time function (ITF), and the micro trade-off (MTO). The first two functions specify 
the marginals of the joint distribution of the variables response quality (denoted by X) 
and response time (denoted by T). The third function specifies the conditional probability 
of a correct response given the response time. We have argued that in order to test the fit 
of the MTO, the standard experiment has to be performed: here of each response of a 
subject (indexed by s = 1..S) to an item (indexed by i = 1..I), both the response quality 
and the response time is recorded. Moreover, some authors (e.g. Van Breukelen, 1989; 
Verhelst, Verstralen, Jansen, 1997) suggest that experimental conditions such as the 
instruction may affect only the speed-accuracy trade-off parameters) in their model while 
all other parameters remain invariant. The MTOs in the models presented by these authors 
do not contain any speed-accuracy trade-off parameters. This implies that the MTO is also 
independent of those experimental conditions. We have labelled this assumption the 
adjustable timing assumption. To test this assumption, one has to perform an experiment 
with different speed-accuracy trade-off conditions. In this chapter we will discuss some 
theoretical considerations in the design and analysis of such an experiment. Several 
authors have reported results from speed-accuracy trade-off experiments; examples are 
Schouten and Bekker (1967), Pachella and Pew (1968), Wood and Jennings (1976), et 
cetera (see e.g. Luce, 1986, for a review). There is a large variety in the design of these 
experiments and the terminology used by the authors. This affects the comparability of 
the results presented by different authors. There is no overview of all relevant choices 
that have to be made in the design of speed-accuracy trade-off experiments, although 
Luce (1986) and Wood and Jennings (1976) discuss some of these choices. Also, in 
most reported experiments many choices remain unjustified. We will give a systematic 
and extensive discussion of the impact of various choices in the construction of 
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speed-accuracy trade-off experiments. So far, such a discussion has been lacking in the 
literature. These considerations may be used to justify a particular design. 
The design of a speed-accuracy trade-off experiment 
In this section we will give a short overview of the design of a speed-accuracy 
trade-off experiment. We will go into different aspects in more detail in the following 
sections. 
A speed-accuracy trade-off experiment has a number of unique features. In this 
section these features will be discussed together with the more common features of 
response time experiments. 
1. Subjects. The subjects are usually (paid) volunteers, often undergraduate 
students. Experiments can differ in the number of subjects; such differences will in part 
determine the way in which the experiment can be analyzed. 
2. Items or stimuli. Experiments can differ in the type and the number of items that 
are used. Whatever type of item is used, the probability of an error has to be greater than 
zero, under the given conditions, in order to estimate the speed-accuracy trade-off. 
Usually the items are selected from one well-defined domain. The items are often 
administered with a multiple-choice response format. Sometimes the same item is 
presented a number of times. We will use the label trial for every instance where an item 
is presented to a subject and a response is recorded. 
3. Response measures. In such an experiment the response measures are the actual 
answers given and the response times. In all experiments that we consider, the answer is 
either correct or incorrect. These response measures (dependent variables) can be 
collected per item or over groups of items. 
4. Conditions. In a speed-accuracy trade-off experiment the items are administered 
in different conditions. These conditions should influence the speed-accuracy trade-off 
level of the subjects. Experiments differ in the number of conditions and the way the 
conditions are constructed, most notably in the form of control over the response times. 
These differences can make it hard to compare outcomes of different experiments; we will 
go into this problem in some detail in the section 'Evaluating the outcome of 
speed-accuracy trade-off experiments'. Experiments also differ in the order in which the 
conditions are presented: A fixed number of items can be presented in each specific 
condition or there can be a random number of items in each condition. The conditions can 
be presented counterbalanced between subjects or counterbalanced for each subject; 
counterbalancing can be fixed or randomized. 
22 
5. Sessions. Since a subject usually has to answer a great number of items in 
different conditions, a speed-accuracy trade-off experiment is often composed of several 
sessions. Most experiments contain some training sessions, followed by the experimental 
sessions. Experiments differ in the number of (training) sessions and the number of 
conditions per session. 
6. Analysis. All speed-accuracy trade-off experiments have in common that there 
are at least two levels at which the data can be analyzed. Firstly, a between-condition 
analysis can be performed. A graph that can be used to perform this analysis is the 
following: an aggregate measure for speed (e.g. mean response time) and an aggregate 
measure for accuracy (e.g. the proportion of correct responses) are obtained for each 
condition. Next, a plot is made of these two variables, where each condition is 
represented by one point. This type of graph goes by many names in the literature (see 
e.g. Luce, 1986); we will call it a speed-accuracy trade-off function (SATF). 
Secondly, a within-condition analysis can be performed. Usually one is interested 
in the regression of X (response quality) on Τ (response time) for one subject in one 
condition answering equivalent items. We will label this regression function a conditional 
accuracy function (CAF); other names have been used in the literature (see again Luce, 
1986). Since X is a binary variable, this regression cannot be examined by a scatterplot 
of X against T; instead some sort of smoothened graph has to be plotted. An alternative is 
to use a regression model with response quality as criterion variable and response time as 
one of the predictor variables. 
Besides analyses between conditions and within each condition, it is interesting to 
do a two-way analysis where the CAFs from different conditions are compared with each 
other. This can be done by plotting smoothened regression curves of different conditions 
within the same graph or using a regression model with parameters that depend on the 
condition. 
7. Learning effects. A major problem in the analysis of results of speed-accuracy 
trade-off experiments is the occurrence of learning effects. As a result of learning, 
response times obtained at the end of the experiment will generally be shorter than 
response times obtained at the beginning of the experiment and also the proportion of 
errors will be lower at the end of the experiment. Thus, learning will affect the relation 
between response time and response quality. One might try to avoid learning effects by 
using overtrained subjects (i.e. subjects that are trained until no more learning occurs). 
However, it might be impossible to overtrain subjects: For example, in the experiment 
reported in Chapter 4 it was found that substantial learning effects occurred even after 
12000 trials. Below, in the section concerning the analysis, we will discuss a method by 
which one can try to eliminate artefacts caused by learning effects by incorporating these 
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effects in a regression model. For an illustration of this method we refer to Chapter 4 and 
Chapter 5. 
Issues concerning the subjects 
a. Number of subjects. The number of subjects is an issue that is related to the 
number of trials in which each subject participates. If there is a relative small number of 
subjects, each subject should participate in a relative large number of trials in order to 
produce enough data per item to make a reliable analysis possible. If there is a relative 
large number of subjects, each subject may participate in a relative small number of trials 
in order to decrease the costs, both in time and in money, of the experiment. Thus there 
are two basic types of experiments: 'few subjects/many trials' and 'many subjects/few 
trials' experiments. As we will see, a choice between these two types of experiments has 
implications for the item type, the analysis method et cetera. 
b. Type of subject. Usually the subjects in speed-accuracy trade-off experiments 
are undergraduate students. This implies that the results of speed-accuracy trade-off 
experiments might not be generalizable to other populations (Rosenthal & Rosnow, 
1969). In particular, the population of undergraduate students is a relatively 
homogeneous population. This will affect correlations, standard errors of estimates, et 
cetera. Also members of this specific population might be acquainted with the 
experimental tasks used or not be naive as to the objective of the experiment. 
Issues concerning the items 
In the previous section we distinguished two types of experiments: 'few 
subjects/many trials' versus 'many subjects/few trials'. In this section we will elaborate 
on this distinction. We will introduce the concept of trial-to-item ratio. This ratio 
expresses the mean number of times each item is presented during the entire experiment. 
We will use this ratio to specify what is meant by 'many trials' and 'few trials'. We will 
define a 'many trials'-experiment as an experiment where the trial-to-item ratio exceeds a 
certain bound; we will put this bound at 100. This bound is of course somewhat 
arbitrary; it is based on considerations with respect to the analyses that may be performed 
(see the section 'Issues concerning the analysis'). We will define a 'few trials'-
experiment as an experiment where the trial-to-item ratio is less than a certain bound; this 
bound we will put, again somewhat arbitrary, at 30. 
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a. Equivalent items. The trial-to-item ratio defined above is, more exactly, the 
number of trials divided by the number of non-equivalent items. That is, all presentations 
of equivalent items are viewed as trials of one 'item'. Whether or not items are equivalent 
is a matter of assumption. Usually identical items are considered to be equivalent. 
Sometimes items are assumed to be equivalent if they differ in one or a few aspects that 
are considered to be irrelevant with respect to responding to the item. 
If a regression model is used to perform the analysis, one can examine the 
equivalence of two items for a given data set by fitting a model with identical parameters 
for the two items and a model where the parameters for the two items need not be 
identical and comparing these two models with respect to the fit. 
b. Unidimensionality of the items. In a 'few trials'-experiment a regression model 
seems to be the adequate analysis method (see section 'Issues concerning the analysis'). 
Unidimensionality of the items, as defined in the context of IRT models (like the Rasch 
model), is then a useful property; this implies that the items can be characterized by one 
parameter, and no item by subject interaction exists. This allows for the joint analysis of 
responses to different items, resulting in a more reliable estimation of subject parameters. 
If the trial-to-item ratio is not too low the assumption of unidimensionality can be partially 
tested by incorporating subject by item interaction parameters in the model and examining 
the increase in fit. 
с Probability of an error. Whatever type of items is used, the probability of an 
error has to be (substantially) larger than zero and (substantially) smaller than one in the 
given conditions. Since the objective is to study the speed-accuracy trade-off, it should be 
possible for a trade-off to occur. Moreover in the analysis the probability of an error has 
to be estimated in one way or another. If this probability is close to zero or one, this 
estimation usually is not very reliable. 
A point that has to be made here is that the probability of an error depends on the 
way in which the items are presented. Items that are answered without any errors if the 
subject can work on them without any time pressure might still be suitable if they are 
presented in an experiment with such a degree of time pressure that enough errors occur. 
The probability of an error also depends on the ability of the subjects participating 
in the experiment. Thus the items should be selected bearing the population of subjects in 
mind (or conversely). 
d. Number of items. Although the number of items can be independent from the 
trial-to-item ratio, usually a large number of items will, for practical reasons, coincide 
with a small trial-to-item ratio. A large number of (non-equivalent) items has the 
advantage that the domain from which the items are chosen can be sampled thoroughly. 
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Issues concerning the response measures 
a. Response quality. In a speed-accuracy trade-off experiment the actual responses 
given are recoded into a variable labeled response quality. Usually this is a binary 
variable; the responses are coded as 'correct' or 'incorrect'. Almost always the items are 
administered with a multiple choice response format. Often the experimental task is such 
that a multiple choice response format, usually with two response alternatives, is a natural 
manner to register the response, for example when a subject must determine whether a 
tone is higher or lower than a certain reference tone. Moreover, a multiple response 
format is convenient to use if the experiment is administered by a computer. 
b. Response time. The response time is the time between the presentation of the 
item and the registration of the response. If an open end response format would be used, 
it would be hard to define the exact moment on which the response is given. With a 
multiple choice response format this is not a problem, and especially if the experiment is 
administered by a computer the response time can be determined easily and accurately. 
Issues concerning the conditions 
In a speed-accuracy trade-off experiment the items are administered in different 
conditions. The conditions are supposed to affect the speed-accuracy trade-off level the 
subject is working at. Usually the instruction, a specific presentation format for the items, 
and a pay-off scheme are used to construct these conditions. In this section we will 
discuss various ways in which conditions have been constructed. 
The presentation of an item can consist of three components: a warning signal, the 
actual presentation of the item, and one or more cues about the elapsed time. If it is used, 
the warning signal is presented first. Such a signal can contain information about the 
condition in which the item will be presented. After the warning signal, sometimes 
followed by a short pause, the item is presented. In some experiments the item is 
presented for a fixed time period; when the presentation period has ended, a mask can be 
presented to prohibit "after-image processing". In other experiments the presentation of 
the item continues until a response is registered. During the presentation of the item one 
or more cues can be given. These cues usually indicate the beginning or the end of a 
period in which the subject is supposed to answer (examples will be given below). 
In the instruction the subject is told how to 'behave' in the different conditions. 
Usually the subject is instructed to work faster in some conditions, and less fast in other 
conditions. Sometimes the need for accuracy is emphasized in these latter conditions. In 
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order to persuade subjects to follow the instructions, a pay-off scheme can be used. This 
implies that the payment to a subject depends on the performance during the experiment. 
In the following we will list and name some of the different types of instruction that 
have been used. 
1. fixed conditions. We speak of fixed conditions if the item is presented for a fixed 
period of time. Different fixed conditions are made by varying the presentation time. 
Usually a mask is presented when the presentation time of the item has ended, to avoid 
after-image processing. The response can only be given after the presentation time has 
ended. The presentation time is taken as the 'response time'. An example of an 
experiment using fixed conditions can be found in Van Breukelen (1989). 
2. pointed conditions. We speak of pointed conditions if the subject is instructed to 
answer at a certain moment after the presentation of the item (the point). This moment is 
indicated by a cue. Different conditions are made by using different points. A pay-off 
scheme can be used to enforce the conditions; for example, the (financial) reward for a 
response can be a decreasing function of the difference between the response time and the 
point. An example of an experiment using pointed conditions can be found in Schouten 
and Bekker (1967). 
3. deadline conditions. We speak of deadline conditions if the subject is instructed 
to answer before a certain deadline. The deadline is indicated by a cue. Different 
conditions are made by using different deadlines. Often a pay-off scheme is used to 
enforce the instruction; subjects receive a certain (financial) reward if the response is 
given before the deadline and/or a (financial) punishment if the response is given after the 
deadline. In addition correct responses may be rewarded and errors may be punished. 
The main difference with the pointed condition is the fact that the subject is allowed to 
answer before the passing of the deadline; the reward for a response given a long time 
before the deadline is the same as the reward for a response given shortly before the 
deadline. An example of an experiment using deadline conditions can be found in Wood 
and Jennings (1976). 
4. pay-off conditions. We speak of pay-off conditions if a gradual pay-off scheme 
is used to make different conditions. The main difference with the pointed and deadline 
conditions is that the subject is not instructed to answer before or at a certain moment. 
Instead the pay-off will vary as a continuous function of the response time. An example 
is the following: for each response a reward is given on basis of the response time and 
the response accuracy; the reward is a linear function of both response time and response 
quality. Different conditions can be made by varying the slopes. For example, if the 
reward is a sharply decreasing function of response time and the punishment for an error 
is small, the subject will be tempted to choose for a relatively fast working pace. This 
procedure is used in the experiment to be described in Chapter 5. 
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5. time-limit test condition. As mentioned before, we propose to conduct a 
speed-accuracy trade-off experiment to test certain claims about models for time-limit 
tests. In a time-limit test situation the subject is free to distribute the available time over 
the items; the speed-accuracy trade-off level the subject works at, can be chosen freely by 
the subject. For this reason we will refer to the time-limit test situation as the time-limit 
test condition. 
This list is by no means complete. One can construct conditions in a manner that 
combines elements listed above; for example, one can use a pay-off scheme where the 
reward is fixed if the response is given before a certain deadline and the reward is a 
decreasing function of the response time if the response is given after the deadline (see 
for example the experiment reported in Chapter 4). 
Issues concerning the analysis 
a. Level of analysis. 
al. Analysis between conditions. In a between-condition analysis for each 
speed-accuracy trade-off condition an aggregate measure for speed and an aggregate 
measure for precision is calculated. These two measures are then plotted against each 
other with each condition represented as one point. Usually the measure for speed is the 
mean response time in a condition; for precision different measures are used. Examples 
are the proportion of correct responses (or errors), the logit of this proportion, et cetera 
(see Luce, 1986, for a review). 
For a useful interpretation of a between-condition analysis it is necessary that the 
conditions contain comparable (e.g. equivalent) items and subjects. Usually this is 
accomplished by using a within-subject design. Furthermore, the same set of items (or 
equivalent items) is administered in each condition. To avoid confounding by learning, 
some sort of counterbalancing has to be implemented. For a 'few subjects'-experiment 
one should counterbalance the conditions within subjects; for a 'many subjects'-
experiment one can also choose for counterbalancing between subjects. 
a2. Analysis within conditions. In a within-conditions analysis one is primarily 
interested in the regression of response quality (X) on response time (T). We have 
labelled this regression function the conditional accuracy function (CAF). If certain 
assumptions, which will be dealt with later, are valid, the CAF can be viewed as an 
estimated MTO. Since these assumptions are not trivial, we will use the name 'CAF' to 
clearly distinguish this empirical function from the theoretical MTO. 
One way to examine this regression is by a smoothened plot of X against T. This 
smoothing can be done by the following procedure, described by Wood and Jennings 
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(1976): In the plot of X on T, the T-axis is divided in intervals containing approximately 
an equal number of responses. For each interval the mean response time and the 
proportion of correct responses is calculated and these are plotted against each other. Of 
course other smoothing mechanisms may be used. Note that the choice for a specific 
smoothing mechanism might influence the shape of the CAF. 
An alternative analysis method is to use a regression model. In principle, using a 
regression model can be viewed as a special case of smoothing where the functional form 
of the curve is specified in advance. Because of the many practical differences between 
these two analysis methods, we will treat them as two different methods. However, 
because they refer to the same concept we will use the name CAF for the outcome of both 
methods; if a distinction is needed we will refer to 'smoothened CAF' or 'regression 
CAF. Since response quality is a binary variable, we cannot use an ordinary linear 
regression model. Instead, we can use, for example, a logistic regression model with 
response quality as dependent variable, or another regression model that is fit for a binary 
dependent variable. Response time, parameters for the items or item characteristics, 
subject parameters, and learning parameters (related to the trial numbers) can be used as 
predictor variables. For an example of the use of such a regression model we refer to 
Chapters 4 and 5. 
If certain assumptions are valid, hypotheses concerning the shape of the micro 
trade-off function can be tested using CAFs. An important assumption is that the 
speed-accuracy trade-off level of a subject remains constant during each condition. This 
assumption might be tested by comparing the joint distribution of response quality and 
response time obtained at the beginning versus at the end of the experiment. However, if 
these distributions are different, it is difficult to determine whether this is due to, for 
example, a learning effect on the mental speed of the subjects or changes in the 
speed-accuracy trade-off level of the subjects. Thus, if learning occurs during the 
experiment it is difficult to imagine how the assumption of a constant speed-accuracy 
trade-off level can be tested. Other assumptions depend on the way in which the CAF is 
obtained; these will be discussed in paragraph b and c. 
a3. Two-way analysis. In a two-way analysis the effect of the speed-accuracy 
trade-off conditions on the CAF is examined. The exact manner to perform this analysis 
is dependent on the way by which the CAF is obtained. For smoothened CAFs, the 
two-way analysis would consist in plotting smoothened CAFs for different conditions in 
the same graph. For regression CAFs, the two-way analysis would consist in fitting the 
regression model to data of several conditions with parameters dependent on the 
condition. 
If the CAFs are proper estimates of the micro trade-off function, it is possible to 
test the adjustable timing hypothesis in the two-way analysis. The adjustable timing 
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hypothesis states that the shape of the micro trade-off function is independent from the 
speed-accuracy trade-off level the subject works at. If the conditions only influence the 
speed-accuracy trade-off level of the subject (as should be the case), the adjustable timing 
hypothesis implies that the shape of the CAFs should be independent of the condition. 
Thus, smoothened CAFs should all fit one curve and the parameters in regression CAFs 
should not depend on the condition. 
b. Pooling versus single subject. By definition, CAFs should be obtained using the 
responses of a single subject to equivalent items. This would require that each subject 
answers a large number of equivalent items. A much practiced alternative is to pool data, 
either from non-equivalent items or from different subjects. There are two different ways 
to analyze pooled data. The first one is to use a regression model that contains parameters 
to model individual differences and item differences. The second one is to compute the 
average CAF. The latter procedure assumes, in fact, that the subjects and items are 
equivalent. An obvious problem of this procedure is that the individual MTOs, and hence 
the individual CAFs, might be quite different. The characteristics of the average CAF 
may then be very different from the characteristic of the individual CAFs. If this is the 
case, the average CAF will not be a sound estimate for the MTOs. For example, a 
combination of increasing MTOs may still produce a decreasing average CAF. 
с Relative advantages of smoothing and of regression models. 
As noted before, CAFs can be obtained by a smoothing procedure or a regression 
model. The regression model will have response quality as criterion variable and 
response time as one of the predictor variables. Using a regression model has several 
advantages in comparison to smoothened CAFs: 
1. individual differences can be modeled; this implies that data of different subjects can be 
analyzed jointly and the individual differences need not be ignored; 
2. item differences can be modeled; 
3. the effect of learning can be modeled, if one uses trial number as predictor variable; 
4. it can be used in both a 'many trials' and a 'few trials' experiment. 
The major drawback of using a model is that it might not fit the data. For example, 
modeling item differences usually implies that the items have to be unidimensional. 
Another problem is that there have to be substantially more data points than parameters to 
obtain reliable parameter estimates. Especially, when a relatively small number of 
subjects answer a relatively large number of items, it might be unpractical to assign a 
parameter to each item. A solution to this problem is to assign parameters to certain 
features of the items, as will be illustrated in Chapter 4 and Chapter 5. 
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Evaluating the outcome of speed-accuracy trade-off 
experiments 
In the literature we find contradictory results from speed-accuracy trade-off 
experiments. For example, Schouten and Bekker (1967) report results that are in line 
with the adjustable timing hypothesis. They use pointed conditions and found that the 
CAFs plotted for the different points reasonably fit one standard curve. Wood and 
Jennings (1976), on the other hand, report results that are not in line with the adjustable 
timing hypothesis. They use deadline conditions and found that the CAFs plotted for the 
different deadlines clearly do not fit one standard curve. The different results might be 
attributed to differences in the type of items (Schouten and Bekker used visual items, 
whereas Wood and Jennings used auditory items), but we believe that it also might be 
possible to attribute the different results to the difference in speed-accuracy trade-off 
conditions: pointed versus deadline. If this would be the case then caution is needed in 
the generalization of results from speed-accuracy trade-off experiments to time-limit test 
models. 
We will illustrate our argument using a simple processing model. First we will 
present this model. Then we will show that this model yields different predictions 
dependent on the condition: for pointed conditions it predicts results in line with the 
adjustable timing hypothesis; for deadline conditions it predicts results not in line with the 
adjustable timing hypothesis. 
The model we propose is designed for experiments where there are two different 
items and thus two response alternatives; dependent on the item one response alternative 
is correct (C) and one is an error (E). We assume that the response of the subject is 
governed by an information accumulation process: Each fixed time interval (At) the 
subject samples information; this information is classified as being evidence for a certain 
response alternative. The probability that the information is classified as being evidence 
for the correct response alternative is 7CC, independent of the item. This probability is, of 
course, larger than 0.5. Corresponding to each response alternative there are two 
counters: Yc and Y¡. If the response is classified as being evidence for a certain response 
alternative, the counter belonging to that alternative is increased. Thus, during the process 
more and more evidence is accumulated. 
We propose two different stopping rules by which the actual response is 
determined. If the subject uses the first rule, the subject uses an internal or external cue to 
end the solution process. The response alternative with the highest counter is then 
chosen. If the two counters are equal, the subject guesses (the probability of a correct 
response is then 0.5). We will label this the cued stopping rule. By varying the moment 
on which the stopping cue is given, the subject can opt for different speed-accuracy 
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trade-off levels. Since the probability of a correct response is in this case an increasing 
function of the amount of evidence that is processed (see Appendix A for a proof), a 
longer processing time, and therefore a longer response time, will imply a higher 
probability of a correct answer. With this stopping rule, the model is an adjustable timing 
model (see Appendix A). 
If the subject uses the second stopping rule, the subject determines a certain 
criterion value for the counters. The response alternative belonging to the counter that 
first attains this criterion value is chosen. We will label this the criterion stopping rule. In 
this case a subject can choose for a speed-accuracy trade-off level by choosing a certain 
criterion value. If a higher criterion value is chosen, the mean response time will increase 
and also the probability of a correct response will increase (see Appendix В for a proof). 
With this stopping rule, the model is not an adjustable timing model (see Appendix B). 
This model may not be a realistic model. It is however based on more complex 
models that have been proposed in the literature, known as accumulator models (see e.g. 
Luce, 1986, for a review). Normally these models are presented with the criterion 
stopping rule. This simplified version is only presented here to illustrate the point we will 
make in the next paragraphs. 
What will happen if the subject is confronted with different types of conditions that 
are constructed to manipulate his or her speed-accuracy trade-off level? Firstly we will 
consider pointed conditions. In a pointed condition the subject is instructed to respond at 
a certain point after the presentation of the item. This point is indicated by a cue. If the 
subject uses a criterion stopping rule, several problems can emerge. The criterion can be 
met (long) before the cue is given, leaving the subject with some idle time, or the criterion 
is not met when the cue is given. In this last case, it may take a long time before the 
criterion is met, implying that the subject cannot satisfy the instruction. If, on the other 
hand, the subject uses a cued stopping rule, no such problems exist. It seems therefore 
logical that the subject uses a cued stopping rule. This implies that the results from a 
speed-accuracy trade-off experiment with pointed conditions will be in line with the 
adjustable timing hypothesis. 
Secondly we will consider deadline conditions. In a deadline condition the subject 
is instructed to respond before a deadline. This deadline is indicated by a cue. If the cued 
stopping rule is used, the subject should generate his or her own cue, since the cue given 
by the experimenter indicates that the response should already be given. To maximize the 
probability of a correct response this internally generated cue should be close to the cue 
given by the experimenter. However the deadlines are often of the order of 200 to 400 
milliseconds, leaving a very small margin of error. In this case it might be more practical 
to use the criterion stopping rale and choose a criterion value such that the majority of the 
responses will be given before the deadline. This would imply that the results of an 
32 
experiment using deadline conditions are not in line with the adjustable timing 
hypothesis. 
The question remains: which stopping rule will the subject use in a time-limit test 
condition? If the cued stopping rule is used in the time-limit test condition, the model for 
time-limit test data must be an adjustable timing model, like the model of Van Breukelen 
and Roskam and the model of Verhelst, Verstralen, and Jansen. If, on the other hand, a 
criterion stopping rule is used the model for time-limit test data must not be an adjustable 
timing model. The results of the experiment of Schouten and Bekker and the experiment 
of Wood and Jennings cannot help us to make a decision. 
Conclusion 
In Chapter 2 we have argued that a speed-accuracy trade-off experiment is 
necessary to test the fit of the micro trade-off and the validity of the adjustable timing 
hypothesis. In this chapter we have examined some of the aspects that are relevant for the 
design of such an experiment. We have given special attention to two aspects: 
speed-accuracy trade-off conditions and the analysis of a speed-accuracy trade-off 
experiment. 
With respect to the speed-accuracy trade-off conditions we have listed a number of 
different types of conditions and we have argued that the choice for a specific type might 
influence the results of the experiment. To illustrate this point we have given an example 
of a processing model for which the results of an experiment are largely determined by 
the type of condition used in that experiment. We believe that there are other models for 
which this same property holds. Some of these processing models may lead to the 
models for time-limit test data suggested by Van Breukelen and Roskam, and by 
Verhelst, Verstralen, and Jansen. This leads to a difficult problem: On the one hand a 
speed-accuracy trade-off experiment is necessary to study the validity of the assumptions 
that underlie the models for time-limit test data, on the other hand the results of such an 
experiment may largely depend on the way in which the experiment is designed. An 
alternative design for speed-accuracy trade-off experiments in which this problem might 
not occur is discussed in Chapter 6. 
With respect to the analysis we have described two different manners to obtain the 
CAF, which, if certain assumptions are valid, can be used to make inferences about the 
MTO. A choice for either method has important consequences for the design of the 
experiment. 
The first method is smoothing. It is the classical method. The advantage of this 
method is that no assumptions about the shape of the CAF have to be made. If an 
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experimenter chooses to analyze an experiment using this smoothing method, he or she 
must make sure that enough responses to equivalent items by each subject are recorded. 
This implies that the trial to equivalent item ratio must be high. However, this facilitates 
the occurrence of learning effects for which the method cannot correct. If learning occurs 
the smoothened CAFs will be corrupted. Therefore the smoothing method is generally 
not recommendable unless the items are of such a kind that learning effects can be 
excluded a priori or eliminated by overtraining the subjects before the experiment starts. 
The second analysis method we have discussed is using a regression model. A 
drawback of this method is that more assumptions are needed when using a regression 
model: the shape of the regression CAF is usually confined by the regression model 
used. However, since the regression method is much more flexible than the smoothing 
method, we recommend this method to obtain CAFs. We will end this chapter by giving 
some recommendations for the design of a speed-accuracy trade-off experiment that is to 
be analyzed with the regression method. 
1. Subjects. There are no non-trivial recommendations concerning the subjects. 
2. Items. The items should preferably be unidimensional. This allows for a joint 
analysis of responses to non-equivalent items, thus greatly reducing the trial to equivalent 
item ratio that is necessary to obtain reliable estimates of the regression weights. The 
probability of a correct response should ideally be about 0.5, unless there are only two 
response alternatives, in which case a probability of a correct response of about 0.5 
would indicate that the subjects are purely guessing. If this probability is near 0 or 1, the 
trial to equivalent item ratio should be higher in order to still obtain accurate estimates. 
3. Response measures. For practical purposes response quality and response time 
should be measured simultaneously per item. If the experiment is used to make inferences 
concerning the validity of models for time-limit test data, we recommend that response 
quality is a binary variable, since these models all assume that this is the case. 
4. Conditions. If the experiment is used to make inferences concerning the validity 
of models for time-limit test data, we recommend that pay-off conditions are used. The 
degree of direct control by the experimenter over the response times of the subjects is 
much lower in this type of condition than in fixed, pointed, or deadline conditions. Since 
in the time-limit test situation there is no direct control over the response times, it seems 
more likely that the results of an experiment using pay-off conditions can be generalized 
to the time-limit test situation as compared to the results of an experiment using any of the 
other types of condition. 
5. Sessions. The number of sessions and the length of each session are matters that 
are usually decided on practical grounds. We recommend that each session is not too 
long, to prevent the occurrence of trend effects like fatigue and boredom, and that the 
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number of sessions is not too large, to prevent too strong and unmanageable learning 
effects. 
6. Analysis. We recommend that, before analyzing the results, one first checks 
whether or not the speed-accuracy trade-off conditions have had the desired effect on the 
speed-accuracy trade-off levels of the subjects. Especially when pay-off conditions are 
used, it might well be that the subjects have not discriminated between the different 
conditions. 
7. Learning effects. Although the regression method provides options to correct for 
learning, it would be ideal if learning can be prevented by the choice of item type, the 
number of items, or by overtraining the subjects, if possible. 
We hope that these recommendations are useful to other researchers who plan to 
carry out speed-accuracy trade-off experiments. 
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Appendix Λ 
The accumulator model with a cued stopping rule 
In the following we will derive some results for the suggested model with a cued 
stopping rule. Firstly we will show that the probability of a correct response is a 
increasing function of the response time (Al). Secondly we will show that the model is 
an adjustable timing model (All). 
In the following, N denotes the number of sampled information units (N is 
proportional to the time that has elapsed since the beginning of the presentation), 
P[X = 1 I n] denotes the probability of a correct response given that N equals n, Y
c 
denotes the counter for the correct response alternative, Y
e
 denotes the counter for the 
incorrect response alternative and τΐς denotes the probability that a unit of information is 
classified correctly; by definition τΐς is larger than 0.5. 
P[X = 11 n] is an non-decreasing function ofn, that strictly increases 
between η and n+1 iff η is even. (Al) 
We will show that the probability of a correct response given η units of information 
have been processed, is an increasing function of n; this implies that the probability of a 
correct response given a response time t also is an increasing function of t, since η is 
proportional to t. To show this, we will introduce the variable Z
n
. Z
n
 is equal to the 
difference of Y
c
 and Y
e
 after η samples of information have been processed. From this 
definition and the description of the process, it is clear that: 
P[X = 1 I n] = P[Z
n
 > 0] + 0.5 P[Z„ = 0], (A2) 
since, if the process is stopped after η samples of information have been processed, a 
correct answer will be given when Y
c
 is larger than Y
e
, and the subject will randomly 
choose one of the two response alternatives a in case of a tie. Also, it is clear that: 
P[Z„+i =Zn+l] = nc (A3.a) 
and 
Ρ [ Ζ
η + ι = Ζ η - 1 ] = 1 - π ς , (A3.b) 
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since Z
n
 is increased by one if the next sample of information is correctly classified and 
Zp is decreased by one if it is incorrectly classified. 
In Figure A. 1 a tree-diagram of the process is presented. Consider the case that η is even. 
Then Zn must be even too, so (A2) becomes: 
P[X = 1 I n] = P[Z
n
 > 2] + 0.5 P[Z
n
 = 0]. (A4) 
From the Figure it is furthermore clear that (if η is even) [Zn+i S 1] will occur if and only 
if either [Zn > 2] or [Z
n
 = 0 and Z
n
 is increased by 1]. So: 
P[X = 1 I n+ 1] = P[Zn+i > 1] = P[Z„ > 2] + n c P[Z„ = 0]. (A5) 
Since 7tc is larger than 0.5 we have: 
P[X=]\n + ]] >P[X= 1\ n]for even η. (A6) 
n=0 n=l n=2 n=3 n=4 
z=4 
z=3 
z=2 
z=l 
z=0 
z=-l 
z=-2 
z=-3 
z=-4 
Figure A.l: A tree-diagram of the accumulator model with a cued stopping rule 
Next, consider the case that η is odd. Then Zn must be odd too, so (A2) becomes: 
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P[X = 1 Ι η] = Ρ[Ζη > 1] = Ρ[Ζη > 3] + Ρ[Ζη = 1]. (Α7) 
Now η+1 is even, so from (A4) we obtain, by backtracing the events, 
P[X = 1 I η + 1] = P[Zn+i > 2] + 0.5 P[Zn+i = 0] 
= P[Znà3] + 7tcP[Zn=l] + 
+ 0.5{(1 - Лс) P[Z
n
 = 1] + к
с
 P[Z
n
 = -1]}. (A8) 
Furthermore, 
P[Zn = -l] = ^ P [ Z „ = l ] , (A9) 
which can be verified as follows: The number of paths that lead to [Z
n
 = 1] equals the 
number of paths that lead to [Z
n
 = -1]. Denote this number by K. Let m = (n+l)/2. 
According to the binomial formula the probability of [Zn = 1] is: 
К Jt
c
 ( 1 - 7t
c
) , 
while the probability of [Z„ = -1] is: 
ΚπΛΌ-πο)"1. 
This proves (A9). (A9) together with (A8) implies: 
P[X=l\n+l] = P[Z
n
>3] + P[Z
n
 = 1] 
= P[X=l\n] for oddn. (AIO) 
Together, (A6) and (AIO) show (Al). 
The accumulator model with a cued stopping rule is 
an adjustable timing model. (All) 
To show that the accumulator model with a cued stopping rule is an adjustable timing 
model, we need to show the following equation: 
P[X = 1 Ι Τ = t, condition 1] = P[X = 1 ΙΤ = t, condition 2]. (A12) 
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In the case of the accumulator model with a cued stopping rule, this is the same as 
showing that the following equation holds: 
P[X = 1 I n, condition 1] = P[X = 11 n, condition 2]. (A13) 
This is so, because the amount of time needed to process a unit of information is assumed 
to be constant and independent of the condition. Since also the other parameter in the 
model, л
с
, is independent of the condition, it is easy to see that probability of a correct 
response given that η unit of information have been processed, is independent of the 
condition. This shows (Al 1). 
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Appendix В 
The accumulator model with a criterion stopping rule 
In the following we will derive some results for the accumulator model with a 
criterion stopping rule. Firstly we will show that the criterion value is indeed a speed-
accuracy trade-off parameter (Bl), secondly we will show that the accumulator model 
with a criterion stopping rule is not an adjustable timing model (B8). 
In the following, q denotes the criterion value, Nq denotes the number of sampled 
information units that are processed until the response is given (Nq is proportional to the 
time that has elapsed since the beginning of the presentation), E(Nq I q) denotes the 
expectation of Nq if the criterion equals q, P[X = 1 I q] denotes the probability of a correct 
response if the criterion equals q et cetera. тс
с
 denotes the probability that a unit of 
information is classified correctly; by definition 7tc is larger than 0.5. 
q is a speed-accuracy trade-off parameter. (B1 ) 
In order to show that q is a speed-accuracy trade-off parameter, we have to show that 
both P[X = 1 I q] and E(Nq I q) are increasing functions of q. To show that P[X = 1 I q] 
is an increasing function of q, we use the following observation: Let С denote a sample 
of information that is classified correctly, and let E denote a sample of information that is 
classified incorrectly. In general, a path that leads to a correct response given criterion q 
is a sequence of Cs and (possibly) Es such that: 
- the total number of Cs is q 
- the total number of Es is less than q 
- the last unit is С 
The set of paths that lead to a correct response if criterion q+1 is used contains at least all 
paths of the form: 
Cy 
C E y 
E C y 
where у is a path that would yield a correct response if criterion q is used. Therefore we 
have: 
P[X = 1 I q + 1] ä 7tcP[X = 1 I q] + 7Cc(l - π^ΡΓΧ = 1 I q] 
+ (l-7r
c
)7CcP[X=llq]. (B2) 
The second part of the equation equals: 
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{nc + 27t
c
(l-7Cc)}P[X=llq], (ВЗ) 
and since: 
{л
с
 + 2л
с
(1 -л
с
) }>1, (B4) 
because Jtc is larger than 0.5, we have: 
P [ X = l l q + l ] > P [ X = l l q ] . (B5) 
In order to show that E(Nq) is an increasing function of q, we use the following 
observation: Let Y
n
 denote the maximum of the number of Cs and the number of Es 
given that η samples of information have been processed. We assume here that Y
n
 can be 
defined for each n, even if the subjects gives a response before n. That is, we imagine 
that the process of sampling information continues after the response has been given. The 
distribution of Y
n
 does not depend on q. It is clear that, for η > q, we have: 
P [ Y
n
> q l q ] > P [ Y
n
> q + l l q + l ] . (B6) 
In fact, a response will be given when [Y
n
 > q] if criterion q is used. Since 
[Y
n
 à q] = [Nq < n], we have: 
P [ N q < n l q ] > P [ N q + i < n l q + l ] , (B7) 
so the cumulative distribution function of Nq if criterion q is used will lie above the 
cumulative distribution function of Nq+i if criterion q+1 is used. From this it is clear that 
E(Nq I q) is smaller than E(Nq+i I q + 1) (Lehmann, 1959). 
The accumulator model with a criterion stopping rule 
is not an adjustable timing model. (B8) 
To show that the accumulator model with a criterion stopping rule is not an adjustable 
timing model, we need to show the following inequality: 
P[X = 1 Ι Τ = t, condition 1 ] # P[X = 1 Ι Τ = t, condition 2]. (B9) 
In the case of the accumulator model with a criterion stopping rule, this is the same as 
showing that the following inequality holds: 
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P[X = 1 I N q i = η, qi] * P[X = 1 I Nq2 = η, q2], if qi * q2, (BIO) 
or, put differently, we need to show that P[X = 1 I Nq = n, q] is a non-constant function 
of q 
We have: 
ριχ-ϋΝ-^-^,ί,'-ΛΓ,·""· < B I " 
and. 
P[Nq = η I q] = P[X = 1, Nq = η I q] + P[X = 0, Nq = η I q]. (B12) 
From the description of the process it is clear that 
P [ X = l , N q = nlq] = (J:[)jt c c '(l-7t c)n-4, (B13) 
and. 
P[X = 0, Nq = η I q] = ( J j ) 7Ccn-4 (1 - Лс)" (В 14) 
Substitution of these expressions in (Bl 1) yields-
P [ X = l l N q = n,q]= l- — (B15) 
1+[(1-π0)/πς]24-η 
It will be clear that the value of P[X =1 I Nq = n, q] will depend on q This shows (B8) 
Note that (B15) also shows that the MTO in the case of the accumulator model with a 
criterion stopping rule is a decreasing function of Nq, and hence of the response time, 
since 7tc is larger than 0.5. 
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Chapter 4 
An empirical comparison of two methods to 
obtain Conditional Accuracy Functions 
Introduction 
As we have seen in Chapter 2, there are three functions by which a model for 
time-limit tests is characterized. These functions are the item response function (IRF), the 
item time function (1'1'h), and the micro trade-off (MTO). The first two functions specify 
the marginal distributions of the variables response quality (denoted by X) and response 
time (denoted by T). The third function specifies the conditional probability of a correct 
response given the response time. In Chapter 2 we have discussed a number of models 
for time-limit tests. For example, the model of Roskam (1987, 1997), and Van Breukelen 
(1989), and the model of Verhelst, Verstralen, and Jansen (1997) both are based on the 
assumption that the micro trade-off is an increasing function. Moreover, both models are 
based on the adjustable timing hypothesis. This hypothesis states that the micro trade-off 
is independent of the speed-accuracy trade-off condition. In Chapter 2 we have also 
argued that to test these assumptions an experiment with more than one speed-accuracy 
trade-off condition has to be performed. Such an experiment is called a speed-accuracy 
trade-off experiment and in Chapter 3 we have discussed various issues concerning the 
design of such an experiment. With respect to the micro trade-off, the regression of 
response quality on response time is the outcome of interest. An estimate of this 
regression is called a conditional accuracy function (CAF). We have discussed two 
different methods to obtain CAFs from a sample of (response quality, response time) 
observations in an experiment: one method is based on a smoothened plot of response 
quality against response time, and the other method is based on the use of a regression 
model. In this chapter we will compare both methods in the context of a speed-accuracy 
trade-off experiment. This experiment was originally designed to be analyzed by the 
smoothing method. Because of the presence of an unexpectedly strong learning effect, 
the interpretation of the results of the smoothing method was problematic. Therefore the 
data were also analyzed with the regression method, although the experiment was not 
designed to be analyzed with this method. 
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Method 
In this section we will give a description of the experiment. The experiment was 
conducted at the University of Nijmegen, in the period of June 6 1992 until July 14 
1992. 
A. Subjects 
Six subjects participated in the experiment; three subjects were male and three 
subjects were female. The subjects were selected from a group of subjects that 
participated in the pilot study. Two of the subjects were left-handed. The mean age was 
22.7 years (SD. = 2.5). Five of the subjects were undergraduate psychology students; 
the remaining subject was an undergraduate computer science student. 
B. Items 
The items that were used in the experiment belong to the class of mental rotation 
items that were introduced by Shepard and Metzler (Shepard and Metzler, 1971; Metzler 
and Shepard, 1974). At the start of each trial, two 2-dimensional projections of 
3-dimensionaI objects are presented simultaneously to the subject. The subject has to 
determine whether or not the two objects have the same 3-dimensional shape; that is, 
whether or not the two objects can be brought into mutual congruence by a rotation. If the 
item consists of two identical objects (a 'same' item, or S item), the item is designed such 
that one of the objects is rotated over a certain angle in comparison to the other. If the 
item consists of two non-identical objects (a 'different' item, or D item), the item is 
designed such that the two objects are mirror images and one of the objects is rotated over 
a certain angle in comparison to the other. In this case both a reflection and a rotation are 
necessary to bring the two objects in mutual congruence. Examples of an S and a D item 
can be found in Figure 1. 
An important feature of each item is the rotation angle. Previous research has 
shown that both the response quality and the response time for an item are related to the 
rotation angle (see e.g. Metzler and Shepard, 1974, and Van Breukelen, 1989). In the 
experiment we used four rotation angles: 30, 60, 90, and 120 degrees. The axis of 
rotation was always orthogonal to the view plane. To generate enough items we used two 
object types from the original set of Shepard and Metzler (their objects A and E). Also, 
different 2-dimensional projections of the objects were used. These projections were 
taken from a set generated by Pieters (1985). In total 20 projections of each object and 20 
projections of the mirror image were used. In 50 % of the items the left-hand object was 
rotated, in the other 50% the right-hand object. The rotation could be either clockwise or 
counter clockwise. The number of D items was doubled by interchanging the left-hand 
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and right-hand object. Thus, there were 1280 S and 1280 D items in total. These large 
numbers of items were necessary to avoid recognition of the items by the subjects. 
Figure 1 Examples of an S (above) and a D item (below) with a rotation angle of 
approximately 60 degrees 
The items were presented on a computer display with a resolution of 640 by 480 
pixels (s-VGA). The responses were recorded using a button box; one button 
corresponded with a "same" response, the other button corresponded with a "different" 
response. The subjects were instructed to place their index fingers above the buttons. For 
four subjects the right-hand button was the "same" response, for the remaining two 
subjects (one left-handed and one right-handed subject) the left-hand button was the 
"same" response. 
The items were presented in blocks of 8 items. Each block consisted of four S and 
four D items, one for each angle. Between two blocks there was a pause of at least five 
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seconds, which the subject could prolong at will. Four blocks made up a series; all the 
items in a series were of one object type (A or E). Between two series there was a pause 
of at least 20 seconds, which the subject could prolong at will. 
С Conditions 
The conditions, that were intended to manipulate the subjects speed-accuracy 
trade-off level, were based on a combination of deadline conditions and pay-off 
conditions. Throughout the experiment the subjects could gain "points". At the end of the 
experiment these points were added and these points determined the size of the financial 
reward. The amount of points that a subject gained was determined by the performance of 
that subject. Points were awarded both for the accuracy and for the speed of 
performance. A deadline was imposed on the total response time of all the items in a 
block. In each block a clock was presented, at the top of the screen, that indicated how 
much time there was left until the deadline, or how much time passed from the deadline. 
If a response was given before the deadline, then the maximum number of speed points 
was awarded. For a response that was given after the deadline, the number of speed 
points was a decreasing function of the time that had passed since the deadline: if the 
response was given within one second after the deadline the maximum number of speed 
points minus two was awarded; if a response was given within two seconds after the 
deadline the maximum number of speed points minus four was awarded, and so on. 
Accuracy points were awarded for each correct response given by the subject. 
By varying the ratio of speed points versus accuracy points, three different 
conditions were constructed: in the speed condition the maximum number of speed points 
was 16 and the number of accuracy points was 4; in the moderate speed condition the 
maximum number of speed points was 13 and the number of accuracy points was 7; in 
the accuracy condition the maximum number of speed points was 10 and the number of 
accuracy points was 10. 
The deadline we imposed was seven seconds. The pilot study and results from the 
experiments of Shepard and Metzler (Metzler & Shepard, 1974) indicated that this 
deadline was short enough to make it virtually impossible to answer all 8 items of a block 
correctly within this deadline, and long enough to avoid that subjects would rely too 
much on guessing. At the start of the experiment this was indeed the case. However, 
because of the presence of a strong learning effect, there were three subjects who, round 
about the ninth session, managed to answer almost always all 8 items correctly within the 
time limit, thus eliminating the differences between the conditions. For these three 
subjects the time limit was lowered to five seconds for the remaining sessions. 
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D. Design 
Sessions and conditions: In total, the subjects participated in 18 sessions given on 
different days. Each session lasted about one hour. In each session one condition was 
given. The conditions alternated between sessions. For instance, one subject had the 
order S-M-A-S-M-A-..., where S, M, and A represent the different speed-accuracy 
trade-off conditions. A set of three successive sessions will be called a session block. 
Each subject kept the same order of conditions in all session blocks, but different subjects 
had different orders. Since six subjects participated in the experiment, all six possible 
orders could be used. 
Series per session: Each of the sessions 1 to 3 consisted of 16 series of trials on 
which an item was presented. Each of the sessions 4 to 12 consisted of 20 series. Each of 
the sessions 13 to 18 consisted of 24 series. Thus each subject made 11904 trials. 
Series and object type: The two different object types, A and E, alternated between 
series. 
Series and blocks: Each series consisted of four more or less equivalent blocks (not 
to be confused with session blocks). 
Trial and item type within item blocks: Each block consisted of 8 trials. There were 
four S items and four D items, one for each angle (30, 60, 90, 120 degrees), in each 
block. The order of the items within a block was randomized, with the following 
restrictions: no block started with four S or four D items, and no two items with the same 
rotation angle followed each other. Furthermore, the 2-dimensional projections were used 
equally often and in a random order during the whole experiment, with the restriction that 
no two items based on the same projection were used in one block. 
Results 
We intend to compare two different ways to determine the shape of the CAF within 
each condition and to test the adjustable timing hypothesis. The CAF is the regression of 
response quality (labeled X) on response time (labeled T) for one subject answering 
equivalent items in one condition. The adjustable timing hypothesis implies that the shape 
of the CAF does not depend on the speed-accuracy trade-off condition. To test the 
adjustable timing hypothesis a two-way analysis has to be performed. 
Results of the within condition analyses 
1. Analysis using smoothened CAFs 
Since the relationship between response quality and response time is stochastic, and 
response quality is a binary variable, a scatterplot of X on Τ will not unambiguously 
reveal the functional form of the CAF. Instead some sort of smoothing mechanism has to 
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be used. We will use the following smoothing mechanism, described by Wood and 
Jennings (1976): In the plot of X on T, the T-axis is divided in intervals containing 
approximately an equal number of responses. For each interval the mean response time 
and the proportion of correct answers are calculated and these are plotted against each 
other. Alternatively, more sophisticated smoothing procedures may be used, but the 
results produced by different smoothing methods are sufficiently similar to discard their 
differences for the present discussions. CAFs obtained by a smoothing procedure will be 
called smoothened CAFs. 
The smoothened CAF only yields a valid account of the regression of response 
quality on response time if the responses are from one subject in one condition, 
answering equivalent items. 
First we have to determine which items can be considered equivalent. Even though 
each subject participated in a large number of trials, there are not enough replications of 
each individual item to consider only exact, identical replications equivalent; in addition 
some non-identical items have to be considered equivalent in order to obtain reliable 
estimates of the CAF. It will be clear that items with different rotation angles should not 
be considered equivalent, since previous studies have shown that the rotation angle is 
related to both response time and response quality (Metzler and Shepard, 1974, Van 
Breukelen, 1989). These studies also revealed that the mean response time of D items 
was longer than the mean response time of S items, so we will not consider S and D 
items equivalent. In this experiment it became clear, both from an inspection of mean 
response times and proportions of errors and from the comments of the subjects, that 
items based on object type A and items based on object type E should not be considered 
equivalent. Therefore we shall consider two items equivalent if they are based on the 
same object type (A or E), are of the same item type (S or D), and have the same rotation 
angle (30, 60, 90, or 120 degrees). Thus, we will ignore factors like whether the left or 
the right figure is rotated, whether the rotation was clockwise or counter clockwise, and 
the 2-dimensional projection of the object that is used. 
The subjects made hardly any errors in the last 9 sessions due, presumably, to a 
strong learning effect. Therefore, we will only use the data of the first nine sessions to 
plot the smoothened CAFs. In total, each of the six subjects responded to 16 groups of 
112 equivalent items in each of the three conditions during these 9 sessions. Thus there 
are 6*16*3 = 288 CAFs that can be plotted, if we aggregate over sessions. We will not 
consider all these CAFs here, but we will choose an illustrative group of equivalent items 
and will show for one subject (labeled subject A) the smoothened CAFs for each 
condition. The smoothened CAFs for the other subjects are presented in appendix A. 
The CAFs are based on the responses to S items of object type E with a rotation 
angle of 90 degrees. We have chosen this group of equivalent items because most 
subjects had a reasonable amount of incorrect responses to these items. The T-axis is 
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divided in four intervals, each containing 28 responses. The smoothened CAFs for 
subject A can be found in figure 2. The CAFs appear to be mostly fiat, suggesting that 
the MTO is constant. 
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Figure 2 The smoothened Conditional Accuracy Functions for subject A on the 
basis of the responses in the first nine sessions to S items based on object type E with a 
rotation angle of 90 degrees 
However, there might be an alternative explanation for the shape of the CAFs. 
Figure 3 shows a plot of mean response time against session number (labeled S) for the 
accuracy condition. The mean response time decreases with session number, presumably 
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due to learning.. The same effect is found in the other conditions and also for most other 
subjects. 
mean Response time (msec) 
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Figure 3 A plot of the mean response time against session number for the 
accuracy condition on the basis of the responses of subject A to S items based on object 
type E with a rotation angle of 90 degrees 
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Figure 4 A plot of the proportion of correct responses against session number for 
the accuracy condition on the basis of the responses of subject A to S items based on 
object type E with a rotation angle of 90 degrees 
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Figure 4 shows a plot of the proportion of correct responses against session 
number for the accuracy condition. The proportion of correct responses increases with 
session number, again presumably due to learning. It is clear that, when plotting the 
CAF, the responses in the intervals containing short response times are collected in the 
later sessions, where, due to learning, not many errors occur. In this manner, the shape 
of the CAF will be corrupted by learning effects. This would render the smoothened CAF 
an invalid estimate of the MTO. Since there are not enough responses to equivalent items 
in each session to plot smoothened CAFs within each session, we cannot investigate this 
hypothesis by a within session analysis using smoothened CAFs. 
2. Analysis using regression CAFs. 
Next, we will perform the within condition analysis using a regression model to 
determine the CAF. For a fair comparison of the results of this method with the results of 
the smoothing method we will use the same data set as was used in the previous section. 
That is, we will only analyze the responses to S items of object type E with a rotation 
angle of 90 degrees, and we will analyze the responses of each subject separately. Note 
that when using a regression model, it would be possible to analyze response to 
non-equivalent items and also analyze responses of different subject jointly. For an 
illustration of such an analysis we refer to Chapter 5. 
In this analysis using a regression model, response quality (X) is the dependent 
variable. Since X is a binary variable, the linear regression model is not appropriate. 
Instead, we will use the logistic regression model (see e.g. Hosmer and Lemeshow, 
1989). In logistic regression we specify the probability that X equals 1 as a function of a 
number of weighted predictor variables and (sometimes) an intercept. To be more 
specific, the logistic regression model states: 
P [ X = 1] =
 l+exp-(ßo+ßiYl+...+ßkYk)' 
where ßn is the intercept, Y\ to Y^ are the predictor variables, and β ι to β к are the 
weights. The intercept and the weights are estimated by maximum likelihood estimation. 
There are two important tests that may be used here. The first one is the Wald statistic, 
which may be used to test the null hypothesis that a weight or a group of weights in the 
equation equals 0. This statistic has an asymptotic chi square distribution. The number of 
degrees of freedom is equal to the number of weights that are tested. The second one is 
the likelihood ratio test, which may be used to test whether the incorporation of more 
predictor variables leads to a significant improvement in fit. This statistic also has an 
asymptotic chi square distribution. The number of degrees of freedom is equal to the 
number of extra predictor variables that are incorporated. If we represent a specific model 
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in the text, we will not use the complete equation for P[X = 1], but we will only specify 
the predictor composite in the regression equation: ßo+ßi Yl+—+ßkYk· 
The variables Y¡ may be "dummy variables" or "contrast variables" that encode a 
categorical predictor variable, as in the linear regression approach to ANOVA. 
In the within condition analysis we will examine the shape of the CAFs within each 
of the three conditions. For reasons of comparability the analyses will be performed on 
the same data that were used to plot the smoothened CAFs in the previous section. 
We will start with a model containing an intercept, and response time as predictor 
variable. This model should give results that are comparable to the smoothened CAFs, 
since we use the same predictor variable (response time) in both cases. However, the 
shape of the regression CAF is confined to a logistic curve. By using different non-linear 
transformations of response time, different shaped CAFs can be obtained, but, for 
reasons of simplicity, we will only use untransformed response time as a predictor. 
Next, we will incorporate session number into the model. Note that in these within 
condition analyses, the variable 'session number' is in fact the session number within the 
relevant condition, i.e. the session block. We use session block to model the learning 
effect. If the conjecture, made in the previous section, that the shape of the smoothened 
CAF is partially determined by learning is correct, then incorporating session block as a 
predictor variable should result in a change of the weight of response time in the 
regression equation. Thus, the regression model enables us to study the relation between 
response quality and response time with the learning effect partialed out. We will 
incorporate session block as a categorical variable. The number of session blocks in the 
first 9 sessions is three, so we will transform session block into two contrast variables. 
There are different contrast types that can be chosen (see e.g. the SPSS advanced 
statistical user's guide, 1990). However, the choice of the specific contrast type does not 
matter in our analysis, since we will not interpret the parameters of the learning effect, 
and since the specific contrast type does not affect the results of any of the relevant tests. 
We have chosen for the indicator contrast type with the first session block as the 
reference category. 
This method of partialing out the learning effect only yields valid results if there is 
no interaction between learning and response time with respect to response quality. To 
test for the presence of such an interaction we incorporate session block by response time 
interaction variables in the equation. These variables are obtained by multiplying response 
time with the two contrast variables for session block. If incorporating these interaction 
variables should result in a significant increase of fit, this would imply that we cannot 
speak of 'the shape of the CAF, but that we should speak of 'the shape of the CAF after 
a certain amount of learning'. 
In summary, we will fit three models on the data of each condition. The first 
model, labeled model 1, contains an intercept (denoted by ßo), and response time 
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(denoted by Τ) as predictor variable. The predictor composite of model 1 for a response 
to an item is: βο + βτ T. For this model we report the weights of response time (βχ) in 
each condition, and the Wald statistics, the number of degrees of freedom, and the 
significance levels for these weights. 
The second model, labeled model 2, contains an intercept, response time, and the 
two contrast variables for session block (denoted by S,). The predictor composite of 
model 2 for a response to an item is: βο + βτ Τ + Xßs , Sj. For this model we, again, 
J = l 
report the weights of response time, together with the Wald statistics, number of degrees 
of freedom, and significance levels, and we report the combined Wald statistics, number 
of degrees of freedom, and significance levels for the two contrast variables (ßs,)· 
The third model, labeled model 3, contains an intercept, response time, the two 
contrast variables for session block, and the two session block by response time 
interaction variables (denoted by Sj*T). The predictor composite of model 3 for a 
response to an item is: βο + βτ Τ + X ß s , Sj + Xßs,*T Sj*T. For this model we 
j=l j=1 
report, for each of the conditions, the results of the likelihood ratio tests (chi square, 
number of degrees of freedom, and significance level) for improvement in fit when 
incorporating the interaction variables in the model. 
The results of the analyses using models 1 to 3 for subject A can be found in tables 
1 to 3 respectively. A complete overview of the results of the analyses for all the subjects 
can be found in Appendix B. Note that for subject F only the results of fitting model 1 are 
presented; this is because this subject made no errors in the third session block, so it was 
impossible to fit any model containing session block or session block by response time 
interaction variables to the data of this subject. 
Table 1: Analysis of data of subject A using model 1, containing an intercept and 
response time as predictor variable 
condition predictor weight (β) Wald df significance 
accuracy response time -1.4286 1.9890 1 0.1584 
moderate speed response time 0.6535 0.2661 1 0.6060 
speed response time -0.6389 0.2150 1 0.6429 
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Table 2: Analysis of data of subject A using model 2, containing an intercept and 
response time and session block as predictor variables 
condition predictor weight (β) Wald df significance 
accuracy response time -0.0951 0.0061 1 0.9378 
session block 4.5320 2 0.1037 
moderate speed response time 1.3822 0.9878 1 0.3203 
session block 11.6331 2 0.0030 
speed response time 0.7533 0.2157 1 0.6423 
session block 11.5252 2 0.0031 
Table 3: Comparison of fit, using the likelihood ratio test, of model 2 (containing 
an intercept, and response time and session block as predictor variables) and model 3 
(containing additional session block by response time interaction variables), based on 
data of subject A 
condition improvement df significance 
accuracy 0.039 2 0.9806 
moderate speed 0.622 2 0.7326 
speed 0.096 2 0.9530 
In figures 5.a to 5.c we show a graph plot of the regression CAFs for subject A 
based on model 1, for the three conditions. In figures 6.a to 6.c we show a graph plot of 
the CAFs based on model 2, for the three conditions. Each plot now shows three CAFs, 
one for each session. The CAFs have different intercepts. In figures 7.a to 7.c we show a 
graph plot of the CAFs based on model 3. Now the CAFs not only have different 
intercepts, but also the weight of response time is different in each session. However, as 
can be seen in table 3, the increase in fit when incorporating the interaction variables is 
not significant. Consequently, figures 6 and 7 do not differ drastically. 
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Figure 5: Regression CAFs for subject A on basis of model 1 (containing an intercept, 
and Response time as predictor variable) 
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Figure 6: Regression CAFs for subject A on basis of model 2 (containing an intercept, 
and Response time and Session block as predictor variables); each plot now contains three 
CAFs, one for each session 
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Figure 7: Regression CAFs for subject A on basis of model 3 (containing an intercept, 
and Response time, Session block, and Session block by Response time as predictor variables); 
each plot now contains three CAFs; one for each session 
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Figure 8: Regression CAFs for subject В on basis of model 1 (containing an intercept, 
and Response time as predictor variable) 
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Figure 9: Regression CAFs for subject В on basis of model 2 (containing an intercept, 
and Response time and Session block as predictor variables); each plot now contains three 
CAFs; in figure 9.c two CAFs almost coincide 
Prob, correct 
0.5 
1 2 
Response time (sec.) 
0.5 
ι 2 
Response time (sec.) 
Ι ­
Ο . 5 
1 2 
Response time (sec.) 
10.a Accuracy condition lO.b Moderate speed condition lO.c Speed condition 
Figure 10: Regression CAFs for subject В on basis of model 3 (containing an intercept, 
and Response time, Session block, and Session block by Response time as predictor variables); 
each plot now contains three CAFs; in figure lO.c two CAFs almost coincide 
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The distinction between model 2 and model 3 may seem futile for subject A, given 
the non-significance of the increase in fit. However, for some other subjects the 
improvement was significant. In figures 8.a to 8.c, 9.a to 9.c, and 10.a to lO.c we show 
graph plots based on the data of subject B. For this subject, the increase in fit when 
incorporation the session number by response time interaction variables is significant in 
the moderate speed condition, as can be seen in table 4. Consequently, figures 9 and 10 
do differ considerably. Figure 10 contains the more appropriate CAFs. 
Table 4: Comparison of fit, using the likelihood ratio test, of model 2 (containing 
an intercept, and response time and session block as predictor variables) and model 3 
(containing additional session block by response time interaction variables), based on 
data of subject В 
condition improvement df significance 
accuracy 2.419 2 0.2984 
moderate speed 10.316 2 0.0058 
speed 2.169 2 0.3380 
Conclusion 
Both the analyses using smoothened CAFs and the analyses using regression CAFs 
showed that there were large individual differences. Neglecting these differences might 
cause grave errors when interpreting the results from both methods of analyzing the data. 
The analyses using smoothened CAFs indicated that only for one subject the CAFs 
were clearly increasing functions. However, it became clear that the results of the 
analyses using smoothened CAFs are presumably influenced by learning. Due to this 
learning effect it is impossible to make correct inferences about the shape of the MTO. 
The method of smoothing does not offer any option to deal analytically with learning 
effects. 
Using logistic regression appears to be a more flexible technique to determine the 
shape of the CAF, since it offers methods to test and control for learning. This is 
achieved at the cost of the assumption that the CAF is well described by a logistic 
function. The basic equation for the CAF contains an intercept and response time as a 
predictor variable. The results of the within-condition analyses using this basic model 
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were roughly in line with the results of the analyses using smoothened CAFS, though 
there were more positive weights for response time than was to be expected on basis of 
the smoothened CAFs. This is due to the constraints in shape put upon the regression 
CAFs by the logistic function. The weight of response time in the basic model is 
influenced by learning, like the shape of the smoothened CAFs was influenced by 
learning. This influence can be either direct or indirect. Since in the course of the 
experiment, due to learning, response time decreases and response quality increases, an 
indirect effect of learning on the weight of response time is to be expected. To control for 
the learning effect in this experiment, we incorporated session block variables in the 
regression equation. This is based on the assumption that learning takes place between 
sessions, not within sessions. This seemed to be a reasonable assumption, based on plots 
of mean response times and proportion of correct responses against series number. After 
incorporating session block into the model we found that all but one of the weights of 
response time shifted upwards. By incorporating session block by response time 
variables we were also able to examine whether or not there was a direct effect of learning 
on the weight of response time. Such a direct effect appeared to exist for some subjects in 
some conditions. 
Results of the two-way analyses 
1. Analysis using smoothened CAFs. 
In order to test the adjustable timing hypothesis using the smoothened CAFs, one 
has to inspect whether the smoothened CAFs for different conditions can be pieced 
together to form one 'CAF' that is valid in all conditions, or , put differently, one must 
inspect whether the shape of the CAF is dependent on the condition in which it is 
obtained. As can be seen in Appendix A, the results of the analysis using smoothened 
CAFs do not seem to be in line with the adjustable timing hypothesis: the shape of the 
CAF appears to be dependent on the condition. However, as we have argued in the 
previous section, the shape of the smoothened CAFs might be corrupted by learning 
effects. Therefore any conclusions based the smoothened CAFs might well be incorrect. 
Thus, the method of smoothing does not seem to provide a correct way to test the 
adjustable timing hypothesis. 
2. Analysis using regression CAFs. 
We have discussed how we can use the logistic regression model to study the shape 
of the CAF in each condition. To study this shape, we used, essentially, a model with an 
intercept, and response time as a predictor variable. However, because of the presence of 
a strong learning effect, resulting in an increase of the proportion of correct answers and 
a decrease in mean response time over sessions, the weight of response time does not 
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reflect the relation between response time and response quality. By incorporating session 
block into the equation, and, in effect, choosing a model with a different intercept in each 
session, we were able to model and partial out the learning effect on the intercept. 
Moreover, by incorporating session block by response time interaction variables we were 
able to examine whether learning has an effect on the regression weight of response time. 
Now we will use the logistic regression model to test the adjustable timing 
hypothesis. One can get an idea about the validity of the adjustable timing hypothesis by 
an inspection of, for example, Figure 7. If the adjustable timing hypothesis is valid 
Figure 7.a, Figure 7.b, and Figure 7.c should be identical. We will discuss a method to 
test whether the observed discrepancies should force us to reject the adjustable timing 
hypothesis. 
Like with the learning effect, there are two aspects of the regression CAF that can 
depend on the condition: the intercept, and the weight of response time. Note that in the 
two-way analysis, the variable session number, rather than session block, would be used 
to model the learning effect. Therefore a straightforward test of the adjustable timing 
hypothesis would be possible if the factors session number, which is used to model the 
learning effect, and condition were crossed. 
However, such an analysis is impossible in the present design, because in every 
session only one condition was given. The condition variables are, therefore, linearly 
dependent upon the dummy variables that code for session number. Similarly, the 
condition by response time interaction variables are linearly dependent upon the dummy 
variables that code for the session number by response time interaction. Thus, we are not 
able to incorporate both session number variables (to control for learning effects on the 
intercept) and condition variables (to test the adjustable timing hypothesis with respect to 
the intercept) in one model. Nor are we able to incorporate both session number by 
response time interaction variables (to control for learning effects on the weight of 
response time) and condition by response time interaction variables (to test the adjustable 
timing hypothesis with respect to the weight of response time) in one model. In this 
section we will discuss a method to test the adjustable timing hypothesis in spite of these 
problems with the design of the experiment. 
This method is based on the grouping of sessions. Each group of three successive 
sessions is grouped into one session block; thus, there are three session blocks. Instead 
of using session number to model the learning effect, we will use session block, as we 
did in the within condition analysis. The advantage of using session block is that the 
factors session block and condition are crossed whereas session number and condition 
are nested (in that in every session only one condition was given). Now we can formulate 
two models to test the adjustable timing hypothesis. The logic behind these models is that 
the adjustable timing hypothesis contends that the MTO is the same in all conditions, 
which implies that incorporating condition variables and condition interaction variables in 
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a regression CAF should not result in a significant increase in fit. Therefore, we can test 
the adjustable timing hypothesis in a straightforward manner using two models, one 
model containing no condition variables and one model containing condition variables, 
which will be compared with respect to the fit. These models are the following two 
models: 
1. Model 4 is a model that does not contain any condition variables or condition 
interaction variables. It will be called the restricted model. It contains an intercept, and 
response time, session block (transformed into two contrast variables), and session block 
by response time interaction variables. The variables session block and session block by 
response time are used to model the learning effect. 
2. Model 5 is a model that does contain condition variables and its interactions. This 
model will be called the full model. It contains, in addition to the variables in model 4, 
condition (transformed into two contrast variables), condition by response time 
interaction variables, condition by session block interaction variables, and condition by 
session block by response time variables. The condition variables are used to model a 
possible effect on the intercept. The condition by response time variables are used to 
model a possible effect on the weight of response time. The condition by session block 
variables are used to model a possible effect on the effect of learning on the intercept. The 
condition by session block by response time variables are used to model a possible effect 
on the effect of learning on the weight of response time. The full model is equivalent to a 
model containing an intercept, and response time, session number (transformed into 8 
contrast variables), and session number by response time variables as predictor variables; 
thus all possible effects of session are covered in the full model. 
We will compare the full model to the restricted model with respect to significant 
increase in fit using the likelihood ratio statistic. If the increase in fit is not significant, 
this means that the experiment did not yield sufficient evidence to reject the adjustable 
timing hypothesis, and we will therefore retain that hypothesis. If the increase in fit is 
significant, this means that the condition somehow affects the CAF, either directly or via 
its interaction with learning. We would be tempted in this case to reject the adjustable 
timing hypothesis. However one must realize that the grouping of sessions might have 
caused an unwanted effect. Remember that in this experiment the order of the conditions 
for each subject was fixed. If in a session block some learning would occur, and if this 
learning would be monotonie in the session number, then the learning effect might show 
up in the condition variables or in the condition by response time variables. 
The results of the analyses can be found in table 5. Subject F did not make any 
errors in the third session block. Therefore, neither model 4 nor model 5 could be fitted 
on the data of this subject. Although it would be possible to fit models 4 and 5 on the data 
of the first two session blocks, we decided to exclude this subject from the analyses. 
Table 5 contains the results of the comparison of the full and the restricted model for the 
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remaining subjects. Table 5 also contains the aggregated results; since the likelihood ratio 
statistics are asymptotically chi square distributed and, for different subjects, calculated 
on independent samples, one can aggregate the test results by adding the likelihood ratio 
statistics. This added statistic is then also chi square distributed and the number of 
degrees of freedom is equal to the added numbers of degrees of freedom of the individual 
tests. Since the full model does not fit significantly better than the restricted model, we 
retain the adjustable timing hypothesis. One remark that has to be made here, is that we 
did find a significant Wald statistic for the condition variables for subject E, indicating 
that, for this subject, the condition variables had a significant effect (p = 0.0369). This 
may be due to chance, since the overall test is non-significant. 
Table 5: Comparison of fit, using likelihood ratio tests, of model 4 (containing an 
intercept, and response time, session block, and session block by response time variables 
as predictor variables) and model 5 (containing additional condition, condition by 
response time, condition by session block, and condition by session block by response 
time variables), 
subject improvement df significance 
A 
В 
С 
D 
E 
aggregated 
8.168 
19.700 
8.584 
14.011 
14.559 
65.022 
12 
12 
12 
12 
12 
60 
0.7718 
0.0730 
0.7380 
0.3000 
0.2665 
0.3065 
Conclusion 
In the two-way analysis the adjustable timing hypothesis is tested. The method of 
smoothing indicated that the adjustable timing hypothesis was not valid. However, since 
the shape of the smoothened CAFs is partially determined by learning, we concluded that 
the method of smoothing should not be used to test this hypothesis. 
Instead we used logistic regression to test the adjustable timing hypothesis, since 
this method provides options to correct for the learning effects. This test was complicated 
by the fact that in each session only one condition was presented, making condition 
variables linear dependent upon session number variables. To overcome this problem, we 
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have grouped consecutive sessions into session blocks, and have used the variable 
session block to model the learning effect. This is based on the assumption that learning 
takes place between session blocks, not within session blocks. We have argued that 
violation of this assumption cannot cause an erroneous acceptance of the adjustable 
timing hypothesis. Since the factors session block and condition are crossed, it now 
becomes straightforward to formulate models to test the adjustable timing hypothesis. 
The conclusion of the analyses was that the adjustable timing hypothesis cannot be 
rejected. For one subject it was not possible to perform the analysis, since there was a 
session block in which this subject made no errors. 
Discussion 
In this chapter we have examined two different ways to study characteristics of the 
conditional accuracy function (CAF). The CAF is used to make inferences about the 
micro trade-off, one of the functions specified by a model for time-limit tests. The micro 
trade-off specifies the conditional probability of a correct response given the response 
time. The CAF is defined as the empirical regression of response quality on response 
time for one subject answering equivalent items in one speed-accuracy trade-off 
condition. Two methods of studying the CAF are: (1) graphical inspection using a 
smoothing procedure, and (2) using a logistic regression model. 
There are two aspects of the micro trade-off we want to study. The first aspect is 
whether the micro trade-off is an increasing or a decreasing function of response time. 
For example, both the model for time-limit test data of Roskam (1987, 1997) and Van 
Breukelen (1989), and the model of Verhelst, Verstralen, and Jansen (1997) assume that 
the micro trade-off is an increasing function. The second aspect is whether or not the 
adjustable timing hypothesis holds. The adjustable timing hypothesis states that the micro 
trade-off is independent of the speed-accuracy trade-off condition. Both the model of 
Roskam and Van Breukelen, and the model of Verhelst, Verstralen, and Jansen assume 
that the adjustable timing hypothesis holds. 
The data used in this chapter were taken from an experiment in which mental 
rotation items, originally introduced by Shepard and Metzler, were used. These items 
consist of two 2-dimensional projection of 3-dimensional objects. The subject has to 
determine whether or not the two objects have the same 3-dimensional shape. S items are 
items that consist of two identical objects; D items are items that consist of two 
non-identical objects (mirror images). Different items can be made by using different 
rotation angles, using different 3-dimensional objects, using different projections, 
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rotating either the left-hand or the right-hand object, rotating clockwise or counter 
clockwise, and, for the different items, interchanging the left-hand and right-hand object. 
We used three speed-accuracy trade-off conditions: an accuracy condition, a 
moderate speed condition, and a speed condition. These conditions were a combination 
of a deadline condition and a pay-off condition. Because of the large number of trials 
(11904) the experiment consisted of 18 sessions. The design of the experiment was such 
that in every session only one condition was presented. 
The first problem we had to face was to determine which items could be considered 
equivalent. There are clear indications that items with different rotation angles, S and D 
items, and items based on different 3-dimensional objects should not be considered 
equivalent. Therefore, we only considered items equivalent that have the same rotation 
angle, are of the same item type (S or D), and are based on the same 3-dimensional 
object. The consequences of a misspecification of 'equivalent items' will be discussed 
later. 
A first conclusion was that there were large individual differences in, for example, 
mean response time and proportion of correct responses. These differences indicate that 
pooling of data of different subjects might lead to severe artefacts in the results of any 
analysis method. 
Moreover, we found a strong learning effect; over sessions the mean response time 
decreased, whereas the proportion of correct responses increased. This learning effect 
had an influence on the shape of the smoothened CAFs. Smoothing provided no means 
to deal with such a learning effect. Logistic regression, on the other hand, provided a 
means to model this learning effect. Also, logistic regression provided a means to 
statistically test the adjustable timing hypothesis. On basis of these tests the adjustable 
timing hypothesis was corroborated for all subjects. Thus, it became clear that logistic 
regression is a more flexible technique to study CAFs. 
The main results concerning the CAFs and the adjustable timing hypothesis were: 
1. There were large individual differences in the shape of the CAF; we found 
increasing, decreasing, and (almost) flat CAFs (see table B.2 in appendix B). 
2. For four subjects we found a significant learning effect on the intercept, for one 
subject we did not find a significant learning effect on the intercept, and for one subject it 
was not possible to draw a conclusion, because this subject made no errors in some 
sessions. For some subjects we found a significant learning effect on the weight of 
response time (see table B.3). 
3. The adjustable timing hypothesis was corroborated. This means that there was 
no significant effect of condition, condition by response time, condition by session 
block, and condition by session block by response time. 
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However, some points have to be made here. Firstly, we are not sure of the power of the 
test we used to test the adjustable timing hypothesis. A low power might lead to an 
unjustified acceptance of the adjustable timing hypothesis. 
Secondly, the analyses were complicated by the presence of a strong learning 
effect. The learning effect affected the shape of the smoothened CAFs, and might still 
affect the shape of the regression CAFs, if learning also occurs within sessions. 
Moreover, the learning effect complicated the test of the adjustable timing hypothesis in 
the present design. This is partly a consequence of the fact that the experiment was 
originally not designed to be analyzed by logistic regression. One might argue that the 
adjustable timing hypothesis cannot be tested using these data, since the adjustable timing 
hypothesis implicitly states that learning does not occur. We Find this formulation too 
strong, but we feel that more study of this learning effect is needed in order to formulate 
models that fully capture the learning effect. 
Thirdly, the CAF should give the regression of response quality on response time, 
while all other relevant variables remain constant. We have already seen how learning can 
affect this relation, but there are more complications. For example, we have assumed that 
a certain group of items are equivalent. However, it might be possible that differences in 
difficulty do exist between these items. It is very likely that more difficult items require a 
longer response time, and, at the same time, have a smaller probability of a correct 
response. This would result in a negative relation between response quality and response 
time. Examples like this make it clear that much care is needed when studying CAFs. 
If we generalize these preliminary conclusions to the practical setting of time-limit 
tests, we find that: 
1. the adjustable timing hypothesis, that is implied by the models of Roskam and Van 
Breukelen, and of Verfielst, Verstralen, and Jansen, cannot be rejected; 
2. the data suggest that for some subjects the MTO could very well be a decreasing 
function of response time, which violates the models of Roskam and Van Breukelen, and 
of Verfielst, Verstralen, and Jansen; 
3. there is a strong learning effect; in their present form, both the models of Roskam and 
Van Breukelen, and of Verhelst, Verstralen, and Jansen do not take learning effects into 
account. One might argue that we have only shown the presence of a learning effect 
between sessions, and since time-limit test data are usually collected in one session, a 
model for these data need not take learning effects into account. However, it might well 
be that individual differences in test performance can be largely attributed to individual 
differences in the amount of learning, instead of 'innate' differences. 
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Appendix A 
In this appendix we show smoothened Conditional Accuracy functions for all 
subjects. The CAFs are obtained on the basis of the responses in the first nine sessions to 
S items based on object type E with a rotation angle of 90 degrees. 
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Figure A.l: The smoothened CAFs for subject A 
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Figure A.2: The smoothened CAFs for subject В 
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Figure A.3: The smoothened CAFs for subject С 
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Figure A.4: The smoothened CAFs for subject D 
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Figure A.5: The smoothened CAFs for subject E 
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Figure A.6: The smoothened CAFs for subject F 
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Appendix В 
In this appendix we report the results of the within subject analyses for all the 
subjects. Note that for subject F only the results of model 1 are reported; in all conditions 
there was at least one session in which this subject made no errors. 
Table B.l: Analysis using model 1, containing an intercept and response time as 
predictor variable; the Wald statistic has 1 degree of freedom. 
response time 
subject condition weight Wald signif. 
A speed -1.4286 1.9890 0.1584 
mod. speed 0.6535 0.2661 0.6060 
speed -0.6389 0.2150 0.6429 
В accuracy 0.2786 0.2038 0.6517 
mod. speed 0.0154 0.0006 0.9808 
speed 1.2004 1.2782 0.2582 
С accuracy 0.9065 3.5546 0.0594 
mod. speed 0.9943 3.4862 0.0619 
speed 0.8467 1.4526 0.2281 
D accuracy -0.5776 1.2725 0.2593 
mod. speed 0.1892 0.1162 0.7332 
speed -0.5937 1.2184 0.2697 
E accuracy -0.9000 3.5776 0.0586 
mod. speed -1.3470 5.4376 0.0197 
speed 0.0043 0.0000 0.9968 
ccuracy -2.3164 0.5197 0.4710 
»d. speed -1.5927 1.1766 0.2780 
speed 1.1121 0.0535 0.8171 
Table B.2: Analysis using model 2, containing an intercept, and response time 
and session number as predictor variables; the Wald statistic has 1 degree of freedom for 
response time and 2 degrees of freedom for session number. 
subject 
A 
В 
С 
condition 
accuracy 
mod. speed 
speed 
accuracy 
mod. speed 
speed 
accuracy 
mod. speed 
speed 
weight 
-0.0951 
1.3822 
0.7533 
2.4396 
1.0621 
1.5248 
1.2938 
1.0091 
0.8770 
response time 
Wald signif. 
0.0061 
0.9878 
0.2157 
6.7139 
1.8336 
1.8408 
5.3060 
3.4898 
1.5350 
0.9378 
0.3203 
0.6423 
0.0096 
0.1757 
0.1749 
0.0213 
0.0617 
0.2154 
session 
Wald 
4.5320 
11.6331 
11.5252 
18.6618 
6.5822 
8.2473 
2.4524 
3.3805 
1.1232 
Number 
signif. 
0.1037 
0.0030 
0.0031 
0.0001 
0.0372 
0.0162 
0.2934 
0.1845 
0.5703 
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Table B.2 continued: Analysis using model 2, containing an intercept, and 
response time and session number as predictor variables; the Wald statistic has 1 degree 
of freedom for response time and 2 degrees of freedom for session number. 
subject 
D 
E 
condition 
accuracy 
mod. speed 
speed 
accuracy 
mod. speed 
speed 
weight 
-0.3249 
0.3928 
-0.8155 
-0.4954 
-0.6987 
1.0339 
response time 
Wald signif. 
0.3215 
0.4050 
2.0386 
0.8397 
0.8244 
0.7289 
0.5707 
0.5235 
0.1534 
0.3595 
0.3639 
0.3932 
session 
Wald 
12.2079 
4.5535 
7.7885 
2.4871 
6.6181 
5.4217 
Number 
signif. 
0.0022 
0.1026 
0.0204 
0.2884 
0.0366 
0.0665 
Table B.3: Comparison of fit, using the likelihood ratio test, of model 2 
(containing an intercept, and response time and session number as predictor variables) 
and model 3 (containing additional response time by session number interaction 
variables); the likelihood ratio statistic has 2 degrees of freedom. 
accuracy mod. speed speed 
subject improvement signif. improvement signif. improvement signif. 
A 
В 
С 
D 
E 
0.039 
2.419 
4.892 
6.739 
3.985 
0.9806 
0.2984 
0.0866 
0.0344 
0.1364 
0.622 
10.316 
1.425 
0.217 
4.454 
0.7326 
0.0058 
0.4905 
0.8972 
0.1079 
0.096 
2.169 
2.349 
4.229 
5.049 
0.9530 
0.3380 
0.3090 
0.1207 
0.0801 
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Chapter 5 
An experimental test of the adjustable timing 
hypothesis 
Introduction 
Models for time-limit test data are characterized by three functions. These functions 
are the item response function (IRF), the item time function (ITF), and the micro 
trade-off (MTO). The IRF specifies the (marginal) distribution of the variable response 
quality, the ITF specifies the (marginal) distribution of the variable response time, and the 
MTO specifies the conditional probability of a certain response given the response time. 
In Chapter 2 we have discussed these functions and have listed a number of models for 
time-limit test data. 
To test the validity of such a model, a speed-accuracy trade-off experiment has to 
be performed. In Chapter 3 we have discussed some of the issues that play a role in the 
construction of such an experiment. With respect to the MTO, the observation of interest 
is the regression of response quality on response time. An estimate of this regression is 
the conditional accuracy function (CAF). In Chapter 4 we have compared two different 
methods to obtain CAFs: smoothing and using a logistic regression model. We found that 
a logistic regression model provided the more flexible method even though the design of 
that experiment was not ideally suited for an analysis with logistic regression. 
The experiment in the present chapter differs from the experiment in Chapter 4 with 
respect to the number of trials to which each subject responds, and the total number of 
subjects that participate; it is a so called 'many subjects/few trials' experiment. It was 
possible to carry out such an experiment since it was decided in advance that the data 
would be analyzed with the regression method. There are a number of advantages to an 
experiment where the subjects do not participate in that many trials. For example, it is 
possible to collect the data in one experimental session per subject. Moreover, the amount 
of training time that each subject experiences is much less than in the previous 
experiment. Therefore it is not to be expected that there will be problems with a lack of 
errors, which forced us to disregard the data obtained at the end of the previous 
experiment. However, although the amount of training time is less than in the previous 
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experiment, the learning effect on the responses might be stronger in this experiment, 
since the subjects received much less training before the experimental session. As we 
have seen, learning has a great impact on the shape of the CAF. Therefore, we will not 
test any assumptions concerning the shape of the MTO. 
In the experiment in the present chapter we will use the regression method to test 
certain other assumptions concerning MTOs. These assumptions are: (1) the adjustable 
timing hypothesis, which states that the shape of the MTO is independent of the speed-
accuracy condition, and (2) the absence of subject by item interaction. Both these 
assumptions underlie the time-limit test models of Van Breukelen and Roskam (1989), 
and of Verhelst, Verstralen, and Jansen (1997). Note that most psychometric models 
assume that no subject by item interaction is present; it is a necessary condition for a form 
of unidimensionality. For example, the well-known Rasch model assumes that no subject 
by item interaction is present at the latent level, in the sense that the logit of the probability 
of a correct response has an additive decomposition into an item and a subject parameter. 
In Chapter 4 we have also tested the adjustable timing hypothesis. The analyses of 
the experiment in Chapter 4 showed that the adjustable timing hypothesis could not be 
rejected. However as we were comparing smoothing and logistic regression, we tested 
the adjustable timing hypothesis using the responses of each subject to a set of equivalent 
items, since the smoothing method requires that only responses of one subject to 
equivalent items are used to obtain a valid estimate of the CAF. Since the number of 
equivalent items was not that high, it might be that the power of those tests was not large. 
Also the design of that experiment made it impossible to fully correct for learning and at 
the same time test the adjustable timing hypothesis. Finally, it was not possible to test for 
the presence of a subject by item interaction as the data of each subject was analyzed 
separately and only responses to equivalent items were analyzed. It might, of course, be 
possible to analyze the experiment in Chapter 4 in the same manner as the experiment in 
the present Chapter. Thus, one might argue whether it was necessary to conduct a new 
experiment. However, after having analyzed the experiment in Chapter 4, we felt that a 
new experiment would be better to test the assumptions stated above. The main reasons 
for this were that the subjects will receive much less training in the present experiment 
than in the experiment in Chapter 4, both before and during the experiment, and that the 
present experiment is designed such that there is less confounding of condition and trial 
number, the variable that will be used to model the learning effect. Moreover, we decided 
to use pay-off conditions in the present experiment, with the intention to create 
speed-accuracy trade-off conditions with a minimal amount of direct control over the 
response times of the subjects; since subjects are totally free to choose their own response 
times in the time-limit test situation, it seems reasonable that the results of an experiment 
with less direct control over the response times of the subjects can be more easily 
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generalized to the time-limit test situation than the results of an experiment were the direct 
control over the response times of the subjects is greater. 
Method 
In this section we will give a description of the experiment. The experiment was 
conducted at the University of Nijmegen, in the period of October 1993 until February 
1994. 
A. Subjects 
In total 37 subjects participated in the experiment; another 12 subjects participated 
in two pilot studies. The 37 subjects were mostly undergraduate students from various 
disciplines. There were 15 male subjects and 22 female subjects. 
B. Items 
As in the previous experiment.the items we used in this experiment belong to the 
class of mental rotation items. These items were introduced by Shepard and Metzler 
(Shepard & Metzler, 1971; Metzler &. Shepard, 1974). Each item consists of two 
2-dimensional projections of 3-dimensional objects that are either identical, in case of a 
'same' or S item, or mirror images, in case of a 'different' or D item. For a more 
thorough discussion of these items we refer to Chapter 4. For this experiment we used 
object type D from the original set of Shepard and Metzler. 
To generate different items we used four projections of the original object and four 
projections of the mirror image of the object. Each projection of either the original object 
or the mirror image was used to create a S item that contained the projection both on the 
left side and on the right side. Each projection of the original object together with the 
corresponding projection of the mirror image was used to create two D items, by 
interchanging the left and right projection. Thus, we have 8 S items and 8 D items with a 
rotation angle of 0 degrees. We used the same rotation angles as in the previous 
experiment: 30, 60, 90, and 120 degrees. Either the left or the right projection was 
rotated, either clockwise or counterclockwise. The number of items was doubled by 
reflecting both projections in the Y-axis. In this manner we obtained 8*4*2*2*2=256 
different S items and 256 different D items. 
С Conditions 
In this experiment we used pay-off conditions to manipulate the speed-accuracy 
trade-off level of the subjects. There were two conditions: a speed condition and an 
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accuracy condition. The subjects could gain "points" for each response throughout the 
experiment. At the end of the experiment these points were added and converted into 
money. Since large individual differences in the performance of the subjects were to be 
expected, the fourth powered root of the number of points was taken, and this result was 
multiplied by two to give the amount in guilders that was paid. The payments ranged 
fromfl. 13.71 tofl. 15.17. 
In both the speed condition and the accuracy condition the number of points 
awarded for a response was a decreasing linear function of the response time: In the 
speed condition the intercept (t.i. the number of points awarded for a response time of 0) 
was 5, and the slope was -2 point per second; in the accuracy condition the intercept was 
4, and the slope was -1 points per second. For an error, an amount of points was 
subtracted that was dependent upon the condition: In the speed condition one point was 
subtracted for an error, and in the accuracy condition two points were subtracted for an 
error. 
To indicate the condition to the subject, a coloured rectangle was presented before 
the item was presented: A red rectangle indicated that the item was presented in the speed 
condition, and a blue rectangle indicated that the item was presented in the accuracy 
condition. 
After the (first) pilot study it became apparent, both from an inspection of mean 
response times and proportions of errors and from comments by the subjects, that the 
subjects did not discriminate between the conditions. To enforce the conditions, auditory 
cues were used. These auditory cues consisted of a number of very short beeps or taps 
(about 20 milliseconds each at a frequency of 1000 Hz), given at shortening intervals. In 
the speed condition the interval between the presentation of the item and the first beep 
was 500 milliseconds, the interval between the first and the second beep was half as long 
as the first interval, the third interval was one third of the first interval, et cetera. In the 
accuracy condition the first interval was 1000 milliseconds, the second interval was half 
of the first interval, et cetera. After the introduction of the auditory cues we found that the 
subjects did discriminate between the two conditions (in the speed condition: proportion 
correct: 0.5968, mean response time: 671.7 msec., SD: 354.6; in the accuracy condition: 
proportion correct: 0.7955, mean response time: 1289.8 msec., SD: 535.3). 
D. Design 
Sessions: In total, the subjects participated in two sessions: a training session, of 
which the data will not be analyzed, and the experimental session. The experimental 
session consisted of 1024 trials; all items were presented once in each of the two 
conditions. The order of the items and conditions in the experimental session was the 
same for all subjects. 
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Item blocks: The items were presented in 32 blocks of 32 trials each. Within a 
block each item type (S or D) by angle by condition combination was presented twice. 
Between two item blocks there was a pause of at least 10 seconds which the subject could 
prolong at will. During this pause an overview of the points gained during the previous 
block and the total number of points gained was given. 
Conditions within item blocks: Within each block, 16 items were presented in the 
speed condition and 16 items were presented in the accuracy condition. There was a 
random alteration between these two conditions. 
Results 
A first inspection of the response times showed that some subjects followed a 
special guessing strategy in the speed condition; these subjects had a response time of 0 
seconds for some items. The nature of the pay-off system in this experiment was such 
that this guessing strategy was indeed a lucrative strategy in the speed condition. 
Whenever the experimenter presumed that a subject employed this lucrative strategy, the 
subject was instructed not to use it. However some subjects did not comply to this 
instruction. These subjects were excluded from the analysis, leaving a total of 32 
subjects. 
We will use the logistic regression model to determine the regression CAFs. For a 
more thorough discussion of the logistic regression model we refer to Chapter 4. The 
CAF is defined as the regression of response quality on response time for one subject 
answering equivalent items in one condition. As in Chapter 4, the regression CAF is 
characterized by an intercept and the weight of response time. However, as we have seen 
in Chapter 4, learning might affect the results of the analyses if we would use only 
response time as a predictor variable. Therefore we have to incorporate learning variables 
into the model. Moreover, the 'trial to equivalent item ratio' is rather low. The trial to 
equivalent item ratio is defined in Chapter 3 and it is the mean number of replications per 
equivalent item. If this ratio is low, it is not possible to obtain a stable estimate of the 
CAF if only the responses to equivalent items are analyzed as we have done in Chapter 4. 
Therefore we will analyze responses to non-equivalent items jointly. This procedure 
might seem incorrect, since the CAF ought to be obtained from responses to equivalent 
items. However, as we will see in the sequel, logistic regression provides means to 
incorporate item differences into the model and, thus, still obtain a valid estimate of the 
CAF. 
We will use the logistic regression model for the following purposes: 
1. Testing the adjustable timing hypothesis, that is testing whether the shape of the CAF 
is dependent upon the condition. 
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2. Testing for the presence of a subject by item interaction; in order to perform the latter 
test we have to analyze data from different subjects jointly. 
Only responses to S items will be analyzed. This is done because (1) the rotation 
angle is not defined for D items, (2) Van Breukelen (1989) reported a subject by item 
interaction probably caused by the fact that some subjects gave an S response when in 
doubt, whilst other subjects gave a D response when in doubt, and (3) solving a D item 
correctly might, beside a mental rotation, require also a mental reflection, which makes 
the D item potentially multi-dimensional. 
Predictor variables 
In the next sections we will discuss the predictor variables that are incorporated in 
the various models that will be used in the analyses. 
Since data from different subjects will be analyzed jointly, each predictor variable 
can be incorporated either subject dependently or not-subject dependently. With 'subject 
dependent' we mean that the weight of a variable is different for different subjects. 
Formally, a variable that is incorporated subject dependently is entered as the 32 products 
of the original variable with each of the 32 binary subject indicator variables. Note that 
this is equivalent to extending the predictor set with the 'variable by subject interactions' 
in addition to the original variable. 
The intercept 
All models in the analyses will contain an intercept. The intercept is always 
incorporated subject dependently. This means that there always are 32 'intercepts' present 
in a model, so no common intercept will be used. 
Response time 
All models in the analyses will contain response time as a predictor variable. 
Response time is always incorporated subject dependently. 
Learning variables 
Since we have shown in Chapter 4 that learning can drastically affect the results of 
the analyses of these type of data, all models in the analyses will contain variables that 
code for learning. In these analyses we will use learning variables that are based on trial 
number. Note that each data point for a subject corresponds to a different trial number. 
Since it is reasonable to incorporate learning variables subject dependently, we will not 
incorporate trial number as a categorical variable, as this would lead to a non-identifiable 
model. Therefore we have to assume a functional form for the learning effect. We will 
assume that learning is a linear function of trial number. This procedure leads to a large 
reduction of the number of weights that are associated with learning. It also allows the 
joint incorporation of both learning variables and condition variables which was a 
problem in Chapter 4. One might argue that it is not realistic to assume that learning is a 
76 
linear function of trial number, since learning effects are usually stronger in the beginning 
of an experiment than in the end of an experiment. However this may very well reflect a 
learning effect that is linear on the latent level. If we model the latent learning effect 
linearly with trial number, then the logistic regression model predicts nonetheless that the 
probability of a correct response will increase nonlinearly, since the logistic curve 
becomes flatter at the right-hand tail. Note that a misspecification of the functional form 
of the learning effect might have implications for the shape of the CAF as it is estimated 
in the analyses and, hence, have implications for any of the tests that are based on this 
CAF, like the test of the adjustable timing hypothesis. For this reason one might be 
tempted to try different functional forms, for instance a linear and a quadratic function, or 
a logarithmic function. However, we will confine ourselves to the assumption of a linear 
function. Trial number is incorporated subject dependently. To model the learning effect 
on the weight of response time, we will also incorporate response time by trial number 
variables. These interaction variables are incorporated subject dependently. 
Item variables 
Since we will be analyzing response to non-equivalent items jointly, we will have 
to incorporate variables that code for item differences, analogous to item parameters in the 
Rasch model. However, we will not assign a binary indicator variable to each item and, 
hence, estimate a different weight for each item as is the case in the Rasch model. We will 
assume that items with the same rotation angle are equivalent, and we will only model the 
item feature "rotation angle". Since there are four rotation angles, rotation angle is 
recoded into 3 contrast variables. To test for the presence of a subject by item interaction, 
rotation angle is incorporated both not-subject dependently and subject dependently and 
we will examine the increase in fit. 
Condition variables 
In order to test the adjustable timing hypothesis, we will be fitting models with and 
without condition variables on the data collected in both conditions. The condition 
variables are always incorporated subject dependently. Since there are only two 
conditions, the condition variables are incorporated as one binary indicator variable per 
subject. 
Interaction variables 
Given the main effect variables listed above, there are several interaction variables 
that could be incorporated into a model. One category of interaction variables, that we 
have already mentioned, are the interactions with subject number, which are used when a 
variable is entered subject dependently. Another interaction variable that we have already 
mentioned, is the response time by trial number interaction that is used to model learning 
effects on the weight of response time. We will not incorporate any other interaction 
variables separately. There are no a priori or theoretical reasons to incorporate a specific 
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subset of interaction variables. Extensively testing all possible interaction effects would 
lead to a huge number of significance tests, that have no theoretical significance but do 
increase the experimentwise Type I error rate. We will only compare the models without 
these interaction variables to the full model that contains all interaction variables. This 
entails a simultaneous test of all interaction variables not included in the former models. 
Models in the analysis 
In this section we will describe the models that will be used to test the hypotheses 
stated above. The models will be compared with respect to the fit, using the likelihood 
ratio statistic. Note that such a comparison can only be made if the parameters in one 
model are a strict subset of the parameters in the other model. An overview of the models 
can be found in Table 1. 
Modell 
The model with the smallest number of variables that will be used in the present 
analyses is the model that contains an intercept entered subject dependently, response 
time entered subject dependently, trial number entered subject dependently, response time 
by trial number entered subject dependently, and rotation angle entered not-subject 
dependently as predictor variables. If the adjustable timing hypothesis holds and there is 
no subject by item interaction, this model would fit the data as well as any of the other 
models in the analyses. This model will be labelled model 1. 
Model 2 
The second model contains all the variables of model 1 and additional condition 
variables. This model will be labeled model 2. A comparison of model 1 and model 2 
with respect to fit provides a test of the adjustable timing hypothesis under the 
assumption that there is no subject by item interaction. One might argue that for a full test 
of the adjustable timing hypothesis, model 2 should also contain response time by 
condition variables. However for reasons of simplicity we not incorporate these 
interaction variables; if the increase in fit is not significant using only main effect 
condition variables on can still incorporate condition interaction variables and examine 
whether this procedure would lead to a significant increase in fit. 
Model 3 
The third model contains all variables of model 1, but rotation angle is entered 
subject dependently rather than not-subject dependently. This model will be labeled 
model 3. Since entering a variable subject dependently is equivalent to extending the 
predictor set with the 'variable by subject interactions', a comparison of model 1 and 
78 
model 3 with respect to fit provides a test of the hypothesis that there is no subject by 
item interaction under the assumption that the adjustable timing hypothesis holds. Note 
that model 2 and model 3 cannot be compared with the ordinary likelihood ratio statistic, 
since model 2 contains variables that model 3 does not contain, and conversely. 
Model 4 
Model 4 contains the same variables as model 2 but rotation angle is entered subject 
dependently. Thus, a comparison of model 2 and model 4 can be used to test the 
hypothesis that there is no subject by item interaction even if the adjustable timing 
hypothesis does not hold. If, however, the adjustable timing hypothesis holds, a 
comparison of model 1 and model 3 is the more appropriate test. Model 4 also contains 
the same variables as model 3 with additional condition variables. Thus a comparison of 
model 3 and model 4 can be used as a test of the adjustable timing hypothesis even if 
there is subject by item interaction. If, however, there is no subject by item interaction, a 
comparison of model 1 and model 2 is the more appropriate test. 
Model 5 
The final model that will be used is a model that contains the same variables as 
model 4 together with all other possible interaction variables that are not present in model 
4 (i.e. response time by rotation angle, response time by condition, trial number by 
rotation angle, trial number by condition, rotation angle by condition, response time by 
trial number by rotation angle, response time by trial number by condition, response time 
by rotation angle by condition.trial number by rotation angle by condition, and response 
time by trial number by rotation angle by condition). All variables are entered subject 
dependently. This model will be labeled model 5. A comparison of model 4 and model 5 
can be used to test the significance of these other interaction variables. Note that model 5 
can only be fitted to the data if in every subject by rotation angle by condition 
combination at least one error and one correct response is present. All subject by rotation 
angle by condition combinations where this is not the case will be excluded from the 
analysis when fitting model 5. In order to make a valid comparison with model 4 
possible, model 4 will also be fitted to this subset of data. A comparison of model 4 and 
model 5 can be used to test whether the procedure of fitting CAFs on responses to non-
equivalent items is valid. 
results of the model comparisons 
The results of the analyses are depicted in Figure 1. It shows for the various model 
comparisons the improvement in fit (χ 2), together with the number of degrees of 
freedom, and the significance level. We have also listed the standardized χ2. To calculate 
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the mean standardized χ2, we standardize the χ 2 by subtracting the number of degrees of 
freedom (the expectation of a x2-distributed variable) and then dividing the result by the 
square root of two times the number of degrees of freedom (the standard deviation of a 
X2-distributed variable). The standardized χ 2 gives an indication of the magnitude of the 
increase in fit. 
Table 1 An overview of the models that will be used in the analyses. A '0' 
indicates that a predictor is not present in a model, a '-' indicates that a predictor is 
incorporated not-subject dependently, and a '+' indicates that is incorporated subject 
dependently (RT: response time; Trial: trial number; Angle: rotation angle; Interactions: all 
other interaction variables) 
model 1 
model 2 
model 3 
model 4 
model 5 
Intercept 
+ 
+ 
+ 
+ 
+ 
RT 
+ 
+ 
+ 
+ 
+ 
Trial 
+ 
+ 
+ 
+ 
+ 
RT by Trial 
+ 
+ 
+ 
+ 
+ 
Angle 
-
-
+ 
+ 
+ 
Condition Ir 
0 
+ 
0 
+ 
+ 
iterac 
0 
0 
0 
0 
+ 
Both model comparisons that are a test of the adjustable timing hypothesis, the 
comparison of model 1 to model 2 and the comparison of model 3 to model 4, indicate 
that the adjustable timing hypothesis has to be rejected (χ2(32) = 654.7 and χ2(32) = 
601.3 respectively; ρ < 0.0001 in both cases). 
Both model comparisons that test for the presence of a subject by item interaction, 
the comparison of model 1 to model 3 and the comparison of model 2 to model 4, 
indicate that a significant subject by item interaction is present (χ2(93) = 295.5 and 
χ
2(93) = 242.1 respectively; ρ < 0.0001 in both cases). Finally, the model comparison 
that tests for the presence of other interaction variables, the comparison of model 4 to 
model 5, indicates that at least some interaction variables significantly increase the fit 
(χ2(744)
 =
 i 288.2; ρ < 0.0001). 
Although all model comparisons show a significant increase in fit, the increase in fit 
is larger in some model comparisons than in others. We use the standardized χ 2 to 
evaluate the increase in fit. Thus, it is clear that the increase in fit is much greater when 
incorporating condition variables than when incorporating subject by item interaction 
variables or when incorporating the other interaction variables; the standardized %2s are 
77.84 and 71.16 for the model comparisons that are a test of the adjustable timing 
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Test of adjustable timing hypothesis, 
under the assumption of no subject 
by item interaction; 
χ
2
= 654.7, df = 32, ρ < 0.0001 
standardized χ = 77.84 
Test for subject by item interaction, 
under the assumption that the 
adjustable timing hypothesis holds; 
χ
2
= 295.5, df = 93, ρ < 0.0001 
standardized χ = 14.85 
Model 2 Model 3 
Test for subject by item interaction, 
without any assumption about 
adjustable timing hypothesis; 
χ
2
= 242.1, df= 93, ρ < 0.0001 
standardized χ 2 = 10.93 Model 4 
Test of adjustable timing 
hypothesis, without any assumption 
about subject by item interaction; 
χ
2
= 601.3, df = 32, ρ < 0.0001 
standardized χ =71.16 
Test for all other interactions; 
χ
2
=1288.2, df = 744, ρ < 0.0001 
standardized χ2= 14.11 
Figure 1 The results of fitting the various models on the data. 
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hypothesis (the comparison of model 1 and model 2 and the comparison of model 3 and 
model 4) whereas the standardized x2s are 14.85 and 10.93 for the model comparisons 
that test for the presence of a subject by item interaction (the comparison of model 1 and 
model 3 and the comparison of model 2 and model 4), and 14.11 for the comparison that 
tests for the significance of the other interaction variables (the comparison of model 4 and 
model 5). 
Conclusion 
Our conclusion is that, on the basis of these data, the adjustable timing hypothesis 
has to be rejected. We also found a significant subject by item interaction, but this effect 
was less strong than the condition effect. As will be discussed below, the test of the 
subject by item interaction is quite powerful, so the significance of this effect need not 
reflect a strong violation of the null-hypothesis. The condition effect is much stronger and 
cannot be ignored so easily. Finally we found that incorporating all interaction variables 
that were not present in model 4 also caused a significant increase in fit. This effect was, 
again, less strong than the condition effect. 
Discussion 
In this experiment we have tested two assumptions concerning the micro trade-off 
function: the adjustable timing hypothesis and the absence of subject by item interaction. 
The adjustable timing hypothesis states that the micro trade-off function is independent 
from the speed-accuracy condition. This would imply that the conditional accuracy 
function is also independent from the speed-accuracy condition. To test this assumption 
we have compared models without and with condition variables and we have examined 
the increase in fit. To test for the presence of a subject by item interaction we have 
compared models without and with subject by item interaction variables and we have 
examined the increase in fit. Finally, we have tested whether the procedure of analyzing 
responses to non-equivalent items jointly was valid by examining the increase in fit 
obtained by a full model. 
Incorporating condition variables resulted in a significant increase in fit. Thus, it 
seems to be that on basis of these data the adjustable timing hypothesis has to be rejected. 
However, there are some points that have to be made here. 
In this experiment we initially used pay-off conditions. One of the reasons for 
using pay-off conditions is that the subject is relatively free to determine his or her 
speed-accuracy trade-off level and response times, unlike, for example, when one uses 
fixed conditions, where the response time is controlled by the experimenter, or deadline 
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conditions. Therefore it is to be expected that the reactions of the subjects will correspond 
more to the reactions in the time-limit test situation in an experiment using pay-off 
conditions than in an experiment using fixed conditions or deadline conditions. Since the 
subjects did not discriminate between the two pay-off conditions, that is the mean 
response time and the proportion correct answers were the same in the two conditions, 
auditory cues were added to induce the conditions more clearly. Although these cues 
were successful, in the sense that with these cues subjects did discriminate between the 
two conditions, one might argue that the conditions are transformed into a combination of 
deadline conditions and pay-off conditions. The subjects could be tempted to adopt a 
strategy where a response is always given before a certain (e.g. the second) beep. Some 
subjects indicated that they had indeed employed such a strategy. 
An unwanted effect of this 'deadline-strategy', which the subjects may have 
adopted, is that the variation in response times within each condition is rather low 
compared to the variation in response times between the conditions. If the functional form 
of response time is incorrectly specified in the model that is fitted to the data, this might 
cause a significant increase in fit when incorporating condition variables. For example, 
one might argue that using the logarithm of response time as a predictor variable, instead 
of untransformed response time as was done in the present analysis, would be a more 
valid test of the model of Van Breukelen and Roskam (1989). The model of Van 
Breukelen and Roskam can be written as a logistic regression model containing a subject 
dependent intercept, the logarithm of response time with a fixed weight of 1, and item 
variables as predictor variables. This model can be generalized by letting the weight of the 
logarithm of response time free, and incorporating learning variables. We have used this 
generalized model, together with models containing condition variables, subject by item 
variables, and both condition and subject by item variables to perform an analysis, 
comparable to the present analysis. The results were almost identical to the results of the 
present analysis. Thus, the results of the present analysis cannot be attributed to the fact 
that we used untransformed response time instead of the logarithm of response time. 
Another, more general, problem is that the variables response time and condition 
are associated. Such an association will always be present in speed-accuracy trade-off 
experiments, since the conditions ought to influence the speed-accuracy trade-off level of 
the subjects. The low variation in response times within each condition in this experiment 
compared to the variation of response times between the conditions, however, implies a 
strong association of the variables condition and response time in this experiment. 
Besides the 'normal' problems that occur when two predictor variables are strongly 
associated, such as large standard errors of the estimates for the regression weights (as in 
linear regression), there might in this case occur a more subtle problem. There might be 
some variation in response time that is not related to the probability of a correct response. 
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For example, according to the inhibition theory of Smit and Van der Ven (1995) the 
response time consists of two components: working time and distraction time. 
Distractions will occur at random intervals during the task. According to the theory, the 
models discussed here hold with respect to the working time - i.e. the probability of a 
correct response is an increasing function of working time. Thus the observed response 
time will contain an error component that is not related to the probability of a correct 
response. Incorporation of condition variables might now cause a significant increase in 
fit while the adjustable timing hypothesis is valid. This is comparable to the case where, 
in an analysis of covariance, measurement error in the covariate causes a significant effect 
of the independent variable (see e.g. page 161 of Cook and Campbell, 1979, for a 
graphical illustration). In this case, response time is the covariate and condition is the 
independent variable. Note, however, that the present models for time-limit test data do 
assume error-free response times. So, if the adjustable timing hypothesis is falsely 
rejected because of unreliable response times, this would still imply that the models for 
time-limit test data are empirically invalid. 
Although there might be alternative explanations for the significant increase in fit 
when incorporating condition variables, we believe that, because of the magnitude of the 
effect, we have to reject the adjustable timing hypothesis on basis of this experiment. 
Two observations reflect the magnitude of this effect. Firstly, the standardized χ 2 is 
much larger for the two tests of the adjustable timing hypothesis than for the other tests. 
Secondly, the weights of the condition variables in model 4 are quite large (mean = 
1.165, sd. = 0.672). These weights are the difference in log odds between the two 
conditions. For example, for one representative subject with a weight of 1.178 for 
condition, the on the basis of model 4 predicted probability of a correct response for an 
item presented at the first trial with a rotation angle of 30 degrees and a response time of 
one second is 0.527 if the item is presented in the speed condition, and 0.782 if the item 
is presented in the accuracy condition. 
However, as we have argued in Chapter 3, a rejection of the adjustable timing 
hypothesis in an experiment where the speed-accuracy trade-off level and the response 
times of a subject are manipulated by the experimenter, need not imply that a model based 
on the adjustable timing hypothesis is invalid for a situation where the subject can 
determine his or her own speed-accuracy trade-off level and response times. We have 
illustrated this argument with a simple process model, on the basis of which we predicted 
results that are either in line or not in line with the adjustable timing hypothesis depending 
on whether pointed or deadline conditions are used. Our initial plan to use pay-off 
conditions in this experiment, and, hence, create an experimental situation with a close 
resemblance to the time-limit test situation, failed in the sense that the subjects may have 
adopted a deadline strategy. This makes the experimental situation less comparable to the 
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time-limit test situation. With respect to the question whether the adjustable timing 
hypothesis holds in general, regardless the experimental procedure, this is no problem: 
The experiment indicates that the adjustable timing hypothesis does not hold with full 
generality. However with respect to the question whether the adjustable timing 
hypothesis holds in the time-limit test situation, it poses a problem if the subjects have 
adopted a deadline strategy. Thus, although it appears to be that on the basis of this 
experiment the adjustable timing hypothesis has to be rejected, we are not sure whether 
this conclusion can be generalized to the time-limit test situation, since the process model 
suggests that the adjustable timing hypothesis may hold in the time-limit test situation but 
not in this experiment. Alternatively, one might argue that, given the difficulty to create 
effective pay-off conditions, it seems unlikely that, without special efforts of the tester, 
subjects will react to a time-limit test situation as though it were a pay-off condition. 
We also found a significant subject by item interaction. Recall that time-limit test 
models assume that there is no subject by item interaction. It should be noted, however, 
that we have distinguished only four different item types. Hence, only three item 
variables are used to model the responses to 512 trials per subject. So, in fact, each item 
type was replicated 128 times, which makes the test for the presence of a subject by item 
interaction a very powerful test. Moreover, the standardized χ 2 indicates that the increase 
in fit when incorporating subject by item interaction variables is much smaller than the 
increase in fit when incorporating condition variables. 
Finally, we also found a significant increase in fit when we incorporated all other 
interaction variables. Strictly spoken, the model without these interaction variables 
(model 4) is not valid. This might raise some doubts about the procedure we have used to 
test the adjustable timing hypothesis and to test for the presence of a subject by item 
interaction; these tests were based on comparisons of different models to model 4. 
However, the effect of incorporating all other interaction variables is not that large, as is 
indicated by the standardized χ2. It might well be that the model containing all interaction 
variables contains many more parameters than is necessary to arrive at an appropriate 
model. Thus, a model containing some but not all interaction variables might be 
appropriate already. It appears reasonable to assume that the model containing all other 
interaction variables is well approximated by model 4. Therefore, the invalidity of model 
4 will not be used as an argument against the results that we have found. 
As a final remark, we stress how much care should be given to the construction of 
a speed-accuracy trade-off experiment. In this experiment we attempted to create a 
situation which is more comparable to the time-limit test situation than has be the case in 
previous experiments (e.g. the experiments of Van Breukelen, 1989), so that the results 
of this experiment could be generalized to the time-limit test situation. In the time-limit 
test situation the subject is free to choose a speed-accuracy trade-off level to work at. By 
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using pay-off conditions we intended to provide as much freedom as possible to the 
subjects to choose their speed-accuracy trade-off level. However, it became clear, by an 
inspection of the response times and the proportion of correct answers, that the subjects 
did not discriminate between the two conditions. Had we not noticed this fact, and 
conducted the whole experiment using these pay-off conditions, no effect of condition 
would have been found and the adjustable timing hypothesis would have been 
corroborated. Since we did notice that the subjects did not discriminate between the 
conditions, we used auditory cues to enforce the conditions. At the time, we thought that 
this was only a slight modification to the conditions. It turned out that these auditory cues 
transformed the pay-off conditions into a type of deadline conditions, and the direct 
influence of the conditions on the speed-accuracy trade-off level and the response times 
of the subjects was much greater than we intended. This makes it much harder to 
generalize the outcome of this experiment to the time-limit test situation, which was one 
of the objectives of this experiment. Even though our experiment is limited in this 
respect, we still believe that it shows that, at least in some situations, the adjustable 
timing hypothesis is not valid. 
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Chapter 6 
Conclusions and some suggestions 
for further research 
In the previous chapters we have discussed various aspects of models for time-limit 
test data and of the procedures that can be used to test these models. In Chapter 2 we 
have given a review of models for time-limit test data. The purpose of this review was 
not so much completeness, in the sense that all models for time-limit test data that have 
ever be proposed in the literature were listed, as unambiguity. We distinguished three 
different functions by which models for time-limit test data are specified. These functions 
are: (1) the item response function (¡RF), which specifies the probability of a correct 
response given the subject parameters, (2) the item time function (ITF), which specifies 
the probability density of response time given the subject parameters, and (3) the micro 
trade-off (MTO), which specifies the conditional probability of a certain response 
conditional upon the response time and given the subject parameters. Several names for 
these functions have been proposed in the literature, especially for the MTO, but, for 
reasons of unambiguity, we have used these names. 
It became clear that, although the MTO is often presented by authors as a central 
part of their model, it is not always used in the estimation procedures. This was 
concluded, for example, for the model of Verhelst, Verstralen, and Jansen (1996), who 
use pseudo-likelihood estimators for the parameters in their model. The likelihood 
function is based on the product of the MTO and the ITF, whereas the pseudo-likelihood 
function is based on the product of the IRF and the ITF. We have shown in Chapter 2 
that these pseudo-likelihood estimators for any given model are equal to the maximum 
likelihood estimates for the model with the same IRF and ITF but a constant (i.e. not 
dependent upon the response time) MTO. Also the pseudo-likelihood estimates for all 
models with the same IRFs and ITFs are identical. For practical purposes, a general 
model, with a specified IRF and a specified ITF but no specified MTO, might be 
preferable to a model with a specified MTO, since it is more likely to fit the data. The 
interpretation of the parameters in such a general model should be based on the IRF and 
the ITF only, and we developed a classification scheme for the parameters on basis of 
these two functions. In the sequel we have used these names. However, since our main 
objective was to develop methods to test existing models for time-limit test data and since 
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all models that have been proposed in the literature do specify the MTO, we have not 
given much attention to these general models. 
From the review, we concluded that there are two important hypotheses about the 
MTO that need experimental confirmation. The first hypothesis pertains to the shape of 
the MTO; is the MTO an increasing, a decreasing or a flat function of response time? The 
second hypothesis is the adjustable timing hypothesis, which states that the MTO is 
invariant under shifts in the speed accuracy trade-off level at which the subject works. To 
examine the shape of the MTO, we have to perform an experiment where of each subject 
both the responses and the response times are collected (the standard experiment). To test 
the validity of the adjustable timing hypothesis, one can examine the shape of the MTOs 
in an experiment with different speed accuracy trade-off conditions (a speed accuracy 
trade-off experiment). 
In Chapter 3 we have listed a number of aspects that are important in the design and 
analysis of a speed accuracy trade-off experiment. With respect to the MTO, the outcome 
of interest is the regression of response quality on response time. We have labeled this 
regression the conditional accuracy function (CAF). Since the MTO, by definition, 
specifies the probability of a correct response given the response time for one subject 
responding to one item in one condition, one should either eliminate or adjust for 
individual differences, item differences, and condition effects when obtaining this CAF 
as an estimate for the MTO. The variable response quality is usually a binary variable. 
This restricts the appropriate analysis methods, as one cannot use, say, simple linear 
regression. One manner to obtain a valid estimation of the CAF is by using a 
smoothening procedure. Such a procedure is, for example, described by Wood and 
Jennings (1976). For further details about this procedure we refer to Chapter 3. For a 
proper estimation of the CAF in one condition, this smoothening procedure should be 
performed on responses of one subject to equivalent items in that condition. Another 
manner to obtain a valid estimation of the CAF is by using a special regression model, for 
example the logistic regression model. For a proper estimation of the regression CAF, the 
logistic regression model should either be fitted on responses of one subject to equivalent 
items in one condition, or parameters should be incorporated to model individual 
differences, item differences and condition effects. 
To test the adjustable timing hypothesis one can obtain smoothened CAFs from the 
data of one subject responding to equivalent items in different speed accuracy trade-off 
conditions, and examine whether the shape of the CAF is affected by these conditions. 
Alternatively, one may test whether the condition effects in a regression model are 
significant. 
In Chapter 4 we have compared the two analysis methods, smoothening and the 
logistic regression model, in an experiment. In this experiment a very strong learning 
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effect was found. The models for time-limit test data listed in the review are all based on 
the assumption that no learning takes place. Thus, the models for time-limit test data are 
in this respect not valid for the data obtained in the first experiment. It seems likely that 
learning also occurs in the time-limit test situation. If this is the case, one might argue that 
none of the models presented in the review can be valid for the time-limit test situation. 
However, since it is not clear how large the learning effect will be in a time-limit test 
situation, the assumption of no learning effect cannot be rejected rightaway as an 
approximation. 
Learning certainly causes serious problems when analyzing the data from speed 
accuracy trade-off experiments. Due to learning, the response times collected at the end of 
the experiment are generally shorter than the response times collected at the start of the 
experiment and the proportion of errors is lower at the end of the experiment than at the 
start. Thus, we might find a decreasing CAF even if the MTO would be an increasing 
function at each point in the experiment. Moreover, when the CAF is not a valid estimate 
for the MTO, the CAF should not be used to test assumptions concerning the MTO, like 
the adjustable timing hypothesis. In order to use the CAF to investigate the shape of the 
MTO and test the adjustable timing hypothesis, a correction for learning should be made. 
The method of smoothening does not provide any direct option to make such a 
correction. Therefore, we concluded that the regression method is the more appropriate 
method to study the CAF. By incorporating variables like session number or trial number 
one can try to correct for learning. However, sometimes it becomes necessary to specify 
a functional form of the learning effect, especially if trial number is used. 
Misspecification of the learning effect will in those cases still produce a CAF that is not a 
valid estimate of the MTO. 
Learning causes even more problems if it directly affects the shape of the CAF, so 
that, for example, the CAF is an increasing function of response time in the beginning of 
the experiment and a decreasing function at the end. If this is the case, it is not clear 
whether models with an increasing MTO, like the model of Roskam and Van Breukelen 
and the model of Verhelst, Verstralen, and Jansen, can be valid for time-limit test data. 
These models may be valid if all subjects are in one fixed 'learning stage', but they will 
certainly not hold if learning stages vary 
Because of these problems caused by learning we decided to focus our attention on 
testing the adjustable timing hypothesis instead of on examining the shape of the CAF. It 
should be noted, however, that if the adjustable timing hypothesis is valid then the MTO 
should be an increasing function of response time, since any model that is based on the 
adjustable timing hypothesis and that has a decreasing MTO is not in line with the fact 
that mean response time and the proportion of correct responses are positively correlated 
over different speed accuracy conditions. 
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With respect to the adjustable timing hypothesis the results of the first experiment 
suggested that it was valid whereas the results of the second experiment suggested that it 
was not valid. One possible explanation for these contradicting results lies in the fact that 
different conditions were used in both experiments. In Chapter 3 we have used a simple 
processing model to illustrate that whether or not the adjustable timing hypothesis is valid 
depends on the type of condition that is used. If we want to make a decision about the 
validity of the adjustable timing hypothesis on basis of the results of the first and the 
second experiment, we have to decide which of these experiments can be generalized to 
the time-limit test situation. There are, at present, no 'rules' on which to base this 
decision. 
The between-subjects experiment 
In this section we will introduce an alternative design for speed accuracy trade-off 
experiments. All speed accuracy trade-off experiments that have been reported in the 
literature are, as far as we know, 'within-subjects' experiments. A within-subjects 
experiment is an experiment where each subject participates in more than one condition. 
The alternative design we are suggesting is the 'between-subjects' design. In a 
between-subjects experiment subjects are randomly assigned to the different speed 
accuracy trade-off conditions; each subject participates in only one condition. 
The analysis of a between-subjects experiment would roughly go in the following 
manner. One would start with an inspection of the number of errors and the number of 
completed items (or the mean response times) to check whether the conditions have 
indeed had an effect on the speed accuracy trade-off levels of the subjects. If this is the 
case, then the data can be used to test the validity of a model. The model is then fitted to 
the data of all subjects together. Goodness of fit tests can be used to test the 
appropriateness of the model. To test assumptions concerning the constancy of the mental 
speed parameters over the speed accuracy conditions, one uses the fact that the subjects 
are randomly assigned to the conditions. The mean mental speed parameters of subjects 
from different conditions should be the same, except for chance fluctuations. The mean 
speed accuracy trade-off parameters of subjects from different conditions should, of 
course, be systematically different. 
There are several advantages to a between subjects experiment. For example, the 
number of items that each subject attempts need not be larger than is normal in time-limit 
tests. Thus, the learning effects in a between-subjects experiment will be about as strong 
as in the practical time-limit test situation. This implies that if a model fits poorly, this can 
be viewed as an indication that the model is not valid for the time-limit test situation, even 
if the poor fit is the result of learning. 
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Another advantage of a between-subjects experiment is that the subjects need not 
shift between different speed accuracy trade-off levels, as is the case in a within-subject 
experiment. This prevents the occurrence of differential carry-over effects of the 
conditions. Moreover, it makes the between-subjects experiment more alike to the 
time-limit test situation, thus increasing the external validity of the experiment. 
A topic we have not discussed so far is how to manipulate the speed accuracy 
trade-off level in a between-subjects experiment. In principle the same types of condition 
that are listed in Chapter 3 can be used. This would, of course, lead to the same problem 
as mentioned in Chapter 3, namely that the validity of a certain MTO for the data of an 
experiment depends on the type of condition by which the speed accuracy trade-off level 
is manipulated. However, in a between-subjects experiment one can also create different 
conditions by presenting the same set of items with different time-limits to different 
groups of subjects, or by manipulating the number of items that is presented on each page 
of a test, or by manipulating the resting pause between consecutive presentations of items 
in the case of a computerized experiment, or some other manipulation which can be 
expected to affect the speed-accuracy trade-off level of the subjects. 
With respect to the adjustable timing hypothesis, the question remains, of course, 
whether it is reasonable to assume that the MTO in a given between-subjects experiment 
is equal to the MTO in a time-limit test situation. This question can be answered if one 
has a theory about the nature of the solution process which specifies how different 
experimental manipulations affect this solution process. The present models for time-limit 
test data, listed in Chapter 2, do not provide such a theory. In fact, they are of a quite 
general nature and may hold in one specific empirical domain but not in another. The 
question about which experimental conditions are allowed in a between-subjects 
experiment is part of the question about the 'scope' of the model. For a sound theoretical 
interpretation of the parameters of the model in a given application, one should give some 
indication about the scope of that model: should, for example , item parameters be 
independent of the time limit, or mental speed parameters be independent of the number 
of items that are presented on each page? If a model that includes speed accuracy trade-off 
parameters holds for a given set of test data, while it is unknown by which conditions the 
speed accuracy trade-off parameters can be manipulated without affecting the other 
parameters, then the theoretical meaning of the parameters is vague and may substantially 
deviate from the intuitive meaning implied by labels such as 'mental speed' and 'speed 
accuracy trade-off. In short, the construct validity of the parameters requires a 
specification of the experimental conditions that are allowed; this would be enhanced by 
processing models that explain how different experimental manipulations affect the 
solution process. 
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Samenvatting 
In deze dissertatie wordt verslag gedaan van de resultaten van een project dat deel 
uitmaakt van een reeds langer lopend onderzoeksproject naar modellen voor tests met een 
tijdlimiet aan de Katholieke Universiteit Nijmegen. Dit langlopende project startte met de 
dissertatie van Van der Ven (1969). Hij realiseerde zich dat er twee aspecten aan de 
prestatie op zo'n test te onderscheiden zijn: de snelheid waarmee een subject werkt en de 
nauwkeurigheid. De snelheid waarmee een subject werkt heeft te maken met het aantal 
items dat een subject binnen de tijdslimiet maakt. De nauwkeurigheid waarmee een 
subject werkt heeft te maken met de proportie correcte antwoorden die een subject geeft. 
Van der Ven modelleerde de nauwkeurheid door uit te gaan van de zogenaamde 
constancy-hypothesis, dat wil zeggen dat hij veronderstelde dat de kans dat een subject 
een item uit een test correct beantwoordt constant is voor alle items in die test. Het 
resulterende model, het zogenaamde binomial error model, bleek goed te passen voor 
sommige tests (bv. voor de subtests met een tijdlimiet van een nederlandse versie van de 
Generale Aptitude Test Battery), maar niet voor andere tests (bv. voor sommige subtests 
met een tijdlimiet uit het intelligentie gedeelte van de ISI) omdat de constancy-hypothese 
voor de items in deze tests niet op bleek te gaan. 
De volgende bijdrage was van Van den Wollenberg (1979). Ook hij hield zich bezig 
met de modellering van het nauwkeurigheidsaspect. Hij gebruikte het Rasch model als 
model voor de kans dat een bepaald item uit een test door een bepaalde persoon correct 
beantwoord wordt, zodat het niet meer nodig was om aan te nemen dat deze kans 
constant is voor alle items. Ook Rasch zelf (1960) had zijn model al toegepast op tests 
met een tijdlimiet, maar hij gebruikte een vorm van 'data editing' om het probleem dat niet 
alle subjecten evenveel items afmaken te omzeilen: Rasch scoorde alle niet-gemaakte 
items als fouten. Van den Wollenberg liet zien dat dit niet nodig was aangezien het Rasch 
model de eigenschap heeft dat een vergelijking van verschillende personen qua 
vaardigheid mogelijk is zonder dat alle personen exact dezelfde items gemaakt hebben; 
deze eigenschap heet sample independence (steekproefonafhankelijkheid). 
Zowel de bijdrage van Van der Ven als die van Van den Wollenberg hebben 
gemeen dat slechts één van de twee aspecten van de prestatie op een test met een tijdlimiet 
worden gemodelleerd, te weten de nauwkeurigheid. Roskam (1987) presenteerde een 
model waarin zowel de nauwkeurigheid als de responsietijd worden gemodelleerd. 
Bovendien specifieert dit model ook hoe deze twee variabelen met elkaar samenhangen; 
het model specificeert namelijk, naast de responsietijdverdeling, de conditionele kans op 
een correct antwoord gegeven de responsietijd en de persoonsparameters. Deze laatste 
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functie wordt in deze dissertatie de micro trade-off (MTO) genoemd. De MTO in het 
model van Roskam is een gemodificeerd Rasch model waarbij de vaardigheidsparameter 
vervangen wordt door een in de tijd toenemende, effectieve vaardigheid. De mate van 
toename wordt bepaald door een parameter die mental speed (mentale snelheid) wordt 
genoemd. 
Van Breukelen (1989) liet zien dat er problemen zijn met de interpretatie van de 
itemparameter in het model van Roskam: de kans op een correct antwoord is een dalende 
functie van de itemparameter, hetgeen inhoudt dat de itemparameter als itemmoeilijkheid 
geïnterpreteerd dient te worden, maar de verwachte responsietijd is ook een dalende 
functie van de itemparameter, hetgeen inhoudt dat de itemparameter als itemmakkelijkheid 
geïnterpreteerd dient te worden. Bovendien beargumenteerde Van Breukelen dat het 
model een strategieparameter miste. Het is een bekend gegeven dat personen in staat zijn 
snelheid tegen nauwkeurigheid uit te wisselen. Dit houdt in dat personen een bepaalde 
taak sneller kunnen voltooien maar dan worden er wel meer fouten gemaakt, of die taak 
juist nauwkeuriger kunnen volbrengen maar dan is er wel meer tijd voor nodig. Dit 
verschijnsel wordt de speed-accuracy frade-q^ (snelheid-nauwkeurigheid compromis) 
genoemd. Indien in een model voor tests met een tijdlimiet geen rekening met dit 
verschijnsel wordt gehouden dan zouden de (persoons)parameters in zo'n model voor 
een gedeelte bepaald worden door stabiele eigenschappen van de persoon en voor een 
gedeelte door zijn/haar toevallige keuze voor een bepaald snelheid-nauwkeurigheid 
compromis. 
Om deze problemen op te lossen suggereerde Van Breukelen een andere responsie-
tijdverdeling, die onder andere ook een parameter met de naam persistence (vasthoudend-
heid) bevat de welke het door de persoon gekozen snelheid-nauwkeurigheid compromis 
representeerd. Bovendien voerde Van Breukelen een aantal experimenten uit om, onder 
andere, de geldigheid van de MTO te toetsen. Bij deze experimenten kregen de 
proefpersonen de stimuli gedurende een door de experimentleider bepaalde periode te 
zien, waarna ze een responsie moesten geven; men zou dus kunnen stellen dat bij deze 
experimenten de responsietijd door de experimentleider bepaald werd. Van Breukelen 
vond in dit geval resultaten die in overeenstemming met het model waren. 
De bedoeling van dit project was te onderzoeken of deze MTO ook geldig is indien 
de proefpersonen hun eigen responsietijd kiezen, zoals het geval is wanneer een persoon 
een test met een tijdlimiet maakt. 
In Hoofdstuk 2 wordt eerst een overzicht gegeven van een aantal modellen voor 
data verkregen met behulp van een test met een tijdslimiet. Deze modellen worden 
gekarakteriseerd aan de hand van drie functies: 
1. de itemresponsiefunctie (IRF): deze functie specificeert de kans op een correct 
antwoord voor een bepaald item conditioneel op de persoonsparameters. 
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2. de itemresponsietijdfunctie (ITF): deze functie specificeert de responsietijdverdeling 
voor een bepaald item conditioneel op de persoonsparameters. 
3. de al eerdergenoemde micro trade-off (MTO); deze functie specificeert de conditionele 
kans op een correct antwoord conditioneel op de responsietijd en de persoonsparameters. 
Naast dit kort overzicht van reeds gepubliceerde modellen wordt in Hoofdstuk 2 
tevens een nieuw, algemener modeltype besproken. Bij de bespreking van de bestaande 
modellen viel namelijk op dat, hoewel de MTO door de auteurs dikwijls als het meest 
essentiële onderdeel van hun model gepresenteerd wordt, deze MTO niet gebruikt wordt 
in de schattings- en toetsingsprocedures. Voor het model van Verhelst, Verstralen en 
Jansen (1997) worden bijvoorbeeld schatters geconstrueerd volgens het pseudo-likeli-
hood principe. Dit houdt in dat de functie die in de schattingsprocedure gemaximaliseerd 
wordt niet bestaat uit een product van MTO's en ITF's maar uit een product van de 
marginale verdelingen: de IRF's en de ITF's. Verhelst, Verstralen en Jansen lieten 
middels simulatiestudies zien dat de op deze manier verkregen schatters voldoen. Echter, 
de pseudo-likelihood schatters voor het model van Verhelst, Verstralen en Jansen zijn 
gelijk aan de maximum likelihood schatters voor een model met een IRF en een ITF die 
gelijk zijn aan die van het model van Verhelst, Verstralen en Jansen, maar een MTO die 
niet van de responsietijd afhangt (en dus gelijk is aan de IRF). Ook hebben alle modellen 
met een IRF en een ITF die gelijk zijn aan die van het model van Verhelst, Verstralen en 
Jansen, maar een MTO die daar van afwijkt, pseudo-Iikelihoodschatters die gelijk zijn aan 
die voor het model van Verhelst, Verstralen en Jansen. Men zou al deze modellen kunnen 
beschouwen als speciale versies van een algemener model met een IRF en een ITF die 
gelijk zijn aan die van het model van Verhelst, Verstralen en Jansen maar met een 
ongespecificeerde MTO. Het voordeel van dit soort algemenere modellen met een 
ongespecificeerde MTO is dat ze vaker van toepassing zullen zijn; het nadeel is dat men 
zich voor de interpretatie van de parameters niet kan baseren op de MTO, iets dat bij de 
bestaande modellen vaak gebeurt. Omdat de nadruk van dit project lag op het toetsen van 
assumpties die ten grondslag liggen aan bestaande modellen, is er verder niet veel 
aandacht aan dit algemener modeltype besteed. 
Ook wordt in Hoofdstuk 2 een klassificatie van de parameters gegeven op basis van 
hun effect op de verwachte responsietijd en op de kans op een correct antwoord. In de 
literatuur worden veel verschillende namen worden gebruikt voor parameters die een 
vergelijkbaar karakter hebben. Om redenen van eenduidigheid hebben wij besloten om 
één naam te geven aan alle parameters die tot het zelfde type behoren en deze namen 
worden dan ook in de rest van de dissertatie gebruikt. De belangrijkste typen 
persoonsparameters zijn de mental speed parameters (mentale snelheidparameters), 
waarvan de verwachte responsietijd een dalende functie zijn en de kans op een correct 
antwoord een stijgende functie, en de speed-accuracy trade-off parameters (snelheid-
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nauwkeurigheid compromisparameters), waarvan zowel de verwachte responsietijd als de 
kans op een correct antwoord een stijgende (of een dalende) functie zijn. 
Om te toetsen of een model voor data verzameld met behulp van een test met een 
tijdlimiet geldig is moet in ieder geval het standaard experiment worden uitgevoerd; dit is 
een experiment waarbij een aantal personen een set items maken en bij iedere responsie 
zowel de responsietijd als de responsiekwaliteit (fout/correct) wordt geregistreerd. 
Echter, sommige auteurs claimen dat alle parameters in hun model onafhankelijk zijn van 
de keuze voor een bepaald snelheid-nauwkeurigheid compromis van een persoon met 
uitzondering van de speed-accuracy trade-off parameters. Deze hypothese wordt in deze 
dissertatie de adjustable timing hypothese genoemd. Om deze hypothese te toetsen moet 
het standaard experiment in meerdere speed-accuracy trade-off condities, condities die het 
snelheid-nauwkeurigheid compromis van de proefpersonen beïnvloeden, worden 
afgenomen. Zo'n experiment wordt een speed-accuracy trade-off experiment genoemd. 
In Hoofdstuk 3 wordt nader besproken hoe een speed-accuracy trade-off 
experiment in elkaar gezet kan worden. Aan twee punten wordt in dit hoofdstuk speciale 
aandacht besteed: 
1. hoe kunnen de resultaten van een speed-accuracy trade-off experiment verwerkt 
worden 
2. hoe kunnen speed-accuracy trade-off condities geconstrueerd worden. 
Met betrekking tot de analyse kunnen we verschillende niveaus onderscheiden waarop de 
analyse plaats heeft. Indien men de geldigheid van de MTO wil onderzoeken dan is de 
regressie van responsiekwaliteit op responsietijd de observatie waarin men geïnteresseerd 
is. Een schatting van de regressie wordt een Conditional Accuracy Function (CAF, 
conditionele nauwkeurigheidsfunctie) genoemd. Omdat responsiekwaliteit een binaire 
variabele is, kan deze regressie niet met de 'klassieke' middelen onderzocht worden. In 
Hoofdstuk 4 worden twee methodes besproken om CAF's te verkrijgen. De eerste 
methode wordt de smoothing methode (de glad-strijkmethode) genoemd. Deze methode 
wordt beschreven door Wood en Jennings (1976). Bij deze methode wordt de as waarop 
de responsietijden staan verdeelt in een aantal intervallen die een ongeveer gelijk aantal 
responsies bevatten. Per interval worden de gemiddelde responsietijd en de proportie 
correcte antwoorden berekend en deze worden tegen elkaar uitgezet. De tweede methode 
behelst het gebruik van een regressiemodel. Omdat responsiekwaliteit een binaire 
variabele is, volstaat het klassieke lineaire regressiemodel niet, maar moet men een 
speciaal regressiemodel gebruiken. Een voorbeeld van zo'n regressiemodel is het 
logistische regressiemodel; dit regressiemodel hebben we in de analyses, waarover 
gerapporteerd wordt in Hoofdstuk 4 en 5, gebruikt. Over de voor- en nadelen van beide 
methodes wordt in Hoofdstuk 4 nader ingegaan. 
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Met betrekking tot de speed-accuracy trade-off condities wordt eerst een overzicht 
gegeven van verschillende manieren waarop deze condities geconstrueerd kunnen 
worden. Vervolgens wordt met een simpel procesmodel geïllustreerd dat de resultaten 
van een experiment beïnvloed kunnen worden door het type conditie die in dat experiment 
gebruikt worden. Meer specifiek, er wordt aannemelijk gemaakt dat, indien het 
procesmodel valide is, de resultaten van een experiment met het ene type conditie een 
bevestiging van de adjustable timing hypothese zouden tonen, terwijl de resultaten van 
een experiment met een ander type conditie tot een verwerping van de adjustable timing 
hypothese zouden leiden. Dit vormt een groot probleem met betrekking tot de toetsing 
van een model voor tests met een tijdslimiet met behulp van een traditioneel 
speed-accuracy trade-off experiment, aangezien het niet duidelijk is van welk experiment 
de resultaten naar de testsituatie gegeneraliseerd kunnen worden. Daarom wordt in 
Hoofdstuk 6 een ontwerp voor alternatief type experiment gegeven waarmee dit probleem 
eenigzins vermeden kan worden. 
Zoals reeds vermeld worden in Hoofdstuk 4 de twee methoden om CAF's te 
bepalen vergeleken. Het blijkt dat de regressiemethode superieur is, omdat er in het 
experiment sprake was van een groot leereffect. Ten gevolge van dit leereffect waren de 
responsietijden op het einde van het experiment veel korter dan de responsietijden in het 
begin, terwijl er op het einde ook veel minder fouten werden gemaakt dan in het begin. 
De smoothing methode biedt geen middelen om te corrigeren voor dit leereefect met als 
gevolg dat de vorm van de CAF zoals bepaald met behulp van de smoothing methode 
gedeeltelijk bepaald wordt door het leereffect. De regressiemethode biedt wel middelen 
om voor dit leereffect te corrigeren, ook al was de opzet van het experiment niet ideaal 
geschikt voor de regressiemethode. De voornaamste conclusies uit de analyses waren: 
1. er blijken grote individuele verschillen te bestaan voor wat betreft gemiddelde 
responsietijden, proporties correcte antwoorden en CAFs (er zijn stijgende, dalende en 
vrijwel vlakke CAF's gevonden); het negeren van deze verschillen kan tot foutieve 
conclusies leiden. 
2. de adjustable timing hypothese werd niet verworpen. 
In Hoofdstuk 5 worden de resultaten van een tweede experiment gepresenteerd. Dit 
experiment was opgezet met de bedoeling om met behulp van de regressiemethode 
geanalyseerd te worden. In dit experiment werd gebruikt gemaakt van zogenaamde 
pay-off condities; bij dit type conditie wordt middels een beloningsysteem getracht om het 
snelheid-nauwkeurigheid compromis van de proefpersonen te beïnvloeden. Het idee was 
dat door gebruik te maken van dit type conditie, de proefpersonen zo vrij mogelijk gelaten 
werden om hun eigen responsietijden te bepalen; deze vrijheid is ook aanwezig in de 
testsituatie, zodat het aannemelijk lijkt dat de resultaten van een experiment met dit type 
condities goed gegeneraliseerd kunnen worden naar de testsituatie. Er werden twee 
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verschillende pay-off speed-accuracy trade-off condities gebruikt in dit experiment, een 
snelheidsconditie en een nauwkeurigheidsconditie. Bij een voorexperiment bleek echter 
dat de proefpersonen geen onderscheid maakten tussen de twee condities; de gemiddelde 
responsietijden en de proporties correcte antwoorden waren in beide condities gelijk. 
Daarom werd een auditief teken gebruikt om de condities meer onderscheidend te maken, 
dit teken bestond uit een aantal korte, steeds sneller op elkaar volgende piepjes. Bij de 
snelheidsconditie werd het eerste piepje eerder gegeven dan bij de nauwkeurigheids-
conditie en bovendien was ook de tijd tot het tweede, derde, vierde, etc. piepje korter. Na 
inbreng van deze piepjes werd er wel een onderscheid tussen de condities gemaakt. Bij de 
analyse met behulp van de regressiemethode worden verschillende modellen gefit en er 
wordt gekeken of het ene model significant beter bij de data past dan het andere model. 
Door in de verschillende modellen al dan niet parameters op te nemen die coderen voor 
conditie-effecten kan gekeken worden of de conditie invloed heeft op de regressie CAF. 
Dit bleek overduidelijk het geval te zijn en dus lijkt het dat op basis van dit experiment de 
adjustable timing hypothese verworpen dient te worden. Er is echter ook een alternatieve 
verklaring voor de conditie-effecten te geven. Uit het commentaar van de proefpersonen 
bleek namelijk dat zij de piepjes als een soort 'deadline' hanteerden; men probeerde 
bijvoorbeeld voor het tweede piepje te antwoorden. Daardoor was de mate van controle 
over de responsietijden veel groter dan oorspronkelijk de bedoeling was. Het reeds in 
Hoofdstuk 3 opgemerkte fenomeen, dat de uitkomsten van een experiment beïnvloed 
kunnen worden door het type speed-accuracy trade-off conditie, zou ook hier een rol 
hebben kunnen spelen. Meer bepaald, de tegenstrijdigheid van de conclusies uit de twee 
experimenten zou goed het gevolg kunnen zijn van het verschil in type speed-accuracy 
trade-off conditie. 
In Hoofdstuk 6 wordt een opzet voor een alternatief experimenttype gegeven. Waar 
in een traditioneel speed-accuracy trade-off experiment de proefpersonen aan alle 
condities deelnemen (een zogenaamd binnen-proefpersonen experiment), nemen de 
proefpersonen in het alternatief slechts aan één conditie deel (een tussen-proefpersonen 
experiment). Door random toewijzing van de proefpersonen aan de verschillende 
condities zullen de groepen proefpersonen per conditie met betrekking tot stabiele 
persoonstrekken ongeveer equivalent zijn. Met betrekking tot de keuze voor een bepaald 
snelheid-nauwkeurigheid compromis zullen de groepen per conditie natuurlijk 
verschillen. Men kan vervolgens toetsen of een bepaald model goed past bij de data die in 
iedere conditie verzameld zijn en of de parameters die stabiele persoonseigenschappen 
representeren in alle condities gemiddeld genomen ongeveer gelijk zijn aan elkaar. Ook 
kan men nagaan of de parameters die de keuze voor een bepaald snelheid-nauwkeurigheid 
compromis representeren tussen de condities systematisch verschillend zijn; mocht dat 
laatste niet het geval zijn dan is duidelijk dat de condities geen invloed hebben gehad op 
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de keuze voor een bepaald snelheid-nauwkeurigheid compromis. Op zich is er dan 
natuurlijk nog steeds het probleem van wat 'goede' speed-accuracy trade-off condities 
zijn. Dit probleem heeft nu echter een andere betekenis gekregen. Waar in het traditionele 
speed-accuracy trade-off experiment de vraag naar wat goede speed-accuracy trade-off 
condities zijn enkel op subjectieve gronden beantwoord kan worden, er zijn immers geen 
criteria voor wat goede condities zijn, is in het alternatieve experimenttype deze vraag een 
vraag naar het bereik van het model geworden. Stel bijvoorbeeld dat het volgende 
experiment wordt uitgevoerd: een set van items wordt bij twee groepen proefpersonen 
afgenomen; de éne groep krijgt 15 minuten voor de items terwijl de andere groep 30 
minuten krijgt. Mocht een bepaald model goed blijken te passen bij de data verzameld in 
de twee condities en mochten er geen verschillen zijn in de parameters die de stabiele 
persoonseigenschappen representeren, dan is het duidelijk dat dit model geschikt is om 
op basis van de testgegevens een vergelijking tussen proefpersonen te maken ongeacht de 
tijdslimiet waarmee de test afgenomen wordt. Zijn er wel verschillen tussen de parameters 
die de stabiele persoonseigenschappen representeren, dan is het duidelijk dat zo'n 
vergelijking niet mogelijk is met het model. Dan zou men ofwel de test altijd met een 
gelijke tijdslimiet moeten afnemen, ofwel een algemener model moeten nemen indien men 
van mening is dat zo'n vergelijking wel mogelijk zou moeten zijn. Op deze manier 
kunnen verschillende experimenten duidelijk maken wat het bereik in toepassings-
mogelijkheden van verschillende modellen is en kan iedere onderzoeker vervolgens 
bepalen wat het meest geschikte model voor zijn of haar specifieke empirisch domein is. 
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