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The regular representation of O(n, N) acting on L”(O(n, N)/O(n, N - 1)) 
is decomposed into a direct integral of irreducible representations. The homo- 
geneous space O(n, iV)/O(n, N - 1) is realized as the hyperboloid H = 
{(x, t) E Rn+N : 1 t I2 - 1 x Ia = 1). The problem is essentially equivalent to 
finding the spectral resolution of a certain self-adjoint invariant differential 
operator q n on H, which is the tangential part of the operator 0 := d, - d, 
on Rn+N. The spectrum of q n contains a discrete part (except when N = 1) 
with eigenfimctions generated by restricting to H solutions of /Ju = 0 which 
vanish in the region 1 t 1 < 1 x I, and a continuous part SC . As a representation 
of O(n, N), SC @ .ZZ is unitarily equivalent to the regular representation on L2 
of the cone {(x, t) : 1 x Ia = 1 t I*}, and the intertwining operator is obtained 
by solving the equation jJu = 0 with given boundary values on the cone. 
Explicit formulas are given for the spectral decomposition. The special case 
n = N = 2 gives the Plancherel formula for SL(2, Ii). 
1. INTRODUCTION 
The theory of spherical harmonics establishes a three way equiv- 
alence between (a) irreducible representations of the rotation (or 
orthogonal) group acting on the sphere, (b) eigenfunctions of the 
spherical Laplacian, and (c) homogeneous harmonic functions. In 
this work we establish an analogous theory for the action of pseudo- 
orthogonal groups on hyperboloids. 
Given positive integers n and IV, we consider the nondegenerate 
quadratic form t12 + *.a + tN2 - xx2 - ... - xn2 in En+N, and the 
group O(n, IV) of real linear transformations that preserve this form. 
Under the action of O(n, N) the Euclidean space En+N decomposes 
into orbits of four types: 
(1) the origin, 
(2) the cone 1 t 12 - 1 x 12 = 0, 
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(3) the hyperboloids ( t j2 -- / x I2 = m2, m ;> 0, 
(4) the hyperboloids j t I2 -- / x I2 == -m2, m > 0. 
The dilation group (matrices of the form xl) acts on the cone but 
permutes the hyperboloids of type (3) and (4). Thus we shall consider 
only the hyperboloid N = {x, t : 1 t I2 - 1 x I2 = 1} since the others 
may be obtained from it by dilation or by interchanging x and t. H is 
the natural analogue of the unit sphere in the theory of spherical 
harmonics. 
Both the cone C = (x, t : j x 1 = / t I> and H carry essentially 
unique invariant measures under the action of O(n, N). We thus 
obtain two regular unitary representations of O(n, N) on L2(C) and 
L2(H). We wish to obtain the decomposition of these representations 
into their irreducible pieces. For L2(C) this is easy, thanks to the 
action of the dilation group. The result is essentially a Mellin trans- 
form. The study of L2(H) is more complicated. 
In analogy with the Laplacian we introduce the operator 
q = d, - A, . We use this notation because 0 is essentially the 
classical wave operator in case n = 1 or N = 1. We note that 0 
commutes with the action of O(n, N). We introduce hyperbolic 
coordinates in the region / t I2 - / x I2 > 0 as follows: 
and h = x/m , t/m E H. 
In terms of h, n2 we may write 
q =-&- n+y&+&n, 
where n7h is a second order partial differential operator on H which 
commutes with the action of O(n, N). 
The operator Uh is self-adjoint and so admits a spectral 
decomposition. This spectral decomposition also gives us the 
decomposition of the representation of O(n, N) on L2(H) (aside from 
a trivial decomposition into even and odd functions). The basic 
observation we use is that if f(h) is an eigenfunction of q h with 
eigenvalue A, q hf = A., then my(h) is a homogeneous (of 
degree a) solution of c]u = 0 in the region 1 x 1 < 1 t I, provided 
h = ,(a + n $- N - 2), or in other words 
01 -z -(n + N - 2)/2 & {[(n + N - 2)/212 + x}lj’. 
Thus formally 
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for B = [(n + N - 2)/212 + q h , is a solution of J7u = 0 in 
j x / < j t / for arbitrary f ELM. The problem is that B is not a 
positive operator so d/B is not well defined. We overcome this by 
dividing up B (and hence L2(H)) into a sum of its positive and 
negative parts. That is, if we denote by P(a, 6) the spectral projection 
associated with B onto the interval (a, b], and #(a, b) = P(a, b) L2(H), 
then B restricted to Z(- co, 0) and X(0, co) is respectively negative 
and positive. 
We study first the spectrum of B in (0, co). 
THEOREM. Suppose 0 < a < b < co and f E %(a, b). Then the 
function 
u(m, h) = 
-+-~+~[P(a,b)B] 
m f 
set equal to zero in the region j x j > j t j is a (weak) solution of au = 0 
in En+N. 
The result is significant because, using results of a previous paper 
[7] we can describe explicitely all solutions to q u = 0 which vanish 
in ( x j >, j t j, and we can pick out those whose restriction to H is in 
L2. We show that there are no such solutions for N = 1, but for N > 1 
we have a discrete spectrum for B in (0, co). Corresponding to each 
eigenvalue is an infinite-dimensional subspace of L2(H) which splits 
into two irreducible unitary representations of O(n, N). We obtain 
explicit real orthonormal bases in terms of elementary functions. 
Turning our attention to Z(- co, 0) we solve the Cauchy problem 
for 17 with data on H. 
THEOREM. Given f, g E X(- co, 0), the function 
-___ 
u(m, h) = m 
issze unique solution of q u = 0 in / x ) < / t / satisfying u( 1, h) = f + g 
i(--P(--00, O)B)-112(m(au/am) - [(n + N - 2)/2]u)(l, h) = g -f. 
Furthermore the norm 
J’, 1 I u(m, h)12 + / (-P(-w O>JW2 
( au X mam- 4-N-2 2 u) (m, h) /el mn+N-2dh 
is independent of m and equals 2 11 f 11: + 2 IIg 11; .
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Next we let m -+ 0 and take limiting values on the cone C. When 
we do this the invariant measure mn+N--2 dh on the hyperboloid 
)t)Z- jx :2 = m2 tends to the invariant measure on the cone. Thus 
we expect to get a unitary operator from Z(- 00,O) @ Z(- co, 0) 
to L2(C) which clearly intertwines the group action. 
The actual proof of this fact is difficult and involves an explicit 
construction of the inverse of the intertwining operator. This 
construction furnishes a soIution of au = 0 in [ x j < 1 t j with 
prescribed boundary values in L2(C). The isometric property of the 
intertwining operator follows from the above theorem and an 
application of the dominated convergence theorem. The estimates 
that show the dominated convergence theorem apply are quite delicate 
and appear in Appendix B. 
Let us describe this intertwining operator more explicitly. We 
introduce coordinates x’, t’, s in C, as follows. x’ = x/l x 1 E P-l, 
t’ = t/i t / = SN-l and s = 1 x 1 = 1 t I, 0 < s < cg. The invariant 
measure is P+@~ dx’ dt’ ds. An arbitrary function in L2(C) may be 
written 
and 
l/F II; = $ j-1 jj I dx’, f> PY dx’ dt’ 4. 
THEOREM. For each p # 0 there exist positive constants a(p) and 
b(p) such that 
A(p) t&x’, t’) = a(p) 1 / j x’ [’ - t’ . T’ \-*“cj([‘, 7’) d-r’ df 
ga-1 sN-’ 
is a unitary operator on even functions in L2(Sn-l x SN-l) and 
B(p) #(xl, t’) = b(p) jsnel jsNml j x’ . 6’ - t’ * 7’ ,--+, 
X sgn(x’ f [’ - t’ . T’) #(.$‘, T’) dT’ d[’ 
is a unitary operator on odd functions in L2(Sffl-I x SNV1). 
Thus we may write 
Hdx’, t’, PI + d-x’, -t’, P>> = a(p) 4~) #I 
and 
B(9+‘, t’, P) - d-x’, -t’, PN = b(P) B(P) $2 
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hence 
Q’, t’, s) = & jjj 
n+N-2 
1 $’ , 6’ _ t’ , g /--T-+ip 
-2!$S+ ip 
%w, 7’9 P) s 
x d,$’ dT’a(p)2 dp + & jjj ) XI . ,$’ _ t’ . T’ I-+=+ ” 
n+N-2 
X sgn(x’ + [’ - t’ - 7’) aj2((‘, T’, p) s-z+ ip d[’ d&(p)2 dp. 
Furthermore 
IIN =&s” jj I #1(4’, 7 7 P1 I2 de dqP12 df -co 
1 * 
+z- --R) I IJ I #2(i?, T’, p)12 dS’ d+Qp)” dp. 
We now define 
24(x, t) = jjj I x * 5’ - t - 7’ I 
-~ 
n+t-2 + ‘+I( f’, T’, p) dsf’ dr’a(p)2 dp 
X sg+ * 5’ - t * 7’) $2(f’, T’, p) d[’ d#b(f)2 dp. 
We see that u(x, t) = F(x, t) for (x, t) E C and T]u = 0 in En+N 
(essentially any function of x . 5’ - t * r’ has this property). Finally 
u(m, h) may be written in the form 
n-i-N-2 --- ilk+m ,O)B] 
f+m 2 .!zP 
where f and g are obtained by restricting u to H and extending the p 
integration only over (0, co) and (-co, 0), respectively. 
Thus we may conclude that an arbitrary function f E &(- co, 0) 
may be written 
x &(f’, T’, p) df’ d+d2 dp 
x W’(x -t’ - t . 7’) $,(f’, T’, p) df’ dT’b(p)2 dp, 
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We may also show that 
and 
#,(f', T', p) = jH 1 x . 5' - t . T' ,-2+F-ip sgn(x 5’ - t . T’)~(x, t) dh, 
if the integrals are interpreted in a suitable sense. The expansion 
obtained decomposes Z( - 00, 0) into a direct integral of irreducible 
unitary representations of O(n, IV). The measures a(p)” dp and 
b(p)2 dp are the Plancherel measures. The functions a(p) and b(p) 
may be evaluated by computing A(p) and B(p) for a single function. 
This is done in Appendix A. 
The restriction of p to (0, 00) in the analysis of L2(H) may be 
explained as follows: the restriction to C of functions of the form 
ss / x . [’ - t . T’ j
--!!kE?+ ip 2 dt’, 7’) dt’ d7’, 
with q~ EL~(S~-I x SN-‘) gives a unitary representation R, of O(n, N). 
The restriction to H gives an equivalent representation R,‘. Now R, 
and R-, are equivalent representations, but they are not identical 
spaces of functions. On the other hand R,’ and R’_, are identical. 
This fact has its analog in the theory of spherical harmonics: any 
spherical harmonic of degree k on the sphere 9-l may be extended 
to a homogeneous olution of du = 0 in En\(O) in two ways. It can be 
made homogeneous of degree k or 2 - n - k. Also the representation 
of homogeneous solutions of q u = 0 in the form 
n+N-2 -- l x’ . E’ - t .rl 1 2 #“, 7’) d&’ dr’ 
has as its analog the fact that an arbitrary spherical harmonic of degree 
k may be written 
s (x1 + ix” . 6’)” dP) dt’, s-2 
where X” denotes (x2 ,..., x,). 
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The basic properties of the irreducible representations appearing 
in L2(C) and L2(H) are discussed in Se&on 2. The discrete part of 
,52(H) is analyzed in Section 3, and the continuous part in Section 4. 
We have benefitted in this work from the special cases worked 
out in Gelfand, Graev and Vilenkin [l] (n = 3, N = 1, and vice 
versa) and Vilenkin [9] (N = 1). We have also incorporated some 
ideas implicit in M. Riesz [SJ. Molcanov [4] has announced similar 
results in the case where n or N is odd, using different techniques. 
See [3], [6] and [8] for other special cases, and Helgason [2] for 
generalizations in another direction. 
The special case of 0(2, 2) acting on the hyperboloid has an 
interesting interpretation. The quadratic form t12 + t,2 - xl2 - x22 
is easily seen to be equivalent to the form ad-&, the determinant 
of a 2 x 2 matrix. Thus the hyperboloid may be identified with 
,X(2, R) and the group action is that of SL(2, R) acting on itself on 
both the left and the right. Thus we essentially obtain the Plancherel 
formula for SL(2, li). 
After completing this work we learned of an earlier solution of the 
same problem by Limit, Niederle and Raczka [lo]. Their method is 
based on a direct computation of the eigenfunctions of /Jh in terms 
of hypergeometric functions. The formulas they obtain are 
considerably more cumbersome than ours. 
Also L. Ehrenpreis has independently studied a related set of 
problems using an approach similar to ours (personal communication). 
2. BASIC REPRESENTATIONS 
Consider Euclidean space En+N equipped with the quadratic form 
h2 + *..+tN2-x12-.*.-xn2= jt12- Ix12,tEEN,xEEn.The 
group of linear transformations preserving this form is denoted 
O(n, N). It is clear that the sets C = {(x, t) : j x 1 = j t I)\{(O, 0)) 
and H,* = {(x, t) : 1 t I2 - [ x [ 2 = fm2}, for 0 < m < co, are 
invariant under the action of O(n, N). We claim that the action is 
transitive on each of these. Indeed by an orthogonal transformation 
the x and t variables separately we may transform an arbitrary point 
into one of the form x1, 0 **a 0, t, , 0 .*a 0. Thus the problem is 
reduced to the case n = N = 1. But O(1, 1) contains inversions 
( *fl 0 1 and hyperbolic rotations ( 
cash % sinh % 
0 Ikl sinh % cash % 1 
which are easily seen to be transitive on the hyperbolas t2 - x2 = fm2 
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and on t = ix. Thus C and H,* are homogeneous paces of O(n, AT). 
We may identify the isotrop? subgroups associated with these spaces 
in the folIowing. 
For Hi+ we seek the subgroup of O(n, N) which leaves the point 
x = 0, t = (1,O )...) 0) invariant. This is exactly the group which 
fixes t, and acts on x1 ,..., x, , t, ,..., tN preserving 
t,2 + . . . + t,2 - x12 - *.. - x 2 n 
and so may be identified with O(n, N - 1). The same holds for Ii,+ 
(indeed ml establishes an isomorphism between HI+ and HwL+), and 
for H,n- the isotropy subgroup is O(n - 1, N). The isotropy subgroup 
for C may be identified with the “motion group” En+N-2 semidirect 
product O(n - 1, N - I). 
We next construct invariant measures on H,,h and C. Since every 
transformation in O(n, N) has determinant _f 1 the Euclidean measure 
dx, +-- dx, dt, *+* dt, is invariant. If we introduce coordinates 
x1 , x2 ,---, x, > t, ,*.‘> tN, ?n in the region j t I2 - ) x j2 = m2 > 0, 
t, > 0 then 
dx, -1. dx, dt, 3.. dt, = 712 dm dx, ... dx, dt, ..’ dt,/t, . 
Since m is also invariant we see that 
dx, .‘. dx, dt, .‘. dt,/(m2 + / x I2 - t22 - *.. - tN2)li2 
is an invariant measure on Hm+, and letting m --t 0 we see that 
4 a.. dx, dt2 .a* dtN/(I x 12 - t,s - *a* - tNa)1/2 is an invariant 
measure on C. 
Let us consider a more convenient coordinate system for C. We let 
x’ = x/l x 1, t’ = t/1 t j and s = I x j = j t /, so that x’ E Sn-l, 
t’ E SN-l and 0 < s < co. In terms of these coordinates the invariant 
measure is sn+N--3 dx’ dt’ ds where dx’ and dt’ are the Lebesgue 
measures on P-l and SN-l. In case 12 = 1 (or N = 1) P-l (or P-l) 
is just the space of two points f 1 with counting measure. 
Let BOO, BG1 be the spaces of even and odd C” functions on C 
which are homogeneous of degree a in s, for any complex number 
u. The functions in d,O and gO1 are of the form sUq(x’, t’) where 
q E C*(S+l x SN-l) is even or odd. We obtain natural representations 
of O(n, N) on G30’J and ~3,,l by the mappingf(c) +f(A-lc) for each 
A E O(n, N), c denoting a point in C. 
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PROPOSITION 1. Let u = -[(n + N - 2)/2] + ip, p real. If we 
introduce a Hilbert space norm on 53,,” and go1 by 
then O(n, N) preserves this norm. 
Proof. Because Re(o) = -(n + N - 2)/2 we have 
i s”~(x’, t)12 s”+*-’ dx’ dt’ ds 
= II s”9)(x’, t’)it j” 6 
a 
s-l ds = log a 11 s%p(x’, t’)ff . 
For A E O(n, N), let @I( x’, t’) be the transformed function. The 
region x’ E S n - 1, t’ E SN--1, a < s s b is transformed into a region 
of the form {(LX’, t’, s) : aq(x’, t’) < s < bq(x’, t’)) where q(x), t’) is 
a smooth function of x’ E P--l, t’ E SN-l. Thus 
J”J I a Sn-l sN-l j sy(x’, t’)12 s”+N-3 dx’ dt’ ds 
= js+ jsN-l ja,l:T:)i;’ / s%,b(x’, t’)12 s”+N-3 ds dx’ dt’ 
b 
log a 1 I,+', t’)12 dx’ dt’. 
Hence (1 scq~(x’, t )lL = 11 P#(x’, t’)llo . Q.E.D. 
Thus if we let &Oo and Z’l be the completion in this norm, so that 
ZPO and ZJ are the even and odd functions of the form 
n+N-2 --7+ 8 
S P)(x’, t’) 
with q~ EL2(Sn-l x S*-l), then we obtain unitary representations of 
O(n, N). We shall later show that these are irreducible, p # 0. 
Assuming this for the moment, let us show how to decompose the 
regular representation of O(n, N) on L2(C) into a direct integral of the 
representations X00 and so’. 
PROPOSITION 2. Let F(c) ELZ(C) and write F = F, + Fl where 
Fo = &F(c) + F(-4) is eve-n and Fl = &(F(c) - F(-c)) is odd. 
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Then there exist unique functions y,,(x’, t’, p) and q~~(x’, t’, p) which 
are even and odd in (x’, t’) satisfying 
/ (pj(x’, t’, p)12 dx’ dt’ dp = I/ Fj 11: for j = 0, 1, (2.1) 
and such that 
dx’, t’, P) dp, for j = 0, 1. (2.2) 
The mapping F + (yO , vl) is onto all pairs for which the integral in 
(2.1) is finite, and for F bounded and vanishing for s near 0 and co 
the mapping is given by 
ntN-2 
&$‘, t’, p) = s wFj(x’, t’, s) s-2-jp dsls. 0 (2.3) 
Proof. Letj = 0, 1. By Fubini’s theorem Fj(x’, t’, s) s--(~+~-~)/~ = 
g(s) satisfies JT j g(x)]” dsis < cc for almost every x’, t’. By the 
Mellin inversion formula g(s) = l/257 Jzm y)xx’, t’, p) sin dp where 
Jr 1 g(s)12 dsjs = li27r Jzcc 1 &x’, t’, p)12 dp (the Plancherel formula), 
and &x’, t’, p) = jr g(x) s-leip ds in the mean. Also the mapping 
g --+ cpi is onto all ~j with finite L2 norm. The proposition follows by 
integrating over x’ and t’. Q.E.D. 
We turn next to the question of irreducibility. Our argument is 
adapted from Vilenkin [9] who studies the case N = 1. 
Suppose go0 or go1 contained a closed invariant subspace. Since 
this space is invariant under the subgroup O(n) x O(N) it must be 
the closure of the direct sum of spaces Xi,k, where Xj,k is the finite 
dimensional space generated by soYi Yk(t’) where Yi is a spherical 
harmonic of degree j, and Yk is a spherical harmonic of degree k. 
Note %j,k Z go” if j + k is even and Xj,k C go1 if j + k is odd. 
Thus to prove irreducibility it suffices to show that if an invariant 
subspace contains Zj>k then it also contains #+17k+1, Zj+lTk--l, 
Xj-ltk+l and Zj-l,k-l. If N = 1 we restrict k = 0, 1 and if n = 1, 
j = 0, 1. 
Suppose XjJc is in our invariant subspace. We consider the 
function f (x’, t’, s) = sK’~-2)/2(x1/s) C(N-2)/2(tl/s) where CkA denotes 
the Gegenbauer polynomial. Then f E &?jpk. We apply a hyperbolic 
rotation 
( 
cash 01 sinh a 
sinh 01 cash a > 
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in the x1 , t, plane and obtain a function 
n-2 __ 
f&x’, t’, s) = S(cq . cj 2 ( 
x1 cash 01 + t, sinh 01 
i 44 ’ 
N-2 __ 
x c,c 2 ( x1 sinh 01 + t, cash 01 44 1 
where S(CY) = [s2 - xl2 + (x1 cash 01 + t, sinh ~y)~]r/~. We differen- 
tiate with respect to 01 and set (Y = 0 and obtain 
n-2 N-2 n-2 N-2 
F(x’, t’, s) = S%UCj 2 (24) WC, 2 (w) + P(1 - U2)[dCj 2 (U)/dU] vc, 2 (v) 
n-2 N-2 
+ s%c~(U)(l - v2)[dC~/drJ](a), 
where u = xl/s and v = t,/s. Since all the operations performed to 
obtain F from f take place within the invariant subspace, we have 
constructed a new function F in that subspace. 
PROPOSITION 3. Suppose n # 1 and N # 1. Then 
w, t’, 4 - @ _ zl+ 2j)* . (N _ 21+ 24** so 
n-2 N-2 __ __ -((u-i-w+ I)*@+ q**q+; (u)q$ (4 
n-2 N-2 - ___ 
+ (u + N - 2 + k -j)(N - 3 + A)** c,,,” (u) q-z, (4 
la-2 N-2 - __ 
+ (#J + n - 2 + j - k)(n - 3 +jj* q-f (4 c,,; (v) 
where the terms marked * are omitted if n = 2, and the terms marked ** 
are omitted ~7 N = 2. 
Proof. We use the recursion formulas for Gegenbauer polynomials 
valid for A > 0: [9], p. 514 
zq(u) = & Ki + 1) C~+,C4 + (2X + j - 1) C;-,(U)) 
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and 
dC A 
(1 - 22) -f(u) z-1 2(x +j) -J-- (--“i(i + 1) q+,(u) 
+ P +&lx3 + j - 1) c;&)) 
in case n .# 2, N # 2. For h = 0 the corresponding relations are 
UCj”(U) = ; C,“,&) + $ Cj”_&) 
and 
(1 - q fg (26) = - ; C,“,&) + ; C,“_&d) 
which are easily checked since Cio(cos 0) = cos jf?. The routine 
computations are omitted. QED. 
If (3 is not an integer, then none of the factors in (2.4) vanishes, so 
go0 and LSU1 are irreducible. The one case that remains to be 
considered is u = -(N + n - 2)/2 when N + n is even. In this case 
92 is irreducible if (n + N - 2)/2 is odd but gU1 splits into a direct 
sum of two spaces spanned by Zivk for j - k > (N - n + 2)/2 and 
j - k < (N - n - 2)/2; if (n + N - 2)/2 is even ~33~~ is irreducible 
and S@,O splits similarly. 
If N = 1 (or n = 1) the analysis is similar, and is given in Vilenkin 
[9] (except that he fails to note the modification in case n = 2). 
Briefly, if we start with 
n-2 
f(d, t’, s) = s”Cj 2 (x,/s)(sgn t)‘“, k = 0, 1, 
we obtain 
n-2 
F(x’, f, s) = (n _ l+ 2j)* s”((u -j)(j + l)* Cz(x,/s)(sgn t)k+l 
n-a 
+ (u + n - 2 +j)(n - 3 +j)* C,-f (x,/s)(sgn Qk+l). 
In this case all representations with u = -[(n - 1)/2] + ip are 
irreducible. 
Next we construct the basic intertwining operators that will be 
needed in the analysis of L2(H). The elements of go0 and ~3~1 are 
functions on C which may be regarded as distributions on Err+N 
supported on C (with some exceptions when o is an integer). The 
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intertwining operators are obtained by taking the Fourier transform 
of these distributions. More precisely, we consider 
Tf(x, t) = jam jsaml jsNel f (t’, T’, t;) ei(z.E’-t.T’)c<n+N-3 d[’ (27’ d< 
as a mapping from Cm(C) to distributions on En+lv. The mapping is 
defined in such a way that it commutes with the action of O(n, N). 
Iff E ~9,~ or gV1 we can actually carry out the integration in 5. Indeed 
f m pintN-3 cos(x - .$’ - t . r’)( dc 0 
= qo + n + N - 2) cos;(o+n+N-2)jx~5’-tq-~-~-~+2 
and 
I 
* 5o+n+N-3 sin(x * 5’ - t . ~‘)c d[ 
0 
=qo+n+N-2) sini(u+n+N-2)ix*E’- t -7’ l--o--n-N+Z 
. sgn(x + 5’ - t * 7’). 
The integrals converge only for u in a restricted range, but 
formulas hold in the sense of analytic continuation provided 
coefficients are finite. Thus if f = py(c, T’) for y even then 
Tf(x, t) = r(u + n + N - 2) cos ; (u + n + N - 2) 
the 
the 
. [ x . 4’ - t . T’ j-o-7+N+2 &‘, ,.‘) dg &’ 
and if 9 is odd then 
Tf(x, t) = * ir(u + n + N - 2) sing (CT + n + N - 2) 
. 
ss 
1 x - ,$’ - t * T’ I-u-n-N+2 sgn(x . f’ - t . T’) ~(LJ’, T’) df’ dr’. 
Note that Tf has the same parity as f and is homogeneous of degree 
-CJ - n - N + 2. Restricting Tf to C we obtain intertwining 
operators between .Q,O and @&&-N+2 , and between g,,l and 
91 - - D12 N+a , provided u is not an integer. Indeed we need only show 
that if 9 E C”(P-1 x SN-l) then 4 E C”(S+l x SN-l) where 
Tf(x, t& = s--~-~--N+~~ (x’, t’). But the transformation q~ --+ 4 is a 
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double spherical convolution and such transformations always 
preserve C”. Since .GBGs and BO1 are irreducible for (T not an integer, 
the intertwining operator must be onto. Thus we have established 
the following proposition. 
PROPOSITION 4. Suppose CJ is not an integer. Then 
S-o-n-N+2 j x’ . 5’ - t’ . T’ l--o--n-N-G! &‘, $) d[’ &I 
is an intertwining operator between the equivalent representations 
go0 and @!o-n-N+2 , and 
S-0-n-N+2 j XI . [’ - t’ . T’ I-o-n-N+2 sgn(x’ . 5’ _ f . /) 
* &f’, T’) d[’ d7’ 
is an intertwining operator between the equivalent representations $@,,I 
and 95,-4+2 . 
COROLLARY. If p # 0 is real there exist positive constants a(p) and 
b(p) such that 
A(p) p)(x’, t’) = a(p) J-j 1 x’ . 6’ _ t’ . g ,-T-ip &t’, T’) d5’ dr’ 
is a unitary operator on even functions in L2(5P1 x SNF1) and 
B(p) I&‘, t’) = b(p) J:l’ 1 x’ . 5’ - t’ . T’ ,-5- sgn(x’ * [’ - t’ . +) 
is a unitary operator on odd functions in L2(Sn-l x SN-l). 
Proof Setting (5 = -[(n + N - 2)/2] + ip in Proposition 4 we 
obtain intertwining operators between irreducible unitary represen- 
tations which must be multiples of unitary operators by Schur’s 
Lemma. Q.E.D. 
In Appendix A we compute a(p) and b(p). If either n or N is odd 
we find 
n+N-2 
a(p) = b(p) = 2(27# 2 ) 
I ( r n+y+ip)l 
I r(E,)I 
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If n and N are both even we find 
n+N-2 4-g-3 
and 
rk+N-2 
b(p) = l(2n))-( a ) 
I lYP)l 
For use in Section 4 we combine the above corollary with 
Proposition 2. We take F rzL2(C) and represent 
write 
and 
it as (2.2). Then 
Note that a(p) = a(-p) and A, * = A-, so A;l = A-, and similarly 
for b(p) and B, . Thus v. = a(p) A-p$O and v1 = b(p) B-,& . 
Substituting these relations in (2.1), (2.2), and (2.3) and observing 
that 
s( 
- ~)+ip 
1 x’ . ,$’ _ f . Tr ,-vFP~ = , x. E’ _ t. T, ,-(q=)+iP 
for (x, t) E C we obtain the following proposition. 
PROPOSITION. 5. Every function FE: L2(C) may be represented as 
F(x, t) = & lrn j j 1 x * f’ - t . T’ I-a+io $,(f’, T’, p) dp d/a(p)2 dp 
--m ~“-1 sN-1 
. Gf’, T’, P) A? dT’b(P)2 dp, (2.5) 
where q = (n + N - 2)/2, tie is even in (.f’, T’), C,J& is odd in (r, 7’) and 
(2.6) 
+ 1 &(4’, T’, p)12 by) 8’ dT’ 4. 
580/m/4-2 
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Furthermore we have 
?M~‘, T’, P) = s F(x, t) / x . 5’ - t . T’ [--Q--b dc, c 
(2.7) 
$4(5’, T’, P> = jp t) I x * 4’ - t . T’ I-@P sgn(x * 5’ - t . T’) dc, 
;f F ELI n L2. The integrals in (2.5) and (2.7) must be taken in a 
regularized sense (for instance replace -q by -q + z and continue 
analytically to 2: = 0 from Re z > q). 
3. THE DISCRETE SPECTRUM 
We introduce coordinates in the region / x 1 < 1 t j as follows: 
m = (1 t I2 - j x j2)1/z, x’ = x/l x /, t’ = t/l t I, r = 1 x l/l t I. Thus 
0 < m < co, x’ E P--l, t’ESN-l and 0 <r < 1. We let 
h = (x’, t’, r) E H. The measure dh = (1 - r2)-(n+N)12 r”-l dx’ dt’ dr 
is an invariant measure on H, and Euclidean measure dx dt = 
mn+N-l dm dh. The invariant measure on H,+ considered in Section 2 
is thus mn+N-2 dh: if f (x, t) is a smooth function of compact support 
then 
$3 iHf(m, h) mn+N-2 dh = jcf(c) dc. 
In terms of these coordinates the operator 0 = A I - A, may be 
written 
where 
a2 n+N-i a -- tl = - am2 m ~+&I,, 
q h = (1 - ry g + ((2 - N)r(l - r”) + (l - 7’ - r2)) g 
+ (1 - T2) Ll,t - (1 - 9) Ll,r . 
Here d I’ and A,* are the spherical Laplacians. These facts may be 
verified by routine calculations which we omit. 
Since 0 commutes with the action of O(n, N), so will ‘& . Also, 
if we consider q h as an operator onL2(H) with domain 9 = C,&,(H) 
then ‘& is symmetric because 0 is. To see that q h is essentially 
self-adjoint we prove 
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LEMMA 1. Suppose f ELM and q hf ELM (in the distribution 
sense). Then there exists a sequence fi E 9 such that fi -+ f in L2 and 
q hfj -+ C&f in L2. 
Proof. Let yE be an approximate identity in O(n, N), and define 
Then •~(9~ t f) = 9E * uhf, and P)~ *f E Cm(H). Thus we may assume 
that f E C”(H). We choose & E 9 such that I+$ = 1 for 0 < r < 
1 - lij and such that & , q J,!$ , and all first order derivatives 
corresponding to elements of the Lie algebra of O(n, N) are uniformly 
bounded. If we choose fj = &if then clearly fj -+ f in L2 and 
&fj --+ uhf by Liebnitz formula and dominated convergence. 
Q.E.D. 
COROLLARY. q h is self-adjoint on L2(H) with domain 
{fELyH): q hfEL2}. 
Proof. We must show that the domains of q n and q h* coincide. 
Iff is in the domain of q h * there exists g E L2 such that 
j-/(h) Oh ~(4 dh = j-/h) 44 dh for all ~3 EL2 
such that q hp, ELM. It follows that uhf = g so f is in the domain 
of & . Conversely if f E L2 and q hf E L2 we approximate f by fi as 
in the Lemma. Then 
j--h@) ah dh) dh = J; q hf,@> v(h) dh, 
and passing to the limit the same holds for f. Thus f is in the domain 
of a)&*. Q.E.D. 
Let P(a, b) be the spectral projection onto the interval [a, b) 
associated with the self-adjoint operator & + [(n + N - 2)/212, 
and let %(a, b) = P(a, b) L2(H). If 0 < a < b < co then 
B = P(a, b)(& + [(n + N - 2)/2J2) is a bounded, self-adjoint, 
positive operator in %‘(a, b), and hence we may form 
,,+B)“’ = exp((B)1/2 log m) for 0 < m < co 
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in the sense of the operational calculus for self-adjoint operators in 
&‘(u, b). We note that 
THEOREM 1. Let f E X(a, b). Then the function 
n+N-2 -- 
m 2 u(x, t) = +(BYfw~ for I x I < I t I 
* 0, for Ix/ 3 Itl 
satisfies u IH = f and q u = 0 in the distribution sense. 
Proof. It is clear from the definition that u JH = f. To prove 
q zc = 0 we shall show that u E LfJE”+N) and for every test function 
v E LS(P+~) we have 
11 24(x, t) q w(x, t) dx dt = 0. 
Now in ( x / < 1 t / we have dx dt = mn+N-l dm dh, and for 
fixed m we have 
s 1 u(m, A)12 & < m-n-N+2+2(b)“a llf II”, H 
so 
d 
ss 0 H 
) u(m, h)12 dh mnfN-l dm < s” m1+2(b)“e dm II f 11,” < co. 
0 
Thus u EL~~,(P+N). It follows that 
ss 
m 
u(x, t) q v(x, t) dx dt = ljq ss + d H u(m, h) q v(m, h) dh mn+N-l dm. 
restricted to %(a, b) is bounded and equal to P(a, b) iJh . Thus 
we integrate by parts and obtain 
m If d H u(m, h) q w(m, h) dh mn+N-l dm = dn+N-l fH (u(d, h) g (d, h) 
- & (d, h) v(d, h)) dh. 
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Now we know 
and 
SI u g (d, h) j2 dh < Cd-~-N+2(b)“z 
by a similar argument, Since v E 9 and the measure nFN--2 dh on 
H,+ is uniformly bounded on compact regions of En+N we have 
s / v(d, h)12 dh < cd-“-Nf2. H 
Now we compute from the chain rule that ajam = (x . V, + t . V,)/m 
so 
s, 12 (d, h) I2 dk < cd-n-N. 
Thus by Schwartz’ inequality we have 
Id”+N-‘j-(U%&$v)dhI <cd(b)“2, 
which tends to zero as d + 0 because b > 0. Thus 0~ = 0. Q.E.D. 
Now we are able to describe all solutions to 0~ = 0 which vanish 
in 1 x 1 > 1 t I. Indeed, if we restrict u or any derivative of u to t = 0 
we obtain a distribution in En with support at the origin. Thus by [7] 
u must be a sum of terms of the form 
y+k--l 
Y&) I t Fn p* (-&) (1 - ++)+ , 
where Yk is a spherical harmonic of degree k in EN and Pq is a homo- 
geneous polynomial of degree 4. (If [(n - N)/2] + k - 1 is a negative 
integer then 
-k--l 
[1 - (I x l”/l t ?>I+ 2 
must be replaced by a distribution supported by C. Since this vanishes 
on H it plays no role in our discussion). 
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Each such term is homogeneous of degree d = k - n - q. Now 
each such term may be written 
so the restriction to H will be in L2 (recall 
n+N 
--5- dh = dx’ dt’ (1 - 9) f-l dr) 
if and only if N--+f(k--1 -4)-d---n/2)- (N/2) > -1, 
in other words if and only if d > -(N + n - 2)‘2. Further- 
more it is clear that no sum of such terms can be in L2 unless d > 
-(N + 72 - 2)j2 in all the terms. (Note that d > -(N + n - 2)/2 
implies (N - n)/2 + k - 1 > 0). If N = 1 then we must have 
K = 0 or I hence d = k - n - q < 1 - n which contradicts the 
condition d > (1 - n)/2. Thus if N = 1 there are no nonzero 
functions in Z(O, co). 
Let N > 1 and fix d > -(N + n - 2)/2. The restriction to H of 
solutions to q u = 0 which are homogeneous of degree d are eigen- 
functions of ah corresponding to the eigenvalue d(n + N - 2 + d); 
hence the eigenvalue of 
FJh+(“+y-2)2 is (d+ n+T-2)2. 
Thus the spectrum of c]h + [(n + N - 2)/212 in (0, co) is discrete, 
with eigenvalues [d + (n + N - 2)j212 for each integer d > 
-(n + N - 2)/2. C orresponding to each eigenvalue is an infinite- 
dimensional eigenspace, denoted by Ed. The natural action of 
O(n, N) on E, gives a unitary representation. We shall show that 
these representations are irreducible by exhibiting an intertwining 
operator from a dense subspace of E, into irreducible subspaces of 
GFd-n-N+2 or 9td-n++2 . 
The intertwining operator is again constructed by means of the 
Fourier transform. If f E E, then 
f E -qa, 4 for O<a< d+ ( 
n+N-2 2 
2 ) <b<co. 
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We construct u as in Theorem 1. Since u is a homogeneous distribution 
of degree d (since d > --n - N there is no problem identifying a 
homogeneous locally integrable function with a homogeneous 
distribution) it is the inverse Fourier transform of a homogeneous 
distribution of degree --n - iV - d. Since 0~ = 0 this distribution 
must be supported on C; in fact we must have 
+a, t) = /j-j- ,W-t4’5&$‘, /) [--d--n-W d[’ dT’ 5W-3 d[ 
where ~(t’, T’) is a distribution on Sri-l x SN-l. It is clear that the 
operator f -+ y intertwines the actions of O(n, N) and preserves 
parity. Note that functions in Ed have the same parity as n + d. 
Now let us start with 
u(x, t) = Yk(t) j t 1-n d,iY,-,, gJ(l - +-) 
y+k-1 
, 
+ 
where Yr, and Yp-sj are spherical harmonics. We note that U(X, t) = 
Yk(t’) Y,&x’)g(J x 1, 1 t I). It follows from a well-known formula 
of Bochner that we must have q~(r, 7’) = cY~(~‘) Yq+(t’). From 
this we conclude that finite linear combinations of these functions 
(which are dense in Ed) are mapped into 9?d-+N+z or L@d-,+,,+z ;
in fact into the subspaces generated by &i*k where j + k has the same 
parity as n + d and k - j >, 71 + d. But by Proposition 3 this 
subspace is irreducible. 
To see this we must show that if an invariant subspace contains 
Xj>k for k - j > n + d then it contains (a) ~@j+l,~+r, (b) &+-l~~--~ 
(provided j, k > l), (c) sk+lJ-l (provided j > 1) and (d) Zk-i$jl+ 
(provided k -j - 2 > n + d and k > 1). Proposition 3asserts 
(a)-(d) provided certain coefficients do not vanish. We set 
u= -d-n -N++. To show (a) we need a-j-k #O; but 
a-j-k<--d-n-N++<-(n-N+2)/2<O.Toshow 
(b) we need a+n+N-4+j+k f0; but 
a+n+N-4+j+k=-d-2+j+k~2j+n-2>0 
(since k > j + n + d and j > 1). To show (c) we need 
o+n-2+j-k #O; but 
u+n-2+j-k=-d-N+j-k<-2d-n--N<-2 
(since d > (N + n - 2)/2). To show (d) we need 
o+N-2+k-j#O; 
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but 
o+N-2+t---j=-d-n+k-j32 
(since k - j - 2 > n + d). 
We may summarize our rest&s as follows: 
THEOREM 2. A?(O, co) is the orthogonal direct sum of Ed, d 
running over the integers greater than -(n $ N - 2)/2. The natural 
action of O(n, N) on E, gives an irreducible unitary representation of 
O(n, N). An orthonormal basis for Ed may be obtained as follows: 
(3.1) 
where k, j, q are nonnegative integers satisfying n + d = k - q, 
2j < q, and Y,LV and Y,-,j,jl are orthonormal bases for the spherical 
harmonics of degrees k and q - 2j in EN and En. The constants ck,i 
are chosen to make the L2 norm equal to one. If N = 1 then S(O, co) = 
{O}, and if n = 1 we restrict q - 2j to be 0 or 1. 
4. THE CONTINUOUS SPECTRUM 
We now analyze z@(- co, 0). Let us denote UC,,, A?(- co, -c) by 
s‘Z . We will later show that there is no point spectrum at zero so 
that in fact K = X(-co, 0). We will show explicitly that L2(C) is 
unitarily equivalent to K @ yt”_ . The basic idea is to solve the 
equation q u = 0 in the region m > 0 either by specifying the 
boundary value of u on C, or by specifying the boundary values of u 
and &+n on H. (The idea of solving the wave equation with 
boundary values on the light cone goes back to M. Riesz [S].) 
Let B = -P(-00, O)(oh + [(n + N - 2)j2]7. Then B is a 
positive selfadjoint operator on X . Let q = [(n + N - 2)/2]. 
LEMMA 2. Let f, g G ~5% , and let 
u(m, h) = m-q+i(B,“2f(~) + m-c’-i(B)l’zg(h)~ (4.1) 
Then u satis$es au = 0 in the region m > 0. For each fixed m > 0 
we have m au(m, h);‘am + qu(m, h) E 9(B-1/2) and 
iB-l/2 (m g + 4u) = +,+i(Bl”ef + m-HB)“>, (4.2) 
HARMONIC ANALYSIS ON HYPERBOLOIDS 363 
so that u has “Cauchy data” ~(1, h) = f(h) + g(h) and 
iB-1/2 
( 
m g + qu) (1, h) = -j(h) + g(h). 
Furthermore 
6 (I u(m, h)l2 + 1 B-1’2 (m 2 + P) (my 4 12) m2q dh = 2 II f II,” + 2 II g 11: 
for all m > 0. 
Proof. Let ZI be a test function in 9(En+N) with compact support 
in the region m > 0, so that v(m, h) vanishes for m near zero and 
infinity. It is clear that u is square-integrable on the support of v so 
we may integrate by parts to obtain 
ss u(x, t) lJv(x, t) dx dt 
x v(m, h) mn+N-l dm dh 
= 
JlJ 
v(m, h)(Oh + q2 + B) u(m, h) mn+N-3 dm dh. 
But u(m, h) E K for fixed m > 0 so (Oh + q2 + B) zc = 0 which 
proves that 0~ = 0. The remainder of the lemma may be verified 
by direct computation using the fact that mid% is unitary on X . 
Q.E.D. 
To construct the intertwining operator from &? @ X to U(C) 
we take the boundary values of u on C. In order to do this we need a 
more explicit form for zl which we obtain by constructing the inverse 
of the intertwining operator. We have shown (Proposition 5) that 
every function inL2(C) can be written in the form 
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where &, is odd, $1 is even in (t’, T’), j x 12 = 1 t 12, and 
Note however that F(x, t) so defined for all (x, t) satisfies OF = 0 
and if F restricted to H lies in L2(H) then in fact F IH E X . Write 
F = F+ + F- where F, and F- are. given by the same integral as F 
but with the p-integration restricted to 0 < p < 00 and - OD < p < 0 
respectively. 
THEOREM 3. Let f = F+ IH and g = F- jH . Then f, g ELM, 
and if u is constructed as in Lemma 2 then u = F. Furthermore 
llflli + II g II: = II F Ic Iii . The operator F lc --t (f, g) maps L2(C) onto 
22 @ 22 and intertwines the action of O(n, IV). 
The key step in the proof is an application of the dominated 
convergence theorem. The estimates needed are contained in the next 
lemma. The proof is quite technical and will be given in Appendix B. 
LEMMA 3. Let q1 E Cm(Sn-l), v2 E Cm(SN-f), and g 6 C&(0, a). 
Let 
u(x, 6 4 = Jom jsnBl j-,-, I x . E’ - t .T’ l-p+z+ip T&F) pAT’)g(p) dt’ dT’ dp, 
for Re x > 4. Then u(x, t, z) may be continued analytically to x = 0, 
the function u(x, t) = u(x, t, 0) is continuous away from the origin, and 
1 u(x, t)l sg c 1 t I-* (1 + I log I t II)-” if 0 < / t 12 - j x 12 < 1. The 
same conclusions hold if sgn(x * 5’ - t * 7’) is added as a factor in the 
integral, and if -p replaces p. 
Proof of Theorem 3. We start with a dense subspace of L2(C) 
consisting of functions of the form (4.4) with &, and $I equal to 
linear combinations of functions of the form ql(e’) TV g(p) with 
y1 E C y P--l), 972 E P( SN-“) and g(p) E Cr&( - co, co) vanishing 
near p = 0. The estimates of Lemma 3 thus apply to F+ and F- . 
Since j t I-“( 1 + / log j t / I)-’ E L2(C) and the invariant measure on C 
is the limit as m --+ 0 of the measures rnQ dh on H, , we conclude 
from the dominated convergence theorem that 
(4.6) 
Now examine f = F+( 1, h) and g = FJ 1, h). Lemma 3 implies 
that f, g E L2(N), and since they are integrals of homogeneous 
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solutions of 0~ = 0 of degree -q + + they must lie in &? . Then 
we may construct u by (4.1) in Lemma 2 and verify u = F (actually 
F+ = m-q+il/'if and F- = m-q--idg) either directly or by Holmgren’s 
uniqueness theorem (H is a noncharacteristic surface for 0). Since 
0 is group invariant the operator F jc -+ (f, g) intertwines the group 
action, and from (4.6) and Lemma 2 it is isometric. By completion 
it has these properties onL2(C). It remains to show that it maps onto 
$5 @ K (or a dense subspace of it). 
We take f, g E &‘(u, 6) with -co < b < a < 0 and construct u 
by (4.1). Lemma 2 implies that there exists a sequence mi -+ 0 such 
that u(mi , h) + F(c) ELM weakly. We write F in the form (4.4) and 
extend it into the region m > 0. By taking a subsequence if necessary, 
we have u(mj , h) - F(mj , h) -+ 0 weakly. From this we wish to 
conclude that u = F. 
Let 
We wish to show that q w = 0. As in the proof of Theorem 1 we 
take a test function z, E C,“,,(E”+N). Then 
JJ w(x, t) q v(x, t) dx dt 
= l&no lrny lH w(m, h) irlv(m, h) dh mn+N-l dm 
= hi0 my+N-l 
II H 
w(mj,h)$(mj,h)-g(mj,h)v(mj,h)ldh. 
But w(mj , h) -+ 0 weakly and m(i3v/iYm)(m, h) is continuous so 
s H w(ml,h)mj~(mj,h)m~dh-tO. 
For the remaining term we write w = m-n+idZf + m-a-iGg so that 
s 
m ~(mj,h)v(m3,h)mjz9.dh 
H “am 
ZZZ I H m;Q+itB)l’ef(h)(-p + i fi) v(mj , h) my dh 
+ lH m;q-i(B)““g(h)(-q - i z/Bj v(m3 , h) rn? dh. 
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Now without loss of generality we mAy assume rnp+iGf ---f 0 and 
rniq-il/gg -+ 0 weakly. Also (q f i 1/B) v(m, h) is continuous as a 
function of m into L”(li, , m2q dh) so as mj + 0 the integrals converge 
to zero. Thus Ow = 0. 
But we have already described all solutions of q eu = 0 which 
vanish in 1 x / > 1 t 1 and with restrictions to H in L2(N), and we 
have seen that they have restrictions to H in X(0, co). Since w IH E X- 
it must vanish, and repeating the argument for H, m > 0 we conclude 
that w = 0, hence u = F. Q.E.D. 
Next let us show that there is no point spectrum at zero; in other 
words there exist no nonzero f ELM such that u(m, h) = m-qf (h) 
satisfies q u = 0 in the region j x 1 < / t I. 
For if there were we could find a sequence mj ---f 0 such that 
u(mj , h) -+ F(c) EL2(C) weakly. Repeating the argument above we 
conclude that u = F + w where F is of the form (4.4) and w may 
be extended by setting w = 0 in / x / > I t 1 to satisfy q w = 0 in 
En+*. Since F jR E X we must have w IH E X(-co, 0) and hence 
w E 0 by our previous analysis. But then F = m-“f(h) which can 
only happen if F = 0. 
We can now combine the results obtained as follows: 
For CELL we define a “Fourier transform” 
f = {@k,k,,j.j,h $o(F, 7’7 PI7 $l(E’S T’, PN 
by the equations; 
a k.k’.j.f = 
s 
Hf(h).fk.k’,jd’(h) & 
z),(F, T’, p) = j,f(x, t) / x . E’ - t * 7’ I--Q--i0 dh, 
and 
x . 5’ - t . T’ pip sgn(x * 5’ - t * 7.‘) dh, 
where fk,k*,i,ip are given by 
T’E SN-l and 0 <p < co. 
We then have the “Fourier 
f(% t, = c uk.k’,j,j’(x? t> 
(3.1), q = (n + N - 2)/2, 5’ E P-1, 
inversion formula,” 
) x . F _ t . T’ p+iP 
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and the “Plancherel formula,” 
+ I Mt’, ~‘3 p)l” 4~)~) A? dr’ 4, 
where a(p) and b(p) are given by (A. 15) or (A.17). We have not 
actually given the proof of the “Fourier transform” formula, but it is 
a simple consequence of the “Fourier inversion formula” and the 
“Plancherel formula.” The results of Section 2 show that we have 
expressed Lz(H) as a direct integral of irreducible representations of 
O(n, NJ- 
APPEND1X.A. COMPUTATIONS OF a(p) AND b(p) 
CASE I. N = 1. Here we have 
A(~) a,+‘, t’) = u(~) C j 1 x’ . E’ - t’ . T’ I*’ #(k’, 7’) dt 
7’sfl s”-’ 
and 
B(p) $(a!, t’) = b(p) c j 1 x’ - E’ - t’ * 7’ ,p++ 
7'=fl P-1 
. s&x’ * r - t’ . T’) #(.$‘, 7’) d,$‘. 
We choose #(a!, t’) = CkA(.$’ . q’) sgn(+ where h = (n - 2)/2 and 
Cka is the Gegenbauer polynomial 
GV) = 44 - p)i-A (AL)” (1 - @w-t, (A-1) 
w + 4) qa + A) 
dk,n = (-2)” r(K + 1) r(h + K + &) T(24 G4.2) 
(for these and other formulae in this appendix see Vilenkin [9]). 
Then Ckd(.$’ -7’) is a spherical harmonic so 
U(p)-l A(p)&‘, t’) = g(p, k, j, n, 1)$(x’, t’) if K + j is even, 
and (-4.3) 
b(p)-l B(p)#(x’, t’) = g(p, k, j, n, 1)$(x’, t’) if K + j is odd. 
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We compute g(p, K, j, n, 1) by evaluating at x’ = q’, T’ = 1 : 
g(p, ki n, 1) = Ck”(l)-l2w,-, x 
I 
n (1 _ cos ($+ (sin 19)~~~ C,“(cos 0) de 
0 
I-n+ip 
ZZZ CkA( 1)-l dk,A2w,-z 1’ (1 - t) 2 
-1 
($)” (1 - tZ$* dt 
= Ckh( 1)-l dk,h2w,-2 
r (q + ip) 
r 3-n 
( 
- 
2 
- k + $3) 
. : (1 _ t)-k+F+‘p (1 _ tat+-? dt. 
s 
The substitution s = *(l - t) shows 
s ’ (1 - t>” (1 + t)” dt = 2”+“+1/9(u + 1, z, + 1) -1 (A.4) 
= p+v+1 m + 1)Q + 1) 
qu + .7J + 2) 
so we find 
g(p, k, j, n, 1) = ek,~2k+q+ip 
r (+ + ip) 
r 
( 
y - k + 2-p) 
qip) r (k + q-) 
. 
r (K + 9 + ip) ’ 
where 
e 
wn-2dk,A m + 4) 
IcJ = C,A(l) = wn-2 (--2)k l-(X + k + 4) 
n-1 
= (-1)” 
?TT 
2k-lr 
( 
++k)’ 
(A.5) 
(A4 
The integrals are absolutely convergent for Im p sufficiently negative, 
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but (A.5) may be analytically continued to Imp = 0, where we 
compute 
using the identities 
r(x) q1 - x) = &-p 
and 
qq = r(x). 
Comparing (A.7) and (A.3) we find 
l--n I ( r 
a(P) = b(p) = 2(277)2 
+++)I 
I w4l - 
CASE II. N = 3, n > 1. Here we have 
A(p) #(x’, t’) = a(p) fsNel sPel 1 x’ . 5’ - t’ . 7’ j-F++ 
and 
B(P) #(x', f) = b(p) J‘,,, /P-l 1 x’ . gl - t’ - 7’ ,-T+* 
* sgn(x’ * 4’ - t’ * 4) #‘, 7’) de d+. 
We take #(Q, 7’) = Cka(f’ * 7’) C,“(r’ * 0’) and observe that 
(A4 
64.9) 
(A. 10) 
and 
a(p)-l A(p) $(x’, t’) = g(p, k, j, n, N) +4x’, t’) 
b(P)-laP) VW, t') = g(P> kj, % N)$qx', t') 
(A.11) 
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for k -1 j even and odd respectively. Here A = (n - 2)/2 and 
p -== (N - 2);2. We evaluate at x’ = q’, t’ = u’, j = 0: 
g(p, ?z, 0, n, 3) = C,“(l)-1 wnwz27r 
. CkA(cos B,)(sin B1)n-’ sin 8, de, dB, 
11 
= 27re,,, ss 1 t, - t, j-*ip [sgn(t, - t.# -1 -1 
k (1 - t,2)k+“-* dt, dt, 
4nek.l 
= l--n s 
’ 
cI + ip -’ 
(1 - $+’ (&)” (1 - t12)k+W dtl 
2 
27r 
= l---n gh 4 0, % 1). 
-Tj-- + if 
Comparing with (A.lO) we find 
-I ( a(p) = b(p) = 2(27r)-( a: ) r y + +)I I W)l - (A.12) 
CASE III. N odd, N > 5, n > 1. We again have (A.1 1) and we 
compute 
g(f, kj, % N) = ek,Aei.u ’ 
ss 
’ 1 h - t2 \- 
n+N-2 +ip 
2 
- [w& - 2 -’ ;;,k+i (-!-)k (1 - t,2)“+“-t 
. s& ’ (1 - q)i+“-* dt, dt,. 
( ) 
(A.13) 
If m < p we may integrate by parts in the t,-variables m times to 
obtain 
ek.AeAu 
n+N-2 
I t1 - G? 1 
T?P-T-+iP 
* [sgn(t, - t2)]k+i+m 
d ( 1 
m+i 
*dt, 
(1 - t,2)j+u-+ dt, dt, ; 
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hence 
( 
n+N-2 
4, k9.h % N) = 
f4h 
Tl- 2 + ip) 
e mti.u-m r 
( 
1 + m _ n+N-2 
2 + if 1 
. a(p, k, j + m, ~1, N - 2m). (A.14) 
Choosing m = TV - l/2 and comparing with (A. 12), (A.8), and (A.9) 
we find 
+ if)1 
. (A.15) 
By interchanging n and N we see that (A.15) holds if at least one of n 
and N is odd. 
CASE IV. n = N = 2. Here we compute 
cos 8, - cos 8, I-lfi~ do, dfl, 
and 
g(p, 1, 0,2,2) = 4 IOn jar 1 cos 0, - cos 8, j--ltip sgn(cos 8, - cos 0,) 
. cos 0, dt?, de, . 
We recall that cos Bi - cos 8, = -2 sin[(8, - Q/2] sin[(8, + @J/2] 
so we make the change of variable r = (0, - &J/2, s = (0, + &J/2, 
to obtain 
g(p, 0, 0,2,2) = 22+ip jnis (IS 1 sin y I-l+i~ dy ) sin s I-l+i~ ds + 22+i~ 
0 --s 
77 
4 (S 
?I-* 
1 sin Y I-l+io dr 1 sin s (-l+ip ds 
nl2 s-n ) 
= pip 
n/2 s 
s (1 
1 sin Y I--l+ip dr / sin s I-l+i~ ds 
0 0 i 
and 
g(p, 1, 0, 2,2) = 22+i~ 6” (j:S 1 sin Y I-ltir, cos(r + S) sgn Y dv) 
. 1 sins I-lfir, & + 22+ip 
57 
*I (f 
n--s 
) sin Y I--l+i~ COS(Y + s)sgn Y dr 
n/a 9-n 
. 1 sin s /--l+io ds 
= -24+io 1 sin Y Ii0 dr 1 sin s lip ds 
5W214-3 
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since 
cos(r + s) = cos r cos s - sin r sin s 
and the cosrsgnrj sinr I- l+ip term integrates to zero because it is 
odd. 
Now we may evaluate these integrals. The substitution 
-_ 
sin 0 = 2/l - u shows that 
l/n r c-9 =- 
2 qa+ 1) . 
Writing v.(s) = Jl (sin 13p dB we find 
r/e s J‘ u 0 o (sin Y)” dr) (sin s)” ds 
Thus 
and 
g(p, 0, 0,2,2) = 21+%r rW2)2 
~W) + i(P/W 
g(p, 1,0,2,2) = -21+iPT m2 + ip/2)2 . 
r(l + ip/2)2 
Using (A.8) and (A.9) we find 
a(~> = & I p tanh 742 I and b(p) = & 1 p coth 742 (. (A.16) 
CASE V. N and n even. We apply (A.14) with m = p, then 
interchange the roles of n and N and apply it again with m = X to 
obtain 
ek A ~(~,k,j,n, N) = --!%- .A 
eu+jeo ek+A,O F(l - n/2 + ip) 
r(1 --;+ip) 
r(G) &,k+hj+p,2,2). 
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Since 1 ej,o/er,+i,o 1 = (277)~ and 
I ( 
r 1- n+N--2 
2 
+ +)/r(ip) j = / r(l + id/l ( n + ; - 2 + 4 I 
we find 
WkN-2 
a(p) = ; (2a)-(7-l 
r 
( 
n+N-2 
2 + ip) 
r(id 
I tad ~PP I, 
n+N-2 
(A.17) 
b(p) = ; (24-( 
n+N-2) I’(- 2 
2 
+ iP) 
r(ip) 
1 coth i7p/2 ]. 
APPENDIX B 
Proof of Lemma 3. We restrict attention to the region 
I I x I2 - I t I2 I < I 
and let r = 1 x J/l t 1 and s = y-l = 1 t j/l x (. It follows that 
I 1 - y I d l/l f I2 and I 1 - s I d l/l x I2 (B.1) 
and these inequalities turn out to be crucial. We proceed by cases. 
CASE I. n is odd, N = 1 (or vice versa). Introducing polar 
coordinates we are led to consider 
ss 
* 71 x I cos 6 - ( t ( I-*+z+ir, (sin 19)n-~ (p(0) g(p) & dp, P3.2) 
0 0 
where 9 E P[O, T] d p e en d s on x’ and sgn t, and similar integrals 
with a sgn() x 1 cos 19 - 1 t I) f ac or. t For Re z large the integral 
converges absolutely and may be integrated by parts in the 0 variable 
q - 1 = (TZ - 3)/2 t imes without producing boundary terms, each 
time using up a factor of (sin Qa, by integrating 
1 1 x 1 cos 6 - 1 t 1 I--9+k+z+iD sin 0
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and differentiating the remaining terms. The result is 
(B.3) 
where R is a rational function with poles only at integers and 
or E C”[O, v]. This essentially reduces the problem to the case n = 3. 
We integrate by parts once more, this time picking up boundary 
terms, obtaining 
1 x 1-q I; R,(z + k) jo= I I x I cm 0- I t I lz+ip 92P) g(P) de df 
-t cl I5 I-* jo= R,b t +) I I x I - I t I l”+i”g(p> dp 
s 
cc 
+ c2 i x i--4 ~,(~+~~)/l~/+l~Il~+~~g(~)d~ 
0 (B.4) 
(we have neglected factors of sgn(/ x / cos 0 - j t 1) which do not 
essentially affect the argument). Now it is clear that (B.4) may be 
analytically continued to z = 0 producing a continuous function 
for j x j f 0 (the case / x 1 = 0, / t / # 0 is handled by simpler 
arguments). 
Now set z = 0 in (B.4). If we write gi(p) = R,(ip)g(p) (note that 
d1 E 9) and perform the p-integration (B.4) becomes 
= Cl I x IPJ%l0g I I x I - I t I I) + c2 I x l-*~,(l0g I I x I + I t I I). 
(B.5) 
Now in the region / t j < 2 / x / we obtain the desired estimates 
easily from (B.5). We write 
log j 1 x 1 cos 0 - / t ) / = log / x 1 + log I cos O - s j 
and use Peetre’s inequality, 
I A(h3 I a” I + 1% 
to estimate 
+ log j cos 0 - s I) q,(O) d0 1 < ~(1 + I log I x 1 1)-l, 
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since Jz / log j cos 0 - s j / dtl is uniformly bounded for 0 < s < 2. 
The same estimate of the other terms in (B.5) is simpler. Thus we 
have (B.5) dominated by c 1 x j-*(1 + / log j x 1))’ in the region 
/ t 1 < 1 x 1 and by c 1 t I-*(1 + / log / t II)-’ in the region 1 x I < 
/ t 1 < 2 I x /. Interchanging the roles of x and t we see that the first 
estimate completes the proof for n = 1, N odd. For n odd and 
N = 1 it remains to consider the region j t / > 2 1 x j. 
But now the singularities of the integrand in (B.2) are avoided, 
so we may set z = 0 directly in (B.2). We write I t j - / x I cos 0 = 
1 t I (1 - r cos 0) and perform the p-integration to obtain 
lw”j”~(l - r cos 0)-*&log j t I + log(1 - Y cos B))(sin @n-2 ~(0) A9. 
Since 0 < r < l/2 we have 31’2 > 1 - Y cos 0 3 l/2 and, in view 
of (B.l), 1 t 1 \< d/2. Thus 
1 &log / t I + log(1 - Y cos 0)l < c(1 + 1 log 1 t 1 I)-’ 
which gives the desired estimate. 
CASE II. n is even, N = 1 (or vice versa). The estimate for the 
region j t ) > 2 j x 1 is exactly the same as in Case I, so we consider 
theregion I tl <21x1. W e integrate by parts q - l/2 = (n - 2)/2 
times to obtain 
= lwq+zj~=l cos e - s /z-* 
.jl(loglxl +iOgIcOse-ss)~,(e)de. 03.6) 
Let us consider first the integral over the set where s < cos f?. 
This only occurs when s < 1, and then we may set x = 0 in (B.6) 
and have an absolutely convergent integral. Furthermore the limit 
as s -+ 1 is zero, which follows from the fact that jl is bounded and 
vanishes at infinity and the fact that 
s ccos e - q+ de s < case 
is uniformly bounded. Now & E 9’ so we have 
I m0g I x I + wcos 0 - 4 d 4 + I log I x I I)-’ 
(B.7) 
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since log(cos 0 - s) < log(1 -- s) < -2 log 1 x / by (B.l). This, 
together with (B.7) gives the desired estimate for this first part of 
(B.6). 
The integral (B.6) over the set where s > cos 8 presents more 
difficulties. Let us consider first the case s < 1. We make the change 
of variable o = s - cos 6’ to obtain (ignoring the factor / x /-Q+z) 
s s+1 v-i+2 o (1 _ (s _ g2)" iw% I x I + 1% 4 VW d?J 
and we break up the integral into three parts, 
j-y+l = j-y + 1. + jy+t 
In the first part we set z = 0 and reason as in the case s < cos 8 
because 
s l--s v-i 0 (1 - (s - v)2)f & 
is uniformly bounded and log v < -2 log 1 x 1 in this interval. 
In the second interval we integrate by parts. Since gs(p) = (1 /p) gr(p) 
has the same properties as gl(p) we may integrate (l/u) &(log 1 x 1 
+ log V) and obtain &(log / x [ + log v). The result is 
WI 
(1 - (s - l)“)i J2(1% I * I) - w - 4 (I<’ (;s52)t 
. g2&% I x I + l%(l - 4) - j’ ~2(1%! I x I + 1% 4 
1-S 
d 
( 
vi+2 
. z (1 - (s - a)2)” 4(v)) dv. P-9) 
Now we set z = 0 in (B.9). The boundary terms give the desired 
estimates ince (1 - (s - 1)2)-1/2 and (1 - s)lj2 (1 - (2s - l))-‘1” are 
uniformly bounded and continuous in i < s < 1. 
Let J(s, 2~) = d/dw(~r/~/(l - (s - ~)~)l/~ #(v)). We compute 
J(s9 v) = (1 _ (pl q)’ WJ) + VW 
&rt(l - P) - got 
(1 - (s - v2p * 
Since #(v) = ~~(0) we have 
I #+)I < j & %vJ) 1 < 41 - (s - 42>-“, 
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and 1 4(n)\ < c. Also (1 - (S - v)“)-’ < en-i in the interval we are 
considering, so 
1 J(s, v)l < c(v-” + (1 - S) v-2). (B.10) 
With this estimate we can deal with the 
it as 
integral in (B.9). We write 
I ,“T”” J(s, v) !,(log I x I + log 4 dv + s’ I(s, v)iMog I * I + log v) dv. (1-8)~ 
In the first integral loge, < - $ log 1 x j so we may reason as 
before using the uniform boundedness of Jir+, ) J(s, v)/ dv. We next 
consider the second integral. 
The integral is continuous as s --+ I because 
-’ 
J 
(1 - S) v-~ dv -+ 0. 
(l-S)b 
Next we apply Peetre’s inequality 
It2z(logl~l flog4 d4l 4 Ilogv/)(1 + Iloglxl I)-’ 
and use the uniform boundedness of Jii-sj3is / Js, v)/ (1 + 1 log v I) dv, 
which follows easily from (B.lO), to obtain the desired estimate. 
Finally the third part of the integral (B.8) is handled simply because 
J;+’ [v-‘/“/(1 - (s - v)~)~/~] d v is uniformly bounded and 0 < 
log v ,< log 3 in this interval. This completes the analysis for s < 1. 
Now let 1 < s < 2. In place of (B.8) we must consider 
s 
Sfl v-)+z 
i,(log I x I + log 4 $J(v) dv. s-l (1 - (S - v)2)’ 
This time we break up the integral as follows: 
(B.ll) 
We may then reason as before with only minor changes. 
CASE III. n, N both odd > 3. Introducing polar coordinates we 
are led to consider 
02 n * 
I SI 1 1 x 1 cos 8, - / t 1 cos 0, I--a+z+ip (sin 6l)n-2 (sin 13a)~-~ 0 0 0 
* d4) ~2(~2)&~) de1 & 4. (B.12) 
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We integrate by parts (n - 1):2 times in the 8,-variable and (N -- I)/2 
times in the &-variable. The boundary terms that arise are of the form 
treated in Case I, and the integral that remains is 
(B.13) 
We restrict attention to the region j x 1 < 1 t 1 < 2 1 x j. It is 
clear that we may set z = 0 in (B.13) and obtain a continuous 
function. We write 
1 1 x j cos e, - ( t 1 cos e2 I = 1 t j / r cos e1 - cos e2 / 
and perform the p-integration in (B.13). It then suffices to bound 
n n 
s.i A,(k I t I + log Iy ~0s 4 - ~0s 4 I) $84) tcrz(Q 4 de, (B.14) 0 0 
by a multiple of (1 + / log / t 11)-r, independent of r for 8 < Y < 1. 
This will follow from Peetre’s inequality if we can show 
= SI “(1 +/log/ r cos e1 - cos e2 1 1) de, de, G c (B.15) 0 0 
We consider the region where cos 8, 3 r cos 8, (the other region 
is treated similarly) and replace 0r by u = cos 8, - Y cos 0, , 
du = r sin 0, de, = 2/ra - (cos 8, - u)~ dOI . This transforms the 
integral (B. 15) into 
Jol+r (1 + 1 log u I) (1 (9 - (cos 8, - u)$)-+ ds,) du, (B.16) 
where the 0,-integration is over the region where u - r < cos 8, < 
u + r. Denote this integral by I(r, U) and write I = I1 + I, where the 
region of integration is respectively u < cos 19s < u + Y and 
u - r < cos 8, < u. 
To estimate I1 we note that 
y - lcos e, - u)2)-k < + - cos 8, + u)-* 
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in this region. We write cos 8, = 1 - Z2 and note that dzu/dS = 
2S/sin 62 is bounded because cos 8, >, 0. Thus 
(a2 - (1 - Y - u))-+ d6, 
(a2 + (u + r - 1))~* d6, 
and we may evaluate the integrals to find 
I, < clog 
dl -u+d/- 
(\/i-;=;;T)* 
u<l-r, 
I-?-<U<l, 
(B.17) 
To estimate I, we note that 
(9 - (cos 8, - uy-+ < C(Y + cos 8, - u)-+ 
in this region. For u < Q we write cos 8, = - 1 + 62 and note that 
dw/dS = -281 sin 8, is bounded because cos tJ < *. For i < u < 
1 + r we write cos 0, = 1 - a2 and again dw/dS is bounded because 
cos e2 > -i. Carrying out the integrations we find 
12 < (B.18) 
& < u < 1 + T. 
The boundedness of (B. 16) is now apparent from (B.17) and (B. 18). 
Finally we consider the region where 1 t 1 >, 2 ] x j. Here we factor 
out ) t j-cz+~+~o in (B-12) and break up the &-integral into the region 
- Q < cos 8, < $ and the complementary region. In the com- 
plementary region we set x = 0 and obtain the desired estimates 
easily since the integrand is non-singular. In the region - % < 
cos d2 < -$ we may integrate by parts as many times as we need in the 
@,-variable because (sin 8,)-l is bounded. The desired estimates 
follow easily. 
CASE IV. n odd, N even, or vice versa. Only slight changes in 
the analysis of Case III are needed. Essentially we need an estimate of 
s 
1+r 
u-‘( 1 + ) log u 1) I(r, u) du 
0 
in place of (B. 16). But again (B. 17) and (B. 18) are sufficient to do this. 
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CASE V. n, N both even. The same argument as before works for 
j t j 3 2 1 x I. We cannot apply the same argument for the region 
1 x j < / t / < 2 ! x / however, because in place of (B.16) we would 
have to estimate 
s 
l-t7 
74-y 1 + j log u 1) I(r, U) au 
0 
We integrate by parts in (B. 13). In place 
estimate 
and this integral diverges. Instead we proceed as in Case II. 
of (B.14) we need to 
ss = 7 
r cos e1 - cos 8, j--l+* &log ( t 1 + log 
a O- twl) $wJ 4 de2 * 
1 r cos 8, - cos ez 1) 
We consider the region cos 8, >, r cos 0r (the other region is treated 
similarly) and make the same change of variable as before to obtain 
f 
If7 
u-l+“&log 1 t 1 + log u)I(r, U) du. (B.19) 
0 
We set x = 0 and break up the integral as follows: 
Jy = jy + j;;;;; + d,,: + [+r. 
The estimate in the fourth region is trivial, and in the second interval 
we use 
I A&g I t I + log u>l < 41 + I log I t I I)-’ (1 + I log u I>-’ P.20) 
and the uniform boundedness of 
I 
(l-T6 
u-‘(1 + ) log u I)-’ / log / 1 - Y f U I ( du 
f(l-1) 
to obtain the desired estimate. 
In the first region we integrate by parts to obtain 
t1 (log I t 1 + log ; (1 - r)) I (r, ; (1 - r)) - li(l--rl j,(log 1 t 1 + log U) 
.; I(Y, u) du. 
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In this interval (B.20) holds for g, and we will also establish 
lkl(~,u)l <c(l -Y--~)-l for u< 1 -Y (B.21) 
which guarantees the uniform boundedness of 
J 
,:(‘-‘) (1 + j log u I)-’ / ;I(,, u) 1 du 
and hence the desired estimate. 
In the third region we integrate by parts twice to obtain 
t,(log I t I) I@, 1) - A (log I t i + t bdl - r)) I@, (1 - rY> 
We may use (B.20) to handle the boundary terms, but for the integral 
the best we have is Peetre’s inequality 
I g,(k I t I + log 41 < 4 + I 1% I t I IF’ (1 + I 1% u I>* 
But we will establish 
so that 
(B.22) 
which gives the desired estimate. 
It remains to establish (B.21) and (B.22). These are established 
by simple modifications of the arguments leading to (B.17) and (B.18). 
Let us consider II in the region where u < 1 - r. The substitution 
cos 8, = 1 - a2 leads to 
s (1-u) I1 = G(6, u, Y)(P - (1 - Y - u))-’ du, 2/w-r-u) 
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where G(S, U, Y) = 2(2 - Sz))l/a (1 $- Y - u - P--1/2. Note that in 
the region considered G and all its derivatives are bounded. We 
integrate by parts to obtain 
11 = G(d(1 - ) --u, u, r) log(d(l-1,) i- d;) - G(&l - I - u), u, Y) 
. log z/F- y - u) - jd”-“’ ,___ 
Y(l-T-U) 
log is $- z/p - (1 - r - 41) 
. g (6, u, Y) dS. 
We compute i?IJih directly from this equation and observe that 
(B.21) holds. The contribution of I, is treated similarly. 
To establish (B.22) we consider I, in the region u > 1 - r. The 
same reasoning as above leads to 
I1 = G(v’(1 - u), U, Y) log(d(l - u) + z/r) - G(0, u, r) log d---I) 
I 
d(l-u) 
- 
0 
log(S+&“+ufr-l)g(S,r)dS 
and hence 
- = ; (G(z/(l -u), u, r) log(d(l -u) + ~6) - g (0, u, Y) aI1 
__- 
au 
* log .\/(u + r - 1) - $ G(0, u, T)(U + r - 1)-l 
- ; (1 - u)-” g (d(l -u), u, r) log(d(1 - 24) + 6) 
1 -- 
s 
di-11 
2 0 
[S + z/p + u + Y - l)]-’ (P + 2.4 + r - 1)-i 
Jg(S, 
t/l-u 
u,r)dS - 
s log[S + z/p2 + u + r - 1)l 
Ezs (S, u, r) dS.O .- 
The contributions of the first, fourth, and sixth term to (a/au) 
[~(a/&) II] are bounded. The contributions of the second and third 
terms are dominated by 
C 
( u+I:_I+llog~(u+~-1)I+(,L,~1)2). 
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The fifth term is first integrated by parts, integrating 
(62 + 24 + r - I)-+ 
and differentiating the rest, and then the estimates are similar to 
the above. Finally the contribution of I, to (B.22) is treated similarly. 
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