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Abstract. We study parametric inference for diffusion processes when observations occur nonsynchronously
and are contaminated by market microstructure noise. We construct a quasi-likelihood function and study
asymptotic mixed normality of maximum-likelihood- and Bayes-type estimators based on it. We also prove the
local asymptotic normality of the model and asymptotic efficiency of our estimator when the diffusion coeffi-
cients are constant and noise follows a normal distribution. We conjecture that our estimator is asymptotically
efficient even when the latent process is a general diffusion process. An estimator for the quadratic covariation
of the latent process is also constructed. Some numerical examples show that this estimator performs better
compared to existing estimators of the quadratic covariation.
Keywords. asymptotic efficiency, Bayes-type estimation, diffusion processes, local asymptotic normality, non-
synchronous observations, parametric estimation, maximum-likelihood-type estimation, market microstructure
noise
1 Introduction
Analysis of volatility and covariation is one of the most important subjects in the study of risk management of
financial assets. Studies of high-frequency financial data are increasingly significant as high-frequency financial
data become increasingly available and computing technology develops. While realized volatility has been
studied as a consistent estimator of integrated volatility at high-frequency limits, estimators of covariation of
two securities are also important. The realized covariance, a natural extension of the realized volatility, is a
consistent estimator of integrated covariation in ideal settings.
However, there are two significant problems in empirical analysis, one of which is the existence of observa-
tion noise. When we model stock price data by a continuous stochastic process, we should assume that the
observations are contaminated by additional noise as a way to explain empirical evidence. Consistent estimators
of volatility under the presence of microstructure noise are investigated—for example, in Zhang, Mykland, and
Aı¨t-Sahalia [32], Barndorff-Nielsen et al. [3], and Podolskij and Vetter [27]—by using various data-averaging or
resampling methods to reduce the influence of noise. The other significant problem is that of nonsynchronous
observation, namely, that we observe prices of different securities at different time points. The realized covari-
ance has serious bias under models of nonsynchronous observations, though we can calculate the estimator by
using some simple ’synchronization’ methods such as linear interpolation or the ‘previous tick’ methods. Hayashi
and Yoshida [15, 16, 17] and Malliavin and Mancino [23, 24] independently constructed consistent estimators
for statistical models of diffusion processes with nonsynchronous observations. There are also studies of covaria-
tion estimation under the simultaneous presence of microstructure noise and nonsynchronous observations. We
refer interested readers to Barndorff-Nielsen et al. [4] for a kernel based method; Christensen, Kinnebrock, and
Podolskij [7], Christensen, Podolskij, and Vetter [8] for a pre-averaged Hayashi–Yoshida estimator; Aı¨t-Sahalia,
Fan, and Xiu [2] for a method using the maximum likelihood estimator of a model with constant diffusion
coefficients; and Bibinger et al. [5] for a technique employing the local method of moments.
While the above studies concern estimators under non- or semi-parametric settings, there are also studies
about parametric inference of diffusion processes with high-frequency observations. Genon-Catalot and Ja-
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cod [11] constructed quasi-likelihood function and studied an estimator that maximizes it. Gloter and Jacod [13]
studied an estimator based on a quasi-likelihood function with noisy observations. Ogihara and Yoshida [26]
studied a maximum-likelihood-type estimator and a Bayes-type estimator on nonsynchronous observations with-
out market microstructure noise.
One advantage of maximum-likelihood- and Bayes-type estimators is that they are asymptotically efficient
in many models. If a statistical model has the local asymptotic mixed normality (LAMN) property, then the
results in Jeganathan [21, 22] ensure that asymptotic variance of estimators cannot be smaller than a certain
lower bound. When some estimator attains this bound, it is called asymptotically efficient. For parametric
estimation of diffusion processes on fixed intervals, Gobet [14] proved the LAMN property of the statistical
model having equidistant observations, and an estimator in [11] is asymptotically efficient. Ogihara [25] proved
the LAMN property and asymptotic efficiency of estimators for the setting of [26]. Gloter and Jacod [12] proved
the local asymptotic normality (LAN) property for a statistical model with market microstructure noise when
diffusion coefficients are deterministic, and the estimator by Gloter and Jacod [13] is asymptotically efficient.
There are few studies about the efficiency of estimators that assume the presence of market microstructure
noise and nonsynchronous observations. One exception is Bibinger et al. [5], who showed a lower bound of
asymptotic variance of estimators in semi-parametric Crame´r-Rao sense. We need the LAN or LAMN property
of the statistical model to obtain asymptotic efficiency of a parametric model. To the best of our knowledge,
this has not been studied for statistical models of noisy, nonsynchronous observations.
This paper examines consistency and asymptotic mixed normality of a maximum-likelihood-type estimator
and a Bayes-type estimator based on a quasi-likelihood function, under the simultaneous presence of market
microstructure noise and nonsynchronous observations. We also study the LAN property of this model when
diffusion coefficients are constants, as well as the asymptotic efficiency of our estimators. We expect that our
estimators are asymptotically efficient in the general cases. However, it is further difficult to obtain LAMN
properties for models of general diffusions. This does not seem to have been obtained even for noisy, equidistant
observations, and is left as future work. We will see by simulation that sample variance of the estimation error
of our estimator is better than that of existing estimators for some examples in Section 3. These results ensure
that our estimator not only is the theoretical best for asymptotic behavior, but also works well in practical finite
samplings.
Our study has several advantages in addition to the above arguments regarding asymptotic efficiency.
i) Our model also allows observation noise that follows a non-Gaussian distribution. We use a quasi-likelihood
function for Gaussian noise, but our method is robust enough to allow misspecification of the noise
distribution.
ii) Since we obtain the results regarding asymptotic behaviors of the quasi-likelihood function as a byproduct,
many applications become available from the theory of maximum-likelihood-type estimation. For example,
we can construct a theory of the likelihood ratio test and one-step estimators as an immediate applica-
tion. Further, the theory of information criteria is expected to follow from our results of quasi-likelihood
functions.
iii) Our settings contain random sampling schemes where the maximum length of observation intervals is not
bounded by any constant multiplication of the minimum length. This is the case for some significant
random sampling schemes, such as samplings based on Poisson or Cox processes. Our model encompasses
such natural sampling schemes.
To obtain asymptotic mixed normality of our estimator, we investigate asymptotic behaviors of a quasi-
likelihood function of noisy, nonsynchronous observations. To this end, we need to specify the limit of some
matrix trace related to a ratio of covariance matrices for two different values of parameters, as appearing in
(5.1). The inverse of the covariance matrix of observation noise has nontrivial off-diagonal elements, and so the
inverse of the covariance matrix of observations is far from a diagonal matrix. This phenomenon is essentially
different from the case of synchronous observations without noise (where the covariance matrix of observations
is diagonal), and the case of nonsynchronous observations without noise (where the inverse of the covariance
matrix is not a diagonal matrix but is ‘close’ to being one).
In a model of noisy, synchronous observations, the covariance matrix of a latent process is asymptotically
equivalent to a unit matrix of the appropriate size, and is therefore simultaneously diagonalizable with the noise
covariance. Gloter and Jacod [12, 13] used these facts and closed expressions for the eigenvalues of the noise
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covariance to identify the limit of the quasi-likelihood function, but we cannot apply their idea because our
sampling scheme is irregular and so not well approximated by a unit matrix. Further, the sizes of the covariance
matrices are different for different components of the process, which follows from nonsynchronousness. In this
paper, we deduce an asymptotically equivalent transform of the trace of the ratio of covariance matrices. This
transform changes sizes of matrices and matrix elements into local averages, and arises from specific properties
of the noise covariance matrix. We will see these results in Sections 4 and 5.
The remainder of this paper is organized as follows. In Section 2, we describe our detailed settings and
main results. We propose a quasi-likelihood function for models with noisy, nonsynchronous observations,
and construct a maximum-likelihood-type estimator based on it. We introduce asymptotic mixed normality
of our estimator and results about asymptotic efficiency in Section 2.2. Section 2.3 contains results about
the LAN property of our model and the asymptotic efficiency of our estimator, and Section 2.4 is devoted to
results about Bayes-type estimators and convergence of moments of estimators. Polynomial-type large deviation
inequalities, introduced in Yoshida [30, 31], are key to deducing these results. In Section 3 we will examine
simulation results of our estimator for a simple example where the latent process is a Wiener process. We also
construct an estimator of the quadratic covariation and compare the performance of our estimator with that
of other estimators. The remaining sections are devoted to a proof of the main results. Section 4 introduces
an asymptotically equivalent expression of the quasi-likelihood function. This expression is useful for deducing
asymptotic properties of the quasi-likelihood function in Section 5. We also need some results on identifiability
of the model to obtain consistency of the maximum-likelihood-type estimator. These are discussed in Section 6.
Section 7 shows asymptotic mixed normality of our estimator. The LAN property of the model for constant
diffusion coefficients is obtained in Section 8. Section 9 contains a proof of results regarding the Bayes-type
estimator and the convergence of moments of estimators.
2 Main results
2.1 Settings and construction of the estimator
Let (Ω(0),F (0), P (0)) be a probability space with a filtration F(0) = {F (0)t }0≤t≤T . We consider a two-dimensional
F(0)-adapted process Y = {Yt}0≤t≤T satisfying the stochastic integral equation:
Yt = Y0 +
∫ t
0
µsds+
∫ t
0
b(s,Xs, σ∗)dWs, t ∈ [0, T ], (2.1)
where {Wt}0≤t≤T is a d1-dimensional standard F(0)-Wiener process, b = (bij)1≤i≤2,1≤j≤d1 is a Borel function,
µ = {µt}0≤t≤T is a locally bounded F(0)-adapted process with values in R2, and X = {Xt}0≤t≤T is a continuous
F(0)-adapted processes with values in O, an open subset of Rd2 with d2 ∈ N. We consider market microstruc-
ture noise {ǫn,ki }n∈N,i∈Z+,k=1,2 as an independent sequence of random variables on another probability space
(Ω(1),F (1), P (1)). We assume that F (1) = B((ǫn,ki )n,k,i) and that the distribution of ǫn,kj does not depend on j,
where B(S) denotes the minimal σ-field such that any element of S is B(S)-measurable for a set S of random
variables. We use the same notation B(S) for a similarly defined σ-field for a set S of measurable sets. We
consider a product probability space (Ω,F , P ), where Ω = Ω(0) × Ω(1), F = F (0) ⊗F (1), and P = P (0) ⊗ P (1).
We assume that the observations of processes occur in a nonsynchronous manner and are contaminated
by market microstructure noise, that is, we observe the vectors {Y˜ ki }0≤i≤Jk,n,k=1,2 and {X˜kj }0≤j≤J′k,n,1≤k≤d2 ,
where {Sn,ki }Jk,ni=0 and {T n,kj }
J
′
k,n
j=0 are random times in (Ω
(0),F (0)), {ηn,kj }j∈Z+,1≤k≤d2 is a random sequence on
(Ω,F), and
Y˜ ki = Y
k
Sn,ki
+ ǫn,ki , X˜
k
j = X
k
Tn,kj
+ ηn,kj . (2.2)
Our goal is to estimate the true value σ∗ of the parameter from nonsynchronous, noisy observations
{Sn,ki }0≤i≤Jk,n,k=1,2, {T n,kj }0≤j≤J′k,n,1≤k≤d2 , {Y˜ ki }0≤i≤Jk,n,k=1,2, and {X˜kj }0≤j≤J′k,n,1≤k≤d2 .
By setting d2 = 2, Xt ≡ Yt, µt = µ(t, Yt), Sn,ki ≡ T n,kj , and ηn,kj ≡ ǫn,ki , our model contains the case where
the latent process Y is a diffusion process satisfying a stochastic differential equation
dYt = µ(t, Yt)dt+ b(t, Yt, σ∗)dWt, t ∈ [0, T ], (2.3)
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and Y is observed in a nonsynchronous manner with noise. This model is of particular interest, but our results
are also be applied to more general models (2.1).
Remark 2.1. Stochastic volatility models are significant models for modeling stock prices. Unfortunately,
our settings are not applied to hidden Markov models including stochastic volatility models because we require
(possibly noisy) observations of process X. However, we hope that our results give an essential idea to deal with
noisy, nonsynchronous observations, and therefore we can construct an estimator for stochastic volatility models
by replacing our quasi-likelihood function. We have left it for future works.
For a vector x = (x1, · · · , xk), we denote ∂lx = ( ∂
l
∂xi1
···∂xil
)ki1,··· ,il=1. We assume the true value σ∗ of the
parameter is contained in a bounded open set Λ ⊂ Rd that satisfies Sobolev’s inequality; that is, for any p > d,
there exists C > 0 such that supσ∈Λ |u(x)| ≤ C
∑
k=0,1(
∫
Λ
|∂kxu(x)|pdx)1/p for any u ∈ C1(Λ). This is the case
when Λ has a Lipshitz boundary. See Adams and Fournier [1] for more details.
Let Πn = ({Sn,ki }n,k,i, {T n,kj }k,j) and {Gt}0≤t≤T be a filtration of (Ω,F , P ) given by
Gt = F (0)t
∨
B({Πn}n)
∨
B(A ∩ {Sn,ki ≤ t};A ∈ B(ǫn,ki ),m ∈ N, k ∈ {1, 2}, i ∈ Z+, n ∈ N),
where H1
∨H2 denotes the minimal σ-field which contains σ-fields H1 and H2. We assume that (Xt, Yt,Wt, µt)t
and ({Sn,ki }n,k,i, {T n,kj }n,k,j) are independent. Moreover, we assume that there exist positive constants v1,∗ and
v2,∗ such that η
n,k
j 1{Tn,kj ≤t}
is Gt-measurable,
E[ǫn,ki 1{Sn,ki >t}
|Gt] = 0, E[ǫn,ki ǫn,k
′
i′ 1{Sn,ki ∧S
n,k′
i′
>t}
|Gt] = vk,∗δii′δkk′
for any n, k, k′, i, i′, j, t, where δij is Kronecker’s delta and EΠ[X] = E[X |{Πn}n] for a random variable X. We
also assume that the distribution of Y0 does not depend on σ∗, v1,∗, nor v2,∗.
Now we construct the quasi-likelihood function. We apply the idea of Gloter and Jacod [13] to our con-
struction of a quasi-likelihood function; that is, we divide the whole observation interval [0, T ] into equidistant
subdivisions and construct quasi-likelihood functions for each interval as follows. Let {bn}n∈N and {kn}n∈N be
sequences of positive numbers satisfying bn ≥ 1, kn ≤ bn, bn → ∞, knb−1/2−ǫn → ∞, and knb−2/3+ǫn → 0
as n → ∞ for some ǫ > 0. We will assume in Condition [A2] a relation between bn and our sampling
scheme, which implies that bn represents the order of observation frequency. Let ℓn = [bnk
−1
n ], s0 = 0,
sm = T [bnk
−1
n ]
−1m, bk(t, x, σ) = (bkj(t, x, σ))d1j=1 , K
k
0 = −1, and Kkm = #{i ∈ N;Sn,ki < sm} for k ∈ {1, 2}
and 1 ≤ m ≤ ℓn. Moreover, let kjm = Kjm − Kjm−1 − 1, k¯n = maxm,j kjm, kn = minm,j kjm, Jkm = max{1 ≤
j ≤ J′k,n;T n,kj ≤ sm−1}, Iki,m = [Sn,ki+Kkm−1 , S
n,k
i+1+Kkm−1
), Y˜ k(Iki,m) = Y˜
k
i+1+Kkm−1
− Y˜ k
i+Kkm−1
, Xˆm = (#{j;T n,kj ∈
[sm−1, sm)}−1
∑
j;Tn,kj ∈[sm−1,sm)
X˜kj )1≤k≤d2 , and b
j
m(σ) = b
j(sm−1, Xˆm, σ) for 1 ≤ m ≤ ℓn, j ∈ {1, 2} and
1 ≤ i ≤ kjm. Then we have the following approximations of conditional covariance of observations:
E[Y˜ k(Iki,m)Y˜
k(Iki′,m)|Gsm−1 ] ∼ (|bkm|2|Iki,m|+ 2vk)δii′ − v11{|i−i′|=1},
E[Y˜ 1(I1i′′,m)Y˜
2(I2i′′′,m)|Gsm−1 ] ∼ b1m · b2m|I1i′′,m ∩ I2i′′′,m| (2.4)
for any intervals Iki,m, I
k
i′,m, I
1
i′′,m, I
2
i′′′,m.
Let ⊤ denotes the transpose operator for matrices (and vectors),M(l) = {2δi1,i2−δ|i1−i2|=1}li1,i2=1 for l ∈ N,
Mj,m =M(k
j
m) for 1 ≤ j ≤ 2. Based on the relation (2.4), we define a quasi-log-likelihood function Hn(σ, v) by
Hn(σ, v) = −1
2
ℓn∑
m=2
Z⊤mS
−1
m (σ, v)Zm −
1
2
ℓn∑
m=2
log detSm(σ, v), (2.5)
where Zm = ((Y˜
1(I1i,m))
⊤
1≤i≤k1m
, (Y˜ 2(I2i,m))
⊤
1≤i≤k2m
)⊤ and
Sm(σ, v) =
( {|b1m|2|I1i,m|δii′}ii′ {b1m · b2m|I1i,m ∩ I2j,m|}ij
{b1m · b2m|I1i,m ∩ I2j,m|}ji {|b2m|2|I2j,m|δjj′}jj′
)
+
(
v1M1,m 0
0 v2M2,m
)
. (2.6)
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Remark 2.2. Though such a local Gaussian quasi-log-likelihood function seems valid only when observation
noise ǫn,ki follows a Gaussian distribution, asymptotic properties of the maximum likelihood estimator are robust
enough to allow non-Gaussian noise. We can use the same quasi-likelihood function for general noise.
Remark 2.3. We used subdivisions of [0, T ] for the construction of Hn because of technical issues related to
deducing the limit of Hn. Since the diffusion coefficient b in Sm is fixed, matrix properties of Mj,m introduced in
Section 4.2 can be used to deduce the limit of Hn. On the other hand, such a construction of Hn also contributes
to reducing the calculation time of the maximum-likelihood-type estimator because the size of Sm is O(kn) while
the size of the covariance matrix of all observations is O(bn).
Remark 2.4. In [13], kn is taken so that n
1/2k−1n → 0 and knn−3/4 → 0. Our rate b2/3n for the upper bound of
kn is a little bit worse because of some technical issue (for equidistance observations, we have bn ≡ n). When
we investigate asymptotic behaviors of the maximum-likelihood-type estimator, we deal with some supremum
estimates for the σ of quasi-likelihood ratios. Unlike the one-dimensional settings of [13], our multidimensional
setting requires some properties to deal with the supremum. We use Sobolev’s inequality here for this purpose.
Then we need an additional moment estimate for quasi-likelihood ratios, which causes a worse rate of kn. See
the proofs of Lemmas 4.3 and 4.4 for details.
To construct the maximum-likelihood-type estimator σˆn for the parameter σ, we need estimators for the
unknown noise variance v∗ = (v1,∗, v2,∗). We assume the following condition.
[V ] There exist estimators {vˆn}n∈N of v∗ such that vˆn ≥ 0 almost surely and {b1/2n (vˆn − v∗)}n∈N is tight.
For example, vˆn = (vˆn,k)
2
k=1 with vˆn,k = (2Jk,n)
−1
∑
i(Y˜
k
i − Y˜ ki−1)2 satisfies [V ] if {bnJ−1k,n}n is tight for
k = 1, 2, supn,k,i E[(ǫ
n,k
i )
4] <∞ and supn,k,i6=j b2nE[((ǫn,ki )2 − vk,∗)(ǫn,kj )2 − vk,∗)] <∞.
Let clos(A) be the closure of a set A. A maximum-likelihood-type estimator σˆn is a random variable satisfying
Hn(σˆn, vˆn) = maxσ∈clos(Λ)Hn(σ, vˆn). We study asymptotic mixed normality and asymptotic efficiency of the
estimator in the following subsections.
Remark 2.5. We can also construct a simultaneous maximum-likelihood-type estimator (σ¯n, v¯n) satisfying
Hn(σ¯n, v¯n) = maxσ,vHn(σ, v). However, it is valid only when the observation noise ǫ
n,k
i follows a normal
distribution. Our interest is on estimating the parameter σ of the latent process, and so the assumptions for
observation noise should be reduced as much as possible. Therefore, the nonparametric estimator vˆn is more
suitable for our purpose.
2.2 Asymptotic mixed normality of the maximum-likelihood-type estimator
In the rest of this section, we state our main theorems. Proofs of these results are left to Sections 4–9. In this
subsection, we describe the asymptotic mixed normality of the maximum-likelihood-type estimator σˆn.
We first describe assumptions for the theorem. Condition [A1] is a sequence of assumptions on the latent
processes Y and X and observation noise ǫn,ki and η
n,k
j . We denote by El the unit matrix of size l.
[A1] 1. For 0 ≤ 2i + j ≤ 4 and 0 ≤ k ≤ 4, the derivatives ∂it∂jx∂kσb(t, x, σ) exist on [0, T ] × O × Λ and have
continuous extensions on [0, T ]×O × clos(Λ).
2. bb⊤(t, x, σ) is positive definite for (t, x, σ) ∈ [0, T ]×O × clos(Λ).
3. supn,k,i E[(ǫ
n,k
i )
q] <∞ for any q > 0.
4. µt is locally bounded (locally in time).
5. supn(ℓ
q/2
n maxm,k(#{j;T n,kj ∈ [sm−1, sm)}−1EΠ[|
∑
j;Tn,kj ∈[sm−1,sm)
ηn,kj |q])) <∞ almost surely for any
q > 0.
6. There exist progressively measurable processes {b(j)t }0≤t≤T,0≤j≤1 and {bˆ(j)t }0≤t≤T,0≤j≤1 such that b(j)t ,
bˆ
(j)
t , and supu<s≤t((|b(j)s − b(j)u | ∨ |bˆ(j)s − bˆ(j)u |)/|s− u|1/2) are locally bounded processes for 0 ≤ j ≤ 1, and
Xt = X0 +
∫ t
0
b(0)s ds+
∫ t
0
b(1)s dWs, b
(1)
t = b
(1)
0 +
∫ t
0
bˆ(0)s ds+
∫ t
0
bˆ(1)s dWs
for t ∈ [0, T ].
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Condition [A1] captures somewhat standard assumptions and whether it holds can easily verified in practical
settings. Roughly speaking, point 5 of [A1] is satisfied if the summation of ηn,kj is of an order equivalent to
the square root of the number of ηn,kj . This is satisfied under certain independency, martingale conditions or
mixing conditions of ηn,kj . If {ηn,kj }j is a sequence of independent and identically distributed values and the
sequence has finite moments, then EΠ[|
∑
j;Tn,kj ∈[sm−1,sm)
ηn,kj |q] = Op(#{j;T n,kj ∈ [sm−1, sm)}−q/2). Then,
point 5 of [A1] is satisfied if sampling frequency of {T n,kj } is of order bn. Decomposition of X in point 6 of [A1]
is used to deduce asymptotically equivalent representation of Hn where the diffusion coefficient b(t,Xt, σ∗) is
replaced by b(sm−1, Xsm−1 , σ∗). Detailed semimartingale decomposition is required to estimate the difference
b(t,Xt, σ∗)− b(sm−1, Xsm−1 , σ∗).
In the following, we assume some conditions about our sampling scheme. For η ∈ (0, 1/2), let Sη be the set
of all sequences {[s′n,l, s′′n,l)}n∈N,1≤l≤Ln of intervals on [0, T ] satisfying {Ln}n ⊂ N, [s′n,l1 , s′′n,l2)∩ [s′n,l2 , s′′n,l2) = ∅
for n, l1 6= l2, infn,l(b1−ηn (s′′n,l − s′n,l)) > 0, and supn,l(b1−ηn (s′′n,l − s′n,l)) < ∞. Let rn = maxi,k,m |Iki,m| and
rn = mini,k,m |Iki,m|.
[A2] There exist η ∈ (0, 1/2), η˙ ∈ (0, 1] and positive-valued functions {ajt}t∈[0,T ],j=1,2 such that supt6=s(|ajt −
ajs|/|t− s|η˙) <∞ almost surely, b−1/2n kn(b−1n kn)η˙ → 0 and
knb
−1/2
n max
1≤l≤Ln
∣∣∣∣b−1n (s′′n,l − s′n,l)−1#{i; [Sn,ji−1, Sn,ji ) ⊂ (s′n,l, s′′n,l)} − ajs′n,l
∣∣∣∣→p 0 (2.7)
as n → ∞ for j = 1, 2 and {[s′n,l, s′′n,l)}1≤l≤Ln,n∈N ∈ Sη. Moreover, (rnb1−ǫn ) ∨ (b−1−ǫn r−1n ) →p 0 for any
ǫ > 0.
In particular, Condition [A2] implies b−1n Jj,m →p
∫ T
0
ajtdt and maxm |T−1k−1n kjm − ajsm−1 | →p 0 as n → ∞.
Roughly speaking, [A2] shows the law of large numbers for sampling schemes in any local time intervals. In
the proof of Lemma 5.2, we will see that some properties of Mj,m enable us to replace |Ijk| in Sm by the local
average in asymptotics. Then [A2] leads to the limit of Hn.
Example 2.1. Let {Nkt }t≥0 be an exponential α-mixing point process with stationary increments for k = 1, 2.
Set Sm,ki = inf{t ≥ 0;Nkbnt ≥ i}. Then Rosenthal-type inequalities (Theorem 3 and Lemma 7 in Doukhan and
Louhichi [10], or Theorem 4 in [26]) and a similar argument to the proof of Proposition 6 in [26] ensure [A2]
with ajt ≡ E[N j1 ] (constants).
Under the above conditions, we can show convergence of the quasi-likelihood ratio Hn(σ, vˆn)−Hn(σ∗, vˆn).
The limit function is rather complicated, so we prepare some functions. Let bt = b(t,Xt, σ), bt,∗ = b(t,Xt, σ∗),
a˜jt = a
j
t/vj,∗ for j = 1, 2, ϕ(x, y) =
√
x+
√
x2 − 4y +
√
x−
√
x2 − 4y for 0 ≤ 4y ≤ x2, and
Y1(σ) =
∫ T
0
{∑2
j=1(|bjt |2 − |bjt,∗|2)(|b3−jt |2
√
a˜1t a˜
2
t + a˜
j
t
√
det(btb⊤t ))− 2(b1t · b2t − b1t,∗ · b2t,∗)b1t · b2t
√
a˜1t a˜
2
t
2
√
2
√
det(btb⊤t )ϕ(a˜
1
t |b1t |2 + a˜2t |b2t |2, a˜1t a˜2t det(btb⊤t ))
−ϕ(a˜
1
t |b1t |2 + a˜2t |b2t |2, a˜1t a˜2t det(btb⊤t ))− ϕ(a˜1t |b1t,∗|2 + a˜2t |b2t,∗|2, a˜1t a˜2t det(bt,∗b⊤t,∗))
2
√
2
}
dt.
Proposition 2.1. Assume [A1],[A2] and [V ]. Then supσ∈Λ |b−1/2n ∂kσ(Hn(σ, vˆn)−Hn(σ∗, vˆn))− ∂kσY1(σ)| →p 0
as n→∞ for 0 ≤ k ≤ 3.
To show consistency and asymptotic normality of σˆn, the limit function Y1(σ) of the quasi-likelihood ratio
should have the unique maximum point at σ = σ∗. More precisely, we use the following as a kind of identifiability
condition: infσ 6=σ∗(−Y1(σ))/|σ − σ∗|2 > 0 almost surely. Though it is difficult to directly check this condition
in general, we can check it under a more tractable sufficient condition. Let
Y0(σ) = −1
2
∫ T
0
{
tr((btb
⊤
t )
−1(bt,∗b
⊤
t,∗)− E2) + log
det(btb
⊤
t )
det(bt,∗b⊤t,∗)
}
dt.
Then Y0 is the probability limit n−1/2(H0n(σ)−H0n(σ∗)), where H0n represents a quasi-likelihood function for a
statistical model of equidistant observations without noise.
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[A3] infσ 6=σ∗((−Y0(σ))/|σ − σ∗|2) > 0 almost surely.
We will show in Proposition 6.1 that [A3] is sufficient for the identifiability condition of our model. Moreover,
the following condition is a simple sufficient condition for [A3] (see Remark 4 in Ogihara and Yoshida [26] for
the details):
[A3′] infσ1 6=σ2(|bb⊤(t, x, σ1)− bb⊤(t, x, σ2)|/|σ1 − σ2|) > 0 for any t ∈ [0, T ] and x ∈ O.
We denote by →s-L the stable convergence of random variables. Let
Γˆ1,n = −b−1/2n ∂2σHn(σˆn, vˆn), Γ1 = −∂2σY1(σ∗). (2.8)
Let N be a d-dimensional random variable on some extension (Ω˜, F˜ , P˜ ) of (Ω,F , P ) satisfying the condition
that N is independent of F and N follows the d-dimensional standard normal distribution. We denote the
expectation with respect to P˜ by the same notation E.
The following theorem is one of our main results.
Theorem 2.1. Assume [A1]–[A3] and [V ]. Then Γ1 is positive definite almost surely and b
1/4
n (σˆn − σ∗) →s-L
Γ
−1/2
1 N as n→∞. Moreover, Γˆ1,n →p Γ1, and therefore b1/4n Γˆ1/21,n1{Γˆ1,nis p.d.}(σˆn − σ∗)→s-L N as n→∞.
Corollary 2.1. Assume [A1], [A2], [A3′] and [V ]. Then the results in Theorem 2.1 hold true.
2.3 On the LAMN property and asymptotic efficiency of the estimator
In this subsection, we state some results on the so-called LAMN(LAN) property for our model and asymptotic
efficiency of our estimator. We also comment on some further studies.
Throughout this subsection, we assume that Xt ≡ Yt, T n,kj ≡ Sn,ki , ηn,kj ≡ ǫn,ki , µt ≡ 0 and Y0 = γ for
some known γ ∈ R2. Then the latent process Y is a diffusion process satisfying the stochastic differential
equation (2.3) with µ ≡ 0. Let Pσ′∗,v′∗,n be the distribution of ((Sn,ki )k,i, (Y˜ ki )k,i) with true values (σ′∗, v′∗) of the
parameters. We denote
diag(A,B) =
(
A 0
0 B
)
for square matrices A and B. Let Y2(v) = −
∫ T
0
∑2
j=1 a
j
t{(vj,∗/vj)− 1 + log(vj/vj,∗)}dt/2,
Γ2 = −∂2vY2(v∗) and Γ = diag(Γ1,Γ2). (2.9)
We adopt the following definition of the LAMN property from Jeganathan [22].
Definition 2.1. Let Pθ,n be a probability measure on some measurable space (Xn,An) for each θ ∈ Θ and
n ∈ N, where Θ is a bounded open subset of Rd. Then the family {Pθ,n}θ,n satisfies the local asymptotic mixed
normality (LAMN) property at θ = θ∗ if there exist a sequence {δn}n∈N of d× d positive definite matrices, d× d
symmetric random matrices Γn,Γ and d-dimensional random vectors Nn,N such that Γ is positive definite a.s.,
Pθ∗,n[Γn is positive definite] = 1 (n ∈ N), ‖δn‖ → 0, and
log
dPθ∗+δnu,n
dPθ∗,n
−
(
u⊤
√
ΓnNn − 1
2
u⊤Γnu
)
→ 0
in Pθ∗,n-probability as n → ∞ for any u ∈ Rd. Moreover, N follows the d-dimensional standard normal
distribution, N is independent of Γ and L(Nn,Γn|Pθ∗,n)→ L(N ,Γ) as n→∞.
If further the limit matrix Γ is non-random, we say {Pθ,n}θ,n has the local asymptotic normality (LAN)
property.
To prove the LAMN property of our model, we assume the following additional condition.
[A1′′] [A1] is satisfied, µt ≡ 0, b(t, x, σ) does not depend on (t, x) and ǫn,ki follows a normal distribution for
any n, k, i.
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Theorem 2.2. Assume [A1′′], [A2] and [A3]. Then the family of distributions {Pσ∗,v∗,n}σ∗,v∗,n has the LAN
property with Γ in (2.9) and δn = diag(b
−1/4
n Ed, b−1/2n E2).
Remark 2.6. Jeganathan [21] studied lower bounds of estimation errors for any estimator of parameters. They
showed a version of Ha´jek’s convolution theorem and that the optimal asymptotic variance of errors for regular
estimators is Γ−1, where Γ is in Definition 2.1. Therefore, Theorems 2.1 and 2.2 ensures that our estimator σˆn
of the parameter σ is asymptotically efficient in this sense under the assumptions of both theorems.
Remark 2.7. The assumptions of Theorem 2.2 are rather strong conditions. We are also interested in the
LAMN property in more general settings. In particular, we are interested in the case that µt = µ(t,Xt) and µ
and b are general functions with suitable conditions. However, we need further analysis using Malliavin calculus
to deal with the LAMN property of general diffusion processes, as seen in Gobet [14] and Ogihara [25]. To
the best of author’s knowledge, such a result has not been obtained even for models with noisy, synchronous
observations. We have left this for future works.
2.4 A Bayes-type estimator and covergence of moments of estimation errors
Polynomial-type large deviation theory by Yoshida [30, 31] enables us to address the asymptotic properties of
a Bayes-type estimator and the convergence of moments of estimation errors, which is a stronger result than
asymptotic mixed normality. Convergence of moments is useful when we investigate the theory of information
criteria, minimax inequality and asymptotic expansion of estimators. See Uchida [28] for a theory of contrast-
based information criteria for ergodic diffusion processes with equidistant observations. We also see asymptotic
efficiency of our estimator in the sense of minimax inequality.
We first assume following stronger conditions than [A1]–[A3] and [V ].
[B1]
1. [A1] holds true with O = Rd2 .
2. There exists a positive constant C such that supt∈[0,T ],σ∈Λ |∂it∂jx∂kσb(t, x, σ)| ≤ C(1 + |x|)C for 0 ≤
2i+ j ≤ 4, 0 ≤ k ≤ 4 and x ∈ Rd2 .
3. inft,x,σ det bb
⊤(t, x, σ) > 0.
4. E[|Y0|q] <∞ for any q > 0.
5. suptE[|µt|q] <∞, sups<t(E[|µt−µs|q]1/q(t−s)−1/2) <∞ and sups<t E[(E[µt−µs|Gs]/(t−s))q] <∞.
6. For any q > 0, maxj suptE[|b(j)t |q ∨|bˆ(j)t |q] <∞ and maxj sups<t(E[|b(j)t − b(j)s |q ∨|bˆ(j)t − bˆ(j)s |q]1/q(t−
s)1/2) <∞ for any q > 0.
[B2] There exist η ∈ (0, 1/2), η˙ ∈ (0, 1], δ > 0 and positive-valued functions {ajt}t∈[0,T ],j=1,2 such that
b
−1/2
n kn(b
−1
n kn)
η˙ → 0 as n→∞, E[supj,t>s(|ajt −ajs|q|t− s|−qη˙)] <∞, E[supj,t |ajt |q]∨E[supj,t(|ajt |−q)] <
∞, and
sup
n
sup
{[s′n,l,s
′′
n,l)}∈Sη
E
[(
knb
−1/2+δ
n max
1≤l≤Ln
∣∣∣∣b−1n (s′′n,l − s′n,l)−1#{i; [Sn,ji−1, Sn,ji ) ⊂ (s′n,l, s′′n,l)} − ajs′n,l
∣∣∣∣
)q]
<∞
for any q > 0. Moreover, there exists a positive constant γ such that knb
−4/7+γ
n → 0 and E[((rnb1−ǫn ) ∨
(r−1n b
−1−ǫ
n ))
q]→ 0 as n→∞ for any q > 0 and ǫ > 0.
[B3] For any q > 0, there exists a positive constant cq such that P [infσ 6=σ∗((−Y0(σ))/|σ−σ∗|2) ≤ r−1] ≤ cq/rq
for any r > 0.
[B4] There exist estimators {vˆn}n∈N of v∗ such that vˆn > 0 almost surely, lim supnE[vˆ−qn ] < ∞, and
supnE[|b1/2n (vˆn − v∗)|q] <∞ for any q > 0.
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Though Condition [B3] is rather difficult to check in a practical setting, Uchida and Yoshida [29] investigated
sufficient conditions for [B3]. The simplest condition is that [B3] is satisfied if there exists ǫ > 0 such that
|bb⊤(t, x, σ1) − bb⊤(t, x, σ2)| ≥ ǫ|σ1 − σ2| for any t ∈ [0, T ], x ∈ O and σ1, σ2 ∈ Λ. See Remark 4 in [26] for
details.
Let Un = {u ∈ Rd;σ∗ + b−1/4n u ∈ Λ}, Vn(r) = {|u| ≥ r} ∩ Un, and Zn(u) = exp(Hn(σ∗ + b−1/4n u, vˆn) −
Hn(σ∗, vˆn)) for u ∈ Un.
Proposition 2.2 (Polynomial-type large deviation inequalities). Assume [B1]–[B4]. Then for any L > 0, there
exists a positive constant cL such that P [supu∈Vn(r) Zn(u) ≥ e−r/2] ≤ cL/rL for any n ∈ N and r > 0.
Since Zn(0) = 1, Proposition 2.2 immediately yields
E[|b1/4n (σˆn − σ∗)|p] =
∫ ∞
0
ptp−1P [|b1/4n (σˆn − σ∗)| ≥ t]dt ≤
∫ ∞
0
ptp−1P [ sup
u∈Vn(t)
Zn(u) ≥ e−t/2]dt <∞ (2.10)
for any p > 0. Moreover, we obtain the following convergence of moments of the estimation error.
Theorem 2.3. Assume [B1]–[B4]. Then E[Yf(b
1/4
n (σˆn− σ∗))]→ E[Yf(Γ−1/21 N )] as n→∞ for any bounded
random variable Y on (Ω,F) and any continuous function f of at most polynomial growth.
In particular, we obtain convergence of moments where E[|b1/4n (σˆn − σ∗)|q] → E[|Γ−1/21 N|q] for any q > 0.
This property is used when we study the theory of information criteria and asymptotic expansion of estimators.
We also obtain results for a Bayes type estimator. Let a prior density π : Λ → (0,∞) be a continuous
function satisfying 0 < infσ π(σ) ≤ supσ π(σ) < ∞. Then a Bayes-type estimator σ˜n for the quadratic loss
function is defined by
σ˜n =
(∫
Λ
exp(Hn(σ))π(σ)dσ
)−1 ∫
Λ
σ exp(Hn(σ))π(σ)dσ.
Since the Bayes-type estimator σ˜n contains integrals with respect to σ, we need to deal with tail behaviors of
likelihood ratio Hn(σ)−Hn(σ∗). Hence Proposition 2.2 is essential to deduce asymptotic properties of a Bayes-
type estimator. Since the Bayes-type estimator can be calculated using Markov-Chain Monte Carlo methods,
it is often easier to calculate than the maximum-likelihood-type estimator. For the Bayes-type estimator σ˜n,
we obtain similar results to the ones for the maximum-likelihood-type estimator.
Theorem 2.4. Assume [B1]–[B4]. Then E[Yf(b
1/4
n (σ˜n− σ∗))]→ E[Yf(Γ−1/21 N )] as n→∞ for any bounded
random variable Y on (Ω,F) and any continuous function f of at most polynomial growth.
Remark 2.8. If the assumptions of Theorem 2.2 are satisfied, asymptotic minimax theorem (Theorem 4 in [22])
holds for our model, so
lim
α→∞
lim inf
n→∞
sup
|u|≤α
E
σ∗+b
−1/4
n u
[l(|b1/4n (Vn − σ∗ − b−1/4n u)|)] ≥ E[l(|Γ1N|)]
for any estimators {Vn}n of the parameter and any function l : [0,∞) → [0,∞) which is nondecreasing and
l(0) = 0, where Eσ denotes expectation with respect to Pσ,v∗,n. Using Theorems 2.3 and 2.4 and a similar
argument in Theorem 2.2 of Ogihara [25], we can see that σˆn and σ˜n attain the lower bound of the above
inequality for continuous l of at most polynomial growth, if further [B2] and uniform versions of [B3] and [B4]
with respect to the true value (σ∗, v∗) are satisfied. Hence our estimators are asymptotically efficient in this
sense as well.
3 Simulation results
In this section, we examine some simulation results of our estimator.
First, we consider the case where the latent process Y is a Brownian motion, that is, Y satisfies the following
stochastic differential equation: {
dY 1t = σ1,∗dW
1
t
dY 2t = σ3,∗dW
1
t + σ2,∗dW
2
t ,
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Table 1: Simulation results for estimators of parameters
Results with v∗ = (0.001, 0.001) Results with v∗ = (0.005, 0.005)
n σ1 σ2 σ3 v1 v2 σ1 σ2 σ3 v1 v2
1000 (σˆn, vˆn) 0.897 0.776 0.451 0.001504 0.001500 0.957 0.818 0.481 0.005515 0.005501
(0.040) (0.042) (0.062) (0.000079) (0.000080) (0.086) (0.143) (0.094) (0.000293) (0.000296)
(σˆ′
n
, vˆ
′
n
) 0.971 0.840 0.487 0.001100 0.001094 0.991 0.850 0.498 0.005053 0.005035
(0.046) (0.047) (0.067) (0.000075) (0.000078) (0.092) (0.139) (0.098) (0.000298) (0.000306)
σˆ
′′
n
0.999 0.863 0.501 - - 0.997 0.861 0.499 - -
(0.045) (0.046) (0.068) - - (0.069) (0.070) (0.096) - -
5000 (σˆn, vˆn) 0.964 0.833 0.481 0.001099 0.001099 0.990 0.854 0.495 0.005095 0.005096
(0.028) (0.029) (0.040) (0.000026) (0.000026) (0.044) (0.044) (0.061) (0.000121) (0.000123)
(σˆ′
n
, vˆ
′
n
) 0.997 0.862 0.498 0.001006 0.001006 0.999 0.862 0.499 0.004996 0.004998
(0.031) (0.031) (0.041) (0.000027) (0.000027) (0.045) (0.045) (0.062) (0.000123) (0.000125)
σˆ
′′
n
0.999 0.864 0.499 - - 0.998 0.862 0.499 - -
(0.029) (0.030) (0.041) - - (0.043) (0.044) (0.062) - -
true values 1 0.866 0.5 0.001 0.001 1 0.866 0.5 0.005 0.005
where σ∗ = (σ1,∗, σ2,∗, σ3,∗) ∈ (ǫ, R) × (−R,R) × (ǫ, R) for some 0 < ǫ < R. Moreover, let {N1t }0≤t≤T and
{N2t }0≤t≤T be two independent Poisson processes with parameters λ1 and λ2, respectively. We give sampling
times by Sn,ji = inf{N jnt ≥ j} ∧ T for j = 1, 2. Let {ǫn,ji }i∈Z+,j=1,2 be independent normal random variables
with E[ǫn,ji ] = 0 and E[(ǫ
n,j
i )
2] = vj,∗.
Then we can see that this example satisfies [A1′′], [A2] and [A3′]. So the maximum-likelihood-type estimator
σˆn is asymptotically mixed normal and asymptotically efficient with asymptotic variance Γ
−1
1 . For the estimator
vˆn of v∗ we first use a simple estimator vˆn = (2Jk,n)
−1
∑
i(Y˜
k
i − Y˜ ki−1)2, which means that our estimator is
calculated by σˆn = argmaxσHn(σ, vˆn). We also consider a plug-in estimator vˆ
′
k,n = (vˆk,n−|bk(σˆn)|2T/(2Jk,n))∨0
of vk,∗, and σˆ
′
n = argmaxσHn(σ, vˆ
′
n). Let σˆ
′′
n = argmaxσHn(σ, v∗). Then σˆ
′′
n cannot be calculated by observed
data, but we can use it for comparison. Though these estimators have the same asymptotic variance, their
performances for finite samples are different. In particular, we cannot ignore the bias of vˆn since v is relatively
small compared with σ in practical data.
Table 1 shows results of 1000 estimations. Each cell represents the average of estimators, with sample
standard deviations given in parentheses. We set the values of parameters as kn = [n
5/8], T = 1, (λ1, λ2) = (1, 1),
(σ1,∗, σ2,∗, σ3,∗) = (1,
√
1− 0.52, 0.5), and consider two cases of the noise variances : v∗ = (0.001, 0.001) for the
left-hand side of the table and v∗ = (0.005, 0.005) for the right-hand side. In both cases, we can see that vˆn has
an upper bias for n = 1000, and causes a lower bias of σˆn because vˆn contains variance of the latent process,
which is always positive. These biases can be moderated by using the plug-in estimator. For n = 5000, the
plug-in estimator σˆ′n performs as well as σˆ
′′
n. In the case of v∗ = (0.005, 0.005), the biases of vˆn and vˆ
′
n are
relatively small, so the performance of σˆn and σˆ
′
n are better.
We can also construct an estimator σˆ′1,nσˆ
′
3,nT of the quadratic covariation 〈Y 1, Y 2〉T = σ1,∗σ3,∗T . We see
that
n1/4(σˆ′1,nσˆ
′
3,nT − 〈Y 1, Y 2〉T )→d N(0, σ23,∗(Γ−11 )11 + 2σ1,∗σ3,∗(Γ−11 )13 + σ21,∗(Γ−11 )33) (3.1)
as n → ∞ by the delta method, and the estimator is asymptotically efficient since we can reparameterize the
model using σ1,∗σ3,∗. We therefore compared the performance of the estimator (MLE) with existing estimators
of the quadratic covariation. We used the pre-averaged Hayashi–Yoshida estimator (PHY) and modulated
realized covariance (MRC) by Christensen, Kinnebrock, and Podolskij [7], the local method of moments (LMM)
by Bibinger et al. [5], and an estimator based on maximum likelihood estimator of a model of constant diffusion
coefficients (QMLE) by Aı¨t-Sahalia, Fan, and Xiu [2] for comparison. Except LMM these estimators can be
calculated using the ‘cce’ function in the ‘yuima’ R package (http://r-forge.r-project.org/projects/yuima). We
used the default values of the ‘cce’ function or values used in corresponding papers for parameters of estimators
(θ = 0.15 for PHY, θ = 1 for MRC1, J = 30, h
−1 = 10 for LMM). Here we use the oracle estimator defined
in [5] for LMM to avoid a complicated calculation. For the modulated realized covariance, we also examine an
estimator MRC2 with θ = 1/3 which is used in Jacod et al. [20]. Table 2 shows the results of 1000 estimations.
We used the same parameter values as above. Then the true value of the quadratic covariation becomes
〈Y 1, Y 2〉T = 0.5. For both cases of observation noise variance, we can see that sample standard deviations of
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Table 2: Comparison of estimators of 〈Y 1, Y 2〉T
Resuls with v∗ = (0.001, 0.001)
n MLE PHY MRC1 MRC2 QMLE LMM Theoretical minimum
1000 0.474 0.499 0.508 0.501 0.501 0.463
(0.073) (0.121) (0.182) (0.110) (0.095) (0.082) (0.066)
5000 0.496 0.497 0.504 0.499 0.498 0.497
(0.046) (0.081) (0.124) (0.073) (0.056) (0.069) (0.044)
Results with v∗ = (0.005, 0.005)
n MLE PHY MRC1 MRC2 QMLE LMM Theoretical minimum
1000 0.496 0.497 0.508 0.5000 0.5000 0.518
(0.109) (0.148) (0.185) (0.124) (0.120) (0.112) (0.099)
5000 0.499 0.497 0.505 0.499 0.499 0.514
(0.069) (0.098) (0.126) (0.083) (0.079) (0.083) (0.066)
Table 3: Estimation errors of estimators of 〈Y 1, Y 2〉T for the CIR process
n MLE PHY MRC1 MRC2 QMLE LMM
1000 -0.0267 -0.0063 -0.0058 -0.0036 -0.0008 -0.0348
(0.0733) (0.1286) (0.1867) (0.1162) (0.1013) (0.0844)
5000 -0.0023 -0.0036 -0.0022 -0.0016 -0.0005 -0.0033
(0.0456) (0.0858) (0.1305) (0.0768) (0.0580) (0.0719)
our estimator are the best in large samples. The theoretical (asymptotic) minimum of standard deviations for
all estimators is calculated as n−1/4(σ23,∗(Γ
−1
1 )11 + 2σ1,∗σ3,∗(Γ
−1
1 )13 + σ
2
1,∗(Γ
−1
1 )33)
1/2. Table 2 also shows that
the sample standard deviations of MLE are close to the minima in large samples.
In the next, we consider the model with random diffusion coefficients and non-Gaussian noise. As mentioned
in Remark 2.1, we cannot directly apply our results to stochastic volatility models. Here we consider the Cox-
Ingersoll-Ross (CIR) process derived in [9] as a latent process with random diffusion coefficients. Let the latent
process Y satisfy
dYt =
(
α1 − β1Y 1t
α2 − β2Y 2t
)
dt+
(
σ1,∗
√
Y 1t 0
σ3,∗
√
Y 2t σ2,∗
√
Y 2t
)
dWt,
where σ∗ = (σ1,∗, σ2,∗, σ3,∗) ∈ (ǫ′, R′) × (−R′, R′) × (ǫ′, R′). We assume Conditions 2α1 > σ21,∗ and 2α2 >
σ22,∗ + σ
2
3,∗ which ensure Y
1
t > 0 and Y
2
t > 0 for t ∈ [0, T ] almost surely. Let {ǫn,ji }i∈Z be i.i.d. random
variables following a centered Gamma distribution with a shape parameter kj and a scale parameter θj for
j = 1, 2. We define {N jt }, vˆn, vˆ′n, σˆn, and σˆ′n similarly to the first example. We set the values of parameters
as kn = [n
5/8], T = 1, (λ1, λ2) = (1, 1), (σ1,∗, σ2,∗, σ3,∗) = (1,
√
1− 0.52, 0.5), (α1, α2, β1, β2) = (1, 1, 1, 1),
and (k1, k2, θ1, θ2) = (2, 2,
√
0.0005,
√
0.0005) which implies v∗ = (0.001, 0.001). Table 3 shows averages and
sample standard deviations of Tn − 〈Y 1, Y 2〉T for each estimator Tn of the quadratic covariation 〈Y 1, Y 2〉T in
1000 simulations. 〈Y 1, Y 2〉T is random in this model since the diffusion coefficients are random. So we use
extra-high-frequency observations {Y lk/100000}100000k=0 of Y to calculate the approximated true value of 〈Y 1, Y 2〉T .
In this model, we have not obtained the LAMN property nor asymptotic efficiency of our estimator though
we expect to obtain them. However, we still see that our estimator achieves the best error variance in large
samples.
4 Asymptotically equivalent representation of the quasi-likelihood
function
We will prove our main results in the rest of this paper. In this section, we introduce an asymptotically
equivalent representation H˜n(σ, v) of the quasi-likelihood function Hn(σ, v), and prove the equivalence. H˜n is a
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useful function for deducing the limit of Hn.
4.1 Some notations
We denote Em as the Gsm−1 -conditional expectation and E¯m[X] = X − Em[X] for a random variable X. We
use the symbol C for a generic positive constant that can vary from line to line.
For a sequence cn of positive-valued B(Πn)-measurable random variables, let us denote by {R¯n(cn)}n∈N,
{Rn(cn)}n∈N and {R˙n(cn)}n∈N sequences of random variables (which may depend on 1 ≤ m ≤ ℓn and σ)
satisfying
E[(c−1n (rn/bn)
−p1(bn/rn)
−p2(k¯n/kn)
−p3(kn/kn)
−p4b−δn sup
σ,m
EΠ[|R¯n(cn)|q]1/q)q′ ]→ 0,
E[(c−1n (rn/bn)
q1(bn/rn)
q2(k¯n/kn)
q3 (kn/kn)
q4bδ
′
n sup
σ,m
EΠ[|Rn(cn)|q]1/q)q
′
]→ 0,
and
c−1n (rn/bn)
q1(bn/rn)
q2(k¯n/kn)
q3(kn/kn)
q4 sup
σ,m
|R˙n(cn)| →p 0,
respectively, as n→∞ for any δ, q, q′, q1, · · · , q4 > 0 with some constants δ′, p1, · · · , p4 ≥ 0.
Let Mm(v) = diag(v1M1,m, v2M2,m) for v = (v1, v2), b˜
k
m = b
k(sm−1, Xsm−1 , σ), b˜
k
m,∗ = b
k(sm−1, Xsm−1 , σ∗),
Z˜m = (((b˜
1
m,∗ · (WSn,1i −WSn,1i−1)+ ǫ
n,1
i − ǫn,1i−1)K
1
m
i=K1m−1+2
)⊤, ((b˜2m,∗ · (WSn,2j −WSn,2j−1) + ǫ
n,2
j − ǫn,2j−1)K
2
m
j=K2m−1+2
)⊤)⊤,
S˜m(σ, v) =
(
diag((|b˜1m|2|I1i,m|)i) {b˜1m · b˜2m|I1i,m ∩ I2j,m|}ij
{b˜1m · b˜2m|I1i,m ∩ I2j,m|}ji diag((|b˜2m|2|I2j,m|)j)
)
+Mm(v), (4.1)
and
H˜n(σ, v) = −1
2
ℓn∑
m=2
Z˜⊤mS˜
−1
m (σ, v)Z˜m −
1
2
ℓn∑
m=2
log det S˜m(σ, v).
The diffusion coefficients b in Z˜m and S˜m are either b(sm−1, Xsm−1 , σ) or b(sm−1, Xsm−1 , σ∗). Hence we
do not need to consider the time-dependent structure of b when we study asymptotics of the summands in
H˜n. In particular, we obtain Em[Z˜
⊤
m∂σS˜m(σ∗, v∗)
−1Z˜m + ∂σ log det S˜m(σ∗, v∗)] = 0 by ∂σ log det S˜m(σ, v) =
−tr(∂σS˜mS˜−1m )(σ, v). We will prove the asymptotic equivalence of Hn and H˜n and then investigate asymptotic
properties of H˜n instead of Hn.
Similarly to the approach of Gloter and Jacod [13], we first show our results under the following condition
[A1′], which is stronger than [A1]. Then localization techniques and Girsanov’s theorem enable us to replace
[A1′] with [A1].
[A1′] Condition [A1] is satisfied, O = Rd2 , supt,x,σ
∥∥(bb⊤)−1∥∥ (t, x, σ) <∞, µt ≡ 0 and Y0, supt |b(l)t |, ∂it∂jx∂kσb,
and supt>s((|b(l)t − b(l)s | ∨ |bˆ(l)t − bˆ(l)s |)/(t− s)) are all bounded for l = 0, 1, 0 ≤ 2i+ j ≤ 4 and 0 ≤ k ≤ 4.
We can also see that [A1′] implies [B1].
4.2 Fundamental properties of the noise covariance matrix
In the following subsection we will show the asymptotic equivalence of H˜n and Hn, namely that
b−1/2n sup
σ∈Λ
|∂jσ(Hn(σ, vˆn)−Hn(σ∗, vˆn))− ∂jσ(H˜n(σ, v∗)− H˜n(σ∗, v∗))| →p 0
as n → ∞ for 0 ≤ j ≤ 3. To that end, we first show fundamental properties of Sm and S˜m. These matrices
inherit some properties of Mj,m, that are necessary to deduce the limit of Hn and H˜n. The first property (4.2)
concerns the trace of a matrix related to Mj,m investigated by [13]. In the one-dimensional model with noisy,
equidistance observations, this property can be directly applied to the quasi-likelihood function because the
covariance matrix of the latent process is the unit matrix. However, this is insufficient for our purpose because
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our covariance matrix Sm−Mm(v) of the latent process is rather complicated. Therefore, we investigate further
matrix properties related to Mj,m.
First, we consider the results in [13]. For any positive constants p, q, a and b, eigenvalues of (aE +Mj,m)−1
are {(a+ 2(1− cos(iπ(kjm + 1)−1))}k
j
m
i=1 and we obtain
π−1kjmIp(a)− a−p ≤ tr((aE +Mj,m)−p) ≤ π−1kjmIp(a), (4.2)
π−1kjmIp,q(a, b)− a−pb−q ≤ tr((aE +Mj,m)−p(bE +Mj,m)−q) ≤ π−1kjmIp,q(a, b), (4.3)
where Ip(a) =
∫ π
0
(a + 2(1 − cosx))−pdx and Ip,q(a, b) =
∫ π
0
(a + 2(1 − cosx))−p(b + 2(1 − cosx))−qdx. Simple
calculations show that I1(a) = π/
√
a(4 + a), I2(a) = π(2 + a)a
−3/2(4 + a)−3/2 and
∫ π
0 {log(a+ 2(1− cosx)) −
log(b + 2(1 − cosx))}dx = 2π(log(√a + √4 + a) − log(√b + √4 + b)). See Section 4.1 in [13] for the details.
Moreover, differentiation with respect to a yields
Ip(a) =
(−1)p−1
(p− 1)!
(
d
da
)p−1(
π√
a(4 + a)
)
.
In particular, if a = Xnb
−1
n for some tight random variables {Xn}n, then we have
Ip(Xnb
−1
n ) =
π(2p− 3)!!
2p(p− 1)! (Xnb
−1
n )
−p+1/2 +Op(b
p−3/2
n ).
For ǫ ≥ 0, let {pj(ǫ)}j∈N and {p′j(ǫ)}j∈N be sequences of positive numbers satisfying p1(ǫ) = 2+ǫ, p′1(ǫ) = 1+ǫ,
pj+1(ǫ) = 2 + ǫ − 1/pj(ǫ), and p′j+1(ǫ) = 2 + ǫ− 1/p′j(ǫ) for j ∈ N. Let Ei,j(a) be a kjm × kjm matrix satisfying
(Ei,j(a))k,l = δk,l + aδ(i,j)(k, l) for a ∈ R. Then we have
Ekjm,kjm−1(pkjm−1(ǫ)
−1) · · ·E2,1(p1(ǫ)−1)(ǫE +Mj,m)E1,2(p1(ǫ)−1) · · ·Ekjm−1,kjm(pkjm−1(ǫ)−1) = diag((pj(ǫ))
kjm
j=1),
(ǫE+Mj,m)−1 = E1,2(p1(ǫ)−1) · · ·Ekjm−1,kjm(pkjm−1(ǫ)−1)diag((pj(ǫ)−1)
kjm
j=1)Ekjm,kjm−1(pkjm−1(ǫ)
−1) · · ·E2,1(p1(ǫ)−1),
and hence
(ǫE +Mj,m)−1 =
{ ∏
k+1≤i≤l
pi−1(ǫ)
−11{k≤l}
}
k,l
diag((pj(ǫ)
−1)
kjm
j=1)
{ ∏
l+1≤i≤k
pi−1(ǫ)
−11{l≤k}
}
k,l
. (4.4)
Moreover, we have the following lemma.
Lemma 4.1. Let ǫ ∈ [0, 1) and p+(ǫ) = 1 + ǫ/2 +
√
ǫ+ ǫ2/4. Then
1. 1 ≤ p′j(ǫ) ≤ p+(ǫ) < pj(ǫ) ≤ 1 + 1/j + jǫ for j ∈ N, {pj(ǫ)}j is monotone decreasing, and {p′j(ǫ)}j is
monotone nondecreasing.
2. {((ǫE +Mj,m)−1)kk}[k
j
m/2]
k=1 is monotone increasing.
3. pj − p+ ≤ (1 +√ǫ)−(j−2) and p+ − p′j ≤
√
ǫ(1 +
√
ǫ)−(j−2) for j ≥ 2.
4.
∏k
j=1 p
′
j(ǫ) = (pk(ǫ)− 1)
∏k−1
j=1 pj(ǫ) for any k ≥ 2.
Proof. 1. We simply denote pj = pj(ǫ). We will prove p+(ǫ) < pj(ǫ) ≤ 1+ 1/j+ jǫ for j ∈ N by induction. The
results obviously hold for j = 1. Assume the results hold for all values in N up to j. Then since p+ = 2+ǫ−1/p+,
we obtain pj+1 − p+ = 1/p+ − 1/pj > 0, and
pj+1 ≤ 2 + ǫ− (j/(j + 1))(1 + j2ǫ/(j + 1))−1 ≤ 2 + ǫ− (j/(j + 1))(1 − j2ǫ/(j + 1)) ≤ 1 + 1/(j + 1) + (j + 1)ǫ.
Hence, we have p+(ǫ) < pj(ǫ) ≤ 1 + 1/j + jǫ for j ∈ N. Moreover, we can inductively deduce pj+1 − pj =
1/pj−1 − 1/pj > 0. The results for {p′j(ǫ)}j are obtained similarly.
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2. By considering the cofactor matrix and (4.4), we have
((ǫE +Mj,m)−1)kk =
det(ǫEk−1 +M(k − 1)) det(ǫEkjm−k +M(kjm − k))
det(ǫE +Mj,m) =
∏k−1
l=1 pl
∏kjm−k
l=1 pl∏kjm
l=1 pl
. (4.5)
Therefore we obtain the result by monotonicity of pj .
3. This is easy since pj − p+ = (pj−1 − p+)/p+pj−1 ≤ (p1 − p+)/pj−1+ ≤ p−j+2+ .
4.
k∏
j=1
p′j(ǫ) = det(ǫE +M(k)− (E11(1)− E)) = det(ǫE +M(k)− (Ekk(1)− E)) = (pk(ǫ)− 1)
k−1∏
j=1
pj(ǫ).
Let ρ¯ = supt,σ(|b1 · b2||b1|−1|b2|−1)(t,Xt, σ), D˜m = (D˜1,m, D˜2,m), D˜j,m = diag((|b˜jm|2|Iji,m|)i) + vj,∗Mj,m,
D′m = (D
′
1,m, D
′
2,m), D
′
j,m = diag((|Iji,m|)i), and Dˇj,m = |b˜jm|2rnE + vj,∗Mj,m.
Lemma 4.2. Assume [B1]. Then tr(S˜−1m (σ, v∗)) = R¯n(b
1/2
n kn).
Proof. Let D′′m = diag(|b˜1m|2D′1,m, |b˜2m|2D′2,m) and D′′′m = (D′′m)−1/2D˜m(D′′m)−1/2, then we have
S˜m = (D
′′
m)
1/2(D′′′m)
1/2(E + (D′′′m)−1/2(D′′m)−1/2(S˜m − D˜m)(D′′m)−1/2(D′′′m)−1/2)(D′′′m)1/2(D′′m)1/2.
Moreover, Lemma A.4, [B1], and Lemma 2 in [26] yield∥∥∥(D′′′m)−1/2(D′′m)−1/2(S˜m − D˜m)(D′′m)−1/2(D′′′m)−1/2∥∥∥
≤
∥∥∥(D′′m)−1/2(S˜m − D˜m)(D′′m)−1/2∥∥∥ ≤ ρ¯
{∥∥∥∥
{ |I1i,m ∩ I2j,m|
|I1i,m|1/2|I2j,m|1/2
}
i,j
∥∥∥∥ ∨
∥∥∥∥
{ |I1i,m ∩ I2j,m|
|I1i,m|1/2|I2j,m|1/2
}
j,i
∥∥∥∥
}
≤ ρ¯ < 1.
Therefore, we obtain
tr(S˜−1m ) ≤ tr((D′′′m)−1/2(D′′m)−1(D′′′m)−1/2)‖(E + (D′′′m)−1/2(D′′m)−1/2(S˜m − D˜m)(D′′m)−1/2(D′′′m)−1/2)−1‖
≤ tr(D˜−1m )/(1− ρ¯) ≤
2∑
j=1
tr(Dˇ−1j,m)rnr
−1
n (1 − ρ¯)−1,
by Lemma A.1, the equation D˜j,m = Dˇ
1/2
j,m(E − Dˇ−1/2j,m (Dˇj,m − D˜j,m)Dˇ−1/2j,m )Dˇ1/2j,m, and that
‖Dˇ−1/2j,m (Dˇj,m − D˜j,m)Dˇ−1/2j,m ‖≤ (|b˜jm|2rn)−1|b˜jm|2(rn − rn) = 1− rn/rn. (4.6)
We thus obtain the results by (4.2).
4.3 Asymptotic equivalence of Hn and H˜n
In this section, we prove the asymptotic equivalence of Hn and H˜n. We provide the following lemma about
estimates of moments of the quantities related to Hn and H˜n. The proof is given in the appendix; it is obtained
based on the properties of Mj,m in Section 4.2, standard Itoˆ calculus, and some results from linear algebra.
Let S˜m,∗ = S˜m(σ∗, v∗) and
S(t, x, σ, v) =
( {|b1(t, x, σ)|2|I1i,m|δii′}ii′ + v1M1,m {b1 · b2(t, x, σ)|I1i,m ∩ I2j,m|}ij
{b1 · b2(t, x, σ)|I1i,m ∩ I2j,m|}ji {|b2(t, x, σ)|2|I2j,m|δjj′}jj′ + v2M2,m
)
.
Lemma 4.3. Assume [B1]. Let σ ∈ Λ, k1, k2, k3 ∈ Z+, k1+k2 ≥ 1, k1 ≤ 4, k2 ≤ 4, Xm be a Gsm−1-measurable
random variable, and S′ = ∂k1σ ∂
k2
x ∂
k3
v S
−1(sm−1,Xm, σ, v∗). Then
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1. Em[(Z˜
⊤
mS
′Z˜m)
2] = 2tr((S′S˜m,∗)
2) + tr(S′S˜m,∗)
2 + R¯n(1), Em[(Z˜
⊤
mS
′Z˜m)
4] = R¯n((b
−4
n k
7
n) ∨ (b−2n k4n)) and
Em[(Z˜
⊤
mS
′Z˜m)
q] = R¯n(b
−q
n k
2q
n ) for q > 4.
2. EΠ[|
∑
m(Zm − Z˜m)⊤S′(Zm + Z˜m)|q] = R¯n((b−3n k7n)q/4) for q ≥ 4.
3. EΠ[|
∑
m(Zm − Z˜m)⊤S′(Zm + Z˜m)|2] = R¯n((b−1n k2n) ∨ (b−2n k7/2n )).
Proof. See the appendix.
Now we obtain the asymptotic equivalence of Hn and H˜n.
Lemma 4.4. Assume [B1], [A2], and [V ]. Then
b−1/2n sup
σ∈Λ
|∂jσ(Hn(σ, vˆn)−Hn(σ∗, vˆn))− ∂jσ(H˜n(σ, v∗)− H˜n(σ∗, v∗))| →p 0,
and b
−1/4
n (∂σHn(σ∗, vˆn)− ∂σH˜n(σ∗, v∗))→p 0 as n→∞ for 0 ≤ j ≤ 3. If [B4] holds as well, then
EΠ
[(
b−1/2n sup
σ∈Λ
|∂jσ(Hn(σ, vˆn)−Hn(σ∗, vˆn))− ∂jσ(H˜n(σ, v∗)− H˜n(σ∗, v∗))|
)q]
= R¯n((b
−5
n k
7
n)
q/4)
for any 0 ≤ j ≤ 3 and q > 0.
Proof. We first obtain
Hn(σ, v∗)−Hn(σ∗, v∗)− (H˜n(σ, v∗)− H˜n(σ∗, v∗))
= −σ − σ∗
2
∑
m
{
(Zm − Z˜m)⊤
∫ 1
0
∂σS
−1
m (σt, v∗)dt(Zm + Z˜m) + Z˜m
∫ 1
0
(∂σS
−1
m (σt, v∗)− ∂σS˜−1m (σt, v∗))dtZ˜m
+
∫ 1
0
∂σ log
detSm(σt, v∗)
det S˜m(σt, v∗)
dt
}
=: Ψˆ1,n(σ) + Ψˆ2,n(σ) + Ψˆ3,n(σ).
Wewill give estimates for these quantities. Point 2 of Lemma 4.3 yields supσ EΠ[|b−1/2n ∂jσΨˆ1,n|q] = R¯n((b−5n k7n)q/4)
for 0 ≤ j ≤ 4 and q > 0, and consequently by Sobolev’s inequality EΠ[supσ |b−1/2n ∂jσΨˆ1,n|q] = R¯n((b−5n k7n)q/4)
as n→∞ for 0 ≤ j ≤ 3 and q > 0.
Let S(1) =
∫ 1
0
∫ 1
0 ∂x∂σS
−1(sm−1, sXˆm + (1− s)Xsm−1 , σt, v∗)dsdt, S(2) =
∫ 1
0 ∂x∂σS
−1(sm−1, Xsm−2 , σt, v∗)dt
and S(3) = S(sm−1, Xsm−2 , σ∗, v∗). Then we obtain
EΠ[|Ψˆ2,n|q] = 2−qEΠ
[(∑
m
Z˜⊤mS
(1)Z˜m(Xˆm −Xsm−1)(σ − σ∗)
)q]
≤ CEΠ
[(∑
m
tr(S(1)Em[Z˜mZ˜
⊤
m])(Xˆm −Xsm−1)
)q]
+CEΠ
[(∑
m
tr(S(1)E¯m[Z˜mZ˜
⊤
m])
2(Xˆm −Xsm−1)2
)q/2]
≤ CEΠ
[(∑
m
tr(S(2)S(3))(Xˆm −Xsm−1)
)q]
+ R¯n((ℓnb
−1/2
n knℓ
−1
n )
q) + R¯n(ℓ
q/2
n b
−q/2
n k
q
nℓ
−q/2
n )
= R¯n(ℓ
q/2
n b
−q/2
n k
q
nℓ
−q/2
n ) + R¯n(ℓ
q
nb
−q/2
n k
q
nℓ
−q
n ) + R¯n(b
−q/2
n k
q
n) = R¯n(b
−q/2
n k
q
n)
for any q > 0, by the Burkholder–Davis–Gundy inequality, Em−1[Xˆm − Xsm−1 ] = R¯n(ℓ−1n ) and EΠ[|Xˆm −
Xsm−1 |q]1/q = R¯n(ℓ−1/2n ). Similar estimates for ∂jσΨˆ2,n and Sobolev’s inequality yield EΠ[supσ |b−1/2n ∂jσΨˆ2,n|q] =
R¯n(b
−q
n k
q
n) for 0 ≤ j ≤ 3 and q > 0.
Similarly, we haveEΠ[supσ |b−1/2n ∂jσΨˆ3,n|q] = R¯n(b−qn kqn), and therefore we obtainEΠ[(b−1/2n supσ |∂jσ(Hn(σ, v∗)−
Hn(σ∗, v∗))− ∂jσ(H˜n(σ, v∗)− H˜n(σ∗, v∗))|)q ] = R¯n((b−5n k7n)q/4) for 0 ≤ j ≤ 3.
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Taylor’s formula yields
Hn(σ, vˆn)−Hn(σ∗, vˆn)− (Hn(σ, v∗)−Hn(σ∗, v∗))
= −1
2
∑
m
∫ 1
0
{
Z⊤m(∂σS
−1
m (σt, vˆn)− ∂σS−1m (σt, v∗))Zm + ∂σ log
detS(σt, vˆn)
detS(σt, v∗)
}
dt(σ − σ∗)
= −1
2
∑
m
3∑
j=1
∫ 1
0
{
Z⊤m∂
j
v∂σS
−1
m (σt, v∗)Zm + ∂
j
v∂σ log detS(σt, v∗)
}
dt(σ − σ∗) (vˆn − v∗)
j
j!
−1
2
∑
m
∫ 1
0
∫ 1
0
{
Z⊤m∂
4
v∂σS
−1
m (σt, vs)Zm + ∂
4
v∂σ log detS(σt, vs)
}
dsdt(σ − σ∗) (vˆn − v∗)
4
4!
,
where vs = svˆn + (1 − s)v∗.
Then we obtain
b−1/4n |Hn(σ, vˆn)−Hn(σ∗, vˆn)− (Hn(σ, v∗)−Hn(σ∗, v∗))|
= R¯n(b
−1/4
n b
−1
n k
2
nℓn)×Op(b−1/2n ) + R¯n(b−1/4n (bnknℓn))×Op(b−2n )→p 0,
by Lemma 4.3, [V ], and the equation ∂σ log detS = −tr(∂σSS−1). Similarly, we obtain
b
−1/4
n |∂jσHn(σ, vˆn)− ∂jσHn(σ, v∗)| →p 0 for 1 ≤ j ≤ 4. Sobolev’s inequality yields
supσ(b
−1/4
n |∂jσ(Hn(σ, vˆn)−Hn(σ∗, vˆn))− ∂jσ(Hn(σ, v∗)−Hn(σ∗, v∗))|)→p 0 for 0 ≤ j ≤ 3 and consequently we
obtain supσ(b
−1/2
n |∂jσ(Hn(σ, vˆn)−Hn(σ∗, vˆn))− ∂jσ(H˜n(σ, v∗)− H˜n(σ∗, v∗))|)→p 0 for 0 ≤ j ≤ 3.
Moreover, point 3 of Lemma 4.3 yields EΠ[|b−1/4n ∂σΨˆ1,n(σ∗)|2] = R¯n((b−3/2n k2n) ∨ (b−5/2n k7/2n )) →p 0, and
consequently b
−1/4
n (∂σHn(σ∗, vˆn)− ∂σH˜n(σ∗, v∗))→p 0.
If further [B4] is satisfied, then for any q > 0, we obtain
sup
σ
EΠ[b
−q/2
n |Hn(σ, vˆn)−Hn(σ∗, vˆn)− (Hn(σ, v∗)−Hn(σ∗, v∗))|q]
= R¯n(b
−q/2
n b
−q
n k
2q
n ℓ
q
nb
−q/2
n ) + R¯n(b
−q/2
n (bnknℓn)
qb−2qn ) = R¯n(b
−q
n k
q
n),
by Lemma 4.3, [V ], and the equation ∂σ log detS = −tr(∂σSS−1). Similarly, we obtain
supσ EΠ[b
−q/2
n |∂jσHn(σ, vˆn)− ∂jσHn(σ, v∗)|q] = R¯n(b−qn kqn) for 1 ≤ j ≤ 4. Sobolev’s inequality yields
EΠ[supσ(b
−1/2
n |∂jσ(Hn(σ, vˆn) −Hn(σ∗, vˆn)) − ∂jσ(Hn(σ, v∗) −Hn(σ∗, v∗))|)q ] = R¯n(b−qn kqn) for 0 ≤ j ≤ 3, which
completes the proof.
5 The limit of the quasi-likelihood function
We complete the proof of Proposition 2.1 in this section. To do so, it is essential to specify the asymptotic
behavior of some functions of approximate covariance matrix S˜m, as seen in (5.1). Unlike previous studies by
Gloter and Jacod [12, 13], the eigenvalues of the diagonal blocks D˜1,m and D˜2,m of S˜m are not identified because
of the irregular sampling, and even the sizes of D˜1,m and D˜2,m are different. These problems make it difficult
to deduce asymptotic behaviors of the right-hand side of (5.1). To solve these problems, in Lemma 5.1, we
approximate D˜j,m by D˙j,m, which is a kind of local averaged versions of D˜j,m and has similar properties to the
covariance matrix of equidistant sampling scheme. Moreover, we can also change the sizes of D˜j,m using some
specific properties of D˙j,m. We deal with this in Lemma 5.2, and show convergence of some trace functions
that appear in a decomposition of Hn. The decomposition (4.4) and the nice properties of pi in Lemma 4.1 are
essential in the proofs.
Lemma 4.4 yields
b−1/4n ∂
j
σHn(σ, vˆn)
= b−1/4n ∂
j
σH˜n(σ, v∗) + op(1)
= −1
2
b
− 14
n
∑
m
(Em[Z˜
⊤
m∂
j
σS˜
−1
m Z˜m] + ∂
j
σ log det S˜m)−
1
2
b
− 14
n
∑
m
(Z˜⊤m∂
j
σS˜
−1
m Z˜m − Em[Z˜⊤m∂jσS˜−1m Z˜m]) + op(1)
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for 1 ≤ j ≤ 4. Together with the relation Em[Z˜⊤m∂jσS˜−1m Z˜m] = tr(∂jσS˜−1m S˜m,∗), we obtain
b
− 12
n ∂
j
σ(Hn(σ, vˆn)−Hn(σ∗, vˆn)) = −
1
2
b
− 12
n
∑
m
∂jσ
(
tr(S˜−1m S˜m,∗ − E) + log
det S˜m
det S˜m,∗
)
+ op(1), (5.1)
since the residual terms are op(1) by Lemma 4.3.
We first investigate asymptotics of tr(S˜−1m S˜m,∗−E). Let L˜ = {b˜1m ·b˜2m|I1i,m∩I2j,m|}i,j and G˜ = {|I1i,m∩I2j,m|}i,j .
Then since
S˜−1m = D˜
−1/2
m
∞∑
p=0
(−1)p
(
0 D˜
−1/2
1,m L˜D˜
−1/2
2,m
D˜
−1/2
2,m L˜
⊤D˜
−1/2
1,m 0
)p
D˜−1/2m
=
∞∑
p=0
(
D˜
−1/2
1,m (D˜
−1/2
1,m L˜D˜
−1
2,mL˜
⊤D˜
−1/2
1,m )
pD˜
−1/2
1,m −D˜−11,mL˜D˜−1/22,m (D˜−1/22,m L˜⊤D˜−11,mL˜D˜−1/22,m )pD˜−1/22,m
−D˜−12,mL˜⊤D˜−1/21,m (D˜−1/21,m L˜D˜−12,mL˜⊤D˜−1/21,m )pD˜−1/21,m D˜−1/22,m (D˜−1/22,m L˜⊤D˜−11,mL˜D˜−1/22,m )pD˜−1/22,m
)
,
we have
tr(S˜−1m S˜m,∗ − E)
=
∞∑
p=0
{
(|b˜1m,∗|2 − |b˜1m|2)tr((D˜−11,mL˜D˜−12,mL˜⊤)pD˜−11,mD′1,m) + (|b˜2m,∗|2 − |b˜2m|2)tr((D˜−12,mL˜⊤D˜−11,mL˜)pD˜−12,mD′2,m)
−2(b˜1m,∗ · b˜2m,∗ − b˜1m · b˜2m)tr(D˜−11,mL˜D˜−12,m(L˜⊤D˜−11,mL˜D˜−12,m)pG˜⊤)
}
. (5.2)
Note that ‖G˜‖ ∨ ‖G˜⊤‖ ≤ rn by Lemma 2 in [26].
We will see the limit of each term on the right-hand side. Let aˆjm = a
j
sm−1 and D˙j,m = |b˜jm|2b−1n (aˆjm)−1E +
vj,∗Mj,m. It is difficult to calculate each element or eigenvalue of D˜
−1
j,m. However, we can apply (4.4) to D˙
−1
j,m,
and hence we can calculate its elements. Therefore, we replace D˜j,m by D˙
−1
j,m using the following lemma.
Lemma 5.1. Let j ∈ {1, 2} and An,m be a kjm × kjm matrix for 1 ≤ m ≤ ℓn. Assume [B1], [A2] and that all
elements of An,m are nonnegative and ‖An,m‖ ≤ 1 for any m. Then
tr(∂kσD˜
−1
j,mAn,m) = tr(∂
k
σD˙
−1
j,mAn,m) + R˙n(b
3/2
n ℓ
−1
n )
for 0 ≤ k ≤ 3. If further [B2] is satisfied, then
sup
σ
|tr(∂kσD˜−1j,mAn,m)− tr(∂kσD˙−1j,mAn,m)| = Rn(b3/2n ℓ−1n )
for 0 ≤ k ≤ 3.
Proof. We first consider the case where k = 0. (4.4), (4.6), and the equation above it yield
tr(D˜−1j,mAn,m)
=
∞∑
p=0
tr
(
Dˇ
−1/2
j,m (Dˇ
−1/2
j,m (Dˇj,m − D˜j,m)Dˇ−1/2j,m )pDˇ−1/2j,m An,m
)
=
1
vp+1j,∗
∞∑
p=0
∑
i1,··· ,ip+1
1
pi1 · · · pip+1(|b˜jm|2rnv−1j,∗ )
∑
lq≤iq∧iq+1
l′≤ip+1,l
′′≤i1
(An,m)l′,l′′
Pl′,l′′,ip+1,i1
p∏
q=1
(Dˇj,m − D˜j,m)lq,lq
Plq,lq,iq,iq+1
, (5.3)
where Pk1,k2,l1,l2 =
∏
m1;k1≤m1≤l1−1
pm1
∏
m2;k2≤m2≤l2−1
pm2(|b˜jm|2rnv−1j,∗ ).
Then the nice properties of pi in Lemma 4.1 will lead us to the desired results. Roughly speaking, we
have 1 ≤ pi(|b˜jm|2rnv−1j,∗ ) ∼ 1 + Cb−1/2n for sufficiently large i. This means that Pk1,k2,l1,l2 and Pk′1,k′2,l1,l2 are
asymptotically equivalent if |k1 − k′1| and |k2 − k′2| are of order less than b1/2n . Then we can replace D˜j,m in the
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right-hand side of (5.3) by D˙j,m since the diagonal elements of both matrices have the same local average. We
will verify these rough sketches by the following.
We first see that terms containing small lq can be ignored. Let η be the one in [A2], η
′ ∈ (η, 1/2), tl˜,m =
sm−1 + T [bnk
−1
n ]
−1bη
′
n /kn + T [bnk
−1
n ]
−1(kn − bη′n )[(kn − bη
′
n )b
−η
n ]
−1 l˜/kn for 0 ≤ l˜ ≤ [(kn − bη′n )b−ηn ], Im(l˜) =
{l; Ijl,m ⊂ [tl˜−1,m, tl˜,m)}, and E ′ = {δi1,i21{inf Iji1,m<t0}}1≤i1,i2≤kjm . Then the absolute value of summation
involving terms with lq satisfying inf I
j
lq ,m
< t0 for some 1 ≤ q ≤ p on the right-hand side of the above equation
is less than
‖An,m‖
∞∑
p=1
p‖Dˇ−1/2j,m (Dˇj,m − D˜j,m)Dˇ−1/2j,m ‖p−1‖Dˇ−1/2j,m ‖2|b˜jm|2tr(Dˇ−1/2j,m (rn − rn)E ′Dˇ−1/2j,m ) ≤ r2nr−2n tr(Dˇ−1j,mE ′),
(5.4)
by (4.6), Lemma A.1, and the assumptions. Moreover, point 2 of Lemma 4.1 ensures that tr(Dˇ−1j,mE ′) is less than
[[kjm/2]/[Tb
−1+η′
n r
−1
n /2]]
−1tr(Dˇ−1j,m) if [k
j
m/2] ≥ 2[Tb−1+η
′
n r
−1
n ], and hence the right-hand side of (5.4) is R¯n(Vn)
by tr(Dˇ−1j,m) = R¯n(r
−1/2
n kn), where Vn = b1/2+η
′
n 1{[k¯n/2]≥2[Tb−1+η
′
n r−1n ]}
+ b
1/2
n kn1{[kn/2]<2[Tb
−1+η′
n r−1n ]}
.
Then for l˜, iq, iq+1 and lq satisfying lq ∈ Im(l˜) and max Im(l˜) ≤ iq ∧ iq+1, Lemma 4.1 yields that
PmaxIm(l˜),maxIm(l˜),iq,iq+1/Plq,lq,iq,iq+1 is less than 1 and greater than
(1 + C−1b1−η
′
n rn + C|b˜jm|2b−1+η
′
n rnr
−1
n )
−Cb−1+ηn r
−1
n ≥ 1− R¯n(bη−η′n + b−2+η
′+η
n r
−2
n rn)
for sufficiently large n. Moreover, maxl˜ |
∑
l∈Im(l˜)
(D˜j,m − D˙j,m)l,l| is R˙n(b−1+ηn ) by [A2]. We also have
supσ,mmaxl˜ |
∑
l∈Im(l˜)
(D˜j,m − D˙j,m)l,l| = Rn(b−1+ηn ) if [B2] is satisfied.
Therefore we obtain
tr(D˜−1j,mAn,m)
=
∞∑
p=0
∑
i1,··· ,ip+1
1
pi1 · · · pip+1(|b˜jm|2rn)
∑
lq≤iq∧iq+1,inf I
j
lq ,m
≥t0
l′≤ip+1,l
′′≤i1
(An,m)l′,l′′
Pl′,l′′,ip+1,i1
p∏
q=1
(Dˇj,m − D˜j,m)lq ,lq
Plq ,lq,iq ,iq+1
+ R¯n(Vn)
=
∞∑
p=0
T n,pm,1
∑
i1,··· ,ip+1
1
pi1 · · · pip+1(|b˜jm|2rn)
∑
l′≤ip+1,l′′≤i1
(An,m)l′,l′′
Pl′,l′′,ip+1,i1
×
p∏
q=1
∑
1≤l˜q≤[b
η
n]−1(kn−[b
η′
n ])
∑
lq∈Im(l˜q)
(Dˇj,m − D˙j,m + T n,pm,3E)lq ,lq
PmaxIm(l˜q),maxIm(l˜q),iq ,iq+1
+ R¯n(Vn)
=
∞∑
p=0
T n,pm,1(T n,pm,2)−1tr(Dˇ−1/2j,m (Dˇ−1/2j,m (Dˇj,m − D˙j,m + T n,pm,3E)Dˇ−1/2j,m )pDˇ−1/2j,m An,m) + R˙n(b3/2n ℓ−1n ), (5.5)
where T n,pm,i is a random variable which does not depend on lq, l˜q, iq, iq+1 and satisfies
(1 − R¯n(bη−η′n + b−2+η
′+η
n r
−2
n rn))
p ≤ T n,pm,i ≤ 1
for i = 1, 2 and supp |T n,pm,3 | = R˙n(b−1n ).
Let Fp(t) = tr(Dˇ
−1/2
j,m (Dˇ
−1/2
j,m (Dˇj,m − D˙j,m + tT n,pm,3E)Dˇ−1/2j,m )pDˇ−1/2j,m An,m). Then
|Fp(1)− Fp(0)| ≤
∫ 1
0
|F ′p(t)|dt ≤ p|b˜jm|−2|T n,pm,3 |(1− b−1n (aˆjm)−1r−1n + |b˜jm|−2T n,pm,3r−1n )p−1R¯n(r−1/2n b2nℓ−1n ),
and hence
∑∞
p=0 |T n,pm,1(T n,pm,2)−1||Fp(1)− Fp(0)| ≤ supp |T n,pm,3 | · R˙n(b3/2n kn) = R˙n(b3/2n ℓ−1n ). Therefore we obtain
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the desired conclusion by
∞∑
p=0
|T n,pm,1(T n,pm,2)−1 − 1|Fp(0)
≤ C
∑
p
pR¯n(b
η−η′
n + b
−1+η+η′
n )(1 + R¯n(b
η−η′
n + b
−1+η+η′
n ))
p−1(1 − b−1n (aˆjm)−1r−1n )pr−1/2n kjm = R˙n(b3/2n ℓ−1n ).
For the case k = 1, we have tr(∂σD˜
−1
j,mAn,m) = tr(D˙
−1
j,m∂σD˜j,mD˙
−1
j,mAn,m) + R˙n(b
3/2
n ℓ−1n ) by using the result
for k = 0, ∂σD˜
−1
j,m = D˜
−1
j,m∂σD˜j,mD˜
−1
j,m, ‖D˜−1j,m∂σD˜j,m‖ = R¯n(1) and all elements of D˜−1j,m are nonnegative by a
similar argument to (4.4). Then a similar argument to (5.5) enables us to replace ∂σD˜j,m by ∂σD˙j,m. Similarly,
we obtain tr(∂kσD˜
−1
j,mAn,m) = tr(∂
k
σD˙
−1
j,mAn,m) + R˙n(b
3/2
n ℓ−1n ) for k = 2, 3.
If further [B2] is satisfied, then similarly we have supσ |tr(∂kσD˜−1j,mAn,m)− tr(∂kσD˙−1j,mAn,m)| = Rn(b3/2n ℓ−1n ).
Remark 5.1. The proof shows that there are upperbounds of the absolute values of residual terms in the
statement of Lemma 5.1 which do not depend on An,m.
Let cj = |b˜jm|2b−1n (aˆjm)−1/vj,∗ and c′j = cj(aˆjm/aˆ3−jm )2 for j = 1, 2.
Lemma 5.2. Assume [B1] and [A2]. Then
sup
σ,m
∣∣∣∣∂kσtr((D˜−11,mG˜D˜−12,mG˜⊤)pD˜−11,mD′1,m)− T aˆ1mknπ (aˆ
2
m)
p∂kσIp+1,p(c1, c
′
2)
b2p+1n (aˆ1m)
3p+1vp+11,∗ v
p
2,∗
∣∣∣∣ = op(b1/2n ℓ−1n ), (5.6)
sup
σ,m
∣∣∣∣∂kσtr((D˜−12,mG˜⊤D˜−11,mG˜)pD˜−12,mD′2,m)− T aˆ1mknπ (aˆ
2
m)
p+1∂kσIp,p+1(c1, c
′
2)
b2p+1n (aˆ1m)
3p+2vp1,∗v
p+1
2,∗
∣∣∣∣ = op(b1/2n ℓ−1n ), (5.7)
sup
σ,m
∣∣∣∣∂kσtr((D˜−11,mG˜D˜−12,mG˜⊤)p+1)− T aˆ1mknπ (aˆ
2
m)
p+1∂kσIp+1,p+1(c1, c
′
2)
(b2n(aˆ
1
m)
3v1,∗v2,∗)p+1
∣∣∣∣ = op(b1/2n ℓ−1n ) (5.8)
for 0 ≤ k ≤ 3 and p ∈ Z+. If further [B2] is satisfied, then op(b1/2n ℓ−1n ) in (5.6)-(5.8) can be replaced by
Rn(b
1/2
n ℓ−1n ).
Proof. For any p ∈ N, Lemma 5.1 yields
b−1/2n ∂
k
σtr((D˜
−1
1,mG˜D˜
−1
2,mG˜
⊤)p) = b−1/2n ∂
k
σtr((D˙
−1
1,mG˜D˙
−1
2,mG˜
⊤)p) + R˙n(ℓ
−1
n ). (5.9)
Moreover, we have
b−1/2n tr((D˙
−1
1,mG˜D˙
−1
2,mG˜
⊤)p) = b−1/2n
1
vp1,∗v
p
2,∗
∑
i1,··· ,ip
j1,··· ,jp
∑
α2q−1≤iq ,β2q−1≤jq
α2q≤iq+1,β2q≤jq (1≤q≤p)
p∏
q=1
G˜α2q−1,β2q−1
P˜α2q−1,β2q−1,iq+1,jq+1
G˜α2q,β2q
P˜α2q ,β2q,iq+1,jq
(5.10)
by (4.4), where ip+1 = i1 and P˜α,β,i,j =
∏i−1
k1=α
pk1(c1)
∏j−1
k2=β
pk2(c2).
We will apply (4.2) to obtain the limit of the traces. To do so, we need to change the size of matrices G˜ and
D˙−12,m. This is again achieved by the nice properties of pi. The essential idea is that point 3 of Lemma 4.1 ensures
pi ∼ p+ for sufficiently large i, and therefore P˜α,β,i,j ∼ p+(c1)i−αp+(c2)j−β ∼ exp(√c1(i − α) +√c2(j − β)) ∼
P´kα,kβ,ki,kj , where k ∈ N and P´α′,β′,i′,j′ =
∏i′−1
k1=α′
pk1(c1/k
2)
∏j′−1
k2=β′
pk2(c2/k
2). The size of D˙−12,m decides the
ranges of summation of j1, · · · , jp in (5.10). By changing these ranges using the above relation on P˜α,β,i,j and
P´kα,kβ,ki,kj , we can change the size of matrices G˜ and D˙
−1
2,m.
Now we verify the above idea. First, we see that the terms involving small αq or βq in (5.10) can be ignored.
Let η ∈ (0, 1/2) be the one in [A2], δ ∈ (1/2, 1) such that bδnk−1n → 0, s˜l′ = sm−1 + T [bnk−1n ]−1[knb−ηn ]−1((l′ +
[bδ−ηn ])∧ [knb−ηn ]) for 0 ≤ l′ ≤ ([knb−ηn ]− [bδ−ηn ])∨0, D˙3,m = (c1∧c2)(v1,∗∧v2,∗)Ek1m∨k2m+(v1,∗∧v2,∗)M(k1m∨k2m),
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G′ = {|I1i,m ∩ I2j,m|1{inf I1i,m∧inf I2j,m<s˜0}}1≤i,j≤k1m∨k2m , Gˆ = {|I1i,m ∩ I2j,m|1{i≤k1m and j≤k2m}}1≤i,j≤k1m∨k2m , and E ′′ =
{δij1{inf I1i,m∧inf I2i,m<s˜0}}1≤i,j≤k1m∨k2m . Similarly to the proof of Lemma 5.1, the absolute value Λ1 of a summation
involving the terms with (αq, βq) satisfying inf I
1
αq ,m ∧ inf I2βq,m < s˜0 is less than pb
−1/2
n tr(D˙
−1
3,m(G
′D˙−13,mGˆ
⊤ +
GˆD˙−13,m(G
′)⊤)(D˙−13,mGˆD˙
−1
3,mGˆ
⊤)p−1). Lemma 3 in [26] implies ‖G′ + (G′)⊤‖ ≤ 2rn and hence all the eigenvalues
of G′ + (G′)⊤ are greater than or equal to −2rn. Therefore G′ + (G′)⊤ + 2rnE ′′ is nonnegative definite, and
hence Lemma A.1 yields
Λ1 ≤ p(rn/rn)2p−1b−1/2n tr(D˙−13,m(G′ + (G′)⊤ + 2rnE ′′)) ≤ 2p(rn/rn)2p−1b−1/2n (tr(D˙−13,mG′) + rntr(D˙−13,mE ′′)).
Let (G˙)i,j = (
∑
l≤iG
′
l,i +
∑
m<iG
′
i,m)δi,j and k˙ = max{i; G˙ii > 0}. Then Lemma 4.1 yields
tr(D˙−13,mG
′) =
1
v1,∗ ∧ v2,∗
∑
i
∑
α,β≤i
G′α,β
pα · · · pipβ · · · pi−1 ≤
1
v1,∗ ∧ v2,∗
∑
i
∑
α≤i
G˙α,α
pα · · · pipα · · · pi−1
= tr(D˙−13,mG˙) ≤ (D˙−13,m)k˙,k˙(s˜0 − sm−1 + rn) ≤
Cb−1+δn + rn
[(k1m ∨ k2m)/2]− k˙
tr(D˙−13,m).
Therefore we obtain Λ1 = R˙n(ℓ
−1
n ), and Λ1 = Rn(ℓ
−1
n ) if [B2] is satisfied.
Let D¨2,m = v2,∗c2(aˆ
2
m/aˆ
1
m)
2E + v2,∗M1,m, i(α′) = min{i;Sn,1i ≥ s˜α′−1}, and j(α′) = min{j;Sn,2j ≥ s˜α′−1}.
We will show that b
−1/2
n tr((D˙
−1
1,mG˜D˙
−1
2,mG˜
⊤)p) is approximated by b
−1/2−2p
n (aˆ2m)
p(aˆ1m)
−3ptr((D˙−11,mD¨2,m)
p). A
similar argument to the proof of Lemma 5.1 yields |P˜α,β,i,j/P˜i(α′),j(α′),i(i′),j(j′) − 1| = R˙n(1) for i(α′) ≤ α <
i(α′ + 1), j(α′) ≤ β < j(α′ + 1), i(i′) ≤ i < i(i′ + 1), and j(j′) ≤ j < j(j′ + 1). Therefore repeated use of [A2]
yields
b−1/2n tr((D˙
−1
1,mG˜D˙
−1
2,mG˜
⊤)p)
= b−1/2n
T n,pm,4
vp1,∗v
p
2,∗
∑
i′1,··· ,i
′
p
j′1,··· ,j
′
p
∑
α′2q−1≤i
′
q∧j
′
q
α′2q≤i
′
q+1∧j
′
q (1≤q≤p)
p∏
q=1
(Tb−1+ηn )
2#{iq; I1iq ,m ⊂ [s˜i′q−1, s˜i′q )}#{jq; I2jq,m ⊂ [s˜j′q−1, s˜j′q )}
P˜i(α′2q−1),j(α′2q−1),i(i′q),j(j′q)P˜i(α′2q),j(α′2q),i(i′q+1),j(j′q)
+R˙n(l
−1
n )
= b−1/2n
T n,pm,5(Tb−1+ηn )2p(aˆ2m)p
vp1,∗v
p
2,∗(aˆ
1
m)
p
×
∑
i′1,··· ,i
′
p
j′1,··· ,j
′
p
∑
α′2q−1≤i
′
q∧j
′
q
α′2q≤i
′
q+1∧j
′
q (1≤q≤p)
p∏
q=1
#{α; I1α,m ⊂ [s˜α′2q−1−1, s˜α′2q−1 )}#{α; I1α,m ⊂ [s˜α′2q−1, s˜α′2q )}
P˜i(α′2q−1),j(α′2q−1),i(i′q),j(j′q)P˜i(α′2q),j(α′2q),i(i′q+1),j(j′q)
+ R˙n(l
−1
n ),
(5.11)
where T n,pm,i is a random variable satisfying supσ,m |T n,pm,i − 1| = R˙n(1) for i = 4, 5.
Since Lemma 4.1 and [A2] yield
pj(α) · · · pj(β)−1(c2) = (p+(c2))j(β)−j(α)(1 + R˙n(1)) = exp((bnaˆ2m(s˜β − s˜α) + R˙n(b1/2n )) log p+(c2))(1 + R˙n(1))
= exp(aˆ2m(aˆ
1
m)
−1(i(β)− i(α))) log p+(c2))(1 + R˙n(1)) = pi(α) · · · pi(β)−1(c′2)(1 + R˙n(1)),
we may replace P˜i(α′2q−1),j(α′2q−1),i(i′q),j(j′q) and P˜i(α′2q),j(α′2q),i(i′q+1),j(j′q) in the right-hand side of (5.11) by
Pˆi(α′2q−1),i(α′2q−1),i(i′q),i(j′q) and Pˆi(α′2q),i(α′2q),i(i′q+1),i(j′q), respectively, where Pˆα,β,i,j =
∏i−1
k1=α
pk1(c1)
∏j−1
k2=β
pk2(c
′
2).
Therefore, we obtain
sup
σ,m
∣∣∣∣b−1/2n tr((D˙−11,mG˜D˙−12,mG˜⊤)p)− b−1/2−2pn (aˆ2m)p(aˆ1m)−3ptr((D˙−11,mD¨−12,m)p)
∣∣∣∣ = op(ℓ−1n ),
by a similar argument to (5.11). Since ∂lσD˙j,m = ∂
l
σcjvj,∗E for 1 ≤ l ≤ 3, we similarly obtain
sup
σ,m
∣∣∣∣b−1/2n ∂kσtr((D˙−11,mG˜D˙−12,mG˜⊤)p)− b−1/2−2pn (aˆ2m)p(aˆ1m)−3p∂kσtr((D˙−11,mD¨−12,m)p)
∣∣∣∣ = op(ℓ−1n ). (5.12)
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Then (4.3), (5.9) and (5.12) yield (5.8).
We also have (5.6) and (5.7) by a similar argument.
Similar arguments enable us to replace op(b
1/2
n ℓ−1n ) by Rn(b
1/2
n ℓ−1n ) in (5.6)-(5.8) if [B2] is satisfied.
Proof of Proposition 2.1.
We first prove the results under the additional condition [A1′].
Since ‖D˜−1/21,m G˜D˜−12,mG˜⊤D˜−1/21,m ‖ ≤ |b˜1m|−2|b˜2m|−2 by Lemma 3 in [26], for any ǫ, δ > 0, there exists P1 ∈ N
such that
sup
n
P
[
sup
σ
b
− 12
n
∑
m
∞∑
p=P+1
∣∣∂kσ((b˜1m · b˜2m)2p−1tr((D˜−11,mG˜D˜−12,mG˜⊤)p))∣∣ ≥ δ
]
< ǫ,
sup
n
P
[
sup
σ
b
− 12
n
∑
m
∞∑
p=P+1
∣∣∣∣∂kσ
(
(b˜1m · b˜2m)2p−1aˆ1mkn(aˆ2m)pIp,p(c1, c′2)
(b2n(aˆ
1
m)
3v1,∗v2,∗)p
)∣∣∣∣ ≥ δ
]
< ǫ
for P ≥ P1. Together with Lemma 5.2, we obtain
sup
σ
∣∣∣∣b−1/2n ∂kσ∑
m
∞∑
p=1
(b˜1m ·b˜2m)2p−1tr((D˜−11,mG˜D˜−12,mG˜⊤)p)−
T aˆ1mkn
πb
1/2
n
∂kσ
∑
m
∞∑
p=1
(b˜1m · b˜2m)2p−1(aˆ2m)pIp,p(c1, c′2)
(b2n(aˆ
1
m)
3v1,∗v2,∗)p
∣∣∣∣→p 0.
Let a˙jm = a˜
j
sm−1 , Cm = |b˜1m|2|b˜2m|2 − (b˜1m · b˜2m)2, At = ϕ(a˜1t |b1t |2 + a˜2t |b2t |2, a˜1t a˜2t det(btb⊤t )), and
Pn = ϕ(c1 + c
′
2, b
−2
n aˆ
2
m(aˆ
1
m)
−3v−11,∗v
−1
2,∗Cm) = b
−1/2
n (aˆ
1
m)
−1ϕ(a˙1m|b˜1m|2 + a˙2m|b˜2m|2, a˙1ma˙2mCm).
Then Lemma A.9 yields
T aˆ1mkn
πb
1/2
n
∂kσ
∑
m
∞∑
p=1
(b˜1m · b˜2m)2p−1(aˆ2m)pIp,p(c1, c′2)
(b2n(aˆ
1
m)
3v1,∗v2,∗)p
= ∂kσ
∑
m
Tb
1/2
n aˆ1mℓ
−1
n
aˆ2mb˜
1
m·b˜
2
m
(aˆ1m)
3b2nv1,∗v2,∗
b
−1/2
n (aˆ1m)
−1
√
2ϕ(a˙1m|b˜1m|2 + a˙2m|b˜2m|2, a˙1ma˙2mCm)
√
a˙1ma˙
2
m
√
Cmb
−1
n (aˆ1m)
−2
+ op(1)
= ∂kσ
∑
m
T ℓ−1n
√
a˙1ma˙
2
mb˜
1
m · b˜2m√
2Cmϕ(a˙1m|b˜1m|2 + a˙2m|b˜2m|2, a˙1ma˙2mCm)
+ op(1) = ∂
k
σ
∫ T
0
√
a˜1t a˜
2
t b
1
t · b2t√
2 det(btb⊤t )At
dt+ op(1).
Therefore, we have
sup
σ
∣∣∣∣b−1/2n ∂kσ∑
m
∞∑
p=1
(b˜1m · b˜2m)2p−1tr((D˜−11,mG˜D˜−12,mG˜⊤)p)− ∂kσ
∫ T
0
√
a˜1t a˜
2
t b
1
t · b2t√
2 det(btb⊤t )At
dt
∣∣∣∣→p 0. (5.13)
Similarly, we obtain
sup
σ
∣∣∣∣b−1/2n ∂kσ∑
m
∞∑
p=1
tr((D˜−11,mL˜D˜
−1
2,mL˜
⊤)pD˜−11,mD
′
1,m)− ∂kσ
∫ T
0
|b2t |2
√
a˜1t a˜
2
t + a˜
1
t
√
det(btb⊤t )√
2 det(btb⊤t )At
dt
∣∣∣∣→p 0, (5.14)
sup
σ
∣∣∣∣b−1/2n ∂kσ∑
m
∞∑
p=1
tr((D˜−12,mL˜
⊤D˜−11,mL˜)
pD˜−12,mD
′
2,m)− ∂kσ
∫ T
0
|b1t |2
√
a˜1t a˜
2
t + a˜
2
t
√
det(btb⊤t )√
2 det(btb⊤t )At
dt
∣∣∣∣→p 0. (5.15)
Furthermore, Lemma A.3 and a similar argument yield
∂kσ log det(S˜mD˜
−1
m ) = ∂
k
σ log det
(
E +
(
0 D˜
−1/2
1,m L˜D˜
−1/2
2,m
D˜
−1/2
2,m L˜
⊤D˜
−1/2
1,m 0
))
= −
∞∑
p=1
1
p
∂kσtr((D˜
−1
1,mL˜D˜
−1
2,mL˜
⊤)p)
= −T aˆ
1
mkn
π
∞∑
p=1
(aˆ2m)
p(b˜1m · b˜2m)2pIp,p(c1, c′2)
p(aˆ1m)
3pb2pn v
p
1,∗v
p
2,∗
+ op(b
1/2
n ℓ
−1
n ).
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Then Lemma A.9 yields
∂kσ log det(S˜mD˜
−1
m )
= −T aˆ1mkn
(√ |b˜1m|2
bnaˆ1mv1,∗
+
√
aˆ2m|b˜2m|2
bn(aˆ1m)
2v2,∗
)
+
T aˆ1mknb
−1/2
n√
2aˆ1m
ϕ(a˙1m|b˜1m|2 + a˙2m|b˜2m|2, a˙1ma˙2m det(b˜mb˜⊤m))
+op(b
1/2
n ℓ
−1
n )
= Tb1/2n ℓ
−1
n
(
1√
2
ϕ(a˙1m|b˜1m|2 + a˙2m|b˜2m|2, a˙1ma˙2m det(b˜mb˜⊤m))−
√
a˙1m|b˜1m|2 −
√
a˙2m|b˜2m|2
)
+ op(b
1/2
n ℓ
−1
n ).
(5.16)
Moreover, Lemmas A.3 and 5.1 yield
∂kσ log det(D˜j,mD˜
−1
j,m,∗)
= ∂kσ log det(E + D˜−1/2j,m,∗(D˜j,m − D˜j,m,∗)D˜−1/2j,m,∗) =
∞∑
p=1
(−1)p−1
p
∂kσtr((D˜
−1
j,m,∗(D˜j,m − D˜j,m,∗))p)
=
∞∑
p=1
(−1)p−1
p
∂kσtr((D˙
−1
j,m,∗(D˙j,m − D˙j,m,∗))p) + op(b1/2n ℓ−1n ) = ∂kσ log det(D˙j,mD˙−1j,m,∗) + op(b1/2n ℓ−1n )
(5.17)
when |b˜jm,∗| ≥ |b˜jm|, where D˜j,m,∗ and D˙j,m,∗ are obtained by substituting σ = σ∗ in D˜j,m and D˙j,m, respectively.
Similarly, we have ∂kσ log det(D˜j,mD˜
−1
j,m,∗) = ∂
k
σ log det(D˙j,mD˙
−1
j,m,∗) + op(b
1/2
n ℓ−1n ) when |b˜jm,∗| < |b˜jm|.
On the other hand, results in Section 4.2 yield
∂kσ log
det D˙j,m
det D˙j,m,∗
=
kjm
π
∂kσ
∫ π
0
log
cj + 2(1− cosx)
cj,∗ + 2(1− cosx)dx+ op(b
1/2
n ℓ
−1
n )
= 2kjm∂
k
σ log
√
cj +
√
4 + cj√
cj,∗ +
√
4 + cj,∗
+ op(b
1/2
n ℓ
−1
n )
= kjm∂
k
σ(
√
cj −√cj,∗) + op(b1/2n ℓ−1n ) = Tb1/2n ℓ−1n
√
a˙jm∂
k
σ(|bjm| − |bjm,∗|) + op(b1/2n ℓ−1n ).
(5.18)
The residuals are bounded uniformly with respect to σ and m. Then we obtain supσ |b−1/2n ∂kσ(Hn(σ, vˆn) −
Hn(σ∗, vˆn))− ∂kσY1(σ)| →p 0 as n→∞ for any σ ∈ Λ and 0 ≤ k ≤ 3 by (5.1) and (5.13)–(5.18).
Finally, we obtain the results without [A1′] by using the arguments in Proposition 3.1 of Gloter and Jacod [13].
6 Identifiability of the model
In this section, we check the identifiability condition, infσ 6=σ∗((−Y1(σ))/|σ− σ∗|2) > 0 almost surely. This con-
dition is necessary to deduce consistency of the maximum-likelihood-type estimator, as seen in Proposition 7.1.
In general, it is not easy to check this condition directly because Y1(σ) is a complicated function of bt and ajt . On
the other hand, Ogihara and Yoshida [26] proved that the identifiability condition [A3] of a model for equidistant
observations without noise is sufficient for the identifiability of a model for nonsynchronous observations. This
is also the case for our model.
Proposition 6.1. Assume [A1], [A2], and [V ]. Then there exists a positive constant c such that
− Y1(σ) ≥ χ
∫ T
0
{
(|b1t |2 − |b1t,∗|2)2 + (|b2t |2 − |b2t,∗|2)2 + (b1t · b2t − b1t,∗ · b2t,∗)2
}
dt (6.1)
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for any σ, where
χ = c(1− ρ¯2) (v1,∗ ∧ v2,∗)
1/2
v1,∗ ∨ v2,∗
(
sup
j,t
ajt
)−1/2(
sup
j,t,σ
(|bj(t,Xt, σ)| ∨ |bj(t,Xt, σ)|−1)
)−5
.
In particular, infσ 6=σ∗((−Y1(σ))/|σ − σ∗|2) > 0 almost surely under [A1]–[A3] and [V ].
Proof. It is sufficient to show the results under the additional condition [A1′] by localization techniques similar
to the proof of Proposition 2.1.
Let Dˆm = D˜m −Mm,∗ and B = supj,t,σ(|bj(t,Xt, σ)| ∨ |bj(t,Xt, σ)|−1), then since
u⊤Dˆ−1/2m S˜mDˆ
−1/2
m u
≥ u⊤
( |b˜1m|2E b˜1m · b˜2m{|I1i,m ∩ I2j,m||I1i,m|−1/2|I2j,m|−1/2}i,j
b˜1m · b˜2m{|I1i,m ∩ I2j,m||I1i,m|−1/2|I2j,m|−1/2}j,i |b˜2m|2E
)
u
for any u ∈ RJ1,n+J2,n , we have ‖(Dˆ1/2m S˜−1m Dˆ1/2m )1/2‖ ≤ CB(1− ρ¯2)−1/2 by Lemma A.4, and hence we obtain
‖(Dˆ1/2m S˜−1m Dˆ1/2m )1/2(Dˆ−1/2m S˜m,∗Dˆ−1/2m )(Dˆ1/2m S˜−1m Dˆ1/2m )1/2‖
= ‖E + (Dˆ1/2m S˜−1m Dˆ1/2m )1/2(Dˆ−1/2m (S˜m,∗ − S˜m)Dˆ−1/2m )(Dˆ1/2m S˜−1m Dˆ1/2m )1/2‖ ≤ 1 + CB2(1 − ρ¯2)−1.
Then Lemma A.6 yields
tr(S˜−1m S˜m,∗ − E) + log det S˜m − log det S˜m,∗ ≥ CB−2(1− ρ¯2)tr(S˜−1m (S˜m,∗ − S˜m)S˜−1m (S˜m,∗ − S˜m)). (6.2)
Therefore, we have
tr(S˜−1m S˜m,∗ − E) + log det S˜m − log det S˜m,∗
≥ CB−2(1− ρ¯2)tr(D˜−1m (S˜m,∗ − S˜m)S˜−1m (S˜m,∗ − S˜m)) ≥ CB−2(1− ρ¯2)tr(D˜−1m (S˜m,∗ − S˜m)D˜−1m (S˜m,∗ − S˜m))
= CB−2(1− ρ¯2)
{ 2∑
j=1
(|b˜jm,∗|2 − |b˜jm|2)2tr(D˜−1j,mD′j,mD˜−1j,mD′j,m) + 2(b˜1m,∗ · b˜2m,∗ − b˜1m · b˜2m)2tr(D˜−11,mG˜D˜−12,mG˜⊤)
}
.
Hence it is sufficient to show that lim sup of three quantities tr(D˜−1j,mD
′
j,mD˜
−1
j,mD
′
j,m) for j = 1, 2 and
tr(D˜−11,mG˜D˜
−1
2,mG˜
⊤) are estimated from below by positive random variables.
By Lemma 5.1 and (5.12) with a sampling scheme Sn,1 ≡ Sn,2, we obtain
b−1/2n tr(D˜
−1
j,mD
′
j,mD˜
−1
j,mD
′
j,m) = b
−1/2
n tr(D˙
−1
j,mD
′
j,mD˙
−1
j,mD
′
j,m) + R¯n(ℓ
−1
n ) = b
−5/2
n (aˆ
j
m)
−2tr(D˙−2j,m) + R¯n(ℓ
−1
n )
=
b
−5/2
n
(aˆjm)2v2j,∗
I2
(
b−1n |b˜jm|2
aˆjmvj,∗
)
+ R¯n(ℓ
−1
n ) =
πℓ−1n
4(aˆjm)1/2v
1/2
j,∗ |b˜jm|3
+ R¯n(ℓ
−1
n ).
Moreover, Lemma 5.1 and (5.12) yield
b−1/2n tr(D˜
−1
1,mG˜D˜
−1
2,mG˜
⊤) = b−5/2n
aˆ2m
(aˆ1m)
3
tr(D˙−11,mD¨
−1
2,m) + R¯n(ℓ
−1
n )
≥ b
−5/2
n aˆ2m
(aˆ1m)
3v1,∗v2,∗
tr
(((( |b˜2m|2b−1n aˆ2m
v2,∗(aˆ1m)
2
)
∨ |b˜
1
m|2b−1n
aˆ1mv1,∗
)
E +M1,m
)−2)
+ R¯n(ℓ
−1
n )
=
ℓ−1n aˆ
2
m
v1,∗v2,∗(aˆ1m)
3
π
4
(( |b˜2m|2aˆ2m
v2,∗(aˆ1m)
2
)
∨ |b˜
1
m|2
aˆ1mv1,∗
)−3/2
+ R¯n(ℓ
−1
n ).
Similarly, we obtain
b−1/2n tr(D˜
−1
1,mG˜D˜
−1
2,mG˜
⊤) ≥ ℓ
−1
n aˆ
1
m
v1,∗v2,∗(aˆ2m)
3
π
4
(( |b˜1m|2aˆ1m
v1,∗(aˆ2m)
2
)
∨ |b˜
2
m|2
aˆ2mv2,∗
)−3/2
+ R¯n(ℓ
−1
n ). (6.3)
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Therefore, we obtain (6.1).
In particular, by Lemma 6 and Remark 4 in [26], there exists a positive-valued random variable R such that
−Y1(σ) ≥ χR(−Y0(σ))
for any σ. Therefore we have infσ 6=σ∗((−Y1(σ))/|σ − σ∗|2) > 0 almost surely under [A1]–[A3] and [V ].
7 Asymptotic mixed normality of the estimator
In this section we prove the consistency and asymptotic mixed normality of σˆn. To obtain asymptotic mixed
normality, we prove stable convergence of the score function b
−1/4
n ∂σHn(σ∗, v∗) by means of the martingale limit
theorem for a mixed normal limit in Jacod [19]. We also use the idea by Jacod et al. [20] to adapt the limit
theorem to models containing observation noise.
Consistency is an immediate consequence of Proposition 2.1 and the identifiability condition.
Proposition 7.1. Assume [A1]–[A3] and [V ]. Then σˆn →p σ∗ as n→∞.
Proof. Let ǫ, δ be arbitrary positive constants. By Proposition 2.1, we have supσ |Hn(σ, vˆn) − Hn(σ∗, vˆn) −
Y1(σ)| →p 0 as n→∞. Moreover, Proposition 6.1 ensures that there exists η > 0 such that P [infσ 6=σ∗((−Y1(σ))/|σ−
σ∗|2) ≤ η] < ǫ. Since Hn(σˆn, vˆn)−Hn(σ∗, vˆn) ≥ 0 by the definition of σˆn, we obtain
P [|σˆn − σ∗| ≥ δ] < P [Y1(σˆn) ≤ −ηδ2] + ǫ ≤ P [sup
σ
|Hn(σ, vˆn)−Hn(σ∗, vˆn)− Y1(σ)| ≥ ηδ2] + ǫ < 2ǫ
for sufficiently large n.
Proposition 7.2. Assume [A1], [A2], and [V ]. Then b
−1/4
n ∂σHn(σ∗, vˆn)→s-L Γ1/21 N as n→∞.
Proof. It is sufficient to prove the results assuming the additional condition [A1′].
Since b
−1/4
n ∂σH˜n(σ∗, v∗) = −2−1b−1/4n
∑
m E¯m[Z˜
⊤
m∂σS˜
−1
m Z˜m] + op(1), we only need to check assumptions of
Theorem 3.2 in Jacod [19] for Xnm = −2−1b−1/4n E¯m[Z˜⊤m∂σS˜−1m,∗Z˜m]. For any ǫ > 0, Lemma 4.3 yields
[ℓnt]∑
m=1
Em[|Xnm|21{|Xnm|>ǫ}] ≤
Cb−1n
ǫ2
[ℓnt]∑
m=1
Em[(Z˜
⊤
m∂σS˜
−1
m,∗Z˜m)
4]→p 0.
Moreover, it is easy to see that
∑[ℓnt]
m=1Em[Xnm(Wsm −Wsm−1)]→p 0.
Let N be a bounded martingale orthogonal to Wt. We will show
∑[ℓnt]
m=1Em[Xnm(Nsm − Nsm−1)] →p 0.
Let N be the set of finite sums of random variables f(XT )
∏l
j=1 gj(ǫ
nj ,kj
ij
) where f and gj are bounded Borel
functions, XT is an F (0)T -measurable random variable, n1, · · · , nl ∈ N, 1 ≤ k1, · · · , kl ≤ 2, and i1, · · · , il ∈ Z+.
Since N is dense in L1(Ω,FT , P ), Jacod [18] (4.15) ensures that the set N′ of linear combinations of martingales
{E[N |Ft]}0≤t≤T with N ∈ N are dense in all bounded martingales orthogonal to W . Therefore, it is sufficient
to show that
[ℓnt]∑
m=1
Em[Xnm(N ′sm −N ′sm−1)]→p 0 (7.1)
for N ′ ∈ N′.
Martingales in the form N ′t =
∫ t
0
a0tdWt +
∑
k
∫ t
0
akt dM
k
t with a bounded step function a
0
t , bounded progres-
sively measurable functions {akt }t and bounded F (0)t -martingales {Mkt }t orthogonal toW obviously satisfy (7.1)
and are dense in the set of all bounded F (0)t -martingales. Therefore, (7.1) holds for any bounded F (0)-martingale
N ′.
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Moreover, let N ∈ N, N ′t = E[N |Ft], and T = {α; I˜α,m ∩ {Snl′ ,kl′il′ }ll′=1 6= ∅}, then we have
N ′t = E[f(XT )E[
l∏
j=1
gj(ǫ
nj ,kj
ij
)|F (0)T ⊗F (1)t ]|Ft] = E[
l∏
j=1
gj(ǫ
nj ,kj
ij
)|F (1)inf I˜α,m ]E[f(XT )|F
(0)
t ]
for α 6∈ T and t 6∈ ∪α′ I˜α′,m. Therefore, we obtain
|Em[Xnm(N ′sm −N ′sm−1)]|
=
1
2
|Em[
∑
α,β
(A⊤m∂σS˜m,∗Am)
−1
α,βE¯m[(ǫ˜α,m − ǫ˙α,m)(ǫ˜β,m − ǫ˙β,m)](N ′sm −N ′sm−1)]|
≤ 1
2
|Em[
∑
α,β∈T
(A⊤m∂σS˜m,∗Am)
−1
α,βE¯m[ǫ˜α,mǫ˜β,m − ǫ˙α,mǫ˜β,m − ǫ˙β,mǫ˜α,m](N ′sm −N ′sm−1)]|
+
1
2
|Em[
∑
α,β∈T
(A⊤m∂σS˜m,∗Am)
−1
α,βE¯m[ǫ˙α,mǫ˙β,m](N
′
sm −N ′sm−1)]| →p 0.
Lemma 4.3 yields
Em[(Xnm)2] =
b
−1/2
n
4
{Em[(Z˜m∂σS˜−1m,∗Z˜m)2]−Em[Z˜m∂σS˜−1m,∗Z˜m]2} =
b
−1/2
n
2
tr(S˜m,∗∂σS˜
−1
m,∗S˜m,∗∂σS˜
−1
m,∗)+R¯n(b
−1/2
n ).
On the other hand, since ∂σ log det S˜m(x, σ) = −tr(∂σS˜mS˜−1m ), we have
Em[Z˜
⊤
m∂
2
σS˜
−1
m Z˜m + ∂
2
σ log det S˜m]|σ=σ∗ = tr(∂2σS˜−1m,∗S˜m,∗)− tr(∂2σS˜−1m,∗S˜m,∗) + tr(S˜−1m,∗∂σS˜m,∗S˜−1m,∗∂σS˜m,∗).
Therefore we have
[ℓnt]∑
m=1
Em[(Xnm)2] = −b−1/2n
[ℓnt]∑
m=1
Em[Z˜
⊤
m∂
2
σS˜
−1
m Z˜m + ∂
2
σ log det S˜m)]
∣∣∣∣
σ=σ∗
→p −∂2σY1(σ∗, t),
where
Y1(σ, t) =
∫ t
0
{∑2
j=1(|bjs|2 − |bjs,∗|2)(|b3−js |2
√
a˜1sa˜
2
s + a˜
j
s
√
det(bsb⊤s ))− 2(b1s · b2s − b1s,∗ · b2s,∗)b1s · b2s
√
a˜1sa˜
2
s
2
√
2
√
det(bsb⊤s )ϕ(a˜
1
s|b1s|2 + a˜2s|b2s|2, a˜1sa˜2s det(bsb⊤s ))
−ϕ(a˜
1
s|b1s|2 + a˜2s|b2s|2, a˜1s a˜2s det(bsb⊤s ))− ϕ(a˜1s|b1s,∗|2 + a˜2s|b2s,∗|2, a˜1sa˜2s det(bs,∗b⊤s,∗))
2
√
2
}
ds.
Then Theorem 2.1 in Jacod [19] yields b
−1/4
n ∂σHn(σ∗, vˆn)→s-L Γ1/21 N .
Proof of Theorem 2.1. Since the parameter space Λ is open, there exists ǫ > 0 such that O(ǫ, σ∗) =
{σ; |σ − σ∗| < ǫ} ⊂ Λ. Then we have
−∂σHn(σ∗, vˆn) =
∫ 1
0
∂2σHn(σ∗, vˆn)(σ∗ + t(σˆn − σ∗))(σˆn − σ∗)dt
for σˆn ∈ Λ, by ∂σHn(σˆn, vˆn) = 0.
Hence we obtain b
1/4
n (σˆn − σ∗) = Γ˜−11,nb−1/4n ∂σHn(σ∗, vˆn) on {det Γ˜1,n 6= 0 and σˆn ∈ O(ǫ, σ∗)}, where
Γ˜1,n = −b−1/2n
∫ 1
0
∂2σHn(σ∗ + t(σˆn − σ∗))dt. Then since Propositions 2.1 and 7.1 yield P [det Γ˜1,n = 0] → 0,
P [σˆn ∈ O(ǫ, σ∗)c] → 0 and Γ˜−11,n1{det Γ˜1,n 6=0} →p Γ−11 , we have b
1/4
n (σˆn − σ∗) →s-L Γ−1/21 N as n → ∞ by
Proposition 7.2.
Moreover, Proposition 2.1 and Theorem 7.1 ensure that Γˆ1,n →p Γ1, which completes the proof.
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8 Proof of the LAN property
To obtain the LAN property of our model, the arguments in the proof of Theorem 2.1 are essential. Indeed,
by using Propositions 2.1 and 7.2, we obtain a LAMN-type property of the quasi-log-likelihood function Hn
with respect to σ: Hn(σ∗+ b
−1/4
n u1, v∗)−Hn(σ∗, v∗)− u1 · b−1/4n ∂σHn(σ∗, v∗)−u⊤1 b−1/2n ∂2σHn(σ∗, v∗)u1/2→p 0
as n → ∞ for any u1 ∈ Rd, and (b−1/4n ∂σHn(σ∗, v∗),−b−1/2n ∂2σHn(σ∗, v∗)) →s-L (Γ1/21 N ,Γ1), where N is a
d-dimensional standard normal random variable independent of F . On the other hand, under the assumptions
of Theorem 2.2, the true log-likelihood ratio log(dP
σ∗+b
−1/4
n u1,v∗+b
−1/2
n u2,n
/dPσ∗,v∗,n) for u1 ∈ Rd and u2 ∈ R2
is obtained as −(Z⊤1 S−11 Z1+ log detS1)/2 if we set kn = bn. We cannot apply the argument of Section 5 to this
quantity because the estimate ℓn → ∞ is essential there. Therefore, we follow the approaches by Gloter and
Jacod [12] to show the LAN property. We set a ‘subexperiment’ and a ‘superexperiment’, which are obtained by
respectively removing and adding observations from the original experiment. The likelihood functions of these
experiments have similar properties to Hn, and therefore we can prove the LAN properties for these experiments
with the same limit distribution. We can prove that these results lead us to the LAN property of the original
one.
Let Z = (R8)N, πi(z) = (xk,ji , tki , eki )j,k=1,2 for i ∈ Z+ and z = (xk,ji′ , tki′ , eki′)i′∈Z+,j,k=1,2 ∈ Z. Let H =
B({π−1i (A); i ∈ Z+, A ∈ B(R8)}), P ′σ′∗,v′∗ be the induced probability measure on (Z,H) by
((Y j
Sn,ki
1{i≤Jk,n}, S
n,k
i 1{i≤Jk,n}, ǫ
n,k
i 1{i≤Jk,n})i∈Z+,j,k=1,2) with a true value (σ
′
∗, v
′
∗). We can ignore the event
minj,m k
j
m ≤ 0.
Let H′ = B(tki ; i ∈ Z+, k = 1, 2), jk0 = −1, jkm = max{i; tki < sm} ∨ 0 (1 ≤ m ≤ ℓn), l(0) = 1, l(m) =
min{k; tki = maxi′,k′{tk
′
i′ < sm} for some i} for 1 ≤ m ≤ ℓn,
Hn,0 = B((xk,ki+1 + eki+1 − xk,ki − eki )1{i6∈{jkm}m}; i ∈ Z+, k = 1, 2)
∨
H′,
Hn,1 = B(xk,ki + eki ; i ∈ Z+, k = 1, 2)
∨
H′,
Hn,2 = Hn,1
∨
B(x
l(m),j
j
l(m)
m
; 1 ≤ m ≤ ℓn, j = 1, 2).
Then we can see Hn,0 ⊂ Hn,1 ⊂ Hn,2 and
log(dPσu,vu/dPσ∗,v∗) = log(dP
′
σu,vu/dP
′
σ∗,v∗)|Hn,1 . (8.1)
Moreover, we obtain
log
dP ′σu,vu
dP ′σ∗,v∗
∣∣∣∣
Hn,l
((Y j
Sn,ki
1{i≤Jk,n}, S
n,k
i 1{i≤Jk,n}, ǫ
n,k
i 1{i≤Jk,n})i∈Z+,j,k=1,2) = H
(l)
n (σu, vu)−H(l)n (σ∗, v∗) (8.2)
for l = 0, where Z
(0)
m = Zm and S
(0)
m = Sm for 2 ≤ m ≤ ℓn, Z(0)1 and S(0)1 are defined similarly, H(0)n (σ, v) =
−∑ℓnm=1{(Z(0)m )⊤(S(0)m )−1(σ, v)Z(0)m + log detS(0)m (σ, v)}/2, σu = σ∗ + b−1/4n u1 and vu = v∗ + b−1/2n u2 for u =
(u1, u2) ∈ Rd × R2. Hn,0 and Hn,2 are σ-fields for ‘subexperiment’ and ‘superexperiment’, respectively, while
Hn,1 is the one for the original one. Therefore, (8.2) means that our quasi-likelihood function Hn is equal to
the log-likelihood function of ‘subexperiment’ except the term for m = 1.
To obtain similar formula to (8.2) for l = 2, let Rm = S
n,1
K1m
∨ Sn,2K2m , Y˜
k
m,− = Y˜
k
Kkm−1+1
− Y k
Rm−1
,
Y˜km,+ =


Y k
Sn,k
Kkm
− Y˜ kKkm−1 if S
n,k
Kkm
= Rm
(Y˜ k(Ikkkm,m
), Y k
Rm
− Y˜ k
Sn,k
Kkm
)⊤ if Sn,k
Kkm
< Rm
Ym,0 = ǫ
n,k
Kkm
if Sn,3−k
K3−km
< Rm, Ym,0 = (ǫ
n,1
K1m
, ǫn,2K2m
)⊤ if Sn,1K1m
= Sn,2K2m
, and
Z(2)m = (((Y˜
k
m,−)
⊤, (Y˜ k(Iki,m))
⊤
1≤i<kkm
, (Y˜km,+)
⊤)2k=1,Y
⊤
m,0)
⊤
for 2 ≤ m ≤ ℓn. Then Observations ((Y˜ ki )k,i, (Sn,ki )k,i, (Y jRm)j,m) are equivalent to Z
(2)
m , and hence (8.2) holds
for l = 2, where E(v) = v3−k, k
(2),k
m = kkm + 1, k
(2),3−k
m = k3−km , and I
k
k
(2),k
m ,m
= [Sn,k
Kkm
,Rm) if S
n,k
Kkm
< Rm,
E(v) = diag(v1, v2) and (k
(2),1
m , k
(2),2
m ) = (k1m, k
2
m) if S
n,1
K1m
= Sn,2K2m
,
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(M
(2)
j,m)ii′ = 2δii′ − δ|i−i′|=1 − δ(i,i′)=(1,1) − δi=i′=k(2),jm ,
S(2)m (σ, v) =

 diag((|b
1|2|I1i,m|)1≤i≤k(2),1m ) + v1M
(2)
1,m {b1 · b2|I1i,m ∩ I2j,m|}1≤i≤k(2),1m ,1≤j≤k(2),2m
{b1 · b2|I1i,m ∩ I2j,m|}1≤j≤k(2),2m ,1≤i≤k(2),1m diag((|b2|2|I2j,m|)1≤j≤k(2),2m ) + v2M
(2)
2,m
E(v)


for 2 ≤ m ≤ ℓn, Z(2)1 ,M (2)1 , and S(2)1 are similarly defined, and H(2)n (σ, v) = −
∑ℓn
m=1{(Z(2)m )⊤S(2)m (σ, v)−1Z(2)m +
log detS
(2)
m }/2.
The log-likelihood functions H
(0)
n and H
(2)
n of ‘subexperiment’ and ‘superexperiment’, respectively, have
similar forms to that of Hn, and hence we can prove convergence of likelihood ratios. Gloter and Jacod [12]
showed that convergence of likelihood ratios of ‘subexperiment’ and ‘superexperiment’ imply convergence of
that of the original experiment. Here, we use a slight extension of their result. The proof is straightforward. Let
Un,lσ,v = dP
′
σ,v/dP
′
σ∗,v∗ |Hn,l , K ∈ N, and {σkn}n∈N,1≤k≤K ⊂ Λ and {vln}n∈N,1≤k≤K ⊂ (0,∞)× (0,∞) be arbitrary
sequences.
Theorem 8.1. Suppose that (Un,lσ1n,v1n
, · · · ,Un,l
σKn ,v
K
n
) converges in law under P ′nσ∗,v∗ to a limit Y = (Y
1, · · · , Y K)
with 0 < Y k <∞ a.s. and E[Y k] = 1 for l = 0, 2 and 1 ≤ k ≤ K. Then the same convergence holds for l = 1.
We first prove the LAN properties of ‘subexperiment’ and ‘superexperiment’. Then Theorem 8.1 leads to
the LAN property of the original one. Taylor’s formula yields
H(l)n (σu, vu)−H(l)n (σ∗, v∗)
= b−1/4n ∂σH
(l)
n (σ∗, v∗) · u1 + 2−1b−1/2n u⊤1 ∂2σH(l)n (σ∗, v∗)u1 + b−1/2n ∂vH(l)n (σ∗, v∗) · u2
+2−1b−1n u
⊤
2 ∂
2
vH
(l)
n (σ∗, v∗)u2 +
∫ 1
0
∫ 1
0
∑
i,j
∂vi∂σjH
(l)
n (σtu, vsu)b
−3/4
n u2,iu1,jdsdt
+
∫ 1
0
(1− t)3
2
(∑
i,j,k
∂σi∂σj∂σkH
(l)
n (σtu, v∗)u1,iu1,ju1,kb
−3/4
n +
∑
i,j,k
∂vi∂vj∂vkH
(l)
n (σ∗, vtu)u2,iu2,ju2,kb
−3/2
n
)
dt.
We examine the limit of each term on the right-hand side.
Lemma 8.1. Assume [A1′′], [A2], and [V ]. Then
1. supσ |b−1/2n ∂kσ(H(l)n (σ, v∗)−H(l)n (σ∗, v∗))− ∂kσY1(σ)| →p 0,
2. supv |b−1n ∂kv (H(l)n (σ∗, v)−H(l)n (σ∗, v∗))− ∂kvY2(v)| →p 0,
3. supσ,v |b−3/4n ∂σ∂vH(l)n (σ, v)| →p 0
as n→∞ for 0 ≤ k ≤ 3 and l = 0, 2.
Proof. 1. We obtain the results by a similar argument to the proof of Proposition 2.1 together with Lemma 4.1,
the results in Section 8 of [12], and similar estimates to Lemmas 5.1 and 4.2. For any ǫ > 0, (ǫE +M (2)j,m)−1 has
a similar decomposition to (4.4) by replacing pi−1, · · · , pj by p′i−1, · · · , p′j . Therefore, estimate for the quantity
corresponding to Λ1 is obtained since
((ǫE +M (2)j,m)−1)11 =
∏kjm−1
l=1 p
′
l(ǫ)
(p′
kjm
(ǫ)− 1)∏kjm−1l=1 p′l(ǫ) = O(b
1/2
n ).
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2. We first obtain
b−1n ∂
l
vH
(l)
n (σ, v)
= −1
2
b−1n
∑
m
{
Em[(Z
(l)
m )
⊤∂lv(S
(l)
m )
−1Z(l)m ] + ∂
l
v log detS
(l)
m
}
− 1
2
b−1n
∑
m
E¯m[(Z
(l)
m )
⊤∂lv(S
(l)
m )
−1Z(l)m ]
= −1
2
b−1n
∑
m
{
tr(∂lv(S
(l)
m )
−1S
(l)
m,∗) + ∂
l
v log detS
(l)
m
}
+Op
((
b−2n
∑
m
tr(∂lv(S
(l)
m )
−1S
(l)
m,∗∂
l
v(S
(l)
m )
−1S
(l)
m,∗)
)1/2)
= −1
2
b−1n
∑
m
{
tr(∂lv(S
(l)
m )
−1S
(l)
m,∗) + ∂
l
v log detS
(l)
m
}
+ op(1).
Let D˜
(l)
m = (D˜
(l)
1,m, D˜
(l)
2,m) for l = 0, 2, k
(0),j
m = kjm for j = 1, 2, D˜
(l)
1,m = ((S
(l)
m )i,i′)1≤i,i′≤k(l),1m
,
D˜
(0)
2,m = ((S
(0)
m )j,j′)k(0),1m <j,j′≤k(0),1m +k(0),2m
, D˜
(2)
2,m = diag(((S
(2)
m )j,j′ )k(2),1m <j,j′≤k(2),1m +k(2),2m
,E(v)),
Gˆ(l) = (D˜
(l)
1,m)
−1/2{|I1i,m ∩ I2j,m|1{j≤k(l),2m }}1≤i≤k(l),1m ,1≤j≤k˜(l),2m (D˜
(l)
2,m)
−1/2,
where k˜
(0),2
m = k
(0),2
m and k˜
(2),2
m is the size of D˜
(2)
2,m. Then we obtain
tr((S(l)m )
−1S
(l)
m,∗) = tr
(
(D˜(l)m )
−1/2
( E Gˆ(l)
(Gˆ(l))⊤ E
)−1
(D˜(l)m )
−1/2(D˜
(l)
m,∗)
1/2
(
E Gˆ(l)∗
(Gˆ
(l)
∗ )⊤ E
)
(D˜
(l)
m,∗)
1/2
)
=
∞∑
p=0
{
tr((D˜
(l)
1,m)
−1/2(Gˆ(l)(Gˆ(l))⊤)p(D˜
(l)
1,m)
−1/2D˜
(l)
1,m,∗
−(D˜(l)1,m)−1/2(Gˆ(l)(Gˆ(l))⊤)pGˆ(l)(D˜(l)2,m)−1/2(D˜(l)2,m,∗)1/2(Gˆ(l)∗ )⊤(D˜(l)1,m,∗)1/2)
+tr((D˜
(l)
2,m)
−1/2((Gˆ(l))⊤Gˆ(l))p(D˜
(l)
2,m)
−1/2D˜
(l)
2,m,∗
−(D˜(l)2,m)−1/2(Gˆ(l))⊤(Gˆ(l)(Gˆ(l))⊤)p(D˜(l)1,m)−1/2((D˜(l)1,m,∗))1/2Gˆ(l)∗ (D˜(l)2,m,∗)1/2)
}
.
Since ‖(D˜(l)j,m)−1D˜(l)j,m,∗‖ = Op(1), terms involving Gˆ are Op(b1/2n ℓ−1n ). Therefore we have
b−1n tr((S
(l)
m )
−1S
(l)
m,∗)
= b−1n
2∑
j=1
tr((D˜
(l)
j,m)
−1D˜
(l)
j,m,∗) + op(ℓ
−1
n )
= b−1n
2∑
j=1
vj,∗
vj
tr(Ekjm − (D˜
(l)
j,m)
−1(D˜
(l)
j,m − vjv−1j,∗ D˜(l)j,m,∗)) + op(ℓ−1n ) = ℓ−1n
2∑
j=1
aˆjm
vj,∗
vj
+ op(ℓ
−1
n ).
Similarly we have b−1n tr(∂
k
v (S
(l)
m )−1S
(l)
m,∗) = ℓ
−1
n
∑2
j=1 aˆ
j
m∂
k
v
vj,∗
vj
+ op(ℓ
−1
n ). Moreover, we obtain
b−1n ∂
k
v log
detS
(l)
m
detS
(l)
m,∗
=
2∑
j=1
b−1n ∂
k
v log det((D˜
(l)
j,m,∗)
−1D˜
(l)
j,m) + b
−1
n ∂
k
v log det(E − Gˆ(l)(Gˆ(l))⊤)− b−1n ∂kv log det(E − Gˆ(l)∗ (Gˆ(l)∗ )⊤)
= b−1n
2∑
j=1
∂kv log det(vjv
−1
j,∗Ekjm + (D˜
(l)
j,m,∗)
−1(D˜
(l)
j,m − vjv−1j,∗ D˜(l)j,m,∗)) + op(ℓ−1n )
= ℓ−1n
2∑
j=1
aˆjm∂
k
v log(vjv
−1
j,∗ ) + op(ℓ
−1
n ).
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3. Since ∂v log detS
(i)
m = −tr(∂vS(i)m (S(i)m )−1) and
b−3/4n ∂σ∂vH
(i)
n (σ, v) = −
1
2
b−3/4n
∑
m
{tr(∂σ∂v(S(i)m )−1S(i)m,∗) + ∂σ∂v log detS(i)m }+ op(1),
we have b
−3/4
n ∂σ∂vH
(i)
n (σ, v) = op(1). Sobolev’s inequality and similar estimates for ∂σ∂
2
v and ∂
2
σ∂v yield the
results.
The following lemma completes the proof of the LAN properties of ‘subexperiment’ and ‘superexperiment’.
Lemma 8.2. Assume [A1′′], [A2], and [V ]. Then (b
−1/4
n ∂σHˆ
(l)
n (σ∗, v∗), b
−1/2
n ∂vHˆ
(l)
n (σ∗, v∗))→s-L diag(Γ1/21 ,Γ1/22 )N˜
for l = 0, 2, where N˜ is a (d+ 2)-dimensional normal random variable independent of F .
Proof. Let X˜nm = −b−1/4n E¯m[(Z(l)m )⊤∂σ(S(l)m,∗)−1Z(l)m ]/2− b−1/2n E¯m[(Z(l)m )⊤∂v(S(l)m,∗)−1Z(l)m ]/2, then we have
[ℓnt]∑
m=1
Em[|X˜nm|21{|Xnm|>ǫ}] ≤
C
ǫ2
b−1n
∑
m
Em[((Z
(l)
m )
⊤∂σ(S
(l)
m,∗)
−1Z(l)m )
4] +
C
ǫ2
b−2n
∑
m
Em[((Z
(l)
m )
⊤∂v(S
(l)
m,∗)
−1Z(l)m )
4]
≤ Cb
−2
n
ǫ2
∑
m
4∑
j=1
tr((∂v(S
(l)
m )
−1S
(l)
m,∗)
j) + op(1)→p 0.
Moreover, similarly to the proof of Proposition 7.2, we have
[ℓnt]∑
m=1
Em[X˜nm(Nsm −Nsm−1)] =
[ℓnt]∑
m=1
Em[X˜nm(Wsm −Wsm−1 ,W ′sm −W ′sm−1)] = 0
for any bounded martingale N orthogonal to (Wt,W
′
t )t.
Therefore, by Theorem 3.2 in Jacod [19], it is sufficient to show that
[ℓnt]∑
m=1
Em[(X˜nm)2]→p diag(−∂2σY1(σ∗, t),−∂2vY2(v∗, t)),
where Y2(v, t) = −
∫ t
0
∑2
j=1 a
j
s{(vj,∗/vj)− 1 + log(vj/vj,∗)}ds/2.
Then we obtain the desired results by
∑
m
Em[(X˜nm)2] =
1
4
b−1/2n
∑
m
Em[E¯m[(Z
(l)
m )
⊤(∂σ(S
(l)
m,∗)
−1 + b−1/4n ∂v(S
(l)
m,∗)
−1)Z(l)m ]
2]
=
b
−1/2
n
2
∑
m
tr(S
(l)
m,∗(∂σ(S
(l)
m,∗)
−1 + b−1/4n ∂v(S
(l)
m,∗)
−1)S
(l)
m,∗(∂σ(S
(l)
m,∗)
−1 + b−1/4n ∂v(S
(l)
m,∗)
−1))
= −b−1/2n ∂2σH(l)n (σ∗, v∗)− b−1n ∂2vH(l)n (σ∗, v∗) +
b
−3/4
n
2
∑
m
tr(∂σS
(l)
m,∗(S
(l)
m,∗)
−1∂vS
(l)
m,∗(S
(l)
m,∗)
−1)
→p diag(−∂2σY1(σ∗, t),−∂2vY2(v∗, t)).
Proof of Theorem 2.2. LetU(u) = exp(u⊤Γ1/2N˜−u⊤Γu/2) for u ∈ Rd+2. Let Z(1) = (ǫn,k0 , (Y˜ ki −Y˜ ki−1)Jk,ni=1 )k=1,2,
S(1)(σ, v) be a symmetric matrix of size J1,n+J2,n+2 defined by (S
(1)(σ, v))11 = v1, (S
(1)(σ, v))J1,n+2,J1,n+2 =
v2,
(S(1)(σ, v))ij = diag(v1M(J1,n + 1), v2M(J2,n + 1))ij if i 6= j and {i, j} ∩ {1,J1,n + 2} 6= ∅,
(S(1)(σ, v))ij = |b1(σ)|2(Sn,1i−1 − Sn,1i−2)δij + v1M(J1,n + 1)ij if 2 ≤ i, j ≤ J1,n + 1,
(S(1)(σ, v))ij = |b2(σ)|2(Sn,2i′−1 − Sn,2i′−2)δij + v2M(J2,n + 1)i′j′ if 2 ≤ i′, j′ ≤ J2,n + 1,
(S(1)(σ, v))ij = b
1 · b2(σ)(Sn,1i−1 ∧ Sn,2j′−1 − Sn,1i−2 ∨ Sn,2j′−2)+ if 2 ≤ i ≤ J1,n + 1 and 2 ≤ j′ ≤ J2,n + 1,
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where i′ = i−J1,n−1 and j′ = j−J1,n−1. Then we have (8.2) for l = 1 withH(1)n (σ, v) = −((Z(1))⊤(S(1)(σ, v))−1Z(1)+
log detS(1)(σ, v))/2. Moreover, Theorem 8.1 and Lemmas 8.1 and 8.2 yield
(H(1)n (σu(1) , vu(1))−H(1)n (σ∗, v∗), · · · , H(1)n (σu(k) , vu(k))−H(1)n (σ∗, v∗))→d (logU(u(1)), · · · , logU(u(k))) (8.3)
as n→∞ for u(1), · · · , u(k) ∈ Rd+2.
Furthermore, similar estimates to the proof of Lemma 8.1 yield supσ,v |b−3/4n ∂σ∂vH(1)n (σ, v)| →p 0,
supσ |b−3/4n ∂3σH(1)n (σ, v∗)| →p 0, and supv |b−3/2n ∂3vH(1)n (σ∗, v)| →p 0. Therefore we obtain
H(1)n (σu, vu)−H(1)n (σ∗, v∗)− (u ·V1,n − u⊤V2,nu/2)→p 0 (8.4)
as n→∞ for any u ∈ Rd+2, where V1,n = (b−1/4n ∂σH(1)n (σ∗, v∗), b−1/2n ∂vH(1)n (σ∗, v∗)) and
V2,n = −diag(b−1/2n ∂2σH(1)n (σ∗, v∗), b−1n ∂2vH(1)n (σ∗, v∗)). (8.3) and (8.4) yield V1,n →d Γ1/2N˜ and V2,n →p Γ,
and therefore we obtain the LAN property of the original experiment with Γn = V2,n and Nn = Γ−1/2V1,n by
(8.1).
9 Proof of the results in Section 2.4
In this final section, we complete the proof of remaining results in Section 2. Proposition 2.2 is proven by the
scheme of Yoshida [30, 31]. Proposition 6.1 and moment estimates in Lemmas 4.4 and 5.2 enable us to check the
assumptions of Theorem 2 in [31]. Then the results on convergence of moments and the Bayes-type estimator
are obtained by Proposition 2.2.
Outline of the proof of Proposition 2.2. We apply Theorem 2 in Yoshida [31]. It is sufficient to prove the
following five conditions for any L > 0 with some positive constant δ1 and δ2:
1. There exists CL > 0 such that P [infσ 6=σ∗(−Y1(σ)/|σ − σ∗|2) ≤ r−1] ≤ CL/rL and
P [{r−1|u|2 ≤ u⊤Γ1u/4 for any u ∈ Rd}c] ≤ CL/rL for any r > 0.
2. supnE[(b
−1/4
n |∂σHn(σ∗, vˆn)|)L] <∞.
3. supnE[(b
δ1
n supσ |b−1/2n (Hn(σ, vˆn)−Hn(σ∗, vˆn))− Y1(σ)|)L] <∞.
4. supnE[(b
−1/2
n supσ |∂3σHn(σ, vˆn)|)L] <∞.
5. supnE[(b
δ2
n |b−1/2n ∂2σHn(σ∗, vˆn) + Γ1|)L] <∞.
By Taylor’s formula for Y1(σ) and relations Y1(σ∗) = ∂σY1(σ∗) = 0, we obtain infσ 6=σ∗(−Y1(σ)/|σ − σ∗|2) ≤
infu∈Rd\{0} u
⊤Γ1u/(2|u2|). Then Proposition 6.1 and [B3] yield point 1. By Lemmas 4.4 and 5.2 and a similar
argument to the proof of Proposition 2.1, we obtain 3–5 and supnE[(b
−1/4
n |∂σHn(σ∗, vˆn)−∂σH˜n(σ∗, v∗)|)L] <∞.
Moreover, by the Burkholder–Davis–Gundy inequality, we obtain
E[|b−1/4n ∂σH˜n(σ∗, v∗)|L]
= E
[∣∣∣∣b
−1/4
n
2
∑
m
E¯m[Z˜
⊤
m∂σS˜
−1
m,∗Z˜m]
∣∣∣∣
L]
≤ CE
[(
b
− 12
n
∑
m
E¯m[Z˜
⊤
m∂σS˜
−1
m,∗Z˜m]
2
)L/2]
≤ CE
[(
b
− 12
n
∑
m
Em[E¯m[Z˜
⊤
m∂σS˜
−1
m,∗Z˜m]
2]
)L/2]
+ CE
[(
b−1n
∑
m
E¯m[E¯m[Z˜
⊤
m∂σS˜
−1
m,∗Z˜m]
2]2
)L/4]
≤ CE
[(
b
− 12
n
∑
m
tr((∂σS˜
−1
m,∗S˜m,∗)
2)
)L/2]
+ CE
[(
b−1n
∑
m
Em[(Z˜
⊤
m∂σS˜
−1
m,∗Z˜m)
L]4/L
)L/4]
= O((b−1/2n ℓnb
1/2
n ℓ
−1
n )
L/2) + E[R¯n((b
−5
n k
8
nℓn)
L/4)] = O(1),
which implies point 2.
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Proof of Theorem 2.3.
We extend Zn(u) to a continuous function on R
d satisfying lim|u|→∞ Z(u) = 0 with the supremum norm of
the extended function the same as for the original one. Then by Theorem 5 and Remark 5 in Yoshida [31], it
is sufficient to show lim supn→∞E[|b1/4n (σˆn − σ∗)|p] < ∞ for any p > 0 and Zn →s-L Z in C(B(R)) as n → ∞
for any R > 0, where Z(u) = exp(N · u− u⊤Γ1u/2) and B(R) = {u; |u| ≤ R}.
By Lemma 4.4 and a similar argument to the proof of Proposition 2.1, we have
sup
n
E
[
sup
u∈C(B(R))
|∂u logZn(u)|
]
<∞.
Then Propositions 2.1 and 7.2 and tightness criterion in C space in Billingsley [6] yield logZn →s-L logZ in
C(B(R)). Then (2.10) completes the proof.
Proof of Theorem 2.4.
By Theorem 10 in Yoshida [31], it is sufficient to show
sup
n
En
[(∫
Un
Zn(u)π(σ∗ + bn−1/4u)du
)−1]
<∞. (9.1)
By Proposition 2.1, we obtain supnE[|Hn(σ∗ + b−1/4n u)−Hn(σ∗)|p] ≤ Cp|u|p for any U(δ), where U(δ) = {u ∈
R
d; |ui| ≤ δ(i = 1, · · · , d)}. Then we have (9.1) by Lemma 2 in [31].
A Appendix
A.1 Results from linear algebra
Lemma A.1. Let A and B be matrices, with A nonnegative definite and symmetric. Then
|tr(AB)| ≤ tr(A)‖B‖.
Lemma A.2. Let l ∈ N, Aj and Bj be real-valued matrices and {λjk}k be eigenvalues of Aj for 1 ≤ j ≤ l.
Assume that Aj is symmetric and all the elements of Bj are nonnegative for 1 ≤ j ≤ l. Then
∑
i1,··· ,i2l
l∏
j=1
(
|Aji2j−1,i2j |Bji2j ,i2j+1
)
≤
l∏
j=1
(
‖Bj‖
∑
k
|λjk|
)
,
where i2l+1 = i1.
Proof. Let U j be an orthogonal matrix such that Aj = (U j)⊤diag((λjk)k)U
j . Then
∑
i1,··· ,i2l
l∏
j=1
(
|Aji2j−1,i2j |Bji2j ,i2j+1
)
≤
∑
k1,··· ,kl
∑
i1,··· ,i2l
l∏
j=1
(
|λjkj ||U
j
kj ,i2j−1
||U jkj ,i2j |B
j
i2j ,i2j+1
)
≤
∑
k1,··· ,kl
l∏
j=1
{
|λjkj |‖Bj‖
∑
i
(U jkj ,i)
2
}
=
l∏
j=1
(
‖Bj‖
∑
k
|λjk|
)
.
Lemma A.3. Let A be a symmetric matrix with ‖A‖ < 1. Then log det(E +A) =∑∞p=1(−1)p−1p−1tr(Ap).
Proof. Let {λj}kj=1 be eigenvalues of A. Then supj |λj | = ‖A‖ < 1, and hence
log det(E +A) =
∑
j
log(1 + λj) =
∑
j
∞∑
p=1
(−1)p−1p−1λpj =
∞∑
p=1
(−1)p−1p−1tr(Ap).
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Lemma A.4. Let A and B be symmetric, positive definite matrices. Assume that v⊤Av ≥ v⊤Bv for any vector
v. Then ‖A−1‖ ≤ ‖B−1‖ and ‖A−1/2‖ ≤ ‖B−1/2‖.
Proof. Let (λAj )j and (λ
B
j )j be eigenvalues of A and B, respectively. Then for any unit vector v, there exists
an orthogonal matrix U such that ∑
j
λAj v
2
j ≥
∑
j
λBj (Uv)
2
j ≥ inf
j
λBj .
Therefore we obtain ‖A−1‖−1 = infj λAj ≥ infj λBj = ‖B−1‖−1 and ‖A−1/2‖−1 = infj(λAj )1/2 ≥ infj(λBj )1/2 =
‖B−1/2‖−1.
Lemma A.5. Let B be a symmetric, positive definite matrix and A be a symmetric, nonnegative definite matrix.
Then tr(AB) ≥ tr(A)‖B−1‖−1.
Proof. Let {λAj }j and {λBj }j be eigenvalues of A and B, respectively, and U be an orthogonal matrix satisfying
UAU⊤ = diag((λAj )j). Then since (UBU
⊤)jj ≥ infj λBj = ‖B−1‖−1, we obtain
tr(AB) =
∑
j
λAj (UBU
⊤)jj ≥
∑
j
λAj ‖B−1‖−1 = tr(A)‖B−1‖−1.
Lemma A.6. Let η > 0 and A be a symmetric matrix. Assume that E+A is positive definite and ‖E+A‖ ≤ η.
Then tr(A) − log det(E +A) ≥ tr(A2)/(4η + 4).
Proof. We easily obtain the results by using the fact that log det(E+A) =∑k log(1+λk) and that x−x2/(4η+
4) ≥ log(1 + x) for −1 < x ≤ η + 1, where (λj)j are eigenvalues of A.
Lemma A.7. Let A be a symmetric matrix, B a matrix of suitable size and (λj)j eigenvalues of B
⊤AB. Then
1. |(B⊤AB)ii| ≤ ‖A‖(B⊤B)ii for any i.
2.
∑
j |λj | ≤ ‖A‖tr(B⊤B).
Proof. 1. Let U be an orthogonal matrix and let {λj}j be eigenvalues of A such that U⊤AU = diag((λj)j).
Then we obtain
|(B⊤AB)ii| = |
∑
j
λj((U
⊤B)ji)
2| ≤ ‖A‖
∑
j
((U⊤B)ji)
2 = ‖A‖(B⊤B)ii.
2. There exists an orthogonal matrix V such that λj = (V
⊤B⊤ABV )jj for any j. Then∑
j
|λj | =
∑
j
|(V ⊤B⊤ABV )jj | ≤ ‖A‖
∑
j
(V ⊤B⊤BV )jj = ‖A‖tr(B⊤B)
by 1.
A.2 Proof of Lemma 4.3
Let Am be a (k
1
m + k
2
m)× (k1m + k2m) matrix with elements (Am)ij = 1i≥j1{i≤k1m or j>k1m}, 1 be a matrix with
all elements equal to 1, Mm,∗ =Mm(v∗) and Sˆ = (A
T
m)
−1M−2m,∗A
−1
m .
Lemma A.8. Let 1 ≤ m ≤ ℓn, q, q′ ∈ N such that q′ ≥ 2q, Am : {1, · · · , k1m + k2m}q
′ → {0, 1} be a random
map and ι : {1, · · · , q′} → {1, · · · , 2q} be an injection. Assume that there exists a sequence {Kn}n of positive
numbers such that
∑k1m+k2m
j1,··· ,jq′=1
Am(j1, · · · , jq′ ) = R¯n(Kn). Then
∑
i1,··· ,i2q
q∏
j=1
Sˆi2j−1,i2jAm(iι(1), · · · , iι(q′)) = R¯n(kq+q
′−[q′/2]·2
n Kn).
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Proof. Let Km = diag(((k
1
m + 1)v1,∗)
−1E , ((k2m + 1)v2,∗)−1E). Then since (AmMm,∗A⊤m)−11 = Km1 and
(
∑
j |((AmMm,∗A⊤m)−1)i,j |) ∨ (
∑
j |((AmMm,∗A⊤m)−1)j,i|) ≤ 2 for any i, we obtain
tr(Sˆ1) = tr((AmMm,∗A
⊤
m)
−1AmA
⊤
m(AmMm,∗A
⊤
m)
−11) = tr(AmA
⊤
mKm1Km) = R¯n(kn),
and
|(Sˆ1)lSˆ)i,j | ≤
∣∣∣∣ ∑
j1,··· ,j2l+2
((AmMm,∗A
⊤
m)
−1)i,j1
( ∏
1≤k≤l
(AmA
⊤
m)j2k−1,j2k(Km1Km)j2k,j2k+1
)
×(AmA⊤m)j2l+1,j2l+2((AmMm,∗A⊤m)−1)j2l+2,j
∣∣∣∣
= R¯n(k
−2l
n k¯
3l+1
n ) = R¯n(k
l+1
n )
for l = 0, 1.
If both i2j−1 and i2j are outside the image of ι, we have∑
i2j−1,i2j
Sˆi2j−1,i2jAm(iι(1), · · · , iι(q′)) = tr(Sˆ1)Am(iι(1), · · · , iι(q′)).
Moreover, if both i2j−1 and i2k−1 are in the image of ι and neither i2j nor i2k is in it, then we have∑
i2j ,i2k
Sˆi2j−1,i2j Sˆi2k−1,i2kAm(iι(1), · · · , iι(q′)) = (Sˆ1Sˆ)i2j−1 ,i2k−1Am(iι(1), · · · , iι(q′)).
Therefore there exist αk ∈ {0, 1} for 1 ≤ k ≤ [q′/2], 0 ≤ s ≤ [(2q − q′)/2] and a bijection ι′ : {1, · · · , q′} →
{1, · · · , q′} such that ∑[q′/2]k=1 αk + [q′/2] + s = q − (q′ − [q′/2] · 2) and
∑
i1,··· ,i2q
q∏
j=1
Sˆi2j−1,i2jAm(iι(1), · · · , iι(q′))
≤ R¯n(k¯2(q′−[q′/2]·2)n )
∑
j1,··· ,jq′
[q′/2]∏
k=1
|((Sˆ1)αk Sˆ)jι′(2k−1),jι′(2k) |tr(Sˆ1)sAm(j1, · · · , jq′)
= R¯n(k
2(q′−[q′/2]·2)
n · kq−(q
′−[q′/2]·2)
n Kn) = R¯n(kq+q
′−[q′/2]·2
n Kn).
Proof of Lemma 4.3.
Let {ǫ˜i,m}1≤i≤k1m+k2m and {ǫ˙i,m}1≤i≤k1m+k2m be sequences of random variables defined by ǫ˜i,m = ǫn,1i+K1m−1+1
and ǫ˙i,m = ǫ
n,1
K1m−1+1
for i ≤ k1m and ǫ˜i,m = ǫn,2i−k1m+K2m−1+1 and ǫ˙i,m = ǫ
n,2
K2m−1+1
for i > k1m. Moreover,
let Z˜1,m = (((b˜
1
m,∗ · (WSn,1i −WSn,1i−1))
K1m
i=K1m−1+2
)⊤, ((b˜2m,∗ · (WSn,2j −WSn,2j−1 ))
K2m
j=K2m−1+2
)⊤)⊤, Z˜2,m = (((ǫ
n,1
i −
ǫn,1i−1)
K1m
i=K1m−1+2
)⊤, ((ǫn,2j − ǫn,2j−1)K
2
m
j=K2m−1+2
)⊤)⊤ and S˜1,m,∗ = S˜m,∗ −Mm,∗.
Let U˜1,m,∗ be an orthogonal matrix and let Λ1,m,∗ be a diagonal matrix satisfying U˜1,m,∗S˜1,m,∗U˜
⊤
1,m,∗ =
Λ1,m,∗. Then since Z˜1,m|Gsm−1 ∼ N(0, S˜1,m,∗), we have U˜1,m,∗Z˜1,m|Gsm−1 ∼ N(0,Λ1,m,∗). Therefore, for any
q ∈ N and 1 ≤ j1, · · · , j2q ≤ k1m + k2m, we obtain
Em[
2q∏
k=1
(U˜1,m,∗Z˜1,m)jk ] =
∑
(l2k−1,l2k)
q
k=1
q∏
k=1
(Λ1,m,∗)l2k−1,l2k , (A.1)
where the summations on the right-hand side of both equations are over all q-pairs (l2k−1, l2k)
q
k=1 of variables
j1, · · · , j2q.
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1. Let S′′ = (A⊤m)
−1S′A−1m , φ(A,B)i1 ,··· ,i4 = (Ai1,i2Bi3,i4+Ai1,i3Bi2,i4+Ai1,i4Bi2,i3+Ai2,i3Bi1,i4+Ai2,i4Bi1,i3+
Ai3,i4Bi1,i2)/2 for square matrices A and B of the same size, and δi1,··· ,iq be a {0, 1}-valued function that is
equal to 1 if and only if i1 = · · · = iq. Then we have
Em[(Z˜
⊤
2,mS
′Z˜2,m)
2]
= Em[((AmZ˜2,m)
⊤S′′(AmZ˜2,m))
2] =
∑
i1,··· ,i4
S′′i1,i2S
′′
i3,i4Em[
4∏
j=1
(ǫ˜ij ,m − ǫ˙ij ,m)]
=
∑
i1,··· ,i4
S′′i1,i2S
′′
i3,i4
{
φ(M1,M1)i1,··· ,i4 + (E[(ǫ˙i1,m)
4]− 3E[(ǫ˙i1,m)2]2)1{max1≤j≤4 ij≤k1m or min1≤j≤4 ij>k1m}
+2φ(M1,M2)i1,··· ,i4 + φ(M2,M2)i1,··· ,i4 + (E[(ǫ˜i1,m)
4]− 3E[(ǫ˜i1,m)2]2)δi1,i2,i3,i4
}
,
where M1 = diag(v1,∗1, v2,∗1) and M2 = diag(v1,∗E , v2,∗E).
Hence, we obtain
Em[(Z˜
⊤
mS
′Z˜m)
2] = Em[(Z˜
⊤
2,mS
′Z˜2,m)
2] +
∑
i1,··· ,i4
S′i1,i2S
′
i3,i4(φ(S˜1,m,∗, S˜1,m,∗) + 2φ(S˜1,m,∗,Mm,∗))i1,··· ,i4
= 2tr(S˜m,∗S
′S˜m,∗S
′) + tr(S˜m,∗S
′)2 +
2∑
j=1
(E[(ǫn,j0 )
4]− 3v2j,∗)tr(S′′E(j)S′′E(j)) +
∑
i
Cn,i|S′′ii|2,
(A.2)
by (A.1), where Cn,i = E[(ǫ˙i,m)
4] − 3E[(ǫ˙i,m)2]2 and E(j) is a (k1m + k2m) × (k1m + k2m)-matrix with elements
(E(1))kl = δk≤k1mδl≤k1m and (E(2))kl = δk>k1mδl>k1m .
Lemma A.7 and the fact that maxi
∑
j |((AmMm,∗A⊤m)−1)ij | ≤ 2 yield∑
i
|S′′ii|2 ≤ ‖Mm,∗S′Mm,∗‖max
i
(((A⊤m)
−1M−2m,∗A
−1
m )ii) · ‖S˜m,∗S′S˜m,∗‖tr((A⊤m)−1S˜−2m,∗A−1m )
≤ Cr2nmax
i

∑
j,k
(AmMm,∗A
⊤
m)
−1
ij (AmA
⊤
m)jk(AmMm,∗A
⊤
m)
−1
ki

 tr(( M1,m 0
0 M2,m
)
S˜−2m,∗
)
≤ Cr2nk¯ntr(S˜−1m,∗) = R¯n(b−3/2n k2n) = R¯n(1). (A.3)
Moreover, Lemmas A.1,A.4 and A.7 yield
tr(S′′E(1)S′′E(1)) ≤ tr
(
S′′
(
1+ E 0
0 0
)
S′′E(1)
)
≤ Ctr(S˜−1/2m,∗ A−1m E(1)(A⊤m)−1S˜−1/2m,∗ )
∥∥∥∥S˜1/2m,∗S′
(
M1,m 0
0 0
)
S′S˜
1/2
m,∗
∥∥∥∥
≤ Crnr−1n (S˜−1m,∗)11 ≤ Crnr−1n (M−1m,∗)11 = R¯n(1), (A.4)
since (M−1m,∗)11 ≤ v−11,∗ by (4.5).
(A.2)–(A.4) and similar estimates for tr(S′′E(2)S′′E(2)) yield Em[(Z˜⊤mS′Z˜m)2] = 2tr((S′S˜m,∗)2)+tr(S′S˜m,∗)2+
R¯n(1).
We next prove the estimate for Em[(Z˜
⊤
mS
′Z˜m)
q]. Let p ∈ N satisfy q ≤ 2p. Then it is sufficient to show that
Em[(Z˜
⊤
mS
′Z˜m)
2p] = R¯n(b
−2p
n k
4p
n ).
Note that
Em[(Z˜
⊤
2,mM
−2
m,∗Z˜2,m)
2p] =
∑
i1,··· ,i4p
Sˆi1,i2 · · · Sˆi4p−1,i4pEm
[ 4p∏
j=1
(ǫ˜ij ,m − ǫ˙ij ,m)
]
,
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and there exist {0, 1}-valued maps {Al,m}l, constants Cl, positive integers {q′l} not greater than 4p and injec-
tions {ιl} such that Em[
∏4p
j=1(ǫ˜ij ,m − ǫ˙ij ,m)] =
∑
l ClAl,m(iιl(1), · · · , iιl(q′l)) and
∑
j1,··· ,jq′
l
Al,m(j1, · · · , jq′
l
) =
R¯n(k
[q′l/2]
n ) for any l. Then Lemma A.8 yields
Em[(Z˜
⊤
2,mM
−2
m,∗Z˜2,m)
2p] = R¯n(k
4p
n ), (A.5)
and therefore Lemma A.7 yields
Em[(Z˜
⊤
2,mS
′Z˜2,m)
2p] ≤ ‖Mm,∗S′Mm,∗‖2pEm[(Z˜⊤2,mM−2m,∗Z˜2,m)2p] = R¯n(b−2pn k4pn ).
Moreover, (A.1) yields
Em[(Z˜
⊤
1,mS
′Z˜1,m)
2p] ≤ Cp
∑
γ=(γ1,··· ,γL);
L∈N,γk≥1,
∑
k γk=2p
∏
k
tr((S′S˜1,m,∗)
γk) = R¯n(b
−p
n k
2p
n ).
Furthermore, by calculating the expectation of Z˜1,m and using (A.1) and Lemma A.7, we have
Em[(Z˜
⊤
1,mS
′Z˜2,m)
2p] =
( ∑
(l2k−1,l2k)
q
k=1
1
)
Em[(Z˜
⊤
2,mS
′S˜1,m,∗S
′Z˜2,m)
p]
≤ (2p− 1)!!‖Mm,∗S′S˜1,m,∗S′Mm,∗‖pEm[(Z˜⊤2,mM−2m,∗Z˜2,m)p] = R¯n(b−pn k2pn ).
Then we obtain Em[(Z˜
⊤
mS
′Z˜m)
2p] = R¯n(b
−2p
n k
4p
n ).
For the estimate of Em[(Z˜
⊤
mS
′Z˜m)
4], we have Em[(Z˜
⊤
1,mS
′Z˜1,m)
4] = R¯n(b
−2
n k
4
n) and Em[(Z˜
⊤
1,mS
′Z˜2,m)
4] =
R¯n(b
−2
n k
4
n) by the above results. Moreover, we have
Em[(Z˜
⊤
2,mS
′Z˜2,m)
4] =
∑
i1,··· ,i8
4∏
k=1
((A⊤m)
−1S′A−1m )i2k−1,i2kEm[
8∏
k=1
(ǫ˜ik,m − ǫ˙ik,m)] (A.6)
and there exist {0, 1}-valued maps {A′l}l, constants C′l , positive integers {q′′l } not greater than 8 and injections
{ι′l} such that
∑
j1,··· ,jq′′
l
A′l(j1, · · · , jq′′l ) = R¯n(k
[q′′l /2]∧3
n ) and
Em[
8∏
j=1
(ǫ˜ij ,m − ǫ˙ij ,m)] =
∑
(l2k−1,l2k)4k=1
4∏
k=1
δl2k−1,l2k +
∑
l
ClA
′
l(iιl(1), · · · , iιl(q′l)), (A.7)
where the summation in the first term of the right-hand side is over all 4-pairs (l2k−1, l2k)
4
k=1 of variables
i1, · · · , i8.
Let A˜m =Mm,∗A
⊤
m, then a simple calculation shows that
(A˜−1m )i,j =


(k
k(i)
m + 1)−1(j − k1m1{k(i)=2})v−1k(i),∗ k(i) = k(j) and i ≥ j,
−(kk(i)m + 1)−1(kk(i)m − j + 1 + k1m1{k(i)=2})v−1k(i),∗ k(i) = k(j) and i < j,
0 otherwise.
Therefore, we have
|((A⊤m)−1S′(A−1m )ij | = |(A˜−1m Mm,∗S′Mm,∗(A˜⊤m)−1)ij |
≤
∑
k1,k2
|(A˜−1m )i,k1(Mm,∗S′Mm,∗)k1k2(A˜−1m )j,k2 |
≤
(∑
k
((A˜−1m )i,k)
2
)1/2
‖Mm,∗S′Mm,∗‖
(∑
k
((A˜−1m )j,k)
2
)1/2
= R¯n(b
−1
n kn). (A.8)
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Similarly, we have
|((A⊤m)−1S′A−1m 1(A⊤m)−1S′A−1m )ij | = R¯n(b−2n k2n). (A.9)
Then (A.6)–(A.9) and a similar argument to the proof of Lemma A.8 yield
Em[(Z˜
⊤
2,mS
′Z˜2,m)
4] =
∑
i1,··· ,i8
4∏
k=1
((A−1m )
⊤S′A−1m )i2k−1,i2k
∑
(l2k−1,l2k)4k=1
4∏
k=1
δl2k−1,l2k + R¯n((b
−4
n k
7
n) ∨ (b−2n k4n))
= R¯n((b
−4
n k
7
n) ∨ (b−2n k4n)).
2. Let {I˜i,m}k
1
m+k
2
m
i=1 and {k(i)}k
1
m+k
2
m
i=1 be defined by I˜i,m = I
1
i,m, k(i) = 1 for 1 ≤ i ≤ k1m and I˜i,m = I2i−k1m,m,
k(i) = 2 for k1m < i ≤ k1m+k2m. Since (Zm− Z˜2,m± Z˜1,m)i =
∫
I˜i,m
(b
k(i)
t,∗ ± b˜k(i)m,∗)dWt+µk(i)sm−1 |I˜i,m|+
∫
I˜i,m
(µ
k(i)
t −
µ
k(i)
sm−1)dt, we have (Zm − Z˜m)⊤S′(Zm + Z˜m) = Ψm,1 +Ψm,2 +Ψm,3, where
Ψm,1 = 2(Zm − Z˜m)⊤S′Z˜2,m +
2∑
k=1
∑
i,j
S′i,j
∫
I˜i,m
(b
k(i)
t,∗ + (−1)kb˜k(i)m,∗)
∫
I˜j,m∩[0,t)
(b
k(j)
s,∗ + (−1)k−1b˜k(j)m,∗ )dWsdWt
+
2∑
k=1
∑
i,j
S′i,jµ
k(i)
sm−1 |I˜i,m|
∫
I˜j,m
(b
k(j)
t,∗ + (−1)kb˜k(j)m,∗ )dWt,
Em[Ψm,2] = 0, Ψm,2 = R¯n(b
−1
n k
3/2
n ) and Ψm,3 = R¯n(b
−3/2
n k2n).
Then the Burkholder–Davis–Gundy inequality yields
EΠ
[(∑
m
(Zm − Z˜m)⊤S′(Zm + Z˜m)
)q]
≤ CEΠ
[(∑
m
(Ψm,1 +Ψm,2)
2
) q
2
]
+ R¯n(b
− q2
n k
q
n)
≤ CEΠ
[(∑
m
Em[Ψ
2
m,1]
) q
2
]
+ CEΠ
[(∑
m
E¯m[Ψ
2
m,1]
2
) q
4
]
+ R¯n(b
− q2
n k
q
n).
We can rewrite (Z1,m− Z˜1,m)i = L1i +L2i +L3i + R¯n((r1/2n ℓ−3/2n )∨rn), where L1i =
∑
j ξ
1
j
∫
I˜i,m
(t−sm−1)dW jt ,
L2i =
∑
j,k ξ
2
j,k
∫
I˜i,m
(W kt −W ksm−1)dW jt and L3i =
∑
j,k,l ξ
3
j,k,l
∫
I˜i,m
∫ t
sm−1
(W ls−W lsm−1)dW ks dW jt for some Gsm−1 -
measurable random variables ξ1j , ξ
2
j,k, and ξ
3
j,k,l with bounded moments. Let L
j = (Lji )i. Then, for any p ∈ N,
Lemma A.7 and (A.5) yield
Em[Ψ
2p
m,1] ≤ CEm[(Z˜⊤2,mS′(Zm − Z˜m)(Zm − Z˜m)⊤S′Z˜2,m)p] + CEm[((Z1,m + Z˜1,m)⊤S′(Z1,m − Z˜1,m))2p]
+R¯n((b
−1
n k
3/2
n )
2p)
≤ CEm[‖Mm,∗S′(Zm − Z˜m)(Zm − Z˜m)⊤S′Mm,∗‖p(Z˜⊤2,mM−2m,∗Z˜2,m)p] + C
3∑
j=1
Em[(Z˜
⊤
1,mS
′Lj)2p]
+CEm[((L
2)⊤S′L2)2p] + R¯n((bnknrn(ℓ
−3/2
n ∨ r1/2n ))2p) + R¯n((b−1n k3/2n )2p)
= C
3∑
j=1
Em[(Z˜
⊤
1,mS
′Lj)2p] + CEm[((L
2)⊤S′L2)2p] + R¯n(b
−2p
n k
4p
n ) + R¯n(b
−3p
n k
5p
n ). (A.10)
Moreover, we can see that there exists a positive constant Cp such that
Em
[ ∑
i1,··· ,i2p
j1,··· ,j2p
2p∏
k=1
(W p1,k (I˜ik,m)
∫
I˜jk,m
(W
p2,k
t −W p2,ksm−1 )dW p3,kt )
]
≤ Cp
∑
i1,··· ,i2p
j1,··· ,j2p
∑
(l2q−1,l2q)
2p−α
q=1 ,α
( 2p−α∏
q=1
|I˜l2q−1,m ∩ I˜l2q,m |
)
r2αn (sm − sm−1)−p+α
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for any {pl,k}1≤l≤3,1≤k≤2p ⊂ {1, 2}, where the summation in the right-hand side is taken over 0 ≤ α ≤ p and
(2p − α) disjoint pairs (l2q−1, l2q)2p−αq=1 in the variables i1, · · · , i2p, j1, · · · , j2p. Here we used the fact that all
6p factors (W p1,k (I˜ik,m),
∫
I˜jk,m
· dW p3,kt , (W p2,kt −W p2,ksm−1)t∈I˜jk,m)
2p
k=1 should be separated into 3p pairs in the
non-zero terms. 2α represents the number of pairs with the form (W p1,k(I˜ik ,m), (W
p2,k′
t −W
p2,k′
sm−1)t∈I˜j
k′
,m
) or
(
∫
I˜jk,m
· dW p3,kt , (W p2,k′t −W p2,k′sm−1)t∈I˜j
k′
,m
). Therefore we obtain
Em[(Z˜
⊤
1,mS
′L2)2p] = R¯n((b
1/2
n ℓ
−1
n )
2p−α(b3/2n ℓ
−1
n kn)
αr2αn ℓ
−p+α
n ) = R¯n((b
−1
n k
3/2
n )
2p). (A.11)
Similar arguments for Em[(Z˜
⊤
1,mS
′L1)2p], Em[(Z˜
⊤
1,mS
′L3)2p] andEm[((L
2)⊤S′L2)2p] yield Em[Ψ
2p
m,1] = R¯n(((b
−1
n k
2
n)∨
(b
−3/2
n k
5/2
n ))2p), and consequently we obtain EΠ[(
∑
mΨ
4
m,1)
q/4] = R¯n((b
−3
n k
7
n)
q/4).
Furthermore, since b
k(i)
t,∗ + b˜
k(i)
m,∗ = 2b˜
k(i)
m,∗ + (b
k(i)
t,∗ − b˜k(i)m,∗) and bk(i)t,∗ − b˜k(i)m,∗ =
∑
j ξ˜
1
j (W
j
t −W jsm−1) + ξ˜2(t −
sm−1)+
∑
j,k ξ˜
3
j,k
∫ t
sm−1
(W js −W jsm−1)dW ks + R¯n(ℓ−3/2n ) for some Gsm−1 -measurable random variables ξ˜1j , ξ˜2 and
ξ˜3j,k with bounded moments, an argument similar to the one above and Lemmas A.2 and A.7 yield
Em[Ψ
2
m,1] ≤ C‖S˜1/2m,∗S′Mm,∗S′S˜1/2m,∗‖Em[(Zm − Z˜m)⊤S˜−1m,∗(Zm − Z˜m)]+R¯n(bnknrnℓ−2n )
+C
∑
i1,i2,j1,j2
|S′i1,j1 ||S′i2,j2 ||I˜i1,m ∩ I˜i2,m|(ℓ−1n |I˜j1,m ∩ I˜j2,m|+ r2n + r3/2n ℓ−3/2n )
+
∥∥∥∥S′{
2∑
k1,k2=1
∫
I˜i,m∩I˜j,m
Em[(b
k(i)
t,∗ + (−1)k1 b˜k(i)m,∗)(bk(i)t,∗ + (−1)k2 b˜k(i)m,∗)]dt}i,jS′
∥∥∥∥R¯n(knr2n)
= R¯n(b
−1
n k
3/2
n ) + R¯n(b
−2
n k
3
n) + R¯n((b
3/2
n ℓ
−1
n )
2rn(ℓ
−1
n rn + knr
3/2
n ℓ
−3/2
n )) + R¯n(b
−1
n kn)
= R¯n((b
−2
n k
3
n) ∨ (b−3n k9/2n )).
Therefore, we have EΠ[(
∑
mEm[Ψ
2
m,1])
q/2] = R¯n(((b
−1
n k
2
n) ∨ (b−2n k7/2n ))q/2), which completes the proof of point
2.
Then point 3 is easily obtained by the proof of point 2 since we only need the estimate for EΠ[(
∑
m[Ψ
2
m,1])] if
q = 2.
A.3 An additional lemma
Lemma A.9. Let en be a sequence of positive numbers, S be an open set in a Euclidean space, An(λ) and
Bn(λ) be sequences of positive-valued random variables, and Cn(λ) be a sequence of non-negative-valued ran-
dom variables for λ ∈ S. Assume that An(λ), Bn(λ), and Cn(λ) are C3 with respect to λ, en → ∞,
sup0≤k≤3,λ∈S(|∂kλAn| ∨ |∂kλBn|) = Op(e−1n ), and sup0≤k≤3,λ∈S |∂kλCn| = Op(e−2n ) as n → ∞, Cn < AnBn
a.s. for any n ∈ N, and limn→∞(e2n(AnBn − Cn)) > 0 a.s. Then
sup
λ∈S
∣∣∣∣∂kλ
( ∞∑
p=1
∫ π
0
Cpn
fp(An, x)fp(Bn, x)
dx − πCn√
2Pn
√
AnBn − Cn
)∣∣∣∣ = Op(e− 32n ), (A.12)
sup
λ∈S
∣∣∣∣∂kλ
( ∞∑
p=1
∫ π
0
Cpnf1(An, x)
fp(An, x)fp(Bn, x)
dx− πCn(An +
√
AnBn − Cn)√
2Pn
√
AnBn − Cn
)∣∣∣∣ = Op(e− 52n ), (A.13)
sup
λ∈S
∣∣∣∣∂kλ
( ∞∑
p=1
1
p
∫ π
0
Cpn
fp(An, x)fp(Bn, x)
dx− π(
√
An +
√
Bn) +
π√
2
Pn
)∣∣∣∣ = Op(e−1n ) (A.14)
for 0 ≤ k ≤ 3, where fp(a, x) = (a+ 2(1− cosx))p and
Pn =
√
An +Bn +
√
(An −Bn)2 + 4Cn +
√
An +Bn −
√
(An −Bn)2 + 4Cn.
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Proof. An elementary calculation yields
∞∑
p=1
∫ π
0
Cpn
(An + 2(1− cosx))p(Bn + 2(1− cosx))p dx
=
∫ ∞
−∞
(
1− Cn
(An +
4t2
1+t2 )(Bn +
4t2
1+t2 )
)−1
Cn
(An +
4t2
1+t2 )(Bn +
4t2
1+t2 )
1
1 + t2
dt
=
∫ ∞
−∞
Cn
(An +
4t2
1+t2 )(Bn +
4t2
1+t2 )− Cn
1
1 + t2
dt
=
∫ ∞
−∞
Cn(1 + t
2)
((An + 4)t2 +An)((Bn + 4)t2 +Bn)− Cn(1 + t2)2 dt
=
∫ ∞
−∞
Cn(1 + t
2)
(AnBn + 4An + 4Bn − Cn + 16)t4 + 2(AnBn + 2An + 2Bn − Cn)t2 +AnBn − Cn dt. (A.15)
We only consider the case (An − Bn)2 + 16Cn > 0 a.s. We can easily obtain the results for the other case
with a slight modification.
Let
α1 =
−2An − 2Bn −
√
4(An −Bn)2 + 16Cn
16
and α2 =
−2An − 2Bn +
√
4(An −Bn)2 + 16Cn
16
,
then we have α1 < α2 < 0 by the assumptions. Moreover, we can calculate the right-hand side of (A.15) as
(1 +Op(e
−1
n ))
∫ ∞
−∞
Cn(1 + t
2)
16(t2 − α1)(t2 − α2)dt
= (1 +Op(e
−1
n ))
2πi
16
[
Cn(1 + α1)
2
√−α1i(α1 − α2) +
Cn(1 + α2)
2
√−α2i(α2 − α1)
]
= (1 +Op(e
−1
n ))
π
16
Cn(
√−α2 −√−α1)(1 +√α1α2)√
α1α2(α1 − α2) =
π
16
Cn√
α1α2(
√−α1 +√−α2) +Op(e
−3/2
n ).
Therefore, we obtain (A.12) with k = 0 by noting that 16α1α2 = (AnBn − Cn)(1 +Op(e−1n )).
We similarly have (A.12) with 1 ≤ k ≤ 3 and (A.13) with 0 ≤ k ≤ 3.
Furthermore, we obtain
∫∞
−∞(1 + t
2)−1 log(t2 + α2)dt = 2π log(α+ 1) for any α > 0 by the residue theorem.
Therefore, we obtain
∂kλ
∞∑
p=1
1
p
∫ π
0
Cpn
fp(An, x)fp(Bn, x)
dx
= −∂kλ
∫ ∞
−∞
1
1 + t2
log
(
1− Cn
(An + 4t2/(1 + t2))(Bn + 4t2/(1 + t2))
)
dt
= −∂kλ
∫ ∞
−∞
1
1 + t2
log
(
(t2 − α1)(t2 − α2)
(t2 +An/(An + 4))(t2 +Bn/(Bn + 4))
)
dt+Op(e
−1
n )
= −2π∂kλ
(
log(1 +
√−α1) + log(1 +
√−α2)− log
(
1 +
√
An
An + 4
)
− log
(
1 +
√
Bn
Bn + 4
))
+Op(e
−1
n )
= 2π∂kλ(
√
An/2 +
√
Bn/2−
√−α1 −
√−α2) +Op(e−1n ),
which completes the proof.
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