By using the algorithm of N urnberger & Riessinger 11], we construct Hermite interpolation sets for spaces of bivariate splines S r q ( 1 ) of arbitrary smoothness de ned on the uniform type triangulations. It is shown that our Hermite interpolation method yields optimal approximation order for q 3:5r + 1. In order to prove this, we use the concept of weak interpolation and arguments of Birkho interpolation.
Introduction
We investigate spline spaces of the following type. Let a rectangle R and a partition of R into uniform subrectangles be given. We add to each subrectangle the same diagonal and denote the resulting partition by 1 . (If we add both diagonals, then the resulting partition is denoted by 2 .) The space of bivariate splines of degree q and smoothness r with respect to the partition i is denoted by S r q ( i ); i = 1; 2. N urnberger and Riessinger 10], 11] developed a method for constructing point sets which admit unique Lagrange interpolation from S r q ( i ); i = 1; 2. The aim of this paper is to de ne appropriate Hermite interpolation sets which can be considered as a limit case of the Lagrange interpolation sets above and to show that the corresponding interpolating splines yield optimal approximation order for S r q ( Our proof of the optimal approximation order for S r q ( 1 ); q 3:5r + 1, is based on developements of the concept of weak interpolation introduced in 9]. In order to prove that there exists dim~ q weak interpolation conditions on each triangle we have to develop new arguments. This is done by showing how weak interpolation conditions are transfered across the edges and by applying Birkho interpolation methods for univariate polynomials.
We remark that the order of dist(f; S r q ( )) is optimal, if q 3r + 2 (see de 
Main Results
We consider bivariate splines of the following type. First, the space of bivariate 4 polynomials of total degree q is denoted bỹ q = spanfx y : 0; 0; + qg :
(The corresponding univariate polynomial space is denoted by q .) Let a rectangle R = a 0 ; b 0 ] c 0 ; d 0 ] and points a 0 = x 0 < x 1 < : : : < x n 1 ?1 < x n 1 = b 0 , c 0 = y 0 < y 1 < : : : < y n 2 ?1 < y n 2 = d 0 such that x i ? x i?1 = h 1 ; i = 1; : : : ; n 1 and y j ? y j?1 = h 2 ; j = 1; : : : ; n 2 be given. By de ning R i;j = (x i?1 ; x i ) (y j?1 ; y j ); i = 1; : : : ; n 1 ; j = 1; : : : ; n 2 , we obtain a partition of R into subrectangles R i;j . We set z i;j = (x i ; y j ); i = 0; : : : ; n 1 ; j = 0; : : : ; n 2 , add the diagonal from z i?1;j?1 to z i;j to each subrectangle R i;j and denote by T (1) i;j (respectively T (2) i;j ) the upper left (respectively the lower right) triangle of R i;j . The resulting partition is 
. For describing Hermite interpolation conditions, we denote by f x and f y the partial derivatives of f for x and y, respectively. The higher partial derivatives are denoted by f x y . Given a point z = (x; y) 2 R, we set D ! f(z) = (f x ! (z); f x !?1 y (z); : : : ; f xy !?1 (z); f y ! (z)) :
The uniform norm of f is de ned by kfk = maxfjf(z)j : z 2 Rg and for the derivatives, we set kD ! fk = maxfkf x y k : 0; 0; + = !g : In the following, we construct Hermite interpolation sets for S r q ( 1 ). The construction of Hermite interpolation sets is done by describing Lagrange interpolation sets for these spaces and then "taking limits". The following construction of Lagrange interpolation sets is a special case of 10], 11].
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Construction of Lagrange interpolation sets
In order to construct Lagrange interpolation sets for S r q ( 1 ), we only have to describe four basic steps. For an arbitrary subtriangle T of the partition 1 , one of the following four steps will be applied on T.
Step A. ( Given a partition 1 , we construct interpolation sets by applying the above steps successively to the subtriangles. We choose diagonal (respectively horizontal) line segments in T (1) i;j (respectively T (2) i;j ); except in the rst triangle in the upper row, T (1) 1;n 2 , where we choose horizontal line segments (see Figure 2) . The points chosen on these line segments shall not lie on the triangles already considered. First, we apply step A to T (1) 1;n 2 (starting triangle). Then, by passing from the left to the right, we apply step B to the triangles T (k) i;n 2 ; (i; k) 2 f(i 1 ; k 1 ) : i 1 = 1; : : : ; n 1 ; k 1 = 1; 2g n f(1; 1)g. Then we consider j = n 2 ?1. We apply step B to T (1) 1;n 2 ?1 and T (2) n 1 ;n 2 ?1 . By passing from the left to the right, we apply step C (respectively step D) to the triangles T . This is done by using the Lagrange interpolation above and by "taking limits". We consider the Lagrange con gurations and let certain points and line segments coincide (Figure 2 indicates which points and line segments shall coincide). If certain points on some line segments coincide, then we pass to the directional derivatives orthogonal to the line segments. In this way, we obtain the following Hermite interpolation problem. , we impose interpolation conditions on s by passing from the upper to the lower row and by passing from the rst to the last triangle in each row as follows (see Figure 1) . First, we assign condition A to T
(1) 1;n 2
. Then by passing from the left to the right, we assign condition B to the remaining triangles of the upper row. Then we consider j = n 2 ? 1. We assign condition B to the lower vertex of the rst triangle in this row.
Then, by passing from the left to the right, we alternatingly assign condition C and condition D to the remaining triangles in the row, except that to the last triangle we assign condition B. Then we consider the next row and assign the same conditions as in the row before. We continue this method until all rows of the partition are considered. (Note that the order of the condition in the starting row is di erent from the conditions in all other rows.)
We prove our main theorem on approximation order (Theorem 2) by showing that the interpolating spline satis es dim~ q weak interpolation conditions on each subtriangle of 1 and then apply Lemma 3 below. By using even simpler arguments as in the proof of Theorem 2, it follows that a spline s 2 S r q ( 1 ) which ful lls the homogeneous Hermite interpolation conditions above satis es dim~ q homogeneous interpolation conditions on each subtriangle of 1 . Therefore, we get the following result. Theorem 1. For each su ciently di erentiable function f 2 C(R), there exists a unique spline s f 2 S r q ( 1 ); q 3:5r + 1, which satis es the Hermite interpolation conditions described above.
The next result shows that the Hermite interpolation method described above yields optimal approximation order for q 3:5r + 1. We denote by the angle between the horizontal and the diagonal lines of the partition 1 and set h = maxfh 1 ; h 2 g. In the following theorem, the norm denotes the maximum of the uniform norm over all subtriangles of the partition (w.r.t. the polynomial pieces). 
(The constant K > 0 depends on r, q, , kD q+1 fk and is independent of h.)
In order to prove Theorem 2, we need the following result on weak interpolation by bivariate polynomials. Let a triangle W with vertices (0; 0); ( 1 ; 0) and ( 2 ; 3 ), where 3 > 0 be given. Moreover, let 0 y 0 y 1 : : : y q?1 y q 3 and for each j 2 f0; : : : ; qg, x 0;j : : : x q?j;j be given such that all points z i;j = (x i;j ; y j ); i = 0; : : : ; q ? j; j = 0; : : : ; q are contained in W. To each point z i;j , we assign integers i;j = maxf : x i? ;j = : : : = x i;j g and j = maxf : y j? = : : : = y j g :
The next result on weak interpolation follows from Lemma 4 in 9]. . . .
The following result on transfering weak interpolation conditions for a family of bivariate splines holds. We illustrate condition (14) and (15) of the following lemma in Figure 4 We consider four cases to prove Claim 2. Case 1. Let i 2 f2; : : : ; n 1 g and j 2 f1; : : : ; n 2 ? 1g be given. We set u = z i?1;j?1 , w = z i;j and denote byẑ the midpoint of the diagonal of R i;j (see Figure 5 ). We proceed by induction on . It follows from the interpolation condition C on the triangles T (2) i?1;j and T (2) i;j+1 at the points u and w, respectively, and the C r property of s f , that for all 2 f0; : : : ; rg, (f ? p (1) i;j ) d (u) = 0 and (f ? p (1) i;j ) d (w) = 0 :
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Therefore, by the interpolation condition D on the triangle T (1) i;j ((f ?p (1) i;j ) d (ẑ) = 0; = 0; : : : ; q ? 2r ? 2), and (24), we obtain that Claim 2 holds for = 0. We now assume that Claim 2 holds for all 2 f0; : : : ; kg; k r ? 1 and show that the same is true for = k + 1.
To this end we will apply Lemma 7 to f ? s On the other side, by the interpolation condition C on the triangle T (2) i?1;j , we have that (f ? p (2) i?1;j ) x y (u) = 0 ; (27) for any ( ; ) in the quadrangular domain shown in Figure 3 . Therefore, the interpolation condition implies (26) if and only if the triangle lies inside the quadrangle (see Figure 7 ). It is easy to see that this is true for all k r ? 1 while q 3:5r + 1. 
In the case z = w condition (14) has the following form (f ? p (2) i;j+1 ) y x (w) = 0; + r + k + 1; 0; k + 1 :
The arguments similar to the above show that (29) follows from the interpolation condition C on the triangle T (2) i;j+1 if the triangle in Figure 8 
By the interpolation condition at w and the C r property of s f , we obtain for all 2 f0; : : : ; rg,
By (31) and (32), it follows that Claim 2 holds for = 0. We now assume that Claim 2 holds for all 2 f0; : : : ; kg; k r ? 1 and show that the same is true for k + 1. We get (30) in the same way as in Case 1. By interpolation condition B at u, we obtain (f ? p , this case is trivial. Now, we show : Claim 3. For all 2 f0; : : : ; q ? 2r ? 1g the polynomial (p (2) i;j ) y 2~ q? weakly interpolates f y on z i?1;j?1 ; z i;j?1 ]; i = 1; : : : ; n 1 ; j = 1; : : : ; n 2 .
To prove Claim 3, we proceed by induction on . We set u = z i?1;j?1 ; v = z i;j and w = z i;j?1 . It follows from Claim 2 and Lemma 4, that there exists a constantK 1 (2) i;j ) x (u)j K 1 (j 1 j + j 2 j) h q+1? :
Interpolation condition C at w implies (f ? p (2) i;j ) x (w) = 0; = 0; : : : ; q ? r ? 1 :
Therefore, we get from (35) and (36) that p (2) i;j weakly interpolates f on u; w] so that the statement holds for = 0. We now assume that Claim 3 holds for all 2 f0; : : : ; kg; k q?2r?2, and show that the same is true for k+1. By induction hypothesis and Lemma or i = n 1 ), then it can be shown by analogue arguments that Claim 3 holds also for 2 fq ? 2r; : : : ; q ? r ? 1g.
In the following, we show :
Claim 4. For each triangle T (2) i;j ; i = 1; : : : ; n 1 ; j = 1; : : : ; n 2 the polynomial p (2) i;j 2~ q weakly interpolates f on T (2) i;j . To prove Claim 4, we consider three cases. Case 1. Let i 2 f1; : : : ; n 1 ? 1g and j 2 f1; : : : ; n 2 ? 1g. We set u = z i?1;j?1 ; v = z i;j and w = z i;j?1 (see Figure 9. ).
Because of the C r property of s f and the fact that higher derivatives of f ? p (2) i+1;j+1 and f ?p (1) i+1;j (respectively, f ?p (1) i+1;j and f ?p (2) i;j ) in direction of x (respectively, y) coincide, we get by Claim 3 (since r q ? 2r ? 1) and Lemma 4 that there exists a constant K 4 > 0 such that for all h 2 (0; 1] and ; 2 f0; : : : ; rg, j(f ? p (2) i;j ) x y (v)j = j(f ? p (1) i+1;j ) x y (v)j = j(f ? p (2) i+1;j+1 ) x y (v)j K 4 h q+1? ? : (40) (41) and (42), we obtain that (p (2) i;j ) (2) i;j ) y q?2r x r (w)j K 5 h r+1 : (43) Moreover, interpolation condition C at w also implies (f ? p (2) i;j ) y q?2r x (w) = 0; = 0; : : : ; r ? 2 :
(44) By Claim 3, (p (2) i;j ) y weakly interpolates f y on u; w]; = 0; : : : q ? 2r ? 1. Hence, by Lemma 4, (37) holds true for k = q ?2r ?1. Therefore, arguing as in the proof of Claim 3, we obtain (38) with k = q ? 2r ? 1, i.e., j(f ? p (2) i;j ) y q?2r x (u)j K 3 h 2r+1? ; = 0; : : : ; r ; (45) where K 3 > 0. Since Birkho interpolation for 0 t 0 = : : : = t r?1 < t r = : : : = t 2r , and j = j; j = 0; : : : ; r ? 2; r?1 = r; r+j = j; j = 0; : : : ; r, is easily seen to be well-posed for 2r , it follows from (43), (44) and (45) (2) i;j ) x q?r?k?1 y (v)j K 4 h r+k+2? :
By interpolation condition C at w, we get for all 2 f0; : : : ; q ? 2r ? 1g, (f ? p (2) i;j ) x q?r?k?1 y (w) = 0 : (47) >From the induction hypothesis and Lemma 4, we obtain that there exists a constant K 6 > 0 such that for all h 2 (0; 1] and 2 fq ? 2r; : : : ; kg, j(f ? p (2) i;j ) x q?r?k?1 y (w)j K 6 h r+k+2? :
It follows from (46), (47) and (48) (2) i;j ) y k+1 x q?r?k?1(w)j K 5 h r+1 :
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The second part of the induction hypothesis says that (p (2) i;j ) (2) i;j ) y k+1 x (w)j K 7 h q?k? :
Moreover, interpolation condition C at w also implies (f ? p (2) i;j ) y k+1 x (w) = 0; (2) i;j ) y k+1 x (w)j K 8 h q?k? :
The same argumentation as above shows that (52) again holds. (2) i?1;j 2~ q (p (2) i;j+1 2~ q ) weakly interpolates f on T (2) i?1;j (T (2) i;j+1 ). Thus, we get from Lemma 3 that there exist constants K 11 > 0 and K 12 > 0 such that for all h 2 (0; 1], j(f ? p (2) i?1;j ) x y (u)j K 11 h q+1? ? ; + q; ; 0 ; (59) and j(f ? p (2) i;j+1 ) y x (w)j K 12 h q+1? ? ; + q; ; 0 : (60) Using the same arguments as in the proof of Claim 2, Case 1, we obtain that (p (1) i;j ) ( (62) It follows from (61) and (62) that the polynomial p (1) i;j 2~ q weakly interpolates f on T (1) i;j . Theory 78 (1996) 
