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Measurements of strong gravitational lensing jointly with type Ia supernovae (SNe Ia) observations
have been used to test the validity of the cosmic distance duality relation (CDDR), DL(z)/[(1 +
z)2DA(z)] = η = 1, where DL(z) and DA(z) are the luminosity and the angular diameter distances
to a given redshift z, respectively. However, several lensing systems lie in the interval 1.4 ≤ z ≤ 3.6
i.e., beyond the redshift range of current SNe Ia compilations (z ≈ 1.50), which prevents this kind
of test to be fully explored. In this paper, we circumvent this problem by testing the CDDR
considering observations of strong gravitational lensing along with SNe Ia and a subsample from
the latest gamma-ray burst distance modulus data, whose redshift range is 0.033 ≤ z ≤ 9.3. We
parameterize their luminosity distances with a second degree polynomial function and search for
possible deviations from the CDDR validity by using four different η(z) functions: η(z) = 1 + η0z,
η(z) = 1 + η0z/(1 + z), η(z) = (1 + z)
η0 and η(z) = 1 + η0 ln(1 + z). Unlike previous tests done
at redshifts lower than 1.50, the likelihood for η0 depends strongly on the η(z) function considered,
but we find no significant deviation from the CDDR validity (η0 = 0). However, our analyses also
point to the fact that caution is needed when one fits data in higher redshifts to test the CDDR as
well as a better understanding of the mass distribution of lenses also is required for more accurate
results.
I. INTRODUCTION
In recent years, several authors have proposed meth-
ods to test the so-called cosmic distance duality relation
(CDDR), which is derived from Etherington reciprocity
theorem [1]. In the astronomical framework, considering
that photons number is conserved over the cosmic evo-
lution and that they follow null (unique) geodesics, the
CDDR is expressed as
DL(z)
DA(z)(1 + z)2
= η = 1 , (1)
where DL and DA are the luminosity and angular di-
ameter distances to a given redshift z respectively. The
CDDR plays an essential role in observational cosmology
and any departure from it could point to unaccounted
systematic errors as photon absorption by dust or even
exciting new fundamental physics, such as, photon cou-
pling with particles beyond the standard model of par-
ticle physics, variation of fundamental constants, among
others (for a detailed discussion, see [2] and [3]).
In order to test the Eq. (1) different tests involv-
ing observations of the luminosity distances of type Ia
supernovae, angular diameter distances of galaxy clus-
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ters, gas mass fractions of galaxy clusters, baryon acous-
tic oscillations, the blackness of the cosmic microwave
background and gamma-ray bursts data have been per-
formed. Basically, these methods may be cosmological
model-dependent or independent. The former put more
restrictive limits on possible deviations from Eq.(1), but
they are less ideal methods since their results are valid
for a specific cosmological model, generally the ΛCDM
model (see [3, 4]). The cosmological model-independent
methods use only astrophysical quantities and, as a weak
point, the results have larger errors (see Section IV and
Refs. [5, 6, 7, 8, 9, 10, 11]). Moreover, these latter meth-
ods have been limited by the type Ia supernovae red-
shifts used (z ≈ 1.50). Thus, although the results from
both approaches do not show significant deviations from
CDDR validity, it is still important to propose new meth-
ods with different astronomical observations and redshift
range, preferably at high redshifts, to validate the whole
cosmological framework as well as to detect unexpected
behavior or even systematic errors. Very recently, obser-
vations of strong gravitational lenses systems were used
to perform tests of the CDDR [12, 13]. The crucial point
here is that the sources of these systems enable to test
the CDDR at higher redshifts (z > 2). In this paper we
explore further possible constraints on the CDDR with
this kind of observation.
Strong gravitational lensing is an important effect aris-
ing from Einstein’s theory of general relativity, which has
played a very important role as a probe of the nature of
dark matter in the universe as well as in tests of cosmolog-
ical models [14]. A known quantity is the Einstein radius,
2which varies with cosmological models via the ratio of the
angular diameter distances between lens/source and ob-
server/source. Basically, it occurs when the source (s),
the lens (l) and the observer (o) are well aligned with the
observer-source direction [15]. The Einstein radius θE ,
under the simplest assumption describing the mass dis-
tribution in lenses, the singular isothermal sphere (SIS),
is given by
θE = 4pi
DAls
DAs
σ2SIS
c2
, (2)
where c is the speed of light, DAls and DAs are the an-
gular diameter distances between lens-source and source-
observer, respectively, and σSIS is the velocity disper-
sion due to lens mass distribution. The Einstein ra-
dius measurements jointly with SNe Ia observations and
a deformed CDDR, DLD
−1
A (1 + z)
−2 = η(z), have been
used recently to perform constraints on η(z) functions
(see next section for details). For instance, by consider-
ing η(z) = 1 + η0z/(1 + z), the authors of [12] used 95
data points from 118 strong gravitational lensing (SGL)
systems obtained by [16], 580 type Ia supernovae (SNe
Ia) from Union2.1 [17], the latest results from Planck col-
laboration [18] and WMAP9 satellite [19] to put limits on
η0. In [13] was proposed a cosmological-model indepen-
dent test (only a flat universe was assumed) by assuming
η(z) = 1 + η0z and using 60 SGL-SNe Ia pairs from [20]
and [16]. The results from both works confirmed the
validity of the CDDR (η0 ≈ 0 into 1 σ c.l.). How-
ever, in Ref.[13] there is a large interval allowed for η0:
−0.1 ≤ η0 ≤ 0.8 at 2σ c.l..
On the other hand, the sample from [16] has SGL sys-
tems that reach z up to 3.6 and, consequently, a basic
limitation of the analyses quoted above is the impossibil-
ity of using the entire SGL sample. The reason is very
simple: to perform the test it is necessary to find SNe Ia
and SGL systems at identical redshifts, but several lenses
of the SGL data lie at z > 1.50, which is nearly the max-
imum redshift of the SNe Ia in the Union2.1 compilation.
Therefore, many SGL systems were excluded in the pre-
vious analyses. On the other hand, since one of the main
goal of this kind of analysis is to test the validity of the
CDDR at different regimes, reaching higher redshifts is
of fundamental importance to put limits on a possible
η(z) evolution.
In this paper, based on the method proposed by [13]
(see next section for details), we test the CDDR va-
lidity up to high redshifts by using all the 118 SGL
systems from [16], 580 SNe Ia from the Union2.1 com-
pilation and a subsample from the latest gamma-ray
burst distance module data [21]. Gamma-ray bursts
(GRBs) are the most energetic explosions in the Uni-
verse being detectable up to very high redshifts. The
new data corresponds to 162 points in the redshift range
0.033 < z < 9.3, therefore, beyond the SNe Ia redshifts.
However, we excluded 15 GRBs that are beyond the red-
shift of the SGL systems (z > 3.6). Thus, we add to the
SNe Ia 580 Union2.1 data 147 gamma-ray bursts result-
ing in 727 luminosity distances. Since we need to have
luminosity and angular diameter distances at identical
redshifts we fit the luminosity distances with a second
degree polynomial fit (see Fig.1). From the theoretical
viewpoint, we consider four η(z) functions to test the
Eq. (1) (see next section).
This paper is organized as follows: Section II briefly
revises the method proposed by Ref. [13]. In Section III
we present the samples used in the analysis. In Section
IV we show and discuss the main results of this paper.
We summarize the results of this work in Section V.
II. METHOD
The method to test the CDDR validity proposed by
[13] uses SGL systems and SNe Ia observations and does
not depend on assumptions concerning the details of cos-
mological model, only a flat universe is assumed.
Firstly, let us consider Eq. (2) and define the observa-
tional quantity:
D =
DAls
DAs
=
θEc
2
4piσ2SIS
. (3)
On the other hand, in a flat universe, the comoving dis-
tance rls is given by [22]
rls = rs − rl. (4)
Now, using rs = (1 + zs)DAs , rl = (1 + zl)DAl and
rls = (1 + zs)DAls , we find
D = 1− (1 + zl)DAl
(1 + zs)DAs
. (5)
Finally, using the deformed CDDR, such as, DLD
−1
A (1+
z)−2 = η(z), the above expression can be written as
(1 + zs)η(zs)
(1 + zl)η(zl)
= (1−D)DLs
DLl
. (6)
In [13] the CDDR was defined as D−1L DA(1 + z)
2 =
η(z) = 1 and the final expression is slightly different of
our Eq.(6). Then, with SGL measurements and the lu-
minosity distances to the lens and source of each system
known, it is possible to study the evolution of the η(z)
function and test the CDDR. In order to test the CDDR
validity, we consider the following CDDR deformations:
• P1: η(z) = 1 + η0z
• P2: η(z) = 1 + η0z/(1 + z)
• P3: η(z) = (1 + z)η0
• P4: η(z) = 1 + η0 ln(1 + z).
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Figure 1: The luminosity distances from the 580 SNe Ia (filled
red circles) and 147 gamma-ray bursts (GRBs) data (open
black circles). The solid and dashed blue lines are the poly-
nomial fit and the 1σ error from our fit, respectively.
III. SAMPLES
In our work, we use the following data sets:
• Angular diameter distances: we use angular diame-
ter distances obtained for 118 SGL systems by the
Ref. [16]. These systems were observed in Sloan
Lens ACS survey (SLACS), BOSS Emission-Line
Lens Survey (BELLS), Lenses Structure and Dy-
namics Survey (LSD) and Strong Legacy Survey
SL2S surveys with redshift ranges: 0.075 ≤ zl ≤
1.004 and 0.20 ≤ zs ≤ 3.60. We consider the two
approaches of [16] to describe the lensing systems:
the SIS model and another one where a spherically
symmetric mass distribution in lensing galaxies is
also assumed, but the rigid assumption of the SIS
model is relaxed in favor of a more general power-
law index γ, ρ ∝ r−γ (PLAW model). This kind of
model is important since several studies have shown
that slopes of density profiles of individual galax-
ies show a non-negligible scatter from the SIS [23].
Under this assumption the Einstein radius is:
θE = 4pi
σ2ap
c2
Dls
Ds
(
θE
θap
)2−γ
f(γ), (7)
where σap is the stellar velocity dispersion inside
the aperture of size θap and
f(γ) = − 1√
pi
(5− 2γ)(1− γ)
3− γ
Γ(γ − 1)
Γ(γ − 3/2)
×
[
Γ(γ/2− 1/2)
Γ(γ/2)
]2
. (8)
Therefore:
D = DAls/DAs =
c2θE
4piσ2ap
(
θap
θE
)2−γ
f−1(γ). (9)
The distribution becomes a SIS for γ = 2. In
Table 1 of [16] is displayed all relevant information
necessary to obtain D in Eq.(7) for both models
and perform our fit. It is important to stress that
the σSIS in Eq.(3) is not to be exactly equal to
the observed stellar velocity dispersion σ0 since
there is a strong indication that dark matter halos
are dynamically hotter than the luminous stars
based on X-ray observations. In order to account
for this difference it is introduced a phenomeno-
logical free parameter fe, defined by the relation:
σSIS = feσ0. In our analyses (see next section),
we marginalize over γ and fe by using the following
flat priors: (0.8)1/2 < fe < (1.2)
1/2 [24] and γ:
1.15 < γ < 3.5. Also following [16], we replace σap
by σ0 in the PLAW model.
• Luminosity distances: here we combine two data
sets. The first one is the full SNe Ia sample com-
piled by Suzuki et al. (2012) [17], the so-called
Union2.1 compilation, see Fig. 1. This sample
comprises 580 data points in the redshift range
0.015 ≤ z ≤ 1.42. The second data set are the GRB
distance moduli, µ(z), from Demianski et al. (2016)
[21]. It is worth mentioning that, although details
of the physical mechanism behind GRB explosions
are not completely known yet, an important ob-
servational aspect of long GRBs are the several
correlations between spectral and intensity prop-
erties, which suggest that GRBs can be used as
distance indicators. The authors of [21] used SNe
Ia luminosity distances (Union2.1 compilation) at
redshifts close to GRBs to calibrate the Amati re-
lation [25], which relates the peak photon energy
of a GRB Ep,i with its isotropically equivalent ra-
diated energy Eiso. A distance modulus to each
GRB was ascribed by finding SNe Ia with small
redshift distances and applying a weighted inter-
polation. By fitting a power law with an intrinsic
scatter where SNe Ia and GRBs overlap, the pa-
rameters of the fit could be used to determine the
distance modulus of the GRBs at higher redshifts
and their respectively uncertainty. A possible red-
shift dependence of the correlation and its effect on
the GRB Hubble diagram were tested and no sig-
nificant redshift dependence was found. The orig-
inal data set has 167 GRBs in the redshift range
0.033 < z < 9.3 (see Fig. 1). We excluded 15
GRBs that are beyond the SGL systems and added
to SNe Ia data the remaining 147 GRBs. Thus,
we finish with 727 luminosity distances. We ob-
tain the luminosity distance, DL, to each SNe Ia
and GRB from: DL(z) = 10
(µ(z)−25)/5 Mpc and
σ2DL = (
∂DL
∂µ )
2σ2µ. Then, we parameterize their
luminosity distances with a second degree polyno-
mial function, such as: DL(z) = Az + Bz
2 (in
Mpc), with A = 4488.69, B = 1576.81, σA = 27.06,
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Figure 2: In fig.(a) we plot the analysis for the PLAW model. The In fig.(b) we plot the analysis for the SIS model. In both
figures, the solid, yellow, red and blue curves correspond to P1, P2, P3 and P4 η(z) functions.
σB = 77.43 and COV (A,B) = −1324.49216 (see
Fig. 1). Therefore, due to the high redshifts of the
GRBs, the DL(z) function can provide the lumi-
nosity distances to the lens and source of each SGL
system in [16].
IV. ANALYSIS AND RESULTS
The constraints on the η0 parameter are derived by
evaluating the likelihood distribution function, L ∝
e−χ
2/2, with
χ2 =
118∑
i
[
(1+zsi )η(zsi )
(1+zli )η(zli )
− (1−Di)DLsiDLli
]2
σ2i
(10)
where σ2i stands for the statistical errors associated to
the DL(z) function of the SNe Ia, GRBs, the gravita-
tional lensing observations and it is obtained by using
standard propagation errors techniques. For the gravita-
tional lensing error one may show that:
σD = D
√
4(δσ0)2 + (1 − γ)2(δθE)2 , (11)
while for DL(z) function:
σ2DL =
(
∂DL
∂A
)2
σ2A +
(
∂DL
∂B
)2
σ2B (12)
+2
(
∂DL
∂A
∂DL
∂B
)
COV (A,B).
Since our DL(z) comes from a polynomial function, the
points η0i and η0j are correlated. However, we con-
structed the covariance matrix and the terms off diagonal
are negligible.
Our results for η0 by using the SGL models are plotted
in figures (2a) and (2b). In both figures, the solid black,
yellow, red and blue curves correspond to P1, P2, P3 and
P4 η(z) functions. The black solid horizontal lines corre-
spond to 1 and 2σ c.l.. As one may see, differently from
previous analyses in literature, our likelihoods for η0 de-
pend on the η(z) functions, probably due to the high-z
data used in the analyses. As one may see, the analy-
sis using the PLAW model is consistent with the CDRR
validity only for 2σ when P2 is used, but is verified into
1.5σ by the other η(z) functions. On the other hand, us-
ing P2 the CDDR validity is verified at 1σ for SIS model,
marginally consistent for P1 and verified into 2σ by the
other η(z) functions. The values of η0 are displayed in
Table I (2σ error) along with other cosmological-model
independent results using SGL.
In figures (3a) and (3b) we plot the evolution for the
η(z) functions (the curves correspond to 2σ c.l.). The
dashed line corresponds to η(z) = DLD
−1
A (1 + z)
−2 = 1.
The curves for η(z) functions are compatible each other,
moreover, we may conclude that our results do not show
significant deviations from CDDR validity.
We can compare our results with methods that do not
assume a cosmological model, for example (at 2σ c.l.):
Ref. [10] found η0 = −0.28± 0.44 and η0 = −0.43± 0.60
for linear and non-linear cases by using angular diameter
distances of galaxy clusters and SNe Ia. Also using an-
gular diameter distances of galaxy clusters and SNe Ia,
Ref.[7] found η0 = −0.12 ± 0.35 and η0 = −0.11 ± 0.51
for linear and non-linear cases. The authors of Ref. [11]
found η0 = −0.151 ± 0.155 at 1σ for non-linear case by
using BAO+SNe whereas Ref. [8] found η0 = −0.08+2.28−1.22
for non-linear case by using gas mass fractions of galaxy
clusters and SNe Ia. The analysis performed in Ref.[9]
found η0 = −0.100+0.117−0.126 and η0 = −0.157+0.179−0.192 for the
linear and non-linear cases by using angular diameter dis-
tances of galaxy clusters and H(z) data. These authors
also obtained η0 = 0.062
+0.168
−0.146 and η0 = −0.166+0.337−0.168 for
the linear and non-linear cases by considering gas mass
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Figure 3: In fig.(a) we plot the evolution of the η(z) functions for PLAM model. In fig.(b) we plot for SIS model. In both
figures, the solid, yellow, red and blue curves correspond to P1, P2, P3 and P4 η(z) functions. The curves correspond to 2σ
c.l..
Table I: A summary of the current constraints on the η0 parameters from SGL in 2σ c.l..
Reference Data Sample 1 + η0z 1 + η0z/(1 + z) (1 + z)
η0 1 + η0 ln(1 + z)
[13] SGL (SIS) + SNe Ia −0.005+0.800−0.100 - - -
[12]a SGL (SIS) + SNe Ia + ΛCDM 0.05± 0.42 0.09± 0.65 - -
[12]a SGL (PLAW) + SNe Ia + ΛCDM 0.08± 0.44 0.06± 0.67 - -
[12]b SGL (SIS) + SNe Ia + ω(z)CDM 0.01± 0.50 0.017 ± 0.67 - -
[12]b SGL (PLAW) + SNe Ia + ω(z)CDM 0.054 ± 0.650 0.003 ± 0.750 - -
This paper SGL (PLAW) + SNe Ia + GRBs 0.00± 0.10 −0.36+0.37−0.42 −0.16
+0.24
−0.51 −0.10± 0.24
This paper SGL (SIS) + SNe Ia + GRBs 0.15± 0.13 −0.18+0.45−0.65 0.27
+0.22
−0.38 0.22
+0.40
−0.32
aPlanck priors
bWMAP9 priors
fraction measurements of galaxy clusters and H(z) data.
The results of Ref. [6] point to η0 = −0.15 ± 0.25 and
η0 = −0.22±0.42 for linear and non-linear cases by using
only galaxy cluster gas mass fraction measurements while
Ref. [13] obtained η0 = −0.005+0.800−0.100 by using strong lens-
ing and SNe Ia (see table I in Ref.[12] for recent results
from several methods). The CDDR validity is verified at
least at 2σ. As one may see, the method proposed here is
competitive with the previous ones and includes higher-z
data.
As it is well-known, the luminosity distance in the
cosmic concordance model grows slightly faster than a
quadratic function for z > 1.5. Thus, we also fit the SNe
Ia and GRBs data by using a function that mimics such
behavior and perform the analyses. We obtain that the
CDDR validity (η0 = 0) is verified at least within 2σ c.l.
for the SIS model and it is more than 3σ away for the
PLaw model. However, as shown in the Fig.2 where a
quadratic function was considered, the PLaw model is
in more agreement with the CDDR validity than the SIS
model. Unlike the analyses at z < 1 where the results are
weakly dependent on the assumed function for the lumi-
nosity distance, our results point to the fact that caution
is needed when applying it to higher redshifts. Also, a
better understanding of the mass distribution of lenses is
required for more accurate results.
V. CONCLUSIONS
In the last few years, the main fundamental hypothe-
ses of the standard cosmology have been tested thanks
to the improved precision of cosmological data. One of
them is the so-called cosmic distance duality relation in-
volving angular diameter, DA, and luminosity distances,
DL(1 + z)
−2DA = η(z) = 1. This result is theoretically
valid for all cosmological models based on the Rieman-
nian geometry, being independent either upon Einstein
field equations or the nature of matter.
Nowadays, model-independent tests using exclusively
cosmological distances have been restricted up to red-
shifts z = 1.50, which it is nearly the maximum z of type
Ia supernovae compilations considered in analyses. In
this paper, we have proposed a test that considers 118 an-
6gular diameter distances of the strong gravitational lens
systems in the redshift range 0.075 ≤ z ≤ 3.60 [16] and
727 luminosity distances comprising 580 type Ia super-
novae from Union2.1 compilation plus 147 gamma-ray
bursts with redshift lower than 3.60. These gamma-ray
bursts are from a sample of 162 distance moduli with
the redshift range 0.033 < z < 9.3 from [21]. We have
parameterized the luminosity distances of the type Ia su-
pernovae plus gamma-ray bursts with a second degree
polynomial and used the following functions deforming
the cosmic distance duality relations: (P1) η(z) = 1+η0z,
(P2) η(z) = 1 + η0z/(1 + z), P(3) η(z) = (1 + z)
η0 and
P(4) η(z) = 1 + η0 ln(1 + z).
The strong gravitational lens systems were described
by the simplest singular isothermal spherical model and
by a more general power-law index γ, ρ ∝ r−γ (PLAW
model). We have obtained that the CDRR validity veri-
fication depends on the assumptions used to describe the
lensing systems and the η(z) functions (see Figs. 2a and
2b). For instance, when the power law model was consid-
ered, the η0 value was compatible with η0 = 0 into 1.5σ
c.l. for P1, P3 and P4 functions and in 2σ for P2. On the
other hand, when the singular isothermal sphere model
was used, the CDRR validity was verified into 1.5σ level
for P2, P3, P4 and only marginally consistent for P1.
We also fitted the SNe Ia and GRBs data by using a
function that grows slightly faster than a quadratic func-
tion for z > 1.5. In this case, the results showed that
the CDDR validity is verified at least within 2σ c.l. for
the SIS model and it is more than 3σ away for the PLaw
model. Then, from this very first analysis at high red-
shifts, we conclude the results do not indicate any sig-
nificant deviation from the CDDR. However, they also
pointed to the fact that caution is needed when one fits
data in higher redshifts and a better understanding of
the mass distribution of lenses is required for more accu-
rate results. A more in deep analysis will be presented
elsewhere.
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