We propose to map logarithmically converging sequences to linearly converging sequences using interpolation. After this, convergence accelerators for linear convergence become effective. The interpolation approach works also if only relatively few members of the problem sequence are known, contrary to several other approaches. The effectiveness of the approach is demonstrated for a particular example.
Description of the Method
Many slowly convergent sequences {s n } n∈N satisfy the equation
and are called linearly convergent if 0 < |ρ| < 1, and logarithmically convergent for ρ = 1. In particular, logarithmically convergent sequences are slowly convergent and notoriously difficult to extrapolate and so, there is quite a large literature on special methods to deal with this problem. A necessarily incomplete list of references is . More general references for extrapolation, convergence acceleration, and summation of divergence are [4, 9, 20, 21] . The reason for the problems with logarithmically convergent sequences is that there is no single method that is able to provide convergence acceleration for all such sequences as shown by Delahaye and Germain-Bonne [5] . This implies that a large variety of methods are required, although there are some methods that seem to work for larger subsets of the set of logarithmically convergent sequences [7, 19] .
For linearly convergent sequences, many methods are known to work [4, 8, 10, 20, 23] . Thus, there have been attempts to use only linearly convergent subsequences of the logarithmically convergent sequence [3, 18] . In this way, the usual convergence accelerators for linearly convergent sequences, like the ϵ algorithm [23] , the Levin transformation [10] , and the iterated version [4, 20, 21] of the famous ∆ 2 process [24] become applicable. The main problem of these approaches is that usually a very large number of sequence elements is needed in order to extract the linear subsequences. Here, we describe an alternative method. For a further approach see [25] .
For simplicity, we consider here only logarithmically convergent sequences with s n − s = O((n + 1) −α ) with α > 0 for n → ∞. Also, we assume that only a finite set of sequence elements s n with 0 ≤ n ≤ N is available. Then, regarding n as a continuous parameter, we define a mapping
and obtain lim
This equation holds also under the weaker condition
since this implies 
A Numerical Example
All calculations in this section were done using MAPLE V TM Release 3. As interpolation scheme defining ϕ, we used rational interpolation based on Thiele's interpolation formula involving reciprocal differences [26, Chap. 25, p. 881, Eq.
25.2.50]. The interpolating function was calculated in MAPLE V
TM by procedure thiele using an accuracy of 64 decimal digits in order to exclude numerical instabilities in this step. All other MAPLE V TM calculations were done with an accuracy of 32 decimal digits.
As example, we apply the interpolation approach to the sequence (=problem sequence) s n = ln(a (n + 1))(n + 1) −a + ln(n + 1)/(n + 1) , a = 27/4 ,
that has the limit s = 0. The maximal values of n and m are chosen as N = M = 30, whence σ ≈ 1.121. We have for n → ∞
Hence, α = 1 andρ = 1/σ ≈ 0.8918. As interpolant ϕ(n), the rational interpolant
with (rounded) coefficients p j and q j displayed in Table 1 is obtained. The noninteger n values corresponding to integer m are plotted in Table 2 . For the extrapolation, the ϵ algorithm that is defined by the recursive scheme [23] ϵ
was chosen as implemented in the MAPLE V TM procedure eps in the share library (numerics/trans). Note that the ϵ algorithm computes the Shanks transforms e k (s n ) as defined in [20, 27] according to
and the elements ϵ (n) 2k+1 = 1/e k (s n+1 − s n ) are only auxiliary quantities. The extrapolation results using the ϵ algorithm ons 0 , . . . ,s M are displayed in Table 3 . In the second and third column, the absolute errors of the interpolation transformed sequence elementss m , and of the approximation obtained by extrapolation using sequence elements up to the very sames m are displayed side by side. In this way, the rather dramatic convergence acceleration obtained using the interpolation approach is demonstrated clearly.
For comparison purposes, we also display in Table 3 in the fifth column the results of applying the u transform of Levin [10, 20] to the original sequence given in the fourth column. The u transform may be defined as and is implemented as a variant in the MAPLE V TM procedure lev in the share library (numerics/trans). The u transform is one of the rather successful nonlinear accelerators for logarithmic convergence [19] . In this example, it is seen to be far inferior to the interpolation approach in combination with the ϵ algorithm. Direct extrapolation (s ≈ ρ(∞) = p 15 /q 15 ≈ 0.017) is inferior, too.
We conclude that there are logarithmically convergent sequences where the interpolation approach can produce good results and is superior to other approaches. It is not to be expected, however, that the details of the approach (use of the nonlinear mapping f as in Eq. (2), Thiele interpolation, ϵ algorithm) will be optimal for all logarithmically convergent sequences. But we remark, that the basic approach can easily be varied by using different nonlinear mappings, interpolation schemes, and other convergence accelerators. This is regarded as a promising future work.
