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Abstract
We consider a multi-cell frequency-selective fading uplink channel (network MIMO) from K single-antenna user terminals
(UTs) to B cooperative base stations (BSs) with M antennas each. The BSs, assumed to be oblivious of the applied codebooks,
forward compressed versions of their observations to a central station (CS) via capacity limited backhaul links. The CS jointly
decodes the messages from all UTs. Since the BSs and the CS are assumed to have no prior channel state information (CSI), the
channel needs to be estimated during its coherence time. Based on a lower bound of the ergodic mutual information, we determine
the optimal fraction of the coherence time used for channel training, taking different path losses between the UTs and the BSs
into account. We then study how the optimal training length is impacted by the backhaul capacity. Although our analytical results
are based on a large system limit, we show by simulations that they provide very accurate approximations for even small system
dimensions.
Index Terms
Coordinated Multi-Point (CoMP), network MIMO, multi-cell processing, channel estimation, imperfect channel state infor-
mation (CSI), random matrix theory.
I. INTRODUCTION
NETWORK MIMO has become the synonym for cooperative communications in the cellular context and is regarded as animportant concept to boost the interference limited performance of today’s cellular networks. It is often also referred to as
multi-cell processing or distributed antenna systems and corresponds to a communication system where multiple base stations
(BSs), connected via high speed backhaul links to a central station (CS), jointly process data either received over the uplink
or transmitted over the downlink. If the BSs could cooperate without any restrictions with regards to the backhaul capacity,
processing delay, computing complexity and the availability of channel state information (CSI), the multi-cell interference
channel would be transformed into a multiple-access (uplink) or broadcast (downlink) channel without multi-cell interference.
This argument motivated the concept of network MIMO and it has been shown in many works, e.g. [1], that BS-cooperation
has the potential to realize significant gains in throughput and reliability.
So far, the treatment of multi-cell cooperation in the literature has been either information-theoretic but limited to simple
models [2], [3] or based on simulations to account for more realistic and complex network structures [4], [5], [6]. The most
common and analytically tractable network models are the Wyner model [7], [8] and the soft hand-off model [9], [10] which
consider cooperation between either two or three adjacent BSs on an infinite linear or circular cellular array. Variants of both
models have been studied under various assumptions on the transmission schemes and the fading characteristics.
In practical systems, perfect BS-cooperation or global processing is very difficult, if not impossible, to achieve. The main
limitations are threefold: (i) limited backhaul capacity, (ii) local connectivity and (iii) imperfect CSI at the CS and the BSs.1
Therefore, most of the recent research targets the problem of constrained cooperation. For a detailed overview of this topic we
refer to the surveys [11], [12]. Information-theoretic implications of limited backhaul capacity have been studied separately
for the uplink and downlink in [13] and [14]. Recently, the optimal amount of user data sharing between the BSs for the
downlink with linear beamforming and backhaul constraints was studied in [15]. The difficulties related to connecting a large
number of BSs to a single CS have motivated the study of systems with only locally connected BSs [10], [16], [17]. Several
distributed algorithms for the uplink [18] and downlink [19], [20] have been proposed and it was shown that even with local
BS connection near-optimal performance can be achieved with a reasonable amount of message passing and computational
complexity.
One of the most critical limitations of a practical network MIMO system, somehow overlooked compared to (i) and (ii), arises
from the substantial overhead related to the acquisition of CSI (iii), indispensable to achieve the full diversity or multiplexing
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1Also the synchronization of the BSs as well as processing complexity and delay are limiting factors from an implementation perspective but are so far
more or less neglected in the literature.
ar
X
iv
:1
10
4.
20
49
v1
  [
cs
.IT
]  
11
 A
pr
 20
11
2gains. This overhead becomes paramount, in particular for fast fading channels, when the number of antennas, sub-carriers,
user terminals (UTs) or BSs grows [21], [5], [6], [22]. Usually, CSI for the uplink is acquired through pilot signals sent by the
UTs. This implies that a part of the coherence time of the channel needs to be sacrificed to obtain CSI with a sufficiently high
quality. The inherent tradeoff between the resources dedicated to channel estimation and data transmission has been studied for
the point-to-point MIMO channel [23], [24] and the multi-user downlink [25]. Recently, this problem was also addressed in the
context of network MIMO systems, although with a different focus. In [22], [5], [6], the authors compare several multi-cellular
system architectures and conclude that the downlink performance of network MIMO systems is mainly limited by the inevitable
acquisition of CSI (rather than by limited backhaul capacity). They also demonstrate that a conventional cellular system might
outperform a network MIMO system under some circumstances assuming that the number of coordinated antennas and the
used training overhead for both systems are the same. This means in essence that simply installing more antennas per BS can
lead to higher performance improvements than installing costly backhaul infrastructure.
The imperfections detailed above call for robust strategies adapted to restricted BS-cooperation. Some schemes [26], [27]
rely on local CSI at the BSs and statistical CSI at the CS, whereas others [28], [4] consider serving only certain subsets of UTs
with multiple BSs. Several BS-cooperation schemes have been studied in [29], [30] for the combination of limited backhaul
capacity and imperfect CSI. The problem of “pilot contamination” caused by non-orthogonal training sequences in adjacent
cells which can lead to significant inter-cell interference was addressed in [31] and an optimized multi-cell precoding technique
has been proposed.
In this paper, we also consider limited BS-cooperation by focusing especially on the effects of imperfect CSI (iii). More
precisely, we study the performance of the multi-cell uplink with partially restricted cooperation assuming that:
• The BSs act as oblivious relays which forward compressed versions of their received signals to the CS via orthogonal
error- and delay-free backhaul links, each of fixed capacity C bits/channel use.
• The CS estimates the channel based on pilot tones sent by the UTs.
• The CS jointly processes the received signals from all BSs.
We consider a lower bound of the normalized ergodic mutual information of the network MIMO uplink channel with imperfect
CSI and limited backhaul capacity, called the net ergodic achievable rate Rnet(τ). For a given channel coherence time T , we
attempt to find the optimal length τ∗ of the pilot sequences for channel training which maximizes Rnet(τ). As this optimization
problem is in general intractable, we study a deterministic approximation Rnet(τ) of Rnet(τ), based on large random matrix
theory.
The main contribution of this work is to show that optimizing Rnet(τ) instead of Rnet(τ) is optimal in the large system limit.
To this end, we provide a closed-form expression of the derivative of Rnet(τ) (Theorem 2), prove the concavity of Rnet(τ) for
channel matrices with a doubly regular variance profile (Theorem 3), and show that τ∗ which maximizes Rnet(τ) converges
to τ∗ in the large system limit (Theorem 4). We further demonstrate by simulations that our asymptotic results yield tight
approximations for systems of small dimensions with as little as three BSs and UTs. In addition, we study the effects of limited
backhaul capacity on the optimal channel training length. Since we assume that the CS estimates all channels based on the
compressed observations from the BSs, the channel estimates are impaired by thermal noise and quantization errors. Thus,
increasing the backhaul capacity leads to improved channel estimates and, hence, smaller values of τ∗.
The determination of the optimal training length τ∗ in an uplink network MIMO setting with arbitrary path loss between
the UTs and BSs and limited backhaul capacity appears to be a novel result, although we limit our investigation to a simple
setting where B cooperative BSs do not suffer from interference outside the network. The extension of this work to more
realistic networks, such as clustered systems, is left to future investigations. Although the use of random matrix theory in the
context of network MIMO is not new, see e.g. [32], [33], we present a novel application to an optimization problem in wireless
communications.
The paper is structured as follows. The system model, including compression, channel training and data transmission, is
described in Section II. The net ergodic achievable rate Rnet(τ) is defined in Section III where we also present the deterministic
approximation Rnet(τ) and discuss the optimization of the training length τ . Numerical results and concluding remarks are
given in Sections IV and V, respectively.
Notations: Boldface lowercase and uppercase letters designate column vectors and matrices, respectively. For a matrix X,
xij or [X]ij denotes the (i, j) entry of X, |X| and trX denote the determinant and trace and XT and XH denote the transpose
and complex conjugate transpose. For two matrices X and Y, X ⊗ Y denotes the Kronecker (tensor) product. We denote
an identity matrix of size M as IM and diag(x1, . . . , xM ) is a diagonal matrix of size M with the elements xi on its main
diagonal. We use x ∼ CN (m,R) to state that the vector x has a circular symmetric complex Gaussian distribution with mean
m and covariance matrix R. The natural logarithm is denoted by log(·).
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Fig. 1. Schematic system model for M = 2 antennas per BS. The BSs compress and forward their received signals to the CS via orthogonal backhaul links
of capacity C bits/channel use. The CS jointly processes the received data from all BSs.
II. SYSTEM MODEL
A. Channel Model
We consider a multi-cell frequency-selective fading uplink channel from K single-antenna UTs to B BSs with M antennas
each.2 A schematic diagram of the channel model for M = 2 is given in Fig. 1. Communication takes place simultaneously from
all UTs to all BSs on L parallel sub-carriers assuming an orthogonal frequency-division multiplexing (OFDM) transmission
scheme. The stacked receive vector of all BSs on the `th sub-carrier y(`) = [y1(`), . . . , yBM (`)]
T ∈ CBM at a given time
reads
y(`) = H(`)x(`) + n(`) (1)
where x(`) = [x1(`), . . . , xK(`)]
T ∈ CK is the vector of the transmitted signals of all UTs on sub-carrier `, n(`) ∼
CN (0, IBM ) is a vector of additive noise and H(`) ∈ CBM×K is the aggregated channel matrix from all UTs to all BSs on
the `th sub-carrier.
We consider a discrete-time block-fading channel model where the channel remains constant for a coherence block of T
channel uses and then changes randomly from one block to the other. We let T = TcWc, where Wc is the bandwidth per
sub-carrier in Hz and Tc the channel coherence time in seconds. Presuming that the bandwidth of each sub-carrier Wc is on
the order of the channel coherence bandwidth, that the antenna spacing at the BSs is sufficiently large and that the channels
from the UTs to the BSs are uncorrelated, the channel matrices Hb(`) ∈ CM×K , b = 1, . . . , B, from the UTs to the BSs can
be modeled as
Hb(`) =Wb(`) diag (
√
ab1, . . . ,
√
abK) (2)
where Wb(l) ∈ CM×K is a standard complex Gaussian matrix and abk denotes the inverse path loss between UT k and BS
b.3 For later use, we define the matrix V ∈ RBM×K+ in the following way:
V = A⊗ 1M (3)
where A ∈ RB×K+ is the inverse path loss matrix with elements {abk} and 1M is a M -dimensional column vector with all
entries equal to one, such that the elements {vij} of V satisfy vij = adMi ej . Under these assumptions, the elements {hij(`)}
of the matrix H(`) are independent circular symmetric complex Gaussian random variables with zero mean and variance vij ,
i.e., hij(`) ∼ CN (0, vij). We refer to V as the variance profile of the channel matrix H(l) and assume in the sequel that
V is perfectly known at the CS while each BS b only knows the distribution of its local channels Hb(`), ` = 1, . . . , L. In a
practical system, the channel coherence bandwidth might be significantly larger than the bandwidth of a sub-carrier so that
{hij(`)} would exhibit some correlation with respect to `. From a channel estimation perspective, the assumption of i.i.d.
channel coefficients represents a worst case since sub-carrier correlation cannot be exploited in the estimation process.
For simplicity, we assume Gaussian signaling with uniform power allocation, i.e., xk(`) ∼ CN (0, P/L), i.i.d. over ` and k,
which is not necessarily optimal in the presence of channel estimation errors [34], [23]. Although optimal power allocation
2Our results can be easily extended to the case where each BS has a different number of antennas.
3Note that the path loss is independent of the sub-carrier index `. This might not be the case for extremely large bandwidth but it is a reasonable assumption
for most practical scenarios.
4over the sub-carriers would provide significant gains, it would require perfect channel knowledge at the UTs or some sort of
feedback from the BSs/CS. Since we assume neither feedback nor CSI at the UTs and since the channel statistics are the same
for all sub-carriers, uniform power allocation seems to be a reasonable choice.
B. Compression at the BSs
The BSs are assumed to be oblivious to the applied codebooks of the UTs and forward compressed versions y′i(`) of
their received signal sequences yi(`) to the CS via orthogonal backhaul links, each of capacity C bits per channel use.4 We
also assume that the BSs and the CS have no prior knowledge of the instantaneous channel realizations. Under this setting,
we consider a simple, sub-optimal compression scheme which neither exploits correlations between the received signals at
different antennas nor adapts the employed quantization codebook to the actual channel realization. Thus, a single quantization
codebook for the compression of each sequence yi(`) is used. This is in contrast to existing works, e.g. [35], which rely on the
assumption of full CSI at the BSs and the CS to apply optimized and channel dependent compression schemes. For a detailed
discussion of different (distributed) compression schemes, we refer to [35], [36], [30] and references therein.
The rate-distortion function for the source yi(`) with squared error distortion is given as [37, Theorem 10.2.1]
RD
(
σ2i (`)
)
= min
fy′
i
(`)|yi(`):
E[|y′i(`)−yi(`)|2]≤σ2i (`)
I (y′i(`); yi(`)) (4)
where the minimization is over all conditional probability density functions fy′i(`)|yi(`) satisfying the expected distortion
constraint σ2i (`). Similar to the so-called “elementary compression scheme” in [35], our compression scheme is based on
an underlying complex Gaussian “test channel” defined by
y′i(`) = yi(`) + qi(`) (5)
where qi(`) ∼ CN (0, σ2i (`)). Note that the test channel (5) used for the generation of the quantization codebooks is not optimal
since the distribution of yi(`) =
∑K
j=1 hij(`)xj(`)+ni(`) is not Gaussian. However, one can argue that in a large system with
many UTs, the random variable yi(`) is almost Gaussian distributed and the performance degradation due to the sub-optimal
choice of fy′i(`)|yi(`) is small. A simple upper bound of the rate distortion function is given by
I(y′i(`); yi(`)) = h(y
′
i(`))− h(y′i(`)|yi(`))
≤ log (pie (E [|yi(`)|2]+ σ2i (`)))
− log (pieσ2i (`))
= log
(
1 +
1 + PL
∑K
j=1 vij
σ2i (`)
)
(6)
where the inequality is obtained by upper-bounding the entropy of y′i(`) by the entropy of a complex Gaussian random variable
with the same variance. We assume further that each BS uses C/(ML) bits for the compression of each received complex
symbol per antenna per sub-carrier. Replacing the left-hand side (LHS) of (6) by C/(ML), we can consequently overestimate
the quantization noise variance σ2i (`) by choosing
σ2i = σ
2
i (`) =
1 + PL
∑K
j=1 vij
2
C
ML − 1 . (7)
Since the statistical distribution of yi(`) is the same for all sub-carriers, the quantization noise power σ2i is also independent
of `. One can easily verify that the quantization noise vanishes for infinite backhaul capacity, i.e., σ2i → 0 for C → ∞, and
grows without bounds when the backhaul has zero capacity, i.e., σ2i →∞ for C → 0.
We would like to point out that the field of distributed compression with imperfect CSI is to the best of our knowledge
a largely unexplored area. It is for example not clear if each BS should estimate its local channels and forward compressed
versions of its estimates to the CS or if the CS should estimate all channels based on compressed signals from the BSs, as
assumed in this work.
C. Channel Training
Similar to [23], each channel coherence block of length T is split into a phase for channel training and a phase for data
transmission. During the training phase of length τ , all K UTs broadcast orthogonal sequences of known pilot symbols of
4By orthogonal backhaul links we mean here that there is no inter-backhaul interference. This is for example the case for a wired backhaul network with
a dedicated link between the CS and each BS.
5equal power P/L on all sub-carriers. The orthogonality of the training sequences imposes τ ≥ K. We assume that the CS
estimates the channels hij(`) from all UTs to all BSs based on the observations
rij(`) =
√
τP
L
hij(`) + sij(`) (8)
where sij(`) ∼ CN (0, 1 + σ2i ) captures the effects of the thermal noise at the BS-antennas and the quantization error on the
backhaul links. For details on how the scalar estimation channel (8) is obtained, we refer the reader to [23]. It becomes clear
from the last equation that the quantization noise degrades the channel estimate. Thus, the backhaul capacity C has a significant
influence on the optimal training length τ∗. This point will be further discussed in Section IV. Computing the minimum mean
square error (MMSE) estimate of hij(`) given the observation rij(`), we can decompose hij(`) into the estimate hˆij(`) and
the independent estimation error h˜ij(`), such that
hij(`) = hˆij(`) + h˜ij(`). (9)
The variance of the estimated channel vˆij(τ) and the variance of the estimation error v˜ij(τ) are respectively given as
vˆij(τ)
4
= E
[
|hˆij(`)|2
]
=
τ PL v
2
ij
τ PL vij + 1 + σ
2
i
∀` (10)
v˜ij(τ)
4
= E
[
|h˜ij(`)|2
]
=
vij(1 + σ
2
i )
τ PL vij + 1 + σ
2
i
∀`. (11)
Denote Vˆ(τ) and V˜(τ) the variance profiles of the estimated channel Hˆ(`) and the estimation error H˜(`), respectively. One
can easily verify that the total energy of the channel is conserved since
V = Vˆ(τ) + V˜(τ) . (12)
D. Data Transmission
In each channel coherence block, the UTs broadcast their data simultaneously during T − τ channel uses. The CS jointly
decodes the messages from all UTs, leveraging the previously computed channel estimate Hˆ(`). With the knowledge of
Hˆ(`), the CS “sees” in its received signal y′(`) = [y′1(`), . . . , y
′
BM (`)]
T the useful term Hˆ(`)x(l) and the overall noise term
z(`) = H˜(`)x(`) + n(`) + q(`), i.e.,
y′(`) = Hˆ(`)x(`) + z(`) (13)
where the quantization noise vector q = [q1(`), . . . , qBM (`)]
T is defined by (5). Since the statistical distributions of all sub-
carriers, signals and noise are i.i.d. with respect to the index `, we will hereafter omit the dependence on ` and consider a
single isolated sub-carrier.
III. NET ERGODIC ACHIEVABLE RATE
The capacity of the channel (13) is not explicitly known. We consider therefore a lower bound of the normalized ergodic
mutual information 1BM I
(
y′;x|Hˆ
)
, referred to hereafter as the ergodic achievable rate R(τ). This lower bound is in essence
obtained by overestimating the detrimental effect of the estimation error, treating the total noise term z as independent complex
Gaussian noise with covariance matrix Kz(τ) ∈ RBM×BM+ , given as
Kz(τ) = E
[
zzH
]
= diag
1 + σ2i + PL
K∑
j=1
v˜ij(τ)
BM
i=1
. (14)
Thus, the ergodic achievable rate can be written as [34], [23]
R(τ) =
1
BM
EHˆ
[
log
∣∣∣∣IBM + PLH(τ)H(τ)H
∣∣∣∣] (15)
where we have defined the effective channel H(τ) as
H(τ) = K
− 12
z (τ)Hˆ. (16)
6Note that the ergodic achievable rate does not account for the fact that only a fraction (1 − τ/T ) of the total coherence
block length can be used for data transmission. Our goal is thus to find the optimal training length τ∗, maximizing the net
ergodic achievable rate
Rnet(τ)
4
=
(
1− τ
T
)
R(τ). (17)
Here, the difficulty consists in computing the ergodic achievable rate R(τ) explicitly. Since a closed-form expression of R(τ)
for finite dimensions of the channel matrix H seems intractable, we resort to an approximation based on the theory of large
random matrices. We will demonstrate shortly that this approximation, although only asymptotically tight, yields very close
approximations for even small values of B, M , K and L.
A. Deterministic Equivalent
In this section, we present a deterministic equivalent approximation R(τ) of R(τ) in the large system limit, i.e., for
K,BM,L → ∞ at the same speed. Denote N = BM the product of the number of BSs and the number of antennas
per BS. The notation K →∞ will refer in the sequel to the following two conditions on K,N and L:
0 < lim inf
K→∞
N
K
≤ lim sup
K→∞
N
K
<∞
0 < lim inf
K→∞
L
K
≤ lim sup
K→∞
L
K
<∞. (18)
Define V(τ) = K−1z (τ)Vˆ(τ) the variance profile of the effective channel H(τ) with elements
vij(τ) =
vˆij(τ)
1 + σ2i +
P
L
∑K
`=1 v˜i`(τ)
(19)
and consider the following N ×N matrices
Dj(τ) = diag (v1j(τ), . . . , vNj(τ)) , j = 1, . . . ,K. (20)
Denote by C+ = {z ∈ C : Im(z) > 0}, and by S the class of functions f analytic over C \ R+, such that for z ∈ C+,
f(z) ∈ C+ and zf(z) ∈ C+, and limy→∞−iyf(iy) = 1, where i =
√−1.5 We are now in position to state the deterministic
approximation R(τ) of R(τ) based on a direct application of [39, Theorem 2.3] (see also [38, Theorems 2.4 and 4.1]) to our
channel model.
Theorem 1 (Deterministic Equivalent): Let τ > 0. Assume that K, N and L satisfy (18) and 0 ≤ vij(τ) < vmax <∞∀i, j.
Then:
(i) The following implicit equation:
T(z) =
 1
K
K∑
j=1
Dj(τ)
1 + 1K trDj(τ)T(z)
− zIN
−1 (21)
admits a unique solution T(z) = diag (t1(z), . . . , tN (z)) such that (t1(z), . . . , tN (z)) ∈ SN .
(ii) Let P > 0. Denote TP = T(− LKP ) and consider the quantity:
R(τ) =
1
N
K∑
j=1
log
(
1 +
1
K
trDj(τ)TP
)
− 1
N
log det
(
L
KP
TP
)
− 1
N
K∑
j=1
1
K trDj(τ)TP
1 + 1K trDj(τ)TP
. (22)
Then, the following holds true:
R(τ)−R(τ) −−−−→
K→∞
0. (23)
5Such functions are known to be Stieltjes transforms of probability measures over R+ - see for instance [38, Proposition 2.2].
7B. Optimization of the training length τ
In this section, we consider the optimization of the training length τ with the goal of maximizing the net ergodic achievable
rate Rnet(τ). In order to find the optimal training length τ∗ for a given coherence block length T , we wish to solve the following
optimization problem:
maximize Rnet(τ) (24)
subject to K ≤ τ ≤ T.
As this optimization problem is intractable for finite dimensions, we pursue the following approach:
1) We find τ∗ maximizing the deterministic approximation Rnet(τ) =
(
1− τT
)
R(τ).
2) We show that Rnet(τ∗)−Rnet(τ∗)→ 0 and τ∗ − τ∗ → 0 as K →∞.
3) We verify by simulations that τ∗ is very close to τ∗ for even small values of K,N and L.
We start by establishing the concavity of Rnet(τ), our new objective function. Denote6
v′ij(τ) =
vˆ′ij(τ)
[
1 + σ2i +
P
L
∑K
j=1 v˜ij(τ)
]
− vˆij(τ)PL
∑K
j=1 v˜
′
ij(τ)[
1 + σ2i +
P
L
∑K
j=1 v˜ij(τ)
]2 (25)
where
vˆ′ij(τ) = −v˜′ij(τ) =
P
L v
2
ij
(
1 + σ2i
)(
1 + σ2i + τ
P
L vij
)2 (26)
and define the matrices
D′j(τ) = diag
(
v′1j(τ), . . . , v
′
Nj(τ)
)
, j = 1, . . . ,K. (27)
A simple composition rule [40, Exercise 3.32 (b)] states that the product of a positive decreasing linear function and a positive
increasing concave function is also concave. In order to prove the concavity of Rnet(τ) = (1 − τT )R(τ), it is thus sufficient
to show that R(τ) is an increasing concave function in τ . A sufficient condition for concavity is R
′′
(τ) ≤ 0. We begin
by considering the first derivative R
′
(τ), which allows for a simple concise closed-from expression as provided by the next
theorem:
Theorem 2 (Derivative): Under the same conditions as for Theorem 1, the first derivative of R(τ) permits the explicit
expression
R
′
(τ) =
1
N
K∑
j=1
1
K trD
′
j(τ)TP
1 + 1K trDj(τ)TP
(28)
where TP = T(− LKP ) is given by Theorem 1 (i). Moreover, for any P, τ > 0, R(τ) is an increasing function, i.e.,
R
′
(τ) > 0. (29)
Proof: See Appendix A.
Despite the simplicity of the expression of R
′
(τ) in Theorem 2, it seems intractable to show that R
′′
net(τ) ≤ 0 for channel
matrices with a general variance profile. This is due to the fact that not only Dj(τ) depends on τ , but also TP . The matrix
TP is in general given as the solution of an implicit equation which can only be determined numerically, e.g. by a fixed-point
algorithm. It is thus difficult to infer the behavior of TP with respect to τ . However, one can show for the particular case of
a doubly regular variance profile that R(τ) is indeed concave.
Theorem 3 (Concavity): Let P, τ > 0. Assume that N = K and that V(τ) is a doubly regular matrix which satisfies the
following regularity condition:
K(τ) = 1
N
N∑
i=1
vik(τ) =
1
N
N∑
j=1
v`j(τ) ∀k, `. (30)
Then, R(τ) is a strictly concave function.
Proof: See Appendix B.
Remark 3.1: Based on our simulation results, we conjecture that Theorem 3 also holds for non doubly regular variance
profiles V(τ). Intuitively, R(τ) being a concave function means nothing else than that channel training shows diminishing
6We use f ′(x) to denote the first derivative of the function f(x), i.e., f ′(x) = d f(x)
d x
.
8returns. That is, the marginal benefit of each training symbol decreases until the channel estimation becomes nearly perfect.
The previous argument can be made clear considering the two extreme cases τ = 0 and τ → ∞. One can easily verify that
Dj(0) = 0 while D′j(0) > 0. This implies R
′
(0) > 0, i.e., channel training increases the ergodic achievable rate. On the
other hand, as τ →∞, D′j(τ)→ 0, so that also R
′
(τ)→ 0, i.e., the marginal benefit of channel training vanishes. It is thus
justified to conjecture that R
′
(τ) is a decreasing function of τ and hence R(τ) a concave function.
As a consequence of Theorem 3 and Remark 3.1, we assume that Rnet(τ) takes its global maximum in (0, T ] and the optimal
training length τ∗ can be determined as the solution of
R
′
net(τ) =
(
1− τ
T
)
R
′
(τ)− 1
T
R(τ) = 0. (31)
The value τ∗ can now be easily found, e.g. via the bisection method. It remains to show that the optimal training length
τ∗ which maximizes Rnet(τ) is asymptotically optimal for the original objective function Rnet(τ). This is done in the next
theorem.
Theorem 4 (Convergence): Let τ∗ = argmaxτ∈[0,T ]Rnet(τ) and τ∗ = argmaxτ∈[0,T ]Rnet(τ). Then, under the same condi-
tions as for Theorem 1, the following holds true:
(i)
Rnet(τ
∗)−Rnet(τ∗) −−−−→
K→∞
0. (32)
(ii) Further assume that V(τ) is a doubly regular matrix which satisfies the conditions of Theorem 3. Then,
τ∗ − τ∗ −−−−→
K→∞
0 (33)
where τ∗ is given as the solution to
R
′
net(τ) =
(
1− τ
T
)
R
′
(τ)− 1
T
R(τ) = 0 (34)
with R(τ) and R
′
(τ) given by Theorem 1 (ii) and Theorem 2, respectively.
Proof: See Appendix C.
Theorem 4 (i) merely states that the maximum point of Rnet(τ) can be arbitrarily closely approximated by the maximum
point of Rnet(τ). This result is independent of the structure of the variance profile V(τ). Theorem 4 (ii) provides a simple way
to compute τ∗ and states that this value is also asymptotically optimal for Rnet(τ). However, this result requires V(τ) to be
a doubly regular matrix. Both results together imply that optimizing Rnet(τ) is asymptotically identical to optimizing Rnet(τ).
We show in the next section via simulations that Theorem 3 and Theorem 4 also hold for non doubly regular variance profiles.
IV. NUMERICAL RESULTS
In order to show the validity of our analysis in the preceding sections, we consider a simple cellular system consisting
of B = 3 BSs with M = 2 antennas and K = 3 UTs, as shown in Fig. 2. The locations of the UTs are randomly chosen
according to a uniform distribution. The inverse path loss factor abk between UT k and BS b is given as abk = d−3.6bk , where
dbk is the distance between UT k and BS b, normalized to the maximum distance within a cell. We consider one random
snapshot of user distributions, resulting in the inverse path loss matrix
A =
2.9775 0.0385 1.60550.2512 2.7826 0.1759
0.0615 0.0492 1.6376
 . (35)
In the sequel, we assume A fixed while we average over many independent realizations of the channel matrix H. The cell edge
signal-to-noise-ratio is defined as SNR = E
[|xi(`)|2] /E [|ni(`)|2] = P/L. Unless otherwise stated, we assume T = 1000
and L = 1.
Fig. 3 depicts the net ergodic achievable rate Rnet(τ) and its deterministic equivalent approximation Rnet(τ) by Theo-
rem 1 (ii) as a function of the SNR for a fixed training length of τ = 40 and different values of the backhaul capacity
C = {1, 5, 10} bits/channel use. Clearly, Rnet(τ) gives a very tight approximation of Rnet(τ) over the full range of SNR. The
effect of limited backhaul is particularly visible at high SNR where all curves saturate.
For the same set of parameters and SNR = 0 dB, we show in Fig. 4 Rnet(τ) and Rnet(τ) as a function of the training length
τ . This plot validates Theorem 3 and the corresponding remark as Rnet(τ) is obviously a concave function. Moreover, since
the curves of Rnet(τ) and Rnet(τ) match very closely, it is reasonable to assume that both take a similar maximum value at a
similar value of τ . The validity of Theorem 4 is demonstrated in Fig. 5 which shows the optimal training length τ∗, found by
an exhaustive search based on Monte Carlo simulations, and the training length τ∗ which maximizes Rnet(τ) as a function of
the SNR for C = 1 bits/channel use and T = 100. The differences between both values, although very small, are mainly due
to the exhaustive search over a necessarily discrete set of values of τ .
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Fig. 3. Net ergodic achievable rate Rnet(τ) vs SNR for τ = 40 and T = 1000. The markers are obtained by simulations, the solid lines correspond to the
deterministic equivalent Rnet(τ).
Fig. 6 shows the dependence of the optimal training length τ∗ on the backhaul capacity C for a fixed SNR = 10 dB. One can
see that τ∗ is a decreasing function of C which converges quickly to particular value corresponding to infinite capacity backhaul
links. The reason for this is the following. The CS estimates the channel coefficients based on the quantized training signals
received by the BSs. The channel estimate is hence impaired by thermal noise and quantization errors. Therefore, increasing C
results in better channel estimates and reduces the necessary training length. For infinite backhaul capacity, the optimal training
length is only dependent on the SNR. In a similar flavor, Fig. 7 depicts Rnet(τ∗) as a function of the backhaul capacity C. We
notice the inefficient utilization of the backhaul links due to sub-optimal compression since the net ergodic achievable rate per
BS, i.e., M ×Rnet(τ∗), is much lower than the necessary backhaul capacity. For example, it takes C = 20 bits/channel use of
backhaul capacity to achieve a rate per BS of 2×Rnet(τ∗) ≈ 5.2 bits/channel use.
V. CONCLUSION
In this work, we have considered a frequency-selective fading network MIMO uplink channel with arbitrary path losses
between the UTs and BSs and finite capacity backhaul links. Using a close approximation of the net ergodic achievable rate
based on random matrix theory, we have studied the optimal tradeoff between the resources used for channel training and data
transmission. Although the asymptotic results are proved to be tight only in the large system limit, our numerical examples show
that they provide close approximations even for small system dimensions. Our results also show that limited backhaul capacity
has a significant impact on the optimal training length. We wish to conclude the paper by pointing out some shortcomings of
our system model which remain as future investigations.
1) Backhaul links and cooperation: A relevant question is how a BS should decide whether to cooperate by forwarding its
received data to some central processor or to process its received signals alone. In our model, the net throughput vanishes with
a decreasing backhaul capacity although each BSs could theoretically decode a part of the received messages alone. Future
work, also motivated by the recent results in [30], [41], comprises the investigation of flexible schemes which adapt the degree
of cooperation according to some statistical side-information about the channels, backhaul limitations, quality of CSI, etc.
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Fig. 4. Net ergodic achievable rate Rnet(τ) vs training length τ for SNR = 0 dB and T = 1000. The markers are obtained by simulations, the solid lines
correspond to the deterministic equivalent Rnet(τ).
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Fig. 5. Optimal training length τ∗ and τ∗ vs SNR for C = 1 bits/channel use and T = 100. The solid line corresponds to τ∗ maximizing Rnet(τ), the
dashed line corresponds to τ∗ maximizing Rnet(τ) and is obtained by an exhaustive search based on Monte Carlo simulations.
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Fig. 6. Optimal training length τ∗ vs backhaul capacity C for SNR = 10 dB and T = 1000.
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Fig. 7. Net ergodic achievable rate Rnet(τ∗) with optimal channel training τ∗ vs backhaul capacity C for SNR = 10 dB and T = 1000.
2) Inter-cluster interference: We have considered a multi-cell network composed of B cooperative cells without inter-cell
interference. In a real system, also the effects of non-orthogonal training sequences leading to “pilot contamination” [31],
[21] constitute an important issue for practical system design. Both aspects need to be taken into account for a more realistic
performance evaluation of network MIMO systems.
APPENDIX A
PROOF OF THEOREM 2
We start by defining the following auxiliary variables δj = 1K trDj(τ)TP , j = 1, . . . ,K. Using this definition, we can
re-write R(τ) in (22) as
R(τ) =
1
N
K∑
j=1
[
log(1 + δj)− δj
1 + δj
]
− 1
N
log det
(
L
KP
TP
)
. (36)
We define δ′j =
d δj
d τ =
1
K trD
′
j(τ)TP +
1
K trDj(τ)T
′
P , where T
′
P =
d
d τTP . Taking the derivative of R(τ) with respect to τ
yields
R
′
(τ) =
1
N
K∑
j=1
[
δjδ
′
j
(1 + δj)2
]
− 1
N
trT−1P T
′
P . (37)
This expression can be further simplified by re-writing the definition of TP as a function of δj :
TP =
 L
KP
IN +
1
K
K∑
j=1
Dj(τ)
1 + δj
−1 . (38)
Using this expression, we have
trT−1P T
′
P
= −trT−1P TP
d
d τ
 L
KP
IN +
1
K
K∑
j=1
Dj(τ)
1 + δj
TP
= −trTP
 1
K
K∑
j=1
(1 + δj)D
′
j(τ)− δ′jDj(τ)
(1 + δj)2

=
K∑
j=1
δ′jδj − (1 + δj) 1K trD′j(τ)TP
(1 + δj)2
(39)
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Plugging this expression into (37) and replacing δj by 1K trDj(τ)TP leads to
R
′
(τ) =
1
N
K∑
j=1
1
K trD
′
j(τ)TP
1 + 1K trDj(τ)TP
. (40)
In [39, Proposition 5.3], it is proved that(
L
KP
+max
i,j
vij(τ)
)−1
≤ [TP ]ii ≤
KP
L
. (41)
Since both vij(τ) and v′ij(τ) are positive for τ, P > 0, it follows from (41) that
1
K trD
′
j(τ)TP > 0 and
1
K trDj(τ)TP > 0.
This implies R
′
(τ) > 0 which concludes the proof.
APPENDIX B
PROOF OF THEOREM 3
We want to show that R
′′
(τ) < 0. Under the assumption of a doubly regular variance profile matrix V(τ), the implicit
matrix equation T(z) (21) of Theorem 1 (i) reduces to a scalar equation, such that T(z) = t(z)IN , where
t(z) =
1
−z + K(τ)1+K(τ)t(z)
. (42)
The unique solution to this equation (such that t(z) ∈ S) can be given in closed-form as
t(z) =
√
1− K(τ)z − 1
2K(τ) . (43)
Let tP = t(− LKP ). By Theorem 2, the first derivative of R(τ) can be written as
R
′
(τ) =
1
N
N∑
j=1
1
N trD
′
j(τ)tP
1 + 1N trDj(τ)tP
=
tPK′(τ)
1 + tPK(τ) (44)
where K′(τ) = dd τK(τ). The second derivative is given as
R
′′
(τ) =
t′PK′(τ) + tPK′′(τ)[1 + tPK(τ)]− [tPK′(τ)]2
[1 + tPK(τ)]2 . (45)
We now need to verify that the numerator of the last equation is negative. One can easily verify from (25) and (26) that
K′(τ) > 0 and it follows from (41) that tP > 0. It remains to check that t′P < 0 and K′′(τ) < 0. Write therefore tP as
tP =
√
1 + KPL K(τ)− 1
2K(τ) =
KP
2L
(√
1 + KPL K(τ) + 1
) (46)
which is a strictly decreasing function of τ since K′(τ) > 0. Hence, we have that t′P < 0. In order to show that K′′(τ) < 0,
define the two auxiliary functions Kˆ(τ) = 1N
∑N
i=1 vˆij(τ) and K˜(τ) = 1N
∑N
i=1 v˜ij(τ) which are independent of the column
index j. It is a simple exercise to verify that vˆij(τ) are positive increasing concave functions and v˜ij(τ) are positive decreasing
convex functions. Due to the regularity conditions of the variance profile, one can verify from (7) that the quantization noise
σ2i is the same for all BS-antennas, i.e., σi = σ
2. Thus,
K(τ) = 1
N
N∑
i=1
vij(τ) =
1
N
N∑
i=1
vˆij(τ)
1 + σ2 + PNL K˜(τ)
=
Kˆ(τ)
1 + σ2 + PNL K˜(τ)
(47)
Since both Kˆ(τ) and (1 + σ2 + PNL K˜(τ))−1 are positive increasing concave functions, it follows from [40, Exercise 3.32 (b)]
that the same holds also for their product. Hence, K′′(τ) < 0 and, thus, R′′(τ) < 0.
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APPENDIX C
PROOF OF THEOREM 4
We expand the difference Rnet(τ∗)−Rnet(τ∗) as follows:
Rnet(τ
∗)−Rnet(τ∗) =
[
Rnet(τ
∗)−Rnet(τ∗)
]
+
[
Rnet(τ
∗)−Rnet(τ∗)
]
+
[
Rnet(τ
∗)−Rnet(τ∗)
]
. (48)
From Theorem 1 (ii), we have that the first and last term of the right-hand side (RHS) of (48) vanish asymptotically, i.e.,
Rnet(τ
∗)−Rnet(τ∗) −−−−→
K→∞
0 (49)
Rnet(τ
∗)−Rnet(τ∗) −−−−→
K→∞
0. (50)
By the definition of τ∗ and τ∗, we have for the LHS of (48) and the second term on the RHS of (48)
Rnet(τ
∗)−Rnet(τ∗) ≥ 0, Rnet(τ∗)−Rnet(τ∗) ≤ 0. (51)
Equations (48), (49), (50), and (51) together imply that
Rnet(τ
∗)−Rnet(τ∗) −−−−→
K→∞
0 (52)
Rnet(τ
∗)−Rnet(τ∗) −−−−→
K→∞
0. (53)
Equation (52) together with Theorem 1 (ii) proofs the first part of the theorem. Assume now that V(τ) is a doubly regular
matrix. Since Rnet(τ) is by Theorem 3 a strictly concave function which takes its unique maximum at point τ∗, (53) implies
that τ∗ − τ∗ → 0 as K →∞.
REFERENCES
[1] S. Venkatesan, A. Lozano, and R. Valenzuela, “Network MIMO: Overcoming Intercell Interference in Indoor Wireless Systems,” in Proc. IEEE Asilomar
Conference on Signals, Systems and Computers (ACSSC’07), Pacific Grove, CA, US, Nov. 2007, pp. 83–87.
[2] S. Shamai, O. Somekh, and B. M. Zaidel, “Multi-Cell Communications: An Information Theoretic Perspective,” in Proc. Joint Worshop on
Communications and Coding (JWCC’04), Donnini (Florence), Italy, Oct. 2004.
[3] O. Somekh, O. Simeone, Y. Bar-Ness, A. Haimovich, U. Spagnolini, and S. Shamai (Shitz), An Information Theoretic View of Distributed Antenna
Processing in Cellular Systems: Open Architecture for Future Wireless Communications. Auerbach Publications, CRC Press, New York, NY, USA,
2007.
[4] P. Marsch and G. Fettweis, “On Multi-Cell Cooperative Transmission in Backhaul-Constrained Cellular Systems,” Annals of Telecommunications, vol. 63,
no. 5–6, pp. 253–269, Jun. 2008.
[5] S. Ramprashad and G. Caire, “Cellular vs Network MIMO: A Comparison Including Channel State Information Overhead,” in Proc. IEEE Personal,
Indoor and Mobile Radio Communications Symposium (PIMRC’09), Tokyo, Japan, Sep. 2009.
[6] S. Ramprashad, G. Caire, and H. Papadopoulos, “Cellular and Network MIMO Architectures: MU-MIMO Spectral Efficiency and Costs of Channel
State Information,” in Proc. IEEE Asilomar Conference on Signals, Systems, and Computers (ACSSC’09), Pacific Grove, CA, US, Nov. 2009.
[7] S. V. Hanly and P. Whiting, “Information-Theoretic Capacity of Multi-Receiver Networks,” Telecommunication Systems, vol. 1, no. 1, pp. 1–42, Dec.
1993.
[8] A. D. Wyner, “Shannon-Theoretic Approach to a Gaussian Cellular Multiple-Access Channel,” IEEE Trans. Inf. Theory, vol. 40, no. 6, pp. 1713–1727,
1994.
[9] O. Somekh, B. M. Zaidel, and S. Shamai, “Sum Rate Characterization of Joint Multiple Cell-Site Processing,” IEEE Trans. Inf. Theory, vol. 53, no. 12,
pp. 4473–4497, 2007.
[10] O. Simeone, O. Somekh, H. V. Poor, and S. Shamai, “Local Base Station Cooperation Via Finite-Capacity Links for the Uplink of Linear Cellular
Networks,” IEEE Trans. Inf. Theory, vol. 55, no. 1, pp. 190–204, 2009.
[11] D. Gesbert, S. V. Hanly, H. Huang, S. Shamai, O. Simeone, and W. Yu, “Multi-cell MIMO Cooperative Networks: A New Look at Interference,” IEEE
J. Sel. Areas Commun., vol. 28, no. 9, pp. 1380–1408, Dec. 2010.
[12] S. Shamai, O. Simeone, O. Somekh, A. Sanderovich, B. M. Zaidel, and H. V. Poor, “Information-Theoretic Implications of Constrained Cooperation in
Simple Cellular Models,” in Proc. IEEE Personal, Indoor and Mobile Radio Communications Symposium (PIMRC’08), Cannes, France, Sep. 2008, pp.
1–5.
[13] A. Sanderovich, O. Somekh, and S. Shamai, “Uplink Macro Diversity with Limited Backhaul Capacity,” in Proc. IEEE International Symposium on
Information Theory (ISIT’07), Nice, France, Jun. 2007, pp. 11–15.
[14] O. Simeone, O. Somekh, H. V. Poor, and S. Shamai, “Downlink Multicell Processing with Limited Backhaul Capacity,” EURASIP Journal on Advances
in Signal Processing, vol. 2009, 2009.
[15] R. Zakhour and D. Gesbert, “Optimized Data Sharing in Multicell MIMO with Finite Backhaul Capacity,” in Proc. International Zurich Seminar on
Communications (IZS’10), Zurich, Switzerland, Mar. 2010.
[16] N. Levy and S. Shamai, “Clustered Local Decoding for Wyner-type Cellular Models,” in Proc. Information Theory and Applications Workshop (ITA’09),
San Diego, CA, US, Feb. 2009, pp. 318–322.
[17] ——, “Information Theroretic Aspects of Users’ Activity in a Wyner-like Cellular Model,” IEEE Trans. Inf. Theory, vol. 56, no. 5, pp. 2241–2248, May
2010.
[18] E. Aktas, J. Evans, and S. V. Hanly, “Distributed Decoding in a Cellular Multiple-Access Channel,” IEEE Trans. Wireless Commun., vol. 7, no. 1, pp.
241–250, Jan. 2008.
[19] B. L. Ng, J. S. Evans, S. V. Hanly, and D. Aktas, “Distributed Downlink Beamforming With Cooperative Base Stations,” IEEE Trans. Inf. Theory,
vol. 54, no. 12, pp. 5491–5499, 2008.
[20] F. Boccardi, H. Huang, and A. Alexiou, “Network MIMO with Reduced Backhaul Requirements by MAC Coordination,” in Proc. IEEE Asilomar
Conference on Signals, Systems and Computers (ACSSC’08), Pacific Grove, CA, US, Oct. 2008, pp. 1125–1129.
14
[21] T. L. Marzetta, “Noncooperative Cellular Wireless with Unlimited Numbers of Base Station Antennas,” IEEE Trans. Wireless Commun., vol. 9, no. 11,
pp. 3590–3600, Nov. 2010.
[22] G. Caire, A. Ramprashad, and C. Papadopoulos, “Rethinking Network MIMO: Cost of CSIT, Performance Analysis, and Architecture Comparisons,” in
Proc. Information Theory and Applications Workshop (ITA’10), San Diego, CA, US, May 2010.
[23] B. Hassibi and B. M. Hochwald, “How Much Training is Needed in Multiple-Antenna Wireless Links?” IEEE Trans. Inf. Theory, vol. 49, no. 4, pp.
951–963, Apr. 2003.
[24] L. Zheng and D. N. C. Tse, “Communication on the Grassmann Manifold: A Geometric Approach to the Noncoherent Multiple-antenna Channel,” IEEE
Trans. Inf. Theory, vol. 48, no. 2, pp. 359–383, Feb. 2002.
[25] M. Kobayashi, N. Jindal, and G. Caire, “Training and Feedback Optimization for Multiuser MIMO Downlink,” IEEE Trans. Wireless Commun., 2011,
to appear. [Online]. Available: http://arxiv.org/abs/0912.1987
[26] M. Kobayashi, M. Debbah, and J.-C. Belfiore, “Outage Efficient Strategies for Network MIMO with Partial CSIT,” in Proc. IEEE International Symposium
on Information Theory (ISIT’09), Seoul, Korea, Jul. 2009, pp. 249–253.
[27] E. Bjo¨rnson, R. Zakhour, D. Gesbert, and B. Ottersten, “Distributed Multicell and Multiantenna Precoding: Characterization and Performance Evaluation,”
in Proc. IEEE Global Communications Conference (GLOBECOM’09), Honolulu, HI, US, Dec. 2009, pp. 1–6.
[28] S. Jing, D. N. C. Tse, J. B. Soriaga, J. Hou, J. E. Smee, and R. Padovani, “Multicell Downlink Capacity with Coordinated Processing,” EURASIP
Journal on Wireless Communications and Networking, vol. 2008, 2008.
[29] P. Marsch and G. Fettweis, “On Downlink Network MIMO under a Constrained Backhaul and Imperfect Channel Knowledge,” in Proc. IEEE Global
Communications Conference (GLOBECOM’09), Honolulu, HI, US, Dec. 2009, pp. 1–6.
[30] ——, “Uplink CoMP under a Constrained Backhaul and Imperfect Channel Knowledge,” IEEE Trans. Wireless Commun., Feb. 2010, submitted.
[Online]. Available: http://arxiv.org/abs/1002.3356
[31] J. Jose, A. Ashikhmin, T. L. Marzetta, and S. Vishwanath, “Pilot Contamination Problem in Multi-cell TDD Systems,” in Proc. IEEE International
Symposium on Information Theory (ISIT’09), May 28 - Jul. 3 2009, pp. 2184–2188.
[32] D. Aktas, M. N. Bacha, J. E. Evans, and S. V. Hanly, “Scaling Results on the Sum Capacity of Cellular Networks with MIMO Links,” IEEE Trans. Inf.
Theory, vol. 52, no. 7, pp. 3264–3274, Jul. 2006.
[33] H. Huh, G. Caire, S.-H. Moon, and I. Lee, “Multi-cell MIMO Downlink with Fairness Criteria: The Large-system Limit,” in Proc. IEEE International
Symposium on Information Theory (ISIT’10), Austin, TX, US, Jun. 2010, pp. 2058–2062.
[34] T. Yoo and A. Goldsmith, “Capacity and Power Allocation for Fading MIMO Channels With Channel Estimation Error,” IEEE Trans. Inf. Theory,
vol. 52, no. 5, pp. 2203–2214, May 2006.
[35] A. Sanderovich, S. Shamai, and Y. Steinberg, “Distributed MIMO Receiver: Achievable Rates and Upper Bounds,” IEEE Trans. Inf. Theory, vol. 55,
no. 10, pp. 4419–4438, Oct. 2009.
[36] A. Del Coso and S. Simoens, “Distributed Compression for MIMO Coordinated Networks With a Backhaul Constraint,” IEEE Trans. Wireless Commun.,
vol. 8, no. 9, pp. 4698–4709, Sep. 2009.
[37] T. Cover and J. A. Thomas, Elements of Information Theory, 2nd. Edition. John Wiley & Sons, Inc., 2006.
[38] W. Hachem, P. Loubaton, and J. Najim, “Deterministic Equivalents for Certain Functionals of Large Random Matrices,” Annals of Applied Probability,
vol. 17, pp. 875–930, 2007.
[39] ——, “A CLT for Information-Theoretic Statistics of Gram Random Matrices with a Given Variance Profile,” Annals of Applied Probability, vol. 18,
no. 6, pp. 2071–2130, 2008.
[40] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge University Press, 2004.
[41] P. Marsch and G. Fettweis, “On Base Station Cooperation Schemes for Uplink Network MIMO under a Constrained Backhaul,” in Proc. International
Symposium on Wireless Personal Multimedia Communications (WPMC’08), Lapland, Finland, Sep. 2008.
Jakob Hoydis (S’08) received the diploma degree (Dipl.-Ing.) in electrical engineering and information technology from RWTH
Aachen University, Germany, in 2008. From May 2008 to April 2009, he was a research assistant at the Institute for Networked
Systems, RWTH Aachen University. Since May 2009, he is working toward his Ph.D. degree in the area of cooperative communications
and network MIMO at the Department of Telecommunications, Supe´lec, Gif-sur-Yvette, France.
Mari Kobayashi (M’06) received the B.E. degree in electrical engineering from Keio University, Yokohama, Japan, in 1999, a M.S.
degree in mobile radio, and Ph.D. degree from Ecole Nationale Supe´rieure des Te´le´communications, Paris, France, in 2000 and 2005,
respectively. From November 2005 to March 2007, she was a postdoc researcher at Centre Tecnolo`gic de Telecomunicacions de
Catalunya, Barcelona, Spain. Since May 2007, she has been an assistant professor at Supe´lec, Gif-sur-Yvette, France. Her current
research interests include MIMO communication systems and multiuser communication theory.
15
Me´rouane Debbah (SM’08) received the M.Sc. and Ph.D. degrees from the Ecole Normale Supe´rieure de Cachan, France, in 1999
and 2002, respectively. From 1999 to 2002, he worked for Motorola Labs on Wireless Local Area Networks and prospective fourth-
generation systems (OFDM and MC-CDMA). From 2002 until 2003, he was appointed Senior Researcher at the Vienna Research
Center for Telecommunications, Austria, working on MIMO wireless channel modeling issues. From 2003 until 2007, he was an
Assistant Professor with the Mobile Communications Department of the Institute EURECOM, France. He is currently a Professor at
Supe´lec, Gif-sur-Yvette, France, where he is the holder of the Alcatel-Lucent Chair on flexible radio. His research interests are in
information theory, signal processing, and wireless communications.
