In recent climatic events in Australia, the need for frequent jar testing to determine optimum coagulant and flocculant aid doses became apparent in order to determine optimum treatment efficiencies. The generally applied jar test procedure can be time consuming and this prompted investigations for capacity to test waters more rapidly, for a range of treatment conditions and raw water qualities. The aim of the study reported here was to develop a rapid procedure for determination of dissolved organic matter (DOM) removal, measured as dissolved organic carbon (DOC) and UV absorbance (254 nm/cm) for a range of treatment conditions (coagulant dose and pH). Using a previously established predictive model (mEnCo) for coagulant determination, several coagulant doses were then predicted for application in a modified jar test protocol. Best fitted and predicted data using the exponential decay function compared with data from a 6× jar test procedure were obtained using three doses, 0.5× EnCD, EnCD and a VHD (!2× EnCD). It is proposed that this procedure may be used to more rapidly determine treatment efficiency based on the removal of organics compared with traditionally applied jar tests.
INTRODUCTION
Maximising the removal of dissolved organic matter (DOM) from potable water supplies is important where source water DOM is high in concentration, as treatment only partially removes this and chlorine is used as a disinfectant leading to the formation of halogenated disinfection by products (DBPs). In order to minimise the formation of DBPs, there is a need to also minimise the residual DOM after treatment by coagulation-flocculation (and/or other treatment processes), (Matilainen et al. ; Sharp et al. a) . The coagulation process preferentially removes high molecular DOM of hydrophobic character, and it has been reported that this material is more reactive with free chlorine to produce DBPs than the hydrophilic fraction (Liang & Singer ) . With these changes, water treatment plants along the River Murray and those taking water directly from the River Murray were forced to undertake frequent jar testing in order to ensure treatment that provided consistent treated drinking water quality.
An outcome of the rapid changes in water quality was the identification of the need for more rapid and/or efficient methods for coagulant dose determination, including in jar testing procedures. In this paper we report a procedure developed with the aim of acquiring data similar to a current full-range jar test procedure, but by application of two or three jars only for each coagulant and test condition (e.g. coagulation pH).
MATERIALS AND METHODS

Water sample collection
Two sets of water samples were collected from the River Murray for this study: (1) for data generation to develop a model that describes DOC or UV absorbance removal with coagulant treatment; and (2) for the examination of drinking water (APHA ).
Samples were stored at 4 W C prior to laboratory analyses.
The above parameters were determined immediately after samples had arrived at the laboratory.
Water quality analyses
The UV absorbance of organics, measured at 254 nm (UV 254 /cm), was determined using a UV/VIS spectrophotometer (Evolution 30, Thermo Scientific, USA) with a 1 cm 2 quartz cell. DOC concentrations were measured using a total organic carbon (TOC) analyser (Sievers 900, By using the mEnCo model, doses of alum can be predicted together with associated pH changes from raw water alkalinity data. Requirements for pH adjustment chemicals to achieve a target coagulant pH can also be 
Data analysis
Statistical analysis was conducted using one way analysis of variance (ANOVA) to determine whether differences in standard error between pH 5.5, 6.0 and 7.0 were significant. Significance was based on P 0.05, a Pvalue > 0.05 indicates that there is no significant difference between the two variances of the population tested.
RESULTS AND DISCUSSION
Use of an exponential decay model for description of UV 254 and DOC removals by coagulation Both UV 245 nm/cm and DOC parameters were fitted to an exponential decay algorithm (Equation (1) 
where DOC R ¼ residual DOC, DOC (NC, pHi) is the minimum residual or non-coagulable (non-sorbable) DOC determined at a very high coagulant dose and at a set coagulation pH i , DOC (C, pHi) is the coagulable (sorbable) DOC at pH i and D is the removal co-efficient of DOC or UV 254 nm/cm , with alum dosing.
As shown in Figure 1 , the rate of removal of UV 254 nm/cm or DOC is initially rapid and then declines with alum treatment at a controlled coagulation pH. At very high doses, further reduction in these parameters is either very small or not evident. At some point along this curve, following the rapid removal phase, it can be assumed that removal of dissolved organics has been maximised and after this point, one can differentiate between the coagulable and non-coagulable organics (for the specific coagulation pH applied). Any further addition of coagulant dose can be viewed then as an overdose. Data of Equation (1) variables and the DOC removal coefficients acquired from jar tests conducted at various coagulation pH levels for the same water are shown in Table 2 .
The raw water DOC is the sum of DOC (NC, pHi) þ
The D co-efficient of Equation (1) varies with coagulation pH and DOC NC increases with higher coagulation pH.
Modified jar testing procedure
In the conventionally applied jar test procedure, five or six coagulant doses are tested simultaneously. In this study the potential for using fewer jars (two or three) was evaluated and compared to data acquired with the use of six jars. Doses applied included EnCD, VHD, ∼0.5 × EnCD and ∼0.75 × EnCD. Of these doses, the VHD dose was applied at a set coagulation pH to determine the non-coagulable DOC for that pH and from this the coagulable fraction. The second dose, EnCD with or without a third dose (0.5 × EnCD or 0.75 × EnCD) was used to calculate the rate of DOC removal, 'D'. Jar tests were conducted at coagulation pH levels of 5.5, 6.0, 7.0, and 8.5. Three cases were trialled:
(1) two doses, EnCD and VHD (see Equation (3)); (2) three doses, 0.75 × EnCD, EnCD and VHD (Equation (4)); and (3) three doses, 0.5 × EnCD, EnCD and VHD (Equation (5) and DOC residuals are shown in Table 3 (a) for UV 254 and 
based on EnCD only; DOC Ri is the residual DOC at EnCD. doses. As shown in Table 4 , the models for Cases 1-3 were tested using water samples from Morgan collected over 5 months. Case 3 generally provides the lowest errors for both UV 254 and DOC, but not in all cases. For example, in
April 2011, the standard error for Case 2 is 0.25% less than Case 3, indicating that the other models could also be applied; i.e. the standard errors are relatively close to each other.
Evaluation of the modified jar test procedure
The model was further evaluated by using eight different sources of water, incorporating mEnCo predicted doses (EnCD, VHD and 0.5 × EnCD) as inputs for prediction. In this experiment, full jar tests were also conducted for the pH levels 5.5 to 7, for comparison. From data shown in Table 5 , the predictions for UV 254 nm/cm and DOC removals using three doses were mostly acceptable but caution needs to be taken in this approach. The mean standard errors for DOC and UV 254 removal predictions of the eight waters were about 6% or less for the three coagulation pH levels tested. In a number of cases (12.5%), the standard errors were considered high, between 10.2 and 14.4. Based on analysis of variance, there was no significant difference between the standard errors at coagulation pH values of 5.5, 6.0 and 7.0 for UV (P ¼ 0.06) and DOC (P ¼ 0.15).
This indicates that the model prediction is consistent for these pH levels.
The application of mEnCo is to predict an alum dose to maximise DOC removal reliably but its use is advised on the basis of checking that a lower dose may still achieve about the same DOC removal, i.e. in some cases the predicted dose can be considered a higher dose than actually necessary. Other causes such as experimental error may have led to discrepancies found. In these calculations, the standard errors were determined using DOC removal at doses as low as 0.25 × EnCD, and at this dose level, significant discrepancies were found between actual and model fitted values.
The rates of DOC and UV removals with alum treatment at this dose level can be rapid, as found for the Valley Lake water. The selection of DOC removals at low doses for model testing then provides information of overall accuracy in prediction of DOC removals. However, where differences between actual and predicted DOC and UV 254 nm/cm values at lower and 'insignificant' doses are high, then also the overall model error can be high. In jar testing, the results from such low doses are generally not significant when the aim is for enhanced coagulation.
In jar testing designed to determine an enhanced coagulation dose, the estimates of coagulant doses are likely to be in the higher range (to maximise DOC removal) and it could 
