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Abstract
In [KMZ19a], we proposed a novel decision procedure for entailment check-
ing in the symbolic-heap segment of separation logic with user-defined in-
ductive definitions of bounded treewidth. In the meantime, we discovered
that the decision procedure in [KMZ19a] is incomplete. In this article, we
fix the incompleteness issues while retaining the double-exponential asymp-
totic complexity bound. In doing so, we also remove several of the sim-
plifying assumptions made in [KMZ19a]. Furthermore, we generalize our
decision procedure to the fragment of positive formulas, in which conjunc-
tion, disjunction, and guarded occurrences of negation, septraction and the
magic wand can be freely combined with the separating conjunction.
1 Introduction
In our recent work [KMZ19a], we proposed a new decision procedure for solving the en-
tailment problem for symbolic-heap separation logic with user-defined inductive defini-
tions from the bounded-treewidth fragment (BTW fragment) as introduced in [IRS13].
The original decision procedure for the BTW fragment in [IRS13] relied on a reduction
to monadic second-order logic (MSO) over graphs of bounded treewidth, yielding a
decision procedure that was of elementary complexity but impractical. In [KMZ19a],
we instead solved the entailment problem directly, without a reduction to MSO. We
proved a double-exponential upper bound for our procedure. Our decision procedure
was based on a novel abstract domain called profiles. We claimed that profile-based
entailment checking is a sound and complete decision procedure for the BTW fragment.
Unfortunately, the decision procedure we proposed in [KMZ19a] is, in fact, incomplete.
In this article, we develop an extension of the profile abstraction we call the type
abstraction. The type abstraction extends the profile abstraction with (limited) support
for existential quantifiers. We prove that by computing types rather than profiles, we
obtain a sound and complete decision procedure for the BTW fragment while retain-
ing the double-exponential complexity bound. Moreover, we drop several simplifying
assumptions made in [KMZ19a]:
1. We use the standard stack–heap model of separation logic instead of the non-
standard heap-graph model used in [KMZ19a]. This allows us to deal with aliasing
between stack variables, which we ignored in [KMZ19a]. It also allows us to reason
more explicitly about the assumptions of the BTW fragment, in particular about
establishment.
2. We allow equalities and disequalities both in the inductive data-structure defini-
tions and in the entailment queries.
3. We allow parameter repetitions in predicate calls.
4. We drop the assumption that all “unfoldings” of all inductive predicates are sat-
isfiable.
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Furthermore, we go beyond the symbolic-heap fragment and consider positive quantifier-
free separation logic, in which formulas are built using the separating conjunction, clas-
sical conjunctions, classical disjunctions, and guarded occurrences of negation,1 the
magic wand, and septraction (see e.g. [BDL12]).
The technical development in this article is self contained. For a systematic discus-
sion of related work and an informal motivation of the proof approach, we refer the
interested reader to [KMZ19a].
Outline. In Chapter 2, we introduce separation logic and its bounded-treewidth frag-
ment. It is worth reading this chapter even if you are an expert, as we use a slightly
non-standard semantics (Section 2.3) and prove some properties of the BTW fragment
that are essential for the technical development later in the article (Section 2.5).
Chapter 3 introduces the Φ-type abstraction, based on a variant of unfolding trees
of inductive predicates and their projection onto formulas. Roughly, every model is
abstracted by the set of formulas that can be obtained as projections of a certain set
of forests that correspond to (partial) unfoldings of inductive predicates.
In Chapter 4, we show that it is possible to compute the types of the models of
any positive separation-logic formula. Once we have this result, it is straightforward to
obtain a decision procedure for satisfiability and entailment.
We conclude in Chapter 5.
Changes w.r.t. the previous version of this article. In the first version of this article,
we erroneously claimed that the Φ-type abstraction can be used to decide formulas with
arbitrary (as opposed to guarded) occurrences of the septraction operator. This is not
the case.
Moreover, we changed the projection functions in Chapter 3 to use guarded quanti-
fiers, which is necessary to correctly handle pure constraints with the Φ-type abstrac-
tion.
We have also simplified and reordered parts of the article to improve readability.
Acknowledgments. We thank Mnacho Echenim, Radu Iosif, and Nicolas Peltier for
their outstandingly thorough study of our paper [KMZ19a] and their help in discovering
the incompleteness issues in the aforementioned paper.
1As far as we know, guarded negation has not been studied in the context of separation logic; see
e.g. [BtCS15] for guarded negation in first-order logic.
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2 Separation Logic with Inductive
Definitions
2.1 Preliminaries
We denote by |X| the cardinality of the set X. Let f be a (partial) function. Then
dom(f) and img(f) denote the domain and image of f , respectively. We write |f | :=
|dom(f)|. We frequently use set notation to define and reason about partial functions.
For example, f := {x1 7→ y1, . . . , xk 7→ yk} is the partial function that maps xi to yi,
1 ≤ i ≤ k, and is undefined on all other values; f ∪ g is the union of partial functions
f and g; and f ⊆ g holds if dom(f) ⊆ dom(g) and f(a) = g(a) for all a ∈ dom(f).
Furthermore, we sometimes use lambda notation to define functions. For example,
λx. f(x) is a function that maps input x to output f(x).
Sets and ordered sequences are denoted in boldface, e.g., x. To list the elements of a
sequence, we write 〈x1, . . . , xk〉. The notation x ⊑ y denotes that x is a sub-sequence
of y. The singleton sequence 〈x〉 is often shortened to x to reduce clutter. Likewise, we
sometimes write f(x1, . . . , xk) instead of f(〈x1, . . . , xk〉). Concatenation of sequences
x, y is written x · y. The empty sequence is ε.
We lift (partial) functions f : A ⇀ B to sequences and sets of elements of A in a
point-wise manner. For example, f(〈x1, . . . , xk〉) := 〈f(x1), . . . , f(xk)〉.
Let f, g be partial functions. We denote by g ◦ f the partial function
(g ◦ f)(x) :=


f(x), if x ∈ dom(f) and f(x) /∈ dom(g)
g(f(x)) if x ∈ dom(f) and f(x) ∈ dom(g)
g(x) otherwise
Note that the above notion of partial-function composition is nonstandard:
(g ◦ f)(x) is defined if at least one of the functions f and g is defined on x.
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2.2 Syntax of Separation Logic with Inductive Definitions
Throughout this article, we let Var denote an infinite set of variables, with nil ∈ Var.
We assume a linear order on Var and denote by min(v) the minimal variable among
a finite set of variables v according to this order. Loc is an infinite set of locations.
We assume a set Preds of predicate identifiers. Each predicate pred ∈ Preds is
equipped with an arity ar(pred) ∈ N, representing the number of parameters to be
passed to the predicate. The user of our logic may define the semantics of such predi-
cates by means of inductive definitions, introduced later in this chapter.
The grammar in Fig. 2.1 defines four variants of separation logic with inductive
definitions:
• Positive quantifier-free separation logic, formulas of the form φpos, collected in
the set SLsid,+qf .
• Quantifier-free separation logic, formulas of the form φqf , collected in SL
sid
qf .
• Separation logic formulas that allow a variant of an exists–forall quantifier prefix,
collected in SLsid∃∀. We use
E
and
A
instead of ∃ and ∀ to emphasize that we use
a nonstandard form of quantifiers. Intuitively,
E
can only be instantiated with
allocated locations and
A
can only be instantiated with locations that do not
occur in the heap; the details are in Section 2.3. The set of formulas with e = ε
is SLsid∀ .
• Existentially-quantified symbolic heaps, SH∃. Here, we use the standard existen-
tial quantifier, as in other works on the symbolic-heap fragment [IRS13, AGH+14].
The sid superscript stands for system of inductive definitions, referring to the mech-
anism for assigning meaning to predicate calls (to be defined later in this chapter).
In Fig. 2.1, pred ∈ Preds is a predicate identifier, x, y ∈ Var ∪ Loc are variables
or locations, and x,y, z ∈ (Var ∪ Loc)∗ are (possibly empty) sequences of variables or
locations with |x| = ar(pred).
The first line of Fig. 2.1 defines the atomic formulas, τ , of all SL variants studied
in this article. emp is the empty heap, x 7→ y asserts that x points to the locations
captured by y, x ≈ y asserts the equality between variables x and y, and x 6≈ y
asserts the disequality of x and y. Note that we do not include a spatial atom true.
Positive formulas, φpos, are built from atomic formulas using the separating conjunction
⋆, conjunction ∧, disjunction ∨, guarded negation φpos ∧ ¬φpos, guarded septraction
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φpos ∧ (φpos−©⋆φpos), and guarded magic wands φpos ∧ (φpos−⋆φpos). In (not necessarily
positive) quantifier-free formulas, φqf , negation may occur unguarded. Moreover, we
omit the septraction operator in φqf , as it is definable in quantifier-free SL as φ−©⋆ψ :=
¬(φ−⋆¬ψ). Formulas φ may begin with a guarded version of an exists–forall quantifier
prefix; see Section 2.3 for the difference between guarded and unguarded quantifiers.
Finally, φsh formulas are existentially-quantified symbolic heaps. We use the separating
conjunction of ⋆ instead of the classical conjunction ∧ to express the pure constraint,
Π, because our semantics of (dis)equalities, defined in Section 2.3, forces the heap to
be empty in models of (dis)equalities.
We sometimes write ⋆1≤i≤nφi and ⋆ {φ1, . . . , φn} to denote φ1 ⋆ · · · ⋆φn. For n = 0,
this expression evaluates to the neutral element of ⋆, emp.
For an atomic formula τ and a formula φ, τ ∈ φ denotes that τ occurs in φ.
The size of a formula φ, |φ|, is the sum of the number of atoms, the number of unary
operators and binary operators, and the number of quantifiers in the formula.
Finally, we denote by vars(φ) and fvars(φ) the sets of all variables of φ and all free
variables in φ, respectively.
Locations in formulas. Note that we make the non-standard choice to allow locations
as terms in our formulas. While we make this choice purely for technical convenience,
it is in fact quite natural when considering languages such as C that allow accessing
τ ::= emp | x 7→ y | pred(x) | x ≈ y | x 6≈ y
φpos ::= τ | φpos ⋆ φpos | φpos ∧ φpos | φpos ∨ φpos
| φpos ∧ ¬φpos | φpos ∧ (φpos−©⋆φpos) | φpos ∧ (φpos−⋆φpos)
φqf ::= τ | φqf ⋆ φqf | φqf−⋆φqf | φqf ∧ φqf | φqf ∨ φqf | ¬φqf
φ ::=
E
e. (
A
a1. φqf) ⋆ · · · ⋆ (
A
ak. φqf)
φsh ::= ∃e. (x1 7→ y1) ⋆ · · · ⋆ (xk 7→ yk) ⋆ pred1(z1) ⋆ · · · ⋆ predl(zl) ⋆Π,
where Π ::= a1 ≈ b1 ⋆ · · · ⋆ am ≈ bm ⋆ c1 6≈ d1 ⋆ · · · ⋆ cn 6≈ dn
Figure 2.1: The syntax of the separation-logic fragments studied in this article: Positive
formulas φpos, collected in SL
sid,+
qf ; quantifier-free formulas φqf , collected in
SLsidqf ; formulas with a form of guarded quantifiers, φ, collected in SL
sid
∃∀;
and existentially-quantified symbolic heaps, φsh, collected in SH
∃. In SLsid∃∀,
we write
E
and
A
instead of ∃ and ∀ to emphasize that this fragment uses
a nonstandard, guarded semantics of quantifiers (see Section 2.3).
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concrete memory addresses. Given a formula ψ, we denote by locs(ψ) the set of all
locations that occur in ψ.
Inductive definitions. Predicates are defined by a system of inductive definitions
(SID). An SID is a finite set Φ of rules of the form pred(x) ⇐ φ, where pred ∈ Preds is a
predicate symbol, x are the parameters of pred, and—as is standard [IRS13, AGH+14]—
φ ∈ SH∃ is an existentially-quantified symbolic heap as defined in Fig. 2.1. We assume
that all rules of the same predicate pred have the same parameters, and that these
parameters are
〈
x1, . . . , xar(pred)
〉
. We collect these free variables of pred in the set
fvars(pred). We collect all predicates that occur in SID Φ in the set Preds(Φ). The size
of an SID Φ, |Φ|, is the sum of the sizes of the formulas in its rules.
Example 2.1 (SID). 1. Let Φls be the following SID.
lseg(x1, x2) ⇐ x1 7→ x2
lseg(x1, x2) ⇐ ∃y. x1 7→ y ⋆ lseg(y, x2)
ls(x1) ⇐ x1 7→ nil
ls(x2) ⇐ ∃y. (x1 7→ y) ⋆ ls(y)
The formulas lseg(x1, nil) and ls(x1) are equivalent w.r.t. Φls.
2. Let Φodd/even be the following SID.
odd(x1, x2) ⇐ x1 7→ x2
odd(x1, x2) ⇐ ∃y. (x1 7→ y) ⋆ even(y, x2)
even(x1, x2) ⇐ ∃y. (x1 7→ y) ⋆ odd(y, x2)
Φodd/even defines all lists of odd and even length, respectively.
3. Let Φtree be the following SID.
tree(x1) ⇐ x1 7→ 〈nil, nil〉
tree(x1) ⇐ ∃〈l, r〉 . (x1 7→ 〈l, r〉) ⋆ tree(l) ⋆ tree(r)
Φtree defines the set of null-terminated binary trees.
Renaming and instantiating variables. Let φ be a formula and σ : Var ∪ Loc ⇀
Var ∪ Loc. We write σ[φ] for the formula obtained by applying σ to every term in φ
on which σ is defined. For example, if φ = x 7→ v and σ = {x 7→ w}, then σ[φ] = w 7→ v.
Further, quantified variables are renamed as well. For example, σ[
A
x. ls(y, x)−⋆ls(z, x)] =
A
w. ls(y,w)−⋆ls(z, w), but
A
x. σ[ls(y, x)−⋆ls(z, x)] =
A
x. ls(y,w)−⋆ls(z, w).
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Let x = 〈x1, . . . , xk〉 be repetition free and y = 〈y1, . . . , yk〉. We let
σx 7→y := λx.
{
yi if x = xi
⊥ otherwise.
Finally, we sometimes also apply functions σ to sequences or sets. For example,
σ[〈x1, . . . xk〉] = 〈σ(x1), . . . , σ(xk)〉 .
2.3 Semantics of Separation Logic with Inductive
Definitions
We will use a variant of the standard stack–heap semantics of separation logic [Rey02].
A stack is a finite partial function s : Var ⇀ Loc. We write S for the set of all stacks.
A heap is a finite partial function h : Loc ⇀ Loc+. We write H for the set of all heaps.
We denote by h1 + h2 the disjoint union of the heaps h1, h2. If dom(h1)∩ dom(h2) 6= ∅,
then h1 + h2 is undefined. We let locs(h) := dom(h) ∪
⋃
img(h) and dangling(h) :=
{l ∈
⋃
img(h) | l /∈ dom(h)}.
A model is a stack–heap pair (s, h) with s(nil) /∈ dom(h).
Figure 2.2 defines the semantics of separation logic formulas φ w.r.t. a fixed SID Φ.
To simplify the technical development in later chapters, we deviate from the standard
way of defining the semantics (see e.g. [Rey02]) by syntactically replacing variables
by their corresponding heap locations. This is possible because we allow locations as
terms. In the semantics of equalities and disequalities, we follow [PWZ13, KJW18]
and require that the heap is empty. This ensures that true is not definable in positive
formulas (e.g., as x ≈ x).
Apart from this choice, our semantics is equivalent to the standard semantics on
formulas that do not contain location terms.
Observe that we use a precise [COY07] semantics of the points-to assertion: (s, h) |=Φ
x 7→ y holds only in single-pointer heaps.
A heap is the model of a predicate call pred(v) iff it is the model of a rule of the
predicate once the free variables of the rule, x, have been replaced by the locations that
are the actual call arguments, v. Note that the semantics of predicates corresponds to
the least fixed-point semantics as formalized e.g. in [BFPG14].
As usual, h |=Φ φ1 ⋆φ2 iff h can be split into disjoint heaps that are models of φ1 and
φ2; and h |=Φ φ1−⋆φ2 iff extending h with a model of φ1 always yields a model of φ2,
provided the extension is defined. The semantics of the (classical) Boolean connectives
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(s, h) |=Φ φ iff h |=Φ s[φ]
h |=Φ emp iff dom(h) = ∅
h |=Φ ℓ1 ≈ ℓ2 iff dom(h) = ∅ and ℓ1 = ℓ2
h |=Φ ℓ1 6≈ ℓ2 iff dom(h) = ∅ and ℓ1 6= ℓ2
h |=Φ v 7→ w iff h = {v 7→ w}
h |=Φ pred(v) iff h |=Φ σx 7→v[ψ] for some rule (pred(x)⇐ ψ) ∈ Φ
h |=Φ φ1 ⋆ φ2 iff ex. h1, h2 s.t. h = h1 + h2 and h1 |=Φ φ1
and h2 |=Φ φ2
h |=Φ φ1−⋆φ2 iff for all h1, h2 s.t. h2 = h1 + h
it holds that if h1 |=Φ φ1 then h2 |=Φ φ2
h |=Φ φ1 ∧ φ2 iff h |=Φ φ1 and h |=Φ φ2
h |=Φ φ1 ∨ φ2 iff h |=Φ φ1 or h |=Φ φ2
h |=Φ ¬φ1 iff h 6|=Φ φ1
h |=Φ ∃e. φ iff exists v ∈ Loc s.t. h |=Φ σe 7→v[φ]
h |=Φ
E
〈e1, . . . , ek〉 . φ iff exists v1, . . . , vk ∈ dom(h) s.t. vi 6= vj for all i 6= j
and h |=Φ σ〈e1,...,ek〉7→〈v1,...,vk〉[φ]
h |=Φ
A
〈a1, . . . , ak〉 . φ iff for all v1, . . . , vk ∈ Loc \ locs(h), if vi 6= vj for all i 6= j
then h |=Φ σ〈a1,...,ak〉7→〈v1,...,vk〉[φ]
Figure 2.2: Semantics of the separation logic SLsid∃∀.
and the existential ∃ are standard. In particular, ∃ corresponds to stack extension, even
though this is not explicit in our semantics.
Lemma 2.2. Let (s, h) be a model, φ ∈ SH∃, and e ∈ Var. Then (s, h) |=Φ ∃e. φ if
and only if there exists a location l ∈ Loc such that (s ∪ {e 7→ l} , h) |=Φ φ.
The semantics of the guarded quantifiers,
E
and
A
, limits the locations that are to
be considered for instantiation: (s, h) |=Φ
E
〈e1, . . . , ek〉 . φ holds iff there exist distinct
locations l1, . . . , lk ∈ dom(h) such that (s, h) satisfies the formula obtained by replacing
ei with li in φ. (s, h) |=Φ
A
〈a1, . . . , ak〉 . φ holds iff (s, h) satisfies all formulas obtained
by replacing a1, . . . , ak with distinct locations l1, . . . , lk /∈ locs(h) in φ.
Note that the guarded quantifiers are not duals, i.e., the formulas
E
x. φ and ¬
A
x.¬φ
are not equivalent, because
A
does not allow instantiation with a location l ∈ img(h) \
dom(h). Location terms in a formula can be replaced by a guarded universal if the
locations are not used in the heap.
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Lemma 2.3. Let (s, h) be a model, φ ∈ SLsid∀ , v ∈ (Loc \ locs(h))
∗ repetition free, and
assume that (s, h) |=Φ φ. Let a :=
{
a1, . . . , a|v|
}
. Then (s, h) |=Φ
A
a. σv 7→a[φ].
The semi-distributivity of quantifiers in separation logic1 also holds for guarded
quantifiers.
Lemma 2.4. Let φ,ψ be formulas with fvars(ψ)∩z = ∅. Let Q ∈ {
E
,
A
} and (s, h) |=Φ
(Qz. φ) ⋆ ψ. Then (s, h) |=Φ Qz. (φ ⋆ ψ).
Moving any guarded quantifier out results in a strictly weaker formula. In particular,
E
z. (φ ⋆ ψ) 6|= (
E
z. φ) ⋆ ψ even if z ∩ fvars(ψ) = ∅, whereas this entailment is valid for
unguarded existentials.
Satisfiability and entailment. Let φ,ψ be separation-logic formulas. We say that φ
is satisfiable w.r.t. SID Φ if there exists a model (s, h) such that (s, h) |=Φ φ. We say
that φ entails ψ w.r.t. Φ, denoted φ |=Φ ψ, iff for all models (s, h), if (s, h) |=Φ φ then
(s, h) |=Φ ψ.
Rule instances. Throughout this article, we will often use the set of rule instances of
the SID Φ, i.e., the set of formulas obtained from the rules of the SID by instantiating
both the formal arguments of the predicates and the existentially quantified variables
of the rule with locations:
RuleInst(Φ) := {pred(l)⇐ σx·y 7→l·m[φ] |(pred(x)⇐ ∃y. φ) ∈ Φ,
l ∈ Locar(pred),m ∈ Loc|y| and all
(dis)equalities in σx·y 7→l·m[φ] are valid}
Note that because all variables have been instantiated with locations, it is trivial to
check whether the (dis)equalities hold. Furthermore, whenever h |=Φ pred(l), there is
at least one rule instance (pred(l)⇐ ψ) ∈ RuleInst(Φ) such that h |=Φ ψ.
Stack inverses. Throughout this article, we frequently need the inverse of stack s.
Definition 2.5. Let s be a stack. The function
s−1 := {l 7→ min {x | s(x) = l} | l ∈ img(s)}
is the inverse of s.
In Definition 2.5, we use the order on Var to make the inverse well defined in case
s is not injective.
1See, for example, [Rey02].
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Isomorphism. Formulas without location terms cannot distinguish between isomor-
phic models.
Definition 2.6. Let (s, h), (s′, h′) be models. (s, h) and (s′, h′) are isomorphic, (s, h) ∼=
(s′, h′), if there exists a bijection σ : (locs(h) ∪ img(s)) → (locs(h′) ∪ img(s′)) such that
(1) for all x, s′(x) = σ(s(x)) and (2) h′ = {σ(l) 7→ σ(h(l)) | l ∈ dom(h)}.
Lemma 2.7. Let φ ∈ SLsid∃∀ with locs(φ) = ∅. Let (s, h) and (s
′, h′) be models with
(s, h) ∼= (s′, h′). Then (s, h) |=Φ φ iff (s
′, h′) |=Φ φ.
Proof. Left to the reader.
Allocated and referenced variables. We define alloced(s, h) := {x | s(x) ∈ dom(h)}
and refed(s, h) := {x | s(x) ∈ img(h)}, i.e., the sets of allocated variables and referenced
variables in the model (s, h).
2.4 The Bounded-Treewidth Fragment
We restrict SID definitions to the sbounded-treewidth fragment (BTW fragment) of
SL2 as introduced in [IRS13]: We assume that all SIDs satisfy progress, connectivity,
and establishment. We formalize these assumptions by means of a couple of auxiliary
definitions for symbolic heaps φ: The local allocation of φ, lalloc(φ); the local references
of φ, lref(φ); and the local usage of φ, lused(φ). In the following definition, lfun ∈
{lalloc, lref}.
lalloc(x 7→ y) := {x}
lref(x 7→ y) := y
lfun(emp) := ∅
lfun(pred(y)) := ∅
lfun(φ1 ⋆ φ2) := lfun(φ1) ∪ lfun(φ2)
lused(φ) := lalloc(φ) ∪ lref(φ)
A predicate pred satisfies progress iff every rule of pred contains exactly one points-to
assertion and there exists a variable x ∈ fvars(pred) such that for all rules (pred ⇐
φ) ∈ Φ, lalloc(φ) = {x}. In this case, we define lalloc(pred) := {x} and call x the
root of the predicate. Moreover, if the i-th parameter of pred is the root of pred, then
predroot(pred(z1, . . . , zk)) := zi.
2When viewed as undirected graphs, all models of BTW SIDs have bounded treewidth; hence the
name. For a definition of treewidth, see e.g. [Die16].
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A predicate pred satisfies connectivity iff for all rules of pred, all variables that are
allocated in the recursive calls of the rule are referenced in the rule. Formally, for all
rules (pred⇐ φ) ∈ Φ and for all predicate calls pred′(y) ∈ φ, it holds that
σfvars(pred′)7→y
[
lalloc(pred′)
]
⊆ lref(φ).
A predicate pred is established iff all existentially quantified variables across all rules
of pred are eventually allocated. Formally, for all rules (pred ⇐ ∃y. φ) ∈ Φ and for all
models (s, h), if (s, h) |=Φ φ then s(y) ⊆ dom(h).
If all predicates of an SID Φ satisfy progress, connectivity, and establishment, we
call Φ a BTW SID (for bounded-treewidth SID [IRS13]). Unless stated otherwise, all
SIDs in this article are assumed to be BTW SIDs.
Example 2.8 (SID Assumptions). All SIDs in Ex. 2.1 are BTW SIDs.
Info
Because of the establishment property of BTW SIDs, we could also use the guarded
existential
E
rather than ∃ in symbolic heaps without changing the expressive-
ness of the BTW fragment. We could then even drop the establishment condi-
tion, because it is automatically satisfied by all models of all predicates defined
using
E
. We opted to use the standard existential for consistency with the litera-
ture (e.g. [IRS13, KMZ19a, TNK19]) as well as to clarify the technical development
in later chapters.
Throughout this article, we assume w.l.o.g. that non-recursive rules do not contain
existential quantifiers, because in the BTW fragment, such existentials can always
be eliminated: Because of establishment, all existentially-quantified variables in a non-
recursive rule must be provably equal to the root of the predicate, i.e., to a free variable.
Consequently, we can replace all occurrences of existentially-quantified variables in non-
recursive rules with the corresponding root variable.
Lemma 2.9. Let Φ be a BTW SID and pred(x) ⇐ φ ∈ Φ, φ = ∃e. φ′, φ′ = (a 7→
b)⋆pred1(z1)⋆· · ·⋆predk(zk)⋆Π, Π pure, and let (s, h) be a model such that (s, h) |=Φ φ.
Moreover, let s′ ⊇ s and h0, . . . , hk be such that
• dom(s′) = dom(s) ∪ e,
• (s′, h) |=Φ φ
′,
• h = h0 + · · · + hk,
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• (s′, h0) |=Φ a 7→ b, and
• (s′, hi) |=Φ predi(zi).
Finally, let e ∈ e such that s(e) ∈ dom(hi). Then there exists a variable v ∈ zi such
that s′(v) = s(e).
Proof. If there were no such variable, then we could replace hi with h′i such that s(e) /∈
dom(h′i) but (s
′, h′i) |=Φ predi(zi). We would then have
(s′, h0 + · · · hi−1 + h
′
i + hi+1 · · ·+ hk) |=Φ φ
with s(e) /∈ dom(h0 + · · · hi−1 + h′i + hi+1 · · ·+ hk), contradicting establishment.
Adding predicates for points-to assertions to SIDs. To avoid dedicated reasoning
about points-to assertions, we sometimes add predicates simulating points-to assertions
to the SID. We call the resulting SIDs pointer-closed.
Definition 2.10. An SID Φ is pointer-closed w.r.t. φ iff it contains for all points-to
assertions of arity k that occur in φ a predicate ptrk defined by the rule ptrk(x) ⇐ x1 7→
〈x2, . . . , xk+1〉.
2.5 Positive Models and Dangling Pointers
Positive models. Much of the development in the remainder of this article exploits
that positive formulas, i.e., formulas in SLsid,+qf , only have positive models in the fol-
lowing sense.
Definition 2.11. Let (s, h) be a model. We call (s, h) positive w.r.t. SID Φ if there
exist predicate calls pred1(x1), . . . , predk(xk), k ≥ 0, such that (s, h) |=Φ pred1(x1) ⋆
· · · ⋆ predk(xk).
Our use of the adjective positive is justified by the following lemma.
Lemma 2.12. Let Φ be a pointer-closed SID. Let φ ∈ SLsid,+qf and let (s, h) be a model
with (s, h) |=Φ φ. Then (s, h) is positive w.r.t. Φ.
Proof. By induction on φ.
• φ = emp. Trivial, (s, h) satisfies the separating conjunction of k = 0 predicate
calls.
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• φ = x 7→ y. Because Φ is pointer-closed, there exists a predicate that (s, h)
satisfies.
• φ = pred(x). Trivial.
• φ = φ1 ⋆ φ2. Split h in h1 + h2 such that (s, h1) |=Φ φ1 and (s, h2) |=Φ φ2,
which is possible by the semantics of ⋆. By the induction hypotheses, there exist
predicate calls pred1,1(x1), . . . , pred1,m(xm) and pred2,1(y1), . . . , pred2,n(yn) with
(s, h1) |=Φ ⋆1≤i≤mpred1,i(xi) and (s, h2) |=Φ ⋆1≤j≤mpred2,j(yj). As h = h1 +
h2, we obtain (s, h) |=Φ ⋆1≤i≤mpred1,i(xi) ⋆⋆1≤j≤mpred2,j(yj). Thus, (s, h) is
positive.
• φ = φ1 ∧ φ2, where φ2 is either a positive formula or of the form ¬ψ, ψ1−©⋆ψ2, or
ψ1−⋆ψ2. In all these cases, (s, h) |=Φ φ1, so the claim follows immediately from
the induction hypothesis for φ1.
• φ = φ1 ∨ φ2. Assume w.l.o.g. that (s, h) |=Φ φ1. The claim follows immediately
from the induction hypothesis for φ1.
We write M+Φ := {(s, h) | (s, h) is positive w.r.t. Φ} for the set of all positive models
w.r.t. SID Φ.
Dangling pointers in the BTW fragment. In models of predicate calls of predicates
that satisfy establishment, only the parameters of predicates can be dangling pointers.
Lemma 2.13. Let Φ be a BTW SID. If h |=Φ pred(l) then dangling(h) ⊆ l.
Proof. A simple consequence of establishment.
Lemma 2.14. Let Φ be a BTW SID. If (s, h) |=Φ pred(z) then dangling(h) ⊆ s(z).
Proof. Follows from the semantics and Lemma 2.13.
This property extends to arbitrary SLsid,+qf formulas over BTW SIDs and hence to
positive models.
Lemma 2.15. Let Φ be a BTW SID and (s, h) ∈M+Φ . Then dangling(h) ⊆ img(s).
Proof. By Lemma 2.12, there exist predicate calls pred1(x1), . . . , predk(xk) such that
(s, h) |=Φ ⋆1≤i≤kpredi(xi). By the semantics of ⋆, there thus exist h1, . . . hk with h =
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h1 + · · · hk and (s, hi) |=Φ predi(xi). Lemma 2.14 yields dangling(hi) ⊆ s(xi) for all
1 ≤ i ≤ k. It follows that
dangling(h) = dangling(h1) ∪ · · · dangling(hk) ⊆ s(x1) ∪ · · · ∪ s(xk) ⊆ img(s),
where the last inequality holds because xi ⊆ dom(s) for all i.
Corollary 2.16. Let φ1, φ2 ∈ SL
sid,+
qf be positive formulas and let Φ be a BTW SID.
Let (s, h) |=Φ φ1 ⋆ φ2. Then there exist heaps h1h2 such that (s, h1), (s, h2) ∈ M
+
Φ,
h = h1 + h2, (s, h1) |=Φ φ1 and (s, h2) |=Φ φ2.
Proof. By the semantics of ⋆, there exist h1, h2 with h = h1 + h2, (s, h1) |=Φ φ1 and
(s, h2) |=Φ φ2. By Lemma 2.12, (s, h1), (s, h2) ∈M
+
Φ .
We will exploit this property of the BTW fragment in the decision procedure we
develop later in this article.
Info
For all models to be positive (Lemma 2.12), it is crucial that all occurrences of
negation, magic wand, and septraction in SLsid,+qf are guarded. For negation and
the magic wand, this is straightforward, as they can be used to define true (e.g. by
emp ∨ (¬emp) and ((x 7→ nil) ⋆ (x 7→ nil))−⋆emp), and true is satisfied by all
models, including non-positive models.
For septraction, consider the following SID.
tll(r, h, t) ⇐ h 7→ t ⋆ r ≈ h
tll(r, h, t) ⇐ ∃〈s1, s2,m〉 . (r 7→ 〈s1, s2〉) ⋆ tll(s1, l,m) ⋆ tll(s2,m, r)
ls(h, t) ⇐ h 7→ t
ls(h, t) ⇐ ∃n. (h 7→ n) ⋆ ls(n, t)
The tll predicate encodes a binary tree with root r and leftmost leaf h overlaid
with a singly-linked list segment from h to t whose nodes are the leaves of the
tree. Now assume that (s, h) |=Φ ls(h, t)−©⋆ tll(r, h, t). Then there exists a heap
h1 with (s, h1) |=Φ ls(h, t) and (s, h + h1) |=Φ tll(r, h, t). It is easy to see that
dangling(h) = dom(h1), contradicting Lemma 2.15, which in turn implies that
ls(h, t)−©⋆ tll(r, h, t) has non-positive models.
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φ1 ≡ φ2 (mono)
φ1 ⋆ ψ ≡ φ2 ⋆ ψ
(emp)
φ1 ⋆ emp ≡ φ1
φ1 ≡ φ2 (anti)
φ2−⋆ψ ≡ φ1−⋆ψ
(assoc)
φ1 ⋆ (φ2 ⋆ φ3) ≡ (φ1 ⋆ φ2) ⋆ φ3
(comm)
φ1 ⋆ φ2 ≡ φ2 ⋆ φ1
Q ∈ {
A
,
E
} z /∈ vars(φ)
(ren)
Qy. φ ⊲ σy 7→z[Qy. φ]
φ1 ≡ φ2 (
A
-intro)A
y. φ1 ≡
A
y. φ2
φ1 ≡ φ2 (
E
-intro)E
y. φ1 ≡
E
y. φ2
φ1 ≡ φ3 φ3 ≡ φ2 (trans)
φ1 ≡ φ2
φ1 ≡ φ2 (sym)
φ2 ≡ φ1
Figure 2.3: A set of rules for rewriting SL formulas into equivalent formulas.
2.6 Rewriting Formulas
Throughout this article, we sometimes need to make explicit that two formulas are
identical up to a standard set of rewriting rules (see e.g. [Rey02]). For the sake of
completeness, we define in Fig. 2.3 the rewriting equivalence for SL, an equivalence
relation ≡ on SL formulas that includes all the rewriting rules we need. Clearly, all
rules comprising ≡ are sound.
Lemma 2.17. If φ1 ≡ φ2 then φ1 |=Φ φ2.
Proof. All rules are standard, see e.g. [Rey02].
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In this chapter, we develop the Φ-type abstraction. Chapter 4 will rely on the notion of
Φ-types to develop a decision procedure for SLsid,+qf . The present chapter is structured
as follows.
• In Section 3.1, we introduce Φ-forests and their projection onto formulas. Intu-
itively, a Φ-forest of a heap h captures one specific way to unfold one or more
predicates of the Φ in such a way as to obtain all pointers in the heap h.
• The Φ-forests do not contain any information about the stack; rather, they are
defined exclusively in terms of heap locations. In Section 3.2, we therefore pair
up forests with stacks and extend the projection function to stack–forest pairs.
The resulting formulas are unfolded symbolic heaps (USHs).
• In Section 3.3, we introduce derivations between forests that correspond to merg-
ing two or more trees in the forest.
• There is a strong relationship between formula composition (roughly speaking,
their separating conjunction) and model composition (via +). We study this
relationship in Section 3.4.
• In Section 3.5, we introduce notions of delimited forests and delimited unfolded
symbolic heaps (DUSHs). The set of all DUSHs over a SID Φ is a finite subset of
the (infinite) set of all USHs over Φ. We show that DUSHs can be used to define
a compositional abstraction in the following sense. If we know all the DUSHs that
hold in positive models (s, h1) and (s, h2), we can compute the set of all DUSHs
that hold in (s, h1 + h2).
• This justifies defining the Φ-types abstraction of a stack–heap model as the set
of all DUSHs that hold in the model. We do so in Section 3.6 and study the
composition of types, the instantiation of variables in types, and the removal of
variables from types. These abstract operations mirror ⋆, parameter instantiation
in predicate calls, and existential quantification. They form the backbone of the
compositional type-computation algorithms we develop in Chapter 4.
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3.1 Forests and Their Projection
Our main objects of study in this section are Φ-forests (Definition 3.3) made up of Φ-
trees (Definition 3.1). Intuitively, a Φ-tree encodes one fixed way to unfold a predicate
call by means of the rules of the SID Φ. Visualizing such an unfolding process as
a tree is natural, as rules may themselves contain predicate calls, which can again
be unfolded, introducing new predicate calls, and so on. In fact, it is quite possible
to define the semantics of inductive predicates by means of trees, as was done, for
example, in [IRS13, IRV14, JKM+17].
The differences between such notions of unfolding trees and our Φ-tree representation
are (1) that we instantiate variables with locations and (2) that we explicitly allow the
unfolding process to stop at any point, i.e., we allow that one or more of the predicate
calls introduced (by means of recursive rules) in the unfolding process remain folded.
We call such folded predicate calls the holes of the Φ-tree.
Before we formalize the notion of Φ-forests, we explain our motivation behind the
concept of Φ-forests. Figure 3.1 summarizes the current section as well as Section 3.2.
Every Φ-forest f induces both a heap, heap(f), and a universally-quantified separation-
logic formula, project(f) ∈ SLsid∀ , with the property heap(f) |=Φ project(f). Moreover,
we can transform this formula into one that uses variables rather than locations as
terms by (1) using a stack s to assign names to some of the locations in project(f)
and (2) existentially quantifying over the remaining locations. This yields a formula
project(s, f) ∈ SLsid∃∀ with (s, heap(f)) |=Φ project(s, f).
We model Φ-trees as functions t : Loc ⇀ (Loc∗ ×RuleInst(Φ)). The set of locations
Loc serves as the nodes of the tree; and every node is mapped to its successors in the
(directed) tree as well as to its label, a rule instance. For t to be a Φ-tree, it must
satisfy a certain set of consistency criteria. To make it easier to work with Φ-trees and
formalize the consistency criteria, we first introduce some additional notation.
Let Φ be a BTW SID and let t(l) = 〈m, (pred(z)⇐ (a 7→ b) ⋆ φ〉. (Note that, by
progress of the SID Φ, φ does not contain points-to assertions.) We define:
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heap(f) |=Φ φ′′
project(f) Definition 3.10Definition 3.6
heap(f) |=Φ
E
e. φ′
σe7→v[·]
(s, heap(f)) |=Φ
E
e. φ
s[·]
project(s, f) Definition 3.16
s−1 ◦ σv 7→e
unfolded symbolic heap
USHΦ (Definition 3.18)
is an
⊆SH∃ ⊆ SL
sid
∃∀
Figure 3.1: Every Φ-forest f induces a heap, heap(f). Moreover, we define projec-
tions from forests and from stack–forest pairs to formulas, project(f) and
project(s, f), that hold in heap(f) and (s, heap(f)), respectively. The two pro-
jections are related through variable instantiations, reflecting the semantics
of stack–heap pairs and of existential quantifiers (cf. Fig. 2.2). We define
unfolded symbolic heaps as all those formulas that are projections of stack–
forest pairs.
t(l) = 〈 m, pred(z) ⇐ (a 7→ b) ⋆ φ 〉
headt(l)succt(l) ptrt(l)
callst(l)rulet(l)
Moreover, we define the hole predicates of l as those predicate calls in callst(l) whose
root does not occur in succt(m); and the holes as the corresponding root locations:
• holepredst(l) :=
{
pred′(z′) ∈ callst(l) | ∀c ∈ succt(l). headt(c) 6= pred
′(z′)
}
• holest(l) :=
{
predroot(pred′(z′)) | pred′(z′) ∈ holepredst(l)
}
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We lift some of the definitions from individual locations l to entire trees t.
• allptrs(t) :=
⋃
c∈dom(t) ptrt(c)
• ptrlocs(t) :=
⋃
(c 7→d)∈allptrs(t) {c} ∪ d
• allholes(t) :=
⋃
l∈dom(t) holest(l)
• allholepreds(t) :=
⋃
c∈dom(t) holepredst(c)
Finally, we define the projection of t onto the directed graph, graph(t) ⊆ Loc × Loc,
induced by its first component,
graph(t) := {(x, y) | x ∈ dom(t), y ∈ succt(x)} .
We denote by height(t) the length of the longest path in graph(t).
Definition 3.1 (Φ-Tree). Let Φ be a BTW SID. A partial function
t : Loc ⇀ (Loc∗ ×RuleInst(Φ))
is a Φ-tree iff
1. graph(t) is a (directed) tree and
2. t is Φ-consistent, i.e., for all l ∈ dom(t), if succt(l) = 〈y1, . . . , yk〉, headt(l) =
pred(z), and callst(l) = pred1(z1) ⋆ · · · predm(zm) ∗Π, Π pure, then
• l = a,
• succt(l) ⊑ b, and
• {headt(y1), . . . , headt(yk)} ⊆ {pred1(z1), . . . , predm(zm)}.
Let t be a Φ-tree. As t is a directed tree, it has a root, which we denote by root(t). We
set rootpred(t) := headt(root(t)). We call a tree t with |dom(t)| = 1 a singleton tree.
Example 3.2 (Φ-Tree). Let
t(l) :=


〈b, even(l1, a)⇐ (l1 7→ b) ⋆ odd(b, a)〉 if l = l1
〈ε, odd(b, a)⇐ (b 7→ l2) ⋆ even(l2, a)〉 if l = b
⊥ otherwise.
Then t is a Φ-tree with dom(t) = {l1, b}, succt(l1) = b, headt(l1) = even(l1, a), callst(l1) =
(l1 7→ b) ⋆ odd(b, a), ptrt(l1) = l1 7→ b, allptrs(t) = {l1 7→ b, b 7→ l2}, ptrlocs(t) =
{l1, b, l2}, allholes(t) = {l2}, and allholepreds(t) = {even(l2, a)}.
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We combine zero or more Φ-trees into Φ-forests.
Definition 3.3 (Φ-Forest). Let Φ be a BTW SID. Let t1, . . . , tk be Φ-trees. The set
f = {t1, . . . , tk} is a Φ-forest iff dom(ti) ∩ dom(tj) = ∅ for i 6= j.
We assume that all definitions are lifted from Φ-trees to Φ-forests in the obvious
way. For example, for forest f = {t1, . . . , tk}, we define graph(f) :=
⋃
1≤i≤k graph(ti),
roots(f) := {root(ti) | 1 ≤ i ≤ k}; allholes(f) :=
⋃
1≤i≤k allholes(ti); and if l ∈ dom(ti)
then rulef(l) = ruleti(l).
Additionally, we define, for f = {t1, . . . , tk}, dom(f) :=
⋃
i dom(ti).
Definition 3.4. Let f = {t1, . . . , tk}. The interface of f is given by
interface(f) :=
⋃
1≤i≤k
({root(ti)} ∪ allholes(ti)).
Example 3.5 (Φ-Forest). Consider the following SID Φ.
ptr(x1, x2) ⇐ x1 7→ x2
p1(x1, x2, x3) ⇐ ∃y. (x1 7→ 〈y, x3〉) ⋆ ptr(y, x2) ⋆ p2(x3, x2, y)
p2(x1, x2, x3) ⇐ (x1 7→ x2) ⋆ ptr(x2, x3)
q1(x1, x2, x3) ⇐ ∃y. (x1 7→ 〈y, x3〉) ⋆ q2(y, x2)
q2(x1, x2) ⇐ (x1 7→ x2) ⋆ ptr(x2, x1)
Figure 3.2 displays the Φ-forest f = {t1, t2, t3}, where
• t1(l1) = 〈l4, p1(l1, l2, l3)⇐ (l1 7→ 〈l4, l3〉) ⋆ ptr(l4, l2) ⋆ p2(l3, l2, l4)〉.
• t1(l4) = 〈ε, ptr(l4, l2)⇐ l4 7→ l2〉
• t2(l2) = 〈ε, ptr(l2, l4)⇐ l2 7→ l4〉
• t3(l3) = 〈ε, p2(l3, l2, l4)⇐ (l3 7→ l2) ⋆ ptr(l2, l4)〉
• The trees ti, 1 ≤ i ≤ 3, are undefined on all other locations.
We have interface(f) = {l1, l2, l3}: The locations l1, l2, l3 all occur as the roots of a tree;
l2 and l3 additionally occur as holes (of t3 and t1, respectively).
Definition 3.6 (Induced Heap). Let f be a Φ-forest. The induced heap of f is given
by heap(f) :=
⋃
t∈f allptrs(t).
Definition 3.7. Let h ∈ H. The forests of h are forestsΦ(h) := {f | heap(f) = h} , i.e.,
the set of all Φ-forests whose induced heap is h.
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t1
t3
t2
〈l4, p1(l1, l2, l3)⇐ (l1 7→ 〈l4, l3〉) ⋆ ptr(l4, l2) ⋆ p2(l3, l2, l4)〉
〈ε, ptr(l4, l2)⇐ l4 7→ l2〉 〈ε, p2(l3, l2, l4)⇐ (l3 7→ l2) ⋆ ptr(l2, l4)〉
〈ε, ptr(l2, l4)⇐ l2 7→ l4〉
Figure 3.2: The Φ-forest defined in Example 3.5. The edge within t1 illustrates that
l4 ∈ succt1(l1). The holes of t1 and t3 are the roots of t3 and t2, respectively,
indicated by the dotted edges.
The notion of the Φ-tree generalizes the concept of “unfolding trees” [IRS13] that
capture the way rules are unfolded to show the model relationship. Consequently, every
model of a predicate call corresponds to (at least one) Φ-tree.
Lemma 3.8. Let Φ be an SID, pred ∈ Preds(Φ), let (s, h) be a model and let
z1, . . . , zk ∈ Var such that (s, h) |=Φ pred(z1, . . . , zk). Then there exists a Φ-tree t
with rootpred(t) = pred(s(z1), . . . , s(zk)), allholepreds(t) = ∅, and heap({t}) = h.
Proof. The statement directly follows by induction on the number of rules applied to
derive (s, h) |=Φ pred(z1, . . . , zk).
The main insight behind the projection of Φ-forests onto SL formulas is that ev-
ery Φ-tree t can be viewed as encoding a model of rootpred(t) from which models of
allholepreds(t) have been subtracted. This can be naturally encoded by a magic wand,
(⋆allholepreds(t))−⋆rootpred(t).
It is possible that some of the locations in rootpred(t) and allholepreds(t) to not occur in
any points-to assertion in the tree, i.e., are not contained in ptrlocs(t). Such locations
may be arbitrarily renamed to other locations that do not occur in the formula without
changing the semantics of the formula. Our projection function reflects this by using a
guarded universal to quantify over all locations that do not occur in pointers.
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Definition 3.9 (Tree projection). Let t be a Φ-tree and let v ⊆ Loc. The tree projec-
tion of t w.r.t. v, projectLoc(v, t), is given by
projectLoc(v, t) :=
A
a. σw 7→a[ψ]
where ψ := (⋆allholepreds(t))−⋆rootpred(t)
w := locs(ψ) \ (ptrlocs(t) ∪ v)
a :=
〈
a1, . . . , a|w|
〉
.
In Section 3.2, we will extend the projection function in such a way as to explicitly
replace some locations with variables—for example, locations in img(s) with stack
variables from dom(s). To make this possible, we need a way to ensure that some
locations are not replaced by universals even if they do not occur in a pointer in t.
That is the purpose of the set v in projectLoc(v, t).
We lift tree projections to forest projections in the obvious way.
Definition 3.10 (Forest projection). Let f = {t1, . . . , tk} be a Φ-forest. The forest
projection of f, projectLoc(v, f), is given by
projectLoc(v, f) :=⋆1≤i≤k project
Loc(v, ti).
The terms in tree and forest projections are a mix of locations and variables. Strictly
speaking, the forest projection is not unique, as it involves imposing an (arbitrary)
order on the trees {t1, . . . , tk}. Because of the commutativity and associativity of ⋆,
this order does not matter, however. Put differently, changing the order of the trees in
the projection yields a formula that is equivalent w.r.t. the rewriting equivalence ≡.
Example 3.11 (Forest projection).
t1 := {l1 7→ 〈ε, odd(l1, l4)⇐ (l1 7→ l2) ⋆ even(l2, l4)〉}
t2 := {l2 7→ 〈l3, even(l2, l4)⇐ (l2 7→ l3) ⋆ odd(l3, l4)〉 ,
l3 7→ 〈ε, odd(l3, l4)⇐ (l3 7→ l4)〉}
f := {t1, t2}.
Then projectLoc(∅, f) = (
A
a1. even(l2, a1)−⋆odd(l1, a1)) ⋆ (emp−⋆even(l2, l4)). Observe
that even though l4 ∈ ptrlocs(t2), because l4 /∈ ptrlocs(t1), it is replaced with the
universally-quantified variable a1 in the part of the formula corresponding to t1. Con-
versely, projectLoc({l4} , f) = (even(l2, l4)−⋆odd(l1, l4)) ⋆ (emp−⋆even(l2, l4)), i.e., we
can avoid the introduction of the universal by adding l4 to the first parameter projec-
tion function.
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Disjoint union of forests. The union of two Φ-forests corresponds to ordinary set
union, provided no location is in the domain of both forests; otherwise, it is undefined.
Definition 3.12 (Union of Φ-forests). Let f1, f2 be forests. The union of f1, f2 is given
by
f1 ⊎ f2 :=
{
f1 ∪ f2 if dom(f1) ∩ dom(f2) = ∅,
⊥, otherwise.
Lemma 3.13. Let f = f1 ⊎ f2. Then (1) heap(f) = heap(f1) + heap(f2) and (2)
project(f1) ⋆ project(f2) ≡ project(f).
Proof. 1. heap(f) =
⋃
t∈f allptrs(t) = (
⋃
t∈f1
allptrs(t))∪ (
⋃
t∈f2
allptrs(t)) = heap(f1)+
heap(f2). (Where we have + rather than ∪ because f1 ⊎ f2 is defined.)
2. Follows from (comm) and (assoc) (combining sub-proofs as necessary via (mono)
and (trans)).
3.1.1 Formalizing the Relationship Between Induced Heaps and Forest
Projections
Forest projection is sound in the sense that the induced heap of a forest satisfies the
projection of the forest.
Lemma 3.14. Let f = {t} be a Φ-forest and let v ⊆ Loc. Then heap(f) |=Φ project
Loc(v, f).
Proof. We proceed by mathematical induction on height(t). Let
r := root(t),
〈s1, . . . , sm〉 := succt(r),
rulet(r) =: pred(z)⇐ (a 7→ b) ⋆ pred1(z1) ⋆ · · · ⋆ predk(zk),{
pred1,1(z1,1), . . . , pred1,m(z1,m)
}
:= {pred1(z1), . . . , predk(zk)} \ holepredst(r),{
pred2,1(z2,1), . . . , pred2,n(z2,n)
}
:= holepredst(r).
Moreover, let ti be the sub-tree of t rooted in si. By the semantics of −⋆, we have
{a 7→ b} |=Φ (pred1(z1) ⋆ · · · ⋆ predk(zk))−⋆pred(z)
By the induction hypotheses for t1, . . . , tm, we additionally have that
heap({ti}) |=Φ project(ti) =
A
ai. σvi 7→ai
[
(⋆allholepreds(ti))−⋆pred1,i(z1,i)
]
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for appropriate choices of vi and ai.
By definition, heap(f) = {a 7→ b}
⋃
heap({ti}). By the semantics of ⋆, we therefore
obtain
heap(f) |=Φ((pred1(z1) ⋆ · · · ⋆ predk(zk))−⋆pred(z))
⋆⋆1≤i≤m
A
ai. σvi 7→ai
[
(⋆allholepreds(ti))−⋆pred1,i(z1,i)
]
.
We claim that projectLoc(v, f) is implied by this formula and thus heap(f) |=Φ projectLoc(v, f).
To this end, we first instantiate the variables ai with vi, reversing the introduction
of the guarded universals. Since the vi are pairwise different and do not occur in
the sub-heaps of heap(f) that satisfy σvi 7→ai
[
(⋆allholepreds(ti))−⋆pred1,i(z1,i)
]
, we are
guaranteed by the semantics of guarded universals that heap(f) satisfies the resulting
formula, i.e.,
heap(f) |=Φ((pred1(z1) ⋆ · · · ⋆ predk(zk))−⋆pred(z))
⋆⋆1≤i≤m(⋆allholepreds(ti))−⋆pred1,i(z1,i).
Let v′ be all those locations that occur in this formula but not in heap(f) and a′ :=〈
a1, . . . , a|v′|
〉
. By Lemma 2.3,
heap(f) |=Φ
A
a′. σv′ 7→a′ [((pred1(z1) ⋆ · · · ⋆ predk(zk))−⋆pred(z))
⋆⋆1≤i≤m(⋆allholepreds(ti)−⋆pred1,i(z1,i))]. (†)
Note that for every 1 ≤ i ≤ m there exists a 1 ≤ j ≤ k with pred1,i(z1,i) = predj(zj).
We employ the following tautology:
((pred2(x2) ⋆ ψ)−⋆pred1(x1)) ⋆ (ψ
′−⋆pred2(x2)) =⇒ (ψ ⋆ ψ
′)−⋆pred1(x1) (‡)
We apply (‡) to (†)m times, setting pred1(x1) := pred(z) = rootpred(t) and pred2(x2) :=
pred1,i(z1,i) = rootpred(ti). This yields that
heap(f) |=Φ
A
a′. σv′ 7→a′
[
(⋆1≤i≤m(⋆allholepreds(ti) ⋆⋆1≤j≤npred2,j(z2,j)))−⋆pred(z)
]
=
A
a′. σv′ 7→a′ [(⋆1≤i≤m(⋆allholepreds(ti) ⋆⋆holepredst(r)))−⋆pred(z)]
=
A
a′. σv′ 7→a′ [(⋆allholepreds(t))−⋆rootpred(t)]
=projectLoc(v, t).
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Info
Lemma 3.14 only holds because tree projection (Definition 3.9) introduces guarded
universals rather than “normal,” unguarded universals. For example, assume that
Φ = {pred(x1, x2, x3)⇐ (x1 7→ nil) ⋆ x1 6≈ x2 ⋆ x2 6≈ x3}
t = {v1 7→ 〈ε, pred(v1, v2, v3)⇐ v1 7→ nil ⋆ v1 6≈ v2〉 ⋆ v2 6≈ v3} .
In this case, heap(f) |=Φ
A
〈a1, a2〉 . emp−⋆pred(v1, a1, a2) = project
Loc(∅, f), but
heap(f) 6|=Φ emp−⋆pred(v1, v1, v1)
heap(f) 6|=Φ emp−⋆pred(v1, v2, v2),
so in particular heap(f) 6|=Φ
A
〈a1, a2〉 . emp−⋆pred(v1, a1, a2).a
aAdapted from an example by Nicolas Peltier.
We generalize Lemma 3.14 from trees to forests in the obvious way.
Lemma 3.15. Let f be a Φ-forest and v ⊆ Loc. Then heap(f) |=Φ project
Loc(v, f).
Proof. Let f = {t1, . . . , tk}. For 1 ≤ i ≤ k, let fi := {ti}. Note that f = f1 ⊎ · · · ⊎ fk. For
each i, we have by Lemma 3.14 that heap(fi) |=Φ projectLoc(v, fi). By Lemma 3.13(1),
heap(f) = heap(f1)+· · ·+heap(fk). It thus follows by the semantics of ⋆ that heap(f) |=Φ
projectLoc(v, f1) ⋆ · · · ⋆ project
Loc(v, fk). By Lemma 3.13(2), project
Loc(v, f1) ⋆ · · · ⋆
projectLoc(v, fk) =⇒ project
Loc(v, f). Consequently, heap(f) |=Φ projectLoc(v, f).
3.2 Stack–Forest Pairs and Their Projection
Our goal is to abstract a model (s, h) by a set of formulas corresponding to all forests
of h. Forest projections as defined in the previous section contain location terms. This
makes them unsuitable for defining an abstraction. For example, we would expect
isomorphic models to have the same abstraction, but they do not have the same forest
projections.
Consequently, we must get rid of the location terms in the projections. We do this
based on the stack s. Specifically, the projection of stack–forest pairs is given by re-
placing every location l in the forest projection by a variable: A stack variable, if l is
in the image of the stack and an existentially-quantified variable otherwise.
In the following, we assume for all stacks that dom(s)∩({a1, a2, . . .}∪{e1, e2, . . .}) =
∅. We also need the stack inverse, s−1, defined in Definition 2.5 on page 10.
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Definition 3.16 (Stack–forest projection). Let f = {t1, . . . , tk} be a Φ-forest and let
s be a stack. Let w := locs(heap(f)) \ img(s) be the (arbitrarily ordered) sequence of
locations that occur in a pointer in heap(f) but are not the value of any stack variable,
and let e :=
〈
e1, e2, . . . , e|w|
〉
. The stack–forest projection of s and f, project(s, f), is
given by
E
e. (s−1 ◦ σw 7→e)
[
projectLoc(img(s) ∪w, f)
]
.
Note that by construction, s−1 ◦ σw 7→e is injective.
Intuitively, stack–forest projection replaces all location terms that correspond to
stack variables with stack variables; and all other location terms with existentially-
quantified variables. Consequently, the resulting formula no longer contains any loca-
tion terms. By passing img(s)∪w to the call projectLoc(img(s)∪w, f), we ensure that
uses of these locations are not replaced by universals. In other words, it is guaranteed
that all occurrences of locations img(s) ∪ w are replaced by a (unique) variable in
dom(s) ∪ e.
The use of guarded existentials (as opposed to ∃) will allow us to instantiate guarded
that are outside the scope of the existential with the existential; this will become crucial
when composing projections later in this chapter (cf. Definition 3.30).
Example 3.17 (Stack–forest projection). 1. Let t be the Φ-tree from Example 3.2.
Let f = {t} and s = {x1 7→ l1, x2 7→ l2}. Then
heap(f) = {l1 7→ l2} and
projectLoc({l1, l2} , f) =
A
a1. odd(l2, a1)−⋆even(l1, a1).
As all locations in this formula are in the image of the stack, we have project(s, f) =
s−1
[
projectLoc({l1, l2} , f)
]
=
A
a1. odd(x2, a1)−⋆even(x1, a1). Observe that
(s, heap(f)) |=Φ project(s, f).
2. Let s = {x1 7→ l1, x2 7→ l2, x3 7→ l3} and let f be the Φ-forest from Example 3.5.
Then
heap(f) = {l1 7→ 〈l4, l3〉 , l2 7→ l4, l3 7→ l2, l4 7→ l2} ,
img(s) ∪ (locs(heap(f)) \ img(s)) = {l1, l2, l3, l4}, and
projectLoc({l1, l2, l3, l4} , f) =(p2(l3, l2, l4)−⋆p1(l1, l2, l3))
⋆ (emp−⋆ptr(l2, l4))
⋆ (ptr(l2, l4)−⋆p2(l3, l2, l4)).
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l1 : x1
l4 l2 : x2
l3 : x3
1
2
(a) (s, heap(f))
l1 : x1
l4 l2 : x2
l3 : x3
1
2
(b) (s, heap(f1))
l2 : x2
l3 : x3
(c) (s, heap(f2))
Figure 3.3: The models obtained via the projection of the Φ-forest f defined in Exam-
ples 3.5 and 3.17 and the forests f1 and f2 as defined in Example 3.65.
In Fig. 3.3a, we display the model (s, heap(f)). We have
project(s, f) =
E
e1. s
−1 ◦ σl4 7→e1
[
projectLoc({l1, l2, l3, l4} , f)
]
,
i.e.,
project(s, f) =
E
e1.(p2(x3, x2, e1)−⋆p1(x1, x2, x3))
⋆ (emp−⋆ptr(x2, e1))
⋆ (ptr(x2, e1)−⋆p2(x3, x2, e1)).
Observe that (s, heap(f)) |=Φ project(s, f). Note also that the entailment
project(s, f) |=Φ p1(x1, x2, x3)
is valid—in fact, (s, heap(f)) is the unique model (up to isomorphism) of the
predicate p1(x1, x2, x3).
We collect all formulas that are stack–forest projections in the set of unfolded sym-
bolic heaps, reflecting that all such formulas can be obtained by “partially unfolding”
symbolic heaps (and adding appropriate quantifiers).
Definition 3.18 (Unfolded symbolic heap). Let Φ be an SID and let φ ∈ SLsid∃∀. φ is
an unfolded symbolic heap (USH) for Φ if there exist a stack s and a Φ-forest f with
φ = project(s, f). We collect all USHs for Φ in USHΦ.
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Info
Note that USHs are a generalization of the inductive wands proposed in [TNK19]:
Inductive wands also correspond to partial unfolding of predicates, but Tatsuta et
al. only consider quantifier-free formulas with inductive wands, whereas we allow
a (guarded) exists–forall prefix.
In Example 3.17, we observed that (s, heap(f)) |=Φ project(s, f). Our next goal is to
prove this observation for all stacks and forests.
Lemma 3.19. Let f be a Φ-forest and let s be a stack. Then (s, heap(f)) |=Φ project(s, f).
Proof. In the following, let v := locs(heap(f)) \ img(s) and e :=
〈
e1, e2, . . . , e|v|
〉
. By
Lemma 3.15, heap(f) |=Φ projectLoc(w, f) for all w ⊆ Loc; in particular, this hold for
w = img(s) ∪ v, which implies the claim:
heap(f) |=Φ project
Loc(img(s) ∪ v, f)
=⇒ heap(f) |=Φ (σe7→v ◦ σv 7→e)
[
projectLoc(img(s) ∪ v, f)
]
(σv 7→e is injective, so σe7→v ◦ σv 7→e) is the identity
=⇒ heap(f) |=Φ σe7→v
[
σv 7→e
[
projectLoc(img(s) ∪ v, f)
]]
=⇒ heap(f) |=Φ
E
e. σv 7→e
[
projectLoc(img(s) ∪ v, f)
]
(semantics of
E
and dom(σe7→v) = e)
=⇒ heap(f) |=Φ
E
e. (s ◦ s−1 ◦ σv 7→e)
[
projectLoc(img(s) ∪ v, f)
]
(s ◦ s−1 is identity)
=⇒ heap(f) |=Φ
E
e. s
[
(s−1 ◦ σv 7→e)
[
projectLoc(img(s) ∪ v, f)
]]
=⇒ heap(f) |=Φ s
[
E
e. (s−1 ◦ σv 7→e)
[
projectLoc(img(s) ∪ v, f)
]]
(dom(s) ∩ e = ∅)
=⇒ (s, heap(f)) |=Φ
E
e. (s−1 ◦ σv 7→e)
[
projectLoc(img(s) ∪ v, f)
]
(stack–heap semantics)
=⇒ (s, heap(f)) |=Φ project(s, f) (Definition 3.16)
Above we exploit that even if s is not injective, s ◦ s−1 is the identity function—unlike
s−1 ◦ s, which is only the identity if s is injective.
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3.3 Composing Forests
Say we are given positive models (s, h1) and (s, h2) as well as the unfolded symbolic
heaps that hold in these models, i.e., the sets {project(s, f) | f ∈ forestsΦ(s, hi)}. Is it
possible to compute from these sets the set of unfolded symbolic heaps that hold in
(s, h1 + h2), i.e., can we find a composition operation • such that
{project(s, f) | f ∈ forestsΦ(s, h1 + h2)}
= {project(s, f) | f ∈ forestsΦ(s, h1)} • {project(s, f) | f ∈ forestsΦ(s, h2)}?
This question will concern us for much of the remainder of this chapter. In this
section, we develop a composition operation on individual pairs of forests with the
property; in Section 3.4, we will adapt this operation to pairs of forest projections;
and in Section 3.5, we will see that these operations on pairs of forests and pairs
of formulas can be lifted to allow us to compute on certain sets of forests and their
projections (called delimited), arriving at an operation that closely resembles the •
operation proposed above.
We define a way to split the trees of a forest into sub-trees at a fixed set of locations.
Definition 3.20. Let f, f¯ be forests and l ⊆ Loc. f¯ is an l-split of f if (1) dom(f) =
dom(¯f), (2) rulef(l) = rule¯f(l) for all l, and (3) graph(¯f) = graph(f)\{(s, t) | s ∈ Loc, t ∈ l}.
Lemma 3.21. Every Φ-forest f has a unique l-split.
Proof. We consider the graph
G := graph(f) \ {(s, t)|s ∈ Loc, t ∈ l} .
We now consider the connected components C1, . . . , Ck of G. Because graph(f) is a forest
and G ⊆ graph(f), G is a forest, i.e., all the connected components Ci of G are trees.
Hence, the connected components induce a Φ-forest f¯: Let locs(Ci) be all locations
that occur in Ci and let succCi(s), s ∈ Loc, be the maximal set of locations such that
{s} × succCi(s) ⊆ Ci. Then
ti := {s 7→ 〈succCi(s), rulef(s)〉 | s ∈ locs(Ci)}
f¯ := {t1, . . . , tn}
By construction, the forest f¯ is an l-split of f. Moreover, because every l-split must have
the same domain and same rule instances as f and because every connected component
necessarily gives rise to a single Φ-tree, the l-split is unique.
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From now on, we denote by split(f, l) the unique l-split of f.
The interface of a split forest is the interface of the original forest extended with the
locations at which we split, provided those locations actually occur in the forest.
Lemma 3.22. Let f be a forest and l ⊆ Loc. Then interface(split(f, l)) = interface(f)∪
(l ∩ dom(f)).
Proof. In the following, let locs(graph(f)) denote all those locations that occur in the
relation graph(f).
roots(split(f, l)) = roots(f) ∪ {t ∈ l | ∃s. (s, t) ∈ graph(f)}
= roots(f) ∪ {t ∈ l ∩ dom(f) | ∃s. (s, t) ∈ graph(f)}
(locs(graph(f))) ⊆ dom(f)
= {t ∈ dom(f) | ∀s. (s, t) /∈ graph(f)}
∪ {t ∈ l ∩ dom(f) | ∃s. (s, t) ∈ graph(f)}
= {t ∈ dom(f) | ∀s. (s, t) /∈ graph(f)}
∪ {t ∈ l ∩ dom(f) | ∀s. (s, t) /∈ graph(f)}
∪ {t ∈ l ∩ dom(f) | ∃s. (s, t) ∈ graph(f)}
= roots(f) ∪ {t ∈ l ∩ dom(f) | ∀s. (s, t) /∈ graph(f)}
∪ {t ∈ l ∩ dom(f) | ∃s. (s, t) ∈ graph(f)}
= roots(f) ∪ {t ∈ l ∩ dom(f)}
Similarly,
allholes(split(f, l)) =allholes(f) ∪ {t ∈ l | ∃s. (s, t) ∈ graph(f)}
=allholes(f) ∪ {t ∈ l ∩ dom(f)} .
By definition of interfaces, we thus obtain
interface(split(f, l)) =roots(split(f, l)) ∪ allholes(split(f, l))
=roots(f) ∪ {t ∈ l ∩ dom(f)} ∪ allholes(f) ∪ {t ∈ l ∩ dom(f)}
=interface(f) ∪ {t ∈ l ∩ dom(f)} .
Definition 3.23 (Forest derivation). Let f1, f2 be forests. f2 is one-step derivable from
f1, denoted f1 ◮ f2 iff there exists a location l ∈ dom(f) with f1 = split(f2, {l}).
31
3 The Type Abstraction
We denote by ◮∗ the reflexive–transitive closure of ◮ and say that f2 is derivable
from f1 if f1 ◮∗ f2. Intuitively, f1 ◮∗ f2 if splitting the trees in f2 at zero or more
locations yields f1; or, equivalently, if “merging” zero or more trees of f1 yields f2.
Lemma 3.24. f1 ◮
∗ f2 iff there exists a set of locations l with f1 = split(f2, l).
Proof. This follows from the observation that
split(f, {l1, . . . , lk}) = split(. . . split(split(f, {l1}), {l2}), . . . , {lk}).
Example 3.25. Let f be the forest from Example 3.11. Let f¯ := {¯t} for
t¯ := {l1 7→ 〈l2, odd(l1, l4)⇐ (l1 7→ l2) ⋆ even(l2, l4)〉 ,
l2 7→ 〈l3, even(l2, l4)⇐ (l2 7→ l3) ⋆ odd(l3, l4)〉 ,
l3 7→ 〈ε, odd(l3, l4)⇐ (l3 7→ l4)〉 .}
Then f ◮ f¯.
Forests that are in the ◮∗ relation have the same induced model.
Lemma 3.26. Let f be a Φ-forest and f¯ ◮∗ f. Then heap(¯f) = heap(f).
Proof. Since f¯ ◮∗ f, there exists by Lemma 3.24 a set of locations l with f¯ = split(f, l).
By definition of l-splits, we have (1) dom(¯f) = dom(f) and (2) for every location l ∈
dom(¯f) that rule¯f(l) = rulef(l). Consequently, ptrs(¯f) = ptrs(f), which yields heap(¯f) =
heap(f).
The derivation relation ◮∗ induces the composition operation on pairs of forests that
we motivated at the beginning of this section.
Definition 3.27 (Forest composition). Let f1, f2 be Φ-forests with f1 ⊎ f2 6= ⊥. The
composition of f1 and f2 is given by f1 •F f2 := {f | f1 ⊎ f2 ◮∗ f}.
3.4 Composing Projections
In this section we adapt the composition operation f1•Ff2 to projections project(s, f1)•P
project(s, f2). We would like for •P to satisfy the following identity.
project(s, f1) •P project(s, f2)
?
= {project(s, f) | f ∈ f1 •F f2} . (†)
In other words, we are looking for an operation •P such that project(s, ·) is a homo-
morphism from the set of Φ-forests and •F to the set of unfolded symbolic heaps and
•P. This is not quite possible; instead, we must consider the closure of f1 and f2 under
α-equivalent forests prior to applying ◮∗.
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Definition 3.28 (α-equivalence). Two Φ-trees t1, t2 are α-equivalent, denoted t1 ≡α t2,
iff there exists a function σ : Loc \ locs(heap({t1}))→ Loc such that
t2 =
{
l 7→
〈
succt1(l), σ[headt1(l)]⇐ σ
[
ptrt1(l)
]
⋆ σ[callst1(l)]
〉
| l ∈ dom(t1)
}
.
Two Φ-forests f1 = {t1, . . . , tk} , f2 = {¯t1, . . . t¯k} are α-equivalent, also denoted f1 ≡α f2,
iff ti ≡α t¯i for all 1 ≤ i ≤ k.
Intuitively, f1 ≡α f2 if it possible to rename the location terms in f1 that do not occur
in any points-to assertions in such a way that we obtain f2. Consequently, α-equivalent
forests induce the same heap.
Lemma 3.29. If f1 ≡α f2 then heap(f1) = heap(f2).
Proof. The forest f2 differs from f1 only in locations that are not in heap(f1).
Our goal for this section is to prove the following variant of (†).
project(s, f1) •P project(s, f2)
=
{
project(s, f) | there exist f¯1, f¯2 s.t. f1 ≡α f¯1, f2 ≡α f¯2 and f ∈ f¯1 •F f¯2
}
. (‡)
To define •P, we need two ingredients: (1) a variant of ⋆ that captures all sound ways
to move the existential quantifiers to the front of the formula project(s, f1)⋆project(s, f2)
and (2) a derivation operation on projections, ⊲, that “mimics” forest derivations.
The following notion of re-scoping provides the first ingredient. Besides pushing the
existentials out, re-scoping allows instantiating universals in project(s, f1) with existen-
tials from project(s, f2) and vice-versa.
Definition 3.30 (Re-scoping). Let φi =
E
ei. ((
A
ai,1. ψi,1) ⋆ · · · ⋆ (
A
ai,1. ψi,ni)) for
1 ≤ i ≤ 3. We say that φ3 re-scopes φ1 ⋆ φ2, denoted φ3 ∈ (φ1⋆¯φ2), iff
1. e3 = e1 · e2,
2. n3 = n1 + n2,
3. for every 1 ≤ j ≤ n1, there exists an injective function σ : a1,j → a1,j ∪ e2 such
that a3,j = a1,j ∩ img(σ) and ψ3,j = σ[ψ1,j ], and
4. for every 1 ≤ j ≤ n2, there exists an injective function σ : a2,j → a2,j ∪ e1 such
that a3,j+n1 = a2,j ∩ img(σ) and ψ3,j+n1 = σ[ψ2,j ].
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Example 3.31 (Re-scoping). Let
φ1 =
E
e1. (p2(x3, x2, e1)−⋆p1(x1, x2, x3)) ⋆ (emp−⋆ptr(x2, e1)),
φ2 =
A
a1. ptr(x2, a1)−⋆p2(x3, x2, a1),
φ3 =
E
e1. (p2(x3, x2, e1)−⋆p1(x1, x2, x3)) ⋆ (emp−⋆ptr(x2, e1))
⋆ (
A
a1. ptr(x2, a1)−⋆p2(x3, x2, a1))
φ4 =
E
e1. (p2(x3, x2, e1)−⋆p1(x1, x2, x3)) ⋆ (emp−⋆ptr(x2, e1))
⋆ (ptr(x2, e1)−⋆p2(x3, x2, e1))
Then both φ3 ∈ (φ1⋆¯φ2) and φ4 ∈ (φ1⋆¯φ2); and no other formula is a re-scoping of φ1
and φ2.
Re-scoping is sound for projections that correspond to positive models.
Lemma 3.32. Let s be a stack, let φ1, φ2 be USHs and let f1, f2 be Φ-forests such that
for 1 ≤ i ≤ 2, (s, heap(fi)) ∈M
+
Φ and φi = project(s, fi). Finally, assume φ3 ∈ (φ1⋆¯φ2).
Then φ1 ⋆ φ2 |=Φ φ3.
Proof. By Lemma 2.4, it is sound to move the existential quantifiers to the front.
It remains to be shown that instantiation of guarded universals with guarded exis-
tentials in Definition 3.30 is sound.
Specifically, re-scoping instantiates the universals in φ1 only with existentials from
φ2 and vice-versa. We show the soundness of the former; the argument for the latter
is completely analogous.
Let (s, h) |=Φ (
E
e1. ψ1)⋆(
E
e2. ψ2). Then there exist models h1, h2 such that (s, hi) |=Φ
E
ei. ψi and h = h1 + h2. Let e ∈ e2. By the the semantics of
E
, there then exists a
location l ∈ dom(h2) such that (s, h2) |=Φ σe 7→l[ψ2]. Further, since φ2 is a stack–forest
projection, we know that l ∈ dom(h2) \ img(s)—otherwise, the variable e would not
have been introduced.
Because h1 + h2 6= ⊥, it follows that l /∈ dom(h1). Because (s, h1) ∈ M
+
Φ and
l /∈ img(s), we have by Lemma 2.15 that l /∈ dangling(h1). Consequently, l /∈ locs(h1).
It is thus sound w.r.t. the semantics of guarded universals to instantiate a universal
quantifier a by e in ψ1.
All formulas returned by re-scoping fall into the USH fragment. We now turn to the
second ingredient required to define the operation •P with property (‡), a relation ⊲
that can be applied to such re-scoped USHs to mimic the operation ◮. To this end, we
need one more auxiliary definition.
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Definition 3.33. For 1 ≤ j ≤ 3, let φj =
A
aj. (⋆1≤k≤njψj,k)−⋆predj(xj) and let
e ⊆ Var. Then φ1 and φ2 are mergeable into φ3 iff there exist injective functions
σ1 : a1 → a3, σ2 : a2 → a3 and an index 1 ≤ k 6= n1 such that
1. a3 = img(σ1) ∪ img(σ2),
2. σ1[pred1(x1)] = pred3(x3),
3. σ1[ψ1,k] = σ2[pred2(x2)], and
4. {ψ3,1, . . . , ψ3,n3} = {σ2[ψ2,1] , . . . , σ2[ψ2,n2 ]}∪{σ1[ψ1,1] , . . . , σ1[ψ1,n1 ]}\{σ1[ψ1,k]}.
Example 3.34. • The formulas ls(x2, x3)−⋆ls(x1, x3) and emp−⋆ls(x2, x3) are merge-
able into emp−⋆ls(x1, x3) with σ = ∅.
• The formulas
A
a. ls(x2, a)−⋆ls(x1, a) and
A
b. ls(x3, b)−⋆ls(x2, b) are mergeable into
A
b. ls(x3, b)−⋆ls(x1, b) with σ = {a 7→ b}.
The derivation relation ⊲ is then defined in terms of merging mergeable subformulas.
Definition 3.35. Let φi =
E
ei.⋆1≤j≤niψi,j︸ ︷︷ ︸
φ′i
. Then φ2 is derivable from φ1, written
φ1 ⊲ φ2, iff e2 = e1 ∩ fvars(φ
′
2) and there exist indices m1,m2,m3 such that
1. ψ1,m1 and ψ1,m2 are mergeable into ψ2,m3 , and
2. φ′2 ≡⋆(({ψ1, . . . , ψn1} \ {ψ1,m2 , ψ1,m2}) ∪ {ψ2,m3}).
We define ⊲∗ as the reflexive-transitive closure of ⊲.
Clearly, ⊲ and thus ⊲∗ are sound.
Lemma 3.36 (Soundness). Let φ1, φ2 ∈ USHΦ with φ1 ⊲ φ2. Then φ1 |=Φ φ2.
Proof. We need to show that it is always sound to merge mergeable formulas in φ1.
Because it is the case that
((pred2(x2) ⋆ ψ)−⋆pred1(x1)) ⋆ (ψ
′−⋆pred2(x2)) =⇒ (ψ ⋆ ψ
′)−⋆pred1(x1)
(see also the proof of Lemma 3.14), it suffices to show that it is sound to apply σ1
and σ2 to rename guarded universals to obtain matching predicate calls. Since we only
rename guarded universals to other guarded universals, this follows immediately from
the injectivity of σ1 and σ2: Injectivity ensures that we do not “merge” distinct quanti-
fiers by renaming them to the same variable in a3. This is necessary, because distinct
universals have to be interpreted by distinct locations according to the semantics of
guarded universals.
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We are finally ready to define a composition operation •P that satisfies (‡).
Definition 3.37 (Projection composition).
φ1 •P φ2 :=
{
φ | there exists φ′ ∈ (φ1⋆¯φ2) s.t. φ
′
⊲
∗ φ
}
In the remainder of this section, we show that •P indeed satisfies the identity (‡).
From composition of forests to composition of projections. Every ◮∗ derivation on
forests induces a ⊲∗ derivation on forest projections. We first show this for single-step
derivations ◮ and ⊲.
Lemma 3.38. Let f1, f2 be Φ-forests with (s, heap(f1)), (s, heap(f2)) ∈M
+
Φ. If f1⊎f2 ◮ f
then project(s, f) ∈ project(s, f1) •P project(s, f2).
Proof. Let f′ := f1 ⊎ f2. Since f′ ◮ f, there exists a location l ∈ dom(f) with f′ =
split(f, {l}). In particular, there then exist trees t1, t2 ∈ f′ and t ∈ f such that
1. dom(t1) ∪ dom(t2) = dom(t),
2. rule{t1,t2}(l
′) = rule{t}(l
′) for all l′
3. l = root(t1), l ∈ allholes(t2) and (allholes(t1) ∪ allholes(t2)) \ {l} = allholes(t).
This implies that the projections of t1 and t2 are mergeable into the the projection of
t. Let us examine this claim in more detail. Let
project(s, fi) =:
E
ei. (s
−1◦σwi 7→ei)
[
(
A
ai,1. σvi,1 7→ai,1[ψi,1]) ⋆ · · · ⋆ (
A
ai,ni . σvi,1 7→ai,1[ψi,ni ])
]
for 1 ≤ i ≤ 2. We construct a formula ψ ∈ (project(s, f1)⋆¯project(s, f2)) as follows:
1. We push e1 and e2 out.
2. For all 1 ≤ j ≤ n1 and every location v ∈ v1,j, if v ∈ w2 then we instantiate
σv1,j 7→a1,j(v) with σw2 7→e2(v) in ψ1,j .
3. For all 1 ≤ j ≤ n2 and every location v ∈ v2,j, if v ∈ w1 then we instantiate
σv2,j 7→a2,j(v) with σw1 7→e1(v) in ψ2,j .
Observe that in the resulting formula ψ, it holds for every location v ∈ locs(heap(f1⊎f2))
that this location corresponds to a fixed variable in ψ, namely one of the variables in
dom(s)∪e1 ∪e2. In particular, this means that the thus-renamed projections of t1 and
t2 are mergeable. Consequently, ψ ⊲ project(s, f).
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A straightforward inductive argument allows us to lift Lemma 3.38 from ◮ to ◮∗
and thus to •F.
Corollary 3.39. Let f1, f2 be Φ-forests with (s, heap(f1)), (s, heap(f2)) ∈ M
+
Φ. If f ∈
f1 •F f2 then project(s, f) ∈ project(s, f1) •P project(s, f2).
From composition of projections to composition of forests. Up to α-equivalence
of the forests f1, f2, every element in project(s, f1) •P project(s, f2) corresponds to an
element in the forest composition f1 •F f2.
Lemma 3.40. Let f1 be a Φ-forest with heap(f1) ∈ M
+
Φ and let φ be a USH with
project(s, f1) ⊲ φ. Then there exist forests f
′
1, f2 with f1 ≡α f
′
1, f
′
1 ◮ f2 and project(s, f2) =
φ.
Proof. At a high level, merging two subformulas in ⊲ corresponds exactly to merging
two trees in f1, which then yields the desired forest f2. It might, however, be necessary
to rename some locations that occur in predicate calls in f1 that end up universally
quantified so as to obtain trees to which we can apply ◮; hence the need to apply ◮
to an α-equivalent forest f′1, not directly to f1.
Let us examine this issue in more detail. Let project(s, f1) =:
E
e1. ψ1,1 ⋆ · · · ⋆ ψ1,n1
and φ =:
E
e2. ψ2,1⋆· · ·⋆ψ2,n2 . Because project(s, f1) ⊲ φ, there exist indices m1,m2,m3
such that
1. e2 = e1 ∩ fvars(φ′2),
2. ψ1,m1 and ψ1,m2 are mergeable into ψ2,m3 , and
3. ψ2,1 ⋆ · · · ⋆ ψ2,n2 ≡⋆(({ψ1, . . . , ψn1} \ {ψ1,m2 , ψ1,m2}) ∪ {ψ2,m3}).
Let t1, t2 ∈ f1 and σv 7→e1 be such that ψ1,mi = σv 7→e1
[
projectLoc(img(s), ti)
]
, 1 ≤
i ≤ 2. There then exist variable sequences a1,a2 and location sequences v1,v2 such
that
ψ1,mi =
A
ai. σv·vi 7→e1·ai [(⋆allholepreds(ti))−⋆rootpred(ti)]
We assume w.l.o.g. that in the derivation step project(s, f1) ⊲ φ, the predicate call
rootpred(t1) is merged with a call pred(l) ∈ allholepreds(t2). (If this is not the case,
simply swap t1 and t2.)
Because ψ1,m1 and ψ1,m2 are mergeable, there then exist injective functions σi : ai →
a3, 1 ≤ i ≤ 2, such that
σ1 ◦ σv·v1 7→e1·a1[rootpred(t1)] = σ2 ◦ σv·v2 7→e1·a2[pred(l)] .
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In general, there is, however, no guarantee that pred(l) = rootpred(t1): The calls only
need to match after applying σ1 ◦ σv·v1 7→e1·a1 and σ2 ◦ σv·v2 7→e1·a2, respectively.
To ensure that the predicate calls in the trees match exactly, which is required to
apply ◮, we therefore rename the locations in v1 and v2 to fresh locations v′1 and
v′2 in such a way that for all w1 ∈ v1 and w2 ∈ v2, if (σ1 ◦ σv·v1 7→e1·a1)(w1) =
(σ2 ◦ σv·v2 7→e1·a2)(w2) then also σv1 7→v1′(w1) = σv2 7→v2′(w2).
We then rename the locations in t1 using σv1 7→v1′ and the locations in t2 using
σv2 7→v2′ , obtaining t
′
1 and t
′
2. We define f
′
1 := (f1 \ {t1, t2}) ∪ {t
′
1, t
′
2}. Observe that
f1 ≡α f
′
1.
Now that the root call and hole call in the renamed trees match exactly, i.e., now that
there exists a call pred(l′) ∈ allholepreds(t′2) with pred(l
′) = rootpred(t′1), we can apply
◮ to the forest with the renamed trees. We call the result f2. It is easy to verify that the
projection of the merged trees is exactly ψ2,m3 . Consequently, project(s, f2) ≡ φ.
Lemma 3.41. If project(s, f1) ⊲
∗ φ then there exist forests f′1, f2 with (1) f1 ≡α f
′
1, (2)
f′1 ◮
∗ f2, and (3) project(s, f2) ≡ φ.
Proof. By induction on the number n of steps of the derivation project(s, f1) ⊲∗ φ. If
n = 0, set f′1 = f2 = f1.
If n > 0, let ψ be such that project(s, f1) ⊲∗ ψ ⊲ φ. By the induction hypothesis,
there exist forests f′′1, f3 with f1 ≡α f
′′
1, f
′′
1 ◮
∗ f3 and project(s, f3) = ψ. By Lemma 3.40,
there exist forests f′3, f2 with f3 ≡α f
′
3, f
′
3 ◮ f2 and project(s, f2) = φ.
Let σ3 be the function that witnesses f3 ≡α f′3. Apply this function to f
′′
1 to obtain
a forest f′1 with f
′′
1 ≡α f
′
1. Observe that because f
′′
1 ◮
∗ f3, it holds that f′1 ◮
∗ f′3.
Combining this derivation with f′3 ◮ f2, we obtain f
′
1 ◮
∗ f2. As we have already shown
that project(s, f2) = φ, this proves the claim.
Lemma 3.42. Let f1, f2 be Φ-forests with (s, heap(f1)), (s, heap(f2)) ∈M
+
Φ and f1⊎f2 6=
⊥. If φ ∈ project(s, f1) •P project(s, f2) then there exist forests f
′
1, f
′
2, f with (1) f1 ≡α f
′
1,
(2) f2 ≡α f
′
2, (3) f ∈ f
′
1 •F f
′
2 and (4) φ = project(s, f).
Proof. Because φ ∈ project(s, f1) •P project(s, f2), there exists a formula ψ with ψ ∈
(project(s, f1)⋆¯project(s, f2)) and ψ ⊲∗ φ.
We first construct forests f′′1 and f
′′
2 that are α-equivalent to f1 and f2 in a way that
corresponds to the instantiation steps that produced the re-scoping ψ: For example,
let t ∈ f1 and let
A
a. ζ be the formula corresponding to t in project(s, f1). Assume that
in the re-scoping, the variable a ∈ a was instantiated with the variable e ∈ e2, where
e2 are the existential quantifiers in project(s, f2). Assume further that the variable a
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replaced the location v1 in project(s, f1) and that the variable e replaced the location
v2 in project(s, f2).
Note that v2 /∈ locs(heap(f1)): By the the semantics of
E
, v2 ∈ dom(heap(f2)), so
v2 /∈ dom(heap(f2)) Moreover, because (s, heap(f1)) ∈ M
+
Φ and v2 /∈ img(s), we have
by Lemma 2.15 that v2 /∈ dangling(h1). Consequently, v2 /∈ locs(heap(f1)). This implies
that renaming v1 to v2 in t yields a tree t′ with t ≡α t′.
We repeat this process until we have renamed the appropriate location in f1 ⊎ f2 for
every instantiation in the re-scoping. This yields a forest f′′1 ⊎ f
′′
2 with f1 ≡α f
′′
1, f2 ≡α f
′′
2,
and project(s, f′′1 ⊎ f
′′
2) = ψ.
We apply Lemma 3.41 and obtain forests f′1, f
′
2, and f with f
′′
1 ⊎ f
′′
2 ≡α f
′
1 ⊎ f
′
2 (and
thus f′′1 ≡α f
′
1 and f
′′
2 ≡α f
′
2), f
′
1⊎ f
′
2 ◮
∗ f, and project(s, f) = φ. By definition, f ∈ f′1 •F f
′
2
and by transitivity of ≡α, f1 ≡α f′1 and f1 ≡α f
′
2, proving the claim.
On the correspondence between •F and •P. By combining the previous results, we
obtain a variation of the homomorphism stated as (†) at the beginning of this section.
Theorem 3.43. Let f1, f2 be Φ-forests with (s, heap(f1)), (s, heap(f2)) ∈ M
+
Φ and f1 ⊎
f2 6= ⊥. Then
project(s, f1) •P project(s, f2)
=
{
project(s, f) | there exist f¯1, f¯2 s.t. f1 ≡α f¯1, f2 ≡α f¯2 and f ∈ f¯1 •F f¯2
}
.
Proof. Immediate from Corollary 3.39 and Lemma 3.42.
3.5 Delimited Unfolded Symbolic Heaps
s-Delimited forests. Our idea for abstracting models is as follows: Because the USHs
that hold in a model (s, h) capture all the ways that (s, h) relates to the predicates of the
SID, we would like to abstract every model by a subset of USHs that hold in this model.
We cannot use the set of all USHs that hold in the model, {project(s, f) | f ∈ forestsΦ(h)},
as abstraction, however: While this set is finite for every fixed model, the set USHΦ
itself is infinite and thus not suitable for defining a finite abstraction of the set of all
models.
We thus need to find a finite subset of USHΦ that is suitable for abstraction. One
such set is given by the projections of s-delimited forests.
Definition 3.44. A forest f is s-delimited iff (1) interface(f) ⊆ img(s) and (2) for
all l ∈ allholes(f) there exist only one tree t ∈ f and only one location l′ such that
l ∈ holest(l
′).
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Note that by requiring that every hole occurs at most once in the forest f, we have
the guarantee that we can “remove” all holes via forest composition and ◮∗, i.e., there
exist forests f′, f¯ such that f ⊎ f′ ◮∗ f¯ and allholes(¯f) = ∅. If we had duplicate holes in f,
eliminating all holes would be impossible, because any attempt to do so would lead to
double allocation.
If heap(f) = h1 + h2 for (s, h1), (s, h2) ∈ M
+
Φ , we can always find s-delimited forests
f1, f2 with heap(fi) = hi and f1 ⊎ f2 ◮∗ f. Specifically, we can always obtain f1 and f2
via the s-decomposition of f.
Definition 3.45. Let f be an s-delimited forest. We call split(f, img(s)) the s-decompo-
sition of f.
Lemma 3.46. Let f¯ be the s-decomposition of s-delimited forest f. Then f¯ is s-delimited.
Proof. By definition, f¯ = split(f, img(s)). By Lemma 3.22, we then have interface(¯f) ⊆
interface(f) ∪ img(s). Since f is s-delimited, interface(f) ⊆ img(s). Overall, we thus
obtain interface(¯f) ⊆ img(s), i.e., f¯ is s-delimited.
Because the s-decomposition of a forest is obtained by splitting the trees of the
forest at all locations in img(s), only the roots of the trees in an s-decomposition can
be locations in img(s).
Lemma 3.47. Let f¯ be the s-decomposition of an s-delimited forest f and let t¯ ∈ f¯.
Then img(s) ∩ dom(¯t) = {root(¯t)}.
Proof. Since f¯ is s-delimited by Lemma 3.46, we have {root(¯t)} ⊆ img(s). Since root(¯t) ∈
dom(¯t), {root(¯t)} ⊆ img(s) ∩ dom(¯t).
Conversely, since f¯ = split(f, img(s)), we have roots(¯f) = roots(f)∪ (img(s)∩ dom(f)),
i.e., every location in img(s) ∩ dom(¯f) is a root of f¯. Consequently, img(s) ∩ dom(¯t) ⊆
{root(¯t)}.
This implies in particular that the stack-allocated variables of (s, h) correspond pre-
cisely to the roots of the s-decomposed forests of h.
Lemma 3.48. Let (s, h) be a model and f ∈ forestsΦ(h) s-delimited. Let f¯ be the s-
decomposition of f. Then alloced(s, h) =
{
x | s(x) ∈ roots(¯f)
}
.
Proof. By Lemma 3.26, heap(¯f) = h and thus, in particular, dom(¯f) = dom(h). Conse-
quently, s(alloced(s, h)) = img(s)∩dom(¯f). By Lemma 3.47, img(s)∩dom(¯t) = {root(¯t)}
for all t¯ ∈ f¯, so img(s)∩dom(¯f) =
⋃{
{root(¯t)} | t¯ ∈ f¯
}
= roots(¯f). Overall, we thus have
s(alloced(s, h)) = roots(¯f). On both sides, we replace every location l with {x | s(x) = l}
and obtain alloced(s, h) =
{
x | s(x) ∈ roots(¯f)
}
.
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Lemma 3.49. Let s be a stack, let h1, h2 be heaps such that (s, h1), (s, h2) ∈M
+
Φ, and
let f¯ be the s-decomposition of s-delimited forest f with heap(f) = h1 + h2. Then there
exist forests f1, f2 with f1 ⊎ f2 = f¯ and heap(fi) = hi.
Proof. We let fi :=
{¯
t ∈ f¯ | root(¯t) ∈ dom(hi)
}
. Since f1 ⊎ f2 = f and thus heap(f1) +
heap(f2) = heap(f) by Lemma 3.13, it suffices to show that for every tree t¯ in fi,
heap(¯t) ⊆ hi
To this end, let t¯ ∈ fi. Assume towards a contradiction that dom(¯t)∩dom(h3−i) 6= ∅.
Then there exist locations l1 ∈ dom(¯t) ∩ dom(hi) and l2 ∈ dom(¯t) ∩ dom(h3−i) with
l2 ∈ succt¯(l1)—otherwise, we would have root(¯t) ∈ dom(h3−i), but root(¯t) ∈ dom(hi)
by construction. In particular, l2 ∈ img(hi) and l2 ∈ dom(h3−i), implying that l2 ∈
dangling(hi). Since (s, h1), (s, h2) ∈ M
+
Φ , we have by Lemma 2.15 that l2 ∈ img(s).
Since l2 6= root(t), this contradicts Lemma 3.47.
Corollary 3.50. Let s be a stack and let h1, h2 be heaps such that (s, h1), (s, h2) ∈M
+
Φ
and h1 + h2 6= ⊥. Let f ∈ forestsΦ(h1 + h2) be an s-delimited forest. Then there exist
s-delimited forests f1, f2 with heap(fi) = hi and f ∈ f1 •F f2.
Proof. Let f¯ be the s-decomposition of f. In particular, we then have f¯ ◮∗ f by definition
of ◮∗. Let f1, f2 be such that f1 ⊎ f2 = f¯ and heap(fi) = hi. Such forests exist by
Lemma 3.49. We then have f1 ⊎ f2 = f¯ ◮∗ f, i.e., f ∈ f1 •F f2. Since f¯ is s-delimited (by
Lemma 3.46), so are f1 and f2.
Delimited USHs. The projections of s-delimited forests give rise to a fragment of
unfolded symbolic heaps: USHs where all root parameters of predicate calls are free
variables; and every variable occurs at most once as a root parameter on the left-hand
side of a magic wand.
Definition 3.51. An unfolded symbolic heap φ is delimited iff
1. for all pred(z) ∈ φ, predroot(pred(z)) ∈ fvars(φ), and
2. for all z there exists at most one predicate call pred(z) ∈ φ such that z =
predroot(pred(z)) and pred(z) occurs on the left-hand side of a magic wand.
A forest is s-delimited precisely when its projection is delimited.
Lemma 3.52. Let f be a forest and let s be a stack. Then f is s-delimited iff project(s, f)
is delimited.
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Proof. Recall that the projection contains predicate calls corresponding to the roots
and holes of the forest. It thus holds for all forests that
interface(f) = {predroot(pred(z)) | pred(z) ∈ project(f)} . (†)
We show that if f is s-delimited then project(s, f) is delimited. The proof of the other
direction is completely analogous.
If f is s-delimited then interface(f) ⊆ img(s) and thus, by (†),
{predroot(pred(z)) | pred(z) ∈ project(f)} ⊆ img(s)
Trivially, the set of root locations in the projection is a subset of the set of all locations
in the projection.
{predroot(pred(z)) | pred(z) ∈ project(f)} ⊆ locs(project(f)).
Combining the above two observations, we conclude
{predroot(pred(z)) | pred(z) ∈ project(f)} ⊆ img(s) ∩ locs(project(f)).
We apply s−1 on both sides to obtain that
s−1({predroot(pred(z)) | pred(z ∈ project(f))})
⊆ dom(s) ∩ ( fvars(project(s, f))︸ ︷︷ ︸
{s−1(l)|l∈img(s)∩locs(project(f))}
⊆ fvars(project(s, f)).
Moreover, since there are no duplicate holes in f, and the holes of f are mapped to
the predicate calls on the left-hand side of magic wands in project(s, f), no variable can
occur twice as root parameter on the left-hand side of magic wands in project(s, f).
Consequently, project(s, f) is delimited.
We let DUSHΦ := {φ ∈ USHΦ | φ is delimited} be the set of delimited unfolded
symbolic heaps (DUSH) over SID Φ and DUSHxΦ the restriction of DUSHΦ to for-
mulas φ with fvars(φ) ⊆ x.
3.5.1 Finiteness of the DUSH Fragment
Clearly, the number of unfolded symbolic heaps is infinite. In contrast, the set DUSHxΦ
is finite for every fixed SID Φ and every fixed finite set of free variables x, because (1)
every root variable in a DUSH is among x and (2) every variable can appear at most
twice as root variable (once as the projection of a hole, once as the projection of the
root of a tree).
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Lemma 3.53. Let Φ be a BTW SID and let x ∈ 2Var be a finite set of variables. Let
n := |Φ|+ |x|. Then |DUSHxΦ| ∈ 2
O(n2 log(n)).
Proof. We first note that every element of DUSHxΦ can be encoded as a string of
length O(n) over the alphabet Σ := Preds(Φ) ∪ x ∪ {e1, . . . , en2} ∪ {a1, . . . , an2} ∪
{emp, ⋆,−⋆, (, )} (†), where we assume that {e1, . . . , en2 , a1, . . . , an2} ∩ x = ∅.
To this end, let φ ∈ DUSHxΦ =:
E
e. ψ1 ⋆ · · · ⋆ ψm, where ψi =
A
ai. ζi−⋆predi(zi).
Because φ is delimited, predroot(predi(zi)) ∈ x. As φ is the projection of a Φ-forest
f, every variable x ∈ x can appear at as root parameter for at most one choice of
i—otherwise, the location corresponding to x would be in the domain of at least two
trees in f, contradicting the assumption that f is a Φ-forest. Consequently, m ≤ n.
Furthermore, predroot(pred′(z′)) ∈ x for all pred′(z′) that occur in a ζi sub-formula.
Since no root may occur more than once in a delimited USH, this implies that the total
number of predicate calls across all ζi is also bounded by |x| ≤ n
Overall, it is therefore guaranteed that φ contains at most 2n ∈ O(n) predicate
calls. Each predicate call takes at most |Φ| ≤ n many parameters. This implies that
the formula can contain at most n2− |x| ≤ n2 different variables. We can thus assume
w.l.o.g. that all existentially-quantified variables in φ are among the variables e1, . . . , en2
and all universally-quantified variables are among a1, . . . , an2 . There then is no need to
include the quantifiers explicitly in the string encoding. After dropping the quantifiers,
we obtain a formula φ′ that consists exclusively of letters from the alphabet Σ. Moreover,
this formula consists of at most O(n2) letters. This concludes the proof of (†).
Now observe that |Σ| ∈ O(n2). Consequently, every letter of Σ can be encoded by
O(log(n2)) = O(log(n)) bits. Therefore, every φ ∈ DUSHxΦ can be encoded by a
bit string of length O(n2 log(n)). Since there are 2O(n
2 log(n)) such strings, the claim
follows.
3.6 The Type Abstraction
We call the set of all DUSHs of a model (s, h) the Φ-type of the model.
Definition 3.54 (Φ-Type). Let (s, h) ∈ M+Φ be a model and Φ a BTW SID. The
Φ-type of (s, h) is given by
typeΦ(s, h) := {project(s, f) | f ∈ forestsΦ(h)} ∩DUSHΦ.
Note that because we require models to be positive in the definition of types, we
only have to deal with nonempty types.
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Lemma 3.55. Let (s, h) ∈M+Φ. It holds that typeΦ(s, h) 6= ∅.
Proof. By definition, (s, h) |=Φ ⋆1≤i≤kpredi(xi) for appropriate predicate calls. We
split h =: h1 + · · · + hk such that (s, hi) |=Φ predi(xi). For 1 ≤ i ≤ k, let ti be a
tree with heap(ti) = hi; such trees exist by Lemma 3.8. Observe further that these
trees are delimited, as they do not have any holes and since their root is in s(xi). Let
f := {t1, . . . , tk}. Lemma 3.13 yields that heap(f) = h. We apply Lemma 3.19 to obtain
that (s, h) |=Φ project(s, f). Thus, project(s, f) ∈ typeΦ(s, h).
We need the set of all types over an SID Φ,
Types(Φ) := {typeΦ(s, h) | s ∈ S, h ∈ H} ;
and the restriction of this set to stack s,
Typess(Φ) := {typeΦ(s, h) | h ∈ H} ⊆ Types(Φ).
We use Φ-types to define an abstraction of formulas.
Definition 3.56 (s-Types of a formula). Let φ ∈ SLsid,+qf be a positive formula. The
s-types of φ are given by TypessΦ(φ) := {typeΦ(s, h) | h ∈ H, (s, h) |=Φ φ}.
Note that TypessΦ(φ) ⊆ Types
s(Φ). The x-types of a formula are the union over
all stacks s with dom(s) = x of the s-types of that formula.
Definition 3.57 (x-Types of a Formula). Let x ∈ 2Var be finite. We define TypesxΦ(φ) :=⋃
{TypessΦ(φ) | dom(s) ⊆ x}.
Note that it is always possible to infer from typeΦ(s, h) the set of variables alloced(s, h).
Definition 3.58. Let T be a Φ-type. We define the set of allocated variables of T as
alloced(T ) := {x | there ex. φ ∈ T and (ψ−⋆pred(z)) ∈ φ s.t. x = predroot(pred(z))}}.
Lemma 3.59. For all models (s, h) ∈M+Φ, it holds that
alloced(s, h) = alloced(typeΦ(s, h)).
Proof. By definition of DUSHs, all root parameters of all DUSHs in alloced(typeΦ(s, h))
are in img(s). Consequently, alloced(s, h) ⊇ alloced(typeΦ(s, h))
For the other implication, let f be a forest with heap(f) = h and project(s, f) ∈
typeΦ(s, h). Such a forest must exist because typeΦ(s, h) 6= ∅ by Lemma 3.55. Let
f¯ be the s-decomposition of f. By Lemma 3.46, f¯ is delimited and by Lemma 3.26,
heap(¯f) = h, implying project(s, f¯) ∈ typeΦ(s, h) and we can apply Lemma 3.48 to
obtain that alloced(s, h) =
{
x | s(x) ∈ roots(¯f)
}
.
Consequently, all variables in alloced(s, h) occur as root parameters on the right-hand
side of magic wands in project(s, f¯). Therefore, alloced(s, h) ⊆ alloced(typeΦ(s, h)).
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3.6.1 From Stacks to Stack-Aliasing Constraints
Stack-aliasing constraints. We introduce additional notation for reasoning about the
aliasing constraints imposed by a stack s. The equivalence class of variable x w.r.t. stack
s is [x]s= := {y | s(y) = s(x)}; the stack-aliasing constraint of s is the equivalence
relation
aliasing(s) := {(x, y) | x, y ∈ dom(s) and s(x) = s(y)} .
We introduce some auxiliary notation for reasoning about stack-aliasing constraints.
• We collect in AC the set of all stack-aliasing constraints.
• We define ACx := {aliasing(s) | dom(s) = x}, the set of all stack-aliasing con-
straints over variables x
• We define the domain of Σ to be all variables on which Σ is defined, i.e., dom(Σ) :=
{x | (x, x) ∈ Σ}.
• We define the restriction of Σ to the variables y, Σ|y := Σ ∩ (y × y).
Observe that ACx is finite if x is finite. (Its size is given by the |x|-th Bell number.)
It is, in fact, not necessary to differentiate between the types of stacks with iden-
tical stack-aliasing constraints. To be able to formalize this observation, we define
TypesΣΦ(φ) :=
⋃
{TypessΦ(φ) | s ∈ S and aliasing(s) = Σ}. The above claim can then
be expressed as the identity TypessΦ(φ) = Types
aliasing(s)
Φ (φ) (cf. Corollary 3.62). In-
tuitively, the identity holds because isomorphic models have the same type.
Lemma 3.60. Let (s, h), (s′, h′) be models with dom(s) = dom(s′) and (s, h) ∼= (s′, h′).
Then typeΦ(s, h) = typeΦ(s
′, h′).
Proof. Let T := typeΦ(s, h) and T
′ := typeΦ(s
′, h′). Let σ be the function that witnesses
the isomorphism, i.e., such that (1) for all x, s′(x) = σ(s(x)) and (2) h′ = {σ(l) 7→
σ(h(l)) | l ∈ dom(h)}.
Let φ ∈ typeΦ(s, h). Then there exists a forest f ∈ forestsΦ(h) such that φ ∈
project(s, f). We let f′ be the forest obtained from f by renaming every location in
f with σ, i.e.,
f′ := {σ[t] | t ∈ f} , where
σ[t] := {σ(a) 7→ 〈σ(succt(a)), σ[headt(a)]⇐ σ[ptrt(a)] ⋆ σ[callst(a)]〉 | a ∈ dom(t)}
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Note that by construction, heap(f′) = σ ◦ heap(f′) = σ ◦ h = h′. Consequently, we
have forest f′ ∈ forestsΦ(h′) and φ = project(s′, f′) and thus φ ∈ typeΦ(s
′, h′). Since φ
was arbitrary, this proves that typeΦ(s, h) ⊆ typeΦ(s
′, h′). By a completely symmetric
argument, we can show the other inclusion, typeΦ(s, h) ⊇ typeΦ(s
′, h′).
Lemma 3.61. Let s, s′ be stacks with aliasing(s) = aliasing(s′). It then holds for all
formulas φ with locs(φ) = ∅ that TypessΦ(φ) = Types
s′
Φ(φ).
Proof. Let T ∈ TypessΦ(φ). Then there exists a heap h such that T = typeΦ(s, h) and
(s, h) |=Φ φ. Let h′ be a heap such that (s, h) ∼= (s′, h′,). Note that such an h′ exists
because aliasing(s) = aliasing(s′). By Lemma 3.60, typeΦ(s
′, h′) = T .
Moreover, by Lemma 2.7, (s′, h′) |=Φ φ, which yields typeΦ(s
′, h′) = T ∈ Typess
′
Φ(φ).
As T was arbitrary, it follows that TypessΦ(φ) ⊆ Types
s′
Φ(φ); the other inclusion,
TypessΦ(φ) ⊇ Types
s′
Φ(φ), can then be shown by a symmetrical argument.
Corollary 3.62. TypessΦ(φ) = Types
aliasing(s)
Φ (φ) for all s ∈ S and all φ ∈ SL
sid,+
qf
with locs(φ) = ∅.
Corollary 3.63. TypesxΦ(φ) =
⋃{
TypesΣΦ(φ) | Σ ∈ AC
x
}
for all φ ∈ SLsid,+qf with
locs(φ) = ∅..
Corollary 3.63 implies that we can express the types of x as a finite union—induced
by the finitely many members of ACx—as opposed to an infinite union—the number
of different stacks over x. In particular, if we can compute TypesΣΦ(φ) in finite time
for all Σ ∈ ACx, we can compute TypesxΦ(φ) in finite time. This is the approach we
will take in Chapter 4. Before we get there, we lift several operations from models to
types to facilitate computation at the level of types rather than models.
3.6.2 Composing Types
We will now show that the types of heaps can be composed by means of ⊲∗.
The completeness of •P on the DUSH fragment. We lift Corollary 3.50 from s-
delimited forests and •F to DUSHs and •P.
Lemma 3.64. Let s be a stack and let h1, h2 be heaps with (s, h1), (s, h2) ∈M
+
Φ and h1+
h2 6= ⊥. If φ ∈ typeΦ(s, h1 + h2) is delimited then there exist DUSHs ψi ∈ typeΦ(s, hi),
1 ≤ i ≤ 2, such that φ ∈ ψ1 •P ψ2.
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Proof. Let f ∈ forestsΦ(h1+h2) with φ = project(s, f). Since φ is delimited, f is delimited
by Lemma 3.52. By Corollary 3.50, there exist s-delimited forests f1 and f2 with f ∈
f1 •F f2 and heap(fi) = hi. Let f1, f2 be such forests and let ψi := project(s, fi). It follows
from Theorem 3.43 that project(s, f) ∈ ψ1 •P ψ2 and from Lemma 3.52 that ψ1, ψ2 are
delimited.
Info
In the extended version of [KMZ19a] available at [KMZ19b], we made a similar
claim about context decompositions (cf. [KMZ19b, Lemma 33]), which, roughly
speaking, correspond to DUSHs without existential quantifiers. Unfortunately,
Lemma 3.64 fails to hold when disallowing (guarded) existentials in projections.
This is the source of the incompleteness of the approach of [KMZ19a]. We illustrate
this problem in the example immediately below this box.
Example 3.65 (Necessity to allow existentials in DUSHs). Recall the SID Φ and the
trees t1, t2, t3 from Example 3.5.
Let s = {x1 7→ l1, x2 7→ l2, x3 7→ l3}, h1 := {l1 7→ 〈l4, l3〉 , l2 7→ l4, l4 7→ l2} and h2 :=
{l3 7→ l2}. The models (s, h1) and (s, h2) are displayed in Figs. 3.3b and 3.3c on p. 28.
Let f1 := {t1, t2} and f2 := {t3}. Note that hi = heap(fi) or, equivalently, fi ∈
forestsΦ(hi) for 1 ≤ i ≤ 2. Let
t0 = {l1 7→ 〈〈l4, l3〉 , p1(l1, l2, l3)⇐ (l1 7→ 〈l4, l3〉) ⋆ ptr(l4, l2) ⋆ p2(l3, l2, l4)〉 ,
l2 7→ 〈ε, ptr(l2, l4)⇐ l2 7→ l4〉 ,
l3 7→ 〈l2, p2(l3, l2, l4)⇐ (l3 7→ l2) ⋆ ptr(l2, l4)〉 ,
l4 7→ 〈ε, ptr(l4, l2)⇐ l4 7→ l2〉}
and define f0 := {t0}. Note that f1 ⊎ f2 ◮
∗ f0. Moreover, we have for
project(s, f0) = emp−⋆p1(x1, x2, x3),
project(s, f1) =
E
e1. (p2(x3, x2, e1)−⋆p1(x1, x2, x3)) ⋆ (emp−⋆ptr(x2, e1)),
project(s, f2) =
A
a1. ptr(x2, a1)−⋆p2(x3, x2, a1)
that
project(s, f1) • project(s, f2)
⊲
E
e1. (p2(x3, x2, e1)−⋆p1(x1, x2, x3)) ⋆ (emp−⋆p2(x3, x2, e1))
⊲emp−⋆p1(x1, x2, x3) = project(s, f0),
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witnessing Lemma 3.64. In the first step, we instantiate the universally-quantified vari-
able a1 with e1 and then merge the projections of t2 and t3. In the second step, we
then merge the two remaining formulas and drop the existential quantifier, since e1 no
longer occurs in any predicate call after merging the subformulas.
Note, however, that there do not exist forests f′1, f
′
2 such that f
′
i ∈ forestsΦ(hi), neither
project(s, f′1) nor project(s, f
′
2) contains existentials, and project(s, f
′
1) • project(s, f2) ⊲
∗
project(s, f0). This illustrates that it is crucial to allow existential quantifiers in DUSHs—
for the set of all DUSHs that do not contain existentials, Lemma 3.64 does not hold.
This is the key distinction between the context decompositions of [KMZ19a] and the
DUSHs we use in this article.
Theorem 3.66. Let s be a stack and let h1, h2 be heaps with (s, h1), (s, h2) ∈M
+
Φ and
h1 + h2 6= ⊥. Then
typeΦ(s, h) = {φ ∈ DUSHΦ |there ex. ψ1 ∈ typeΦ(s, h1), ψ2 ∈ typeΦ(s, h2)
s.t. φ ∈ ψ1 •P ψ2}.
Proof. ⊆ Let φ ∈ typeΦ(s, h). By definition, φ is delimited. By Lemma 3.64, there then
exist ψi ∈ typeΦ(s, hi) such that φ ∈ ψ1 •P ψ2.
⊇ Let φ be such that there exist for 1 ≤ i ≤ 2 formulas ψi ∈ typeΦ(s, hi) with
φ ∈ ψ1 •P ψ2. By definition, there exist forests fi with ψi = project(s, fi) and
hi = heap(fi). Theorem 3.43 yields that there exist forests f¯1, f¯2 such that f1 ≡α f¯1,
f2 ≡α f¯2, f ∈ f¯1 •F f¯2, and project(s, f) = φ. We know from Lemma 3.29 that
heap(¯f1) = h1 and heap(¯f2) = h2, so Lemma 3.13 yields h1 + h2 = heap(¯f1 ⊎ f¯2).
It follows from Lemma 3.26 that h = heap(f), i.e., f ∈ forestsΦ(h). Consequently,
φ ∈ typeΦ(s, h).
Composing Φ-types. In light of Theorem 3.66, we define a composition operation •
on Φ-types as follows.
Definition 3.67 (Type composition). Let T1,T2 be types. The composition of T1 and
T2 is given by
T1 • T2 :=
{
⊥, if alloced(T1) ∩ alloced(T2) 6= ∅
φ1 •P φ2, otherwise.
Composition is only defined if it does not lead to double allocation. Thus, • is
undefined iff the “standard” disjoint-union operation + is undefined on the underlying
heaps (up to isomorphism).
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Lemma 3.68. Let s be a stack and h1, h2 be models. Then typeΦ(s, h1)• typeΦ(s, h2) =
⊥ if and only if for all h′2 with (s, h2)
∼= (s, h′2), h1 + h
′
2 = ⊥.
Proof. Left to the reader.
Furthermore, typeΦ(s, ·) is a homomorphism from heaps and + to types and •.
Lemma 3.69. Let s be a stack and let h1, h2 be heaps with (s, h1), (s, h2) ∈ M
+
Φ and
h1 + h2 6= ⊥. Then typeΦ(s, h1 + h2) = typeΦ(s, h1) • typeΦ(s, h2).
Proof. An immediate consequence of Theorem 3.66.
3.6.3 Instantiating Variables in Φ-Types
To compute the types of predicate calls pred(y) from the types of pred(fvars(pred)),
we need a way to rename the variables in the types of pred(fvars(pred)) in a way that
reflects the instantiation of the formal arguments fvars(pred) with the actual arguments
y. To this end, we first capture this instantiation at the level of stacks.
Definition 3.70 (Stack instantiation). Let s, s′ be stacks with |s| ≥ |s′| and let σ : dom(s)
→ dom(s′) be surjective. Then s′ is the σ-instantiation of s iff it holds for all variables
x ∈ dom(s) that s(x) = s′(σ(x)).
Note in particular that if s′ is a σ-instantiation of s then [x]s= = [σ(x)]
s′
= for all
x ∈ dom(s), i.e., σ cannot merge equivalence classes.
Lemma 3.71. If (s, h) |=Φ pred(fvars(pred)) and s
′ is a σfvars(pred)7→y-instantiation of
s, then (s′, h) |=Φ pred(y).
Proof. Left to the reader.
We lift instantiation from stacks to types.
Definition 3.72 (Type instantiation). Let s, s′ be stacks and let σ : dom(s)→ dom(s′)
be such that s′ is the σ-instantiation of s. Moreover, let σmin := λx.min [σ(x)]
s′
=. The
σ-instantiation T is given by
σ[T ] := {σmin[φ] | φ ∈ T } .
Recall from Section 3.2 that stack–forest projection always replaces a location l by
the minimal stack variable that is interpreted by l. By renaming the formulas in T using
σmin rather than σ in Definition 3.72, we thus guarantee that the resulting formulas are
again stack–forest projections. Thanks to this normalization step, the following lemma
holds.
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Lemma 3.73. Let s, s′ be stacks with and let σ : dom(s) → dom(s′) be such that s′ is
the σ-instantiation of s. Then
σ[typeΦ(s, h)] = typeΦ(s
′, h).
Proof. Let σmin := λx.min [σ(x)]
s′
=. Let φ ∈ σ[typeΦ(s, h)]. Then there exists a formula
φ′ ∈ typeΦ(s, h) such that φ = σmin[φ
′]. Let f ∈ forestsΦ(h) such that project(s, f) = φ′.
Note that because σ does not merge equivalence classes of s, it holds that project(s′, f) =
σmin[project(s, f)] = σmin[φ
′] = φ. Thus, φ ∈ typeΦ(s
′, h).
Conversely, let φ ∈ typeΦ(s
′, h). Let f ∈ forestsΦ(h) such that project(s′, f) = φ. Let
φ′ := project(s, f). Observe that φ = σmin[φ′], because no equivalence classes of s are
merged by σ. Thus, φ ∈ σ[typeΦ(s, h)].
3.6.4 Forgetting Variables in Φ-Types
In the following, we are concerned with removing a variable y from the formulas in a
type T = typeΦ(s, h). Depending on s, removing y from an individual DUSH φ ∈ T
could mean either of two things:
• existentially quantifying over y, if y does not alias with any other free variable,
i.e., if [y]s= = {y}
• replacing y with the minimal variable that aliases with y, i.e., min([y]Σ= \ {y}),
where Σ = aliasing(s).
Formally, for a stack-aliasing constraint Σ and a variable y, we define
forgetΣ,y(φ) :=


φ, if y /∈ fvars(φ)
E
y. φ, if y ∈ fvars(φ) and [y]Σ= = {y}
σy 7→min([y]Σ=\{y})
[φ] , otherwise.
Then, we can remove y from the free variables of a Φ-type as follows.
Definition 3.74. Let T be a type, Σ a stack-aliasing constraint and y ∈ Var. Then
forgetting y in T w.r.t. Σ is defined by
forgetΣ,y(T ) :=
{
forgetΣ,y(φ) | φ ∈ T
}
∩DUSHΦ.
Note the intersection with DUSHΦ. This is necessary because forgetΣ,y(φ) may
existentially quantify over a root variable of φ, in which case the resulting formula is
no longer in the DUSH fragment.
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Lemma 3.75. Let s be a stack with y ∈ dom(s) and let s′ be the restriction of s to
dom(s)\{y}. Then for all h with s(y) ∈ dom(h), typeΦ(s
′, h) = forgetaliasing(s),y(typeΦ(s, h)).
Proof.
typeΦ(s
′, h)
=
{
project(s′, f) | f ∈ forestsΦ(h)
}
∩DUSHΦ
=
{
forgetaliasing(s),y(project(s, f)) | f ∈ forestsΦ(h)
}
∩DUSHΦ
=forgetaliasing(s),y(typeΦ(s, h))
Note that the requirement that s(y) ∈ dom(h) in Lemma 3.75 guarantees that it
is sound to introduce a guarded existential (as opposed to an unguarded existential)
when we remove y from the stack.
3.6.5 Size of the Type Domain
Lemma 3.76. Let Φ be a BTW SID and let s be a stack. Let n := |Φ| + |s|. Then
|Typess(Φ)| ∈ 22
O(n2 log(n))
.
Proof. Every Φ-type for stack s is a subset of DUSHdom(s)Φ , which is of size 2
O(n2 log(n))
by Lemma 3.53.
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and Entailment in the BTW
Fragment
In this chapter we develop a decision procedure for positive quantifier-free SL formulas
φ ∈ SLsid,+qf over BTW SIDs. More precisely, we develop an algorithm for computing
the set TypesxΦ(φ) for finite x ∈ Var
∗ and φ ∈ SLsid,+qf . Our goal is to use Φ-types to
decide satisfiability and entailment for SLsid,+qf .
To this end, we need to enrich each Φ-type with information about the points-to
assertions that hold in its models. We therefore assume that all SIDs in this chapter
are pointer-closed (Definition 2.10 on p. 13).
Computing on sets of types. Throughout this chapter, we will frequently compute
on sets of types. To simplify notation, we lift •, σ[·], and forget from types to sets of
types in a point-wise manner, i.e.,
{T1, . . . ,Tm} •
{
T ′1 , . . . ,T
′
n
}
:=
{
Ti • T
′
j | 1 ≤ i ≤ m, 1 ≤ j 6= n,Ti • T
′
j 6= ⊥
}
,
σ[{T1, . . . ,Tm}] := {σ[T1] , . . . , σ[Tm]} and
forgetΣ,y({T1, . . . ,Tm}) :=
{
forgetΣ,y(T1), . . . , forgetΣ,y(Tm)
}
Note that the lifted • operator can be used to compute the types of φ1 ⋆ φ2 from the
types of φ1 and φ2. This is formalized in the following lemma.
Lemma 4.1. Let φ1, φ2 ∈ SL
sid,+
qf . Then Types
Σ
Φ(φ1⋆φ2) = Types
Σ
Φ(φ1)•Types
Σ
Φ(φ2).
Proof. We show each inclusion separately.
• Let T ∈ TypesΣΦ(φ1⋆φ2). Let h be such that (s, h) |=Φ φ1⋆φ2 and T = typeΦ(s, h).
By Corollary 2.16, there then exist heaps h1, h2 such that (s, h1), (s, h2) ∈ M
+
Φ ,
(s, hi) |=Φ φi and h = h1 + h2. Lemma 3.69 yields T = typeΦ(s, h1) • typeΦ(s, h2).
Since (s, hi) |=Φ φi, it follows that typeΦ(s, hi) ∈ Types
Σ
Φ(φi). This implies T ∈
TypesΣΦ(φ1) •Types
Σ
Φ(φ2).
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• Let T ∈ TypesΣΦ(φ1) • Types
Σ
Φ(φ2). There then exist T1 ∈ Types
Σ
Φ(φ1) and
T2 ∈ Types
Σ
Φ(φ2) such that T = T1 • T2. As Ti ∈ Types
Σ
Φ(φi), there are heaps
h1, h2 such that typeΦ(s, hi) = Ti and (s, hi) |=Φ φi. By the semantics of ⋆,
(s, h1 + h2) |=Φ φ1 ⋆ φ2. According to Lemma 2.12, (s, h1), (s, h2) ∈M
+
Φ . Further,
T = typeΦ(s, h1) • typeΦ(s, h2). It follows by Lemma 3.69 that T = typeΦ(s, h1 +
h2). Therefore, T ∈ TypesΣΦ(φ1 ⋆ φ2).
4.1 From Types To Positive Formulas
Our goal in this section is to show that models with the same nonempty type satisfy
the same SLsid,+qf formulas, provided the formulas do not contain location terms and
the SID is a BTW SID and pointer-closed. This is perhaps surprising, as types only
contain formulas from the DUSH fragment, which is largely orthogonal to SLsid,+qf . For
example, SLsid,+qf formulas allow guarded negation and guarded septraction and, but
no quantifiers or unguarded magic wands, whereas DUSHs allow limited use of both
quantifiers and unguarded magic wands, but neither Boolean structure nor septraction.
Decomposing types into sub-types. Say typeΦ(s, h) = typeΦ(s, h
′) and (s, h) |=Φ
φ1 ⋆ φ2. By Corollary 2.16, there must then exist heaps h1, h2 such that (s, h1), (s, h2)
are positive, h1 + h2 = h and (s, hi) |=Φ φi. If (s, h) and (s, h′) indeed satisfy the same
formulas because typeΦ(s, h) = typeΦ(s, h
′), we would expect that (s, h′) can be split in
a similar way, yielding positive models h′1, h
′
2 with h
′
1 + h
′
2 = h
′ and (s, h′i) |=Φ φi. We
would also expect that typeΦ(s, hi) = typeΦ(s, h
′
i)—because then, we can repeat the
same argument when further decomposing φ1 and φ2; for example, if φ1 = φ1,1 ⋆ φ1,2.
Such a decomposition of h′ is, in fact, always possible, provided the models involved
are positive.
Lemma 4.2. Let s be a stack, let h′, h1, h2 be heaps such that (s, h
′), (s, h1), (s, h2) ∈
M+Φ and typeΦ(s, h
′) = typeΦ(s, h1+h2). Then there exist h
′
1, h
′
2 such that (s, h
′
1), (s, h
′
2) ∈
M+Φ , h
′ = h′1 + h
′
2 and typeΦ(s, hi) = typeΦ(s, h
′
i) for 1 ≤ i ≤ 2.
Proof. If h′ = ∅, then h1 = h2 = ∅ and we can simply pick h′1 = h
′
2 = ∅.
In the following, assume h′ 6= ∅. Since (s, h1+h2) ∈M
+
Φ , there exists by Lemma 3.55
an s-delimited forest f with heap(f) = h1 + h2. Let f¯ be the s-decomposition of forest f.
Note that heap(¯f) = h1 + h2 by Lemma 3.26. Let f1, f2 be forests with f1 ⊎ f2 ◮∗ f¯ and
heap(fi) = hi; such forests exist by Corollary 3.50. Moreover, f1 and f2 are s-delimited
as a consequence of Lemma 3.46.
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Because h1 + h2 = heap(f1 ⊎ f2), it holds that project(s, f1 ⊎ f2) ∈ typeΦ(s, h1 + h2) =
typeΦ(s, h
′). Consequently, there exists a forest f′ ∈ forestsΦ(h′) with project(s, f1⊎f2) =
project(s, f′).
Now let f′1, f
′
2 be such that project(s, f
′
i) = project(s, fi), 1 ≤ i ≤ 2, and f
′ = f′1 ⊎ f
′
2.
Such forests are easy to obtain: We simply assign every tree in f′ whose projection is in
project(s, f1) to f′1 and all other trees to f
′
2. Recall that dangling(heap(fi)) ⊆ img(s) by
Lemma 2.15. It follows that also dangling(heap(f′i)) ⊆ img(s) (♣), because all dangling
pointers of the induced heap of a forest must either be a hole of the forest or in img(s).
Set h′i := heap(f
′
i). Because the fi and f
′
i are s-decompositions of s-delimited forests,
it holds that
alloced(s, hi) = {x | s(x) ∈ roots(fi)} and alloced(s, h
′
i) =
{
x | s(x) ∈ roots(f′i)
}
by Lemma 3.48, implying in particular that alloced(h1) = alloced(h′1) (†).
We claim that typeΦ(s, hi) = typeΦ(s, h
′
i), 1 ≤ i ≤ 2. We only show typeΦ(s, h1) ⊆
typeΦ(s, h
′
1), as the other three inclusions can be proved analogously.
Let ψ1 ∈ typeΦ(s, h1). Then there exists a forest g1 ∈ forestsΦ(h1) with project(s, g1) =
ψ1. Let g¯1 be the s-decomposition of g1. Define g¯ := g¯1 ⊎ f2. Note that by construction,
g¯ is the s-decomposition of an s-delimited forest.
Observe that project(s, g¯) ∈ typeΦ(s, h1+h2). As typeΦ(s, h1+h2) = typeΦ(s, h
′
1+h
′
2),
it follows that project(s, g¯) ∈ typeΦ(s, h
′
1+h
′
2). There thus exists a forest g¯
′ = {t1, . . . , tk}
with heap(g¯′) = h′1 + h
′
2 and project(s, g¯
′) = project(s, g¯).
For 1 ≤ i ≤ 2, define g¯′i := {tj | 1 ≤ j ≤ k, root(tj) ∈ dom(h
′
i)}. We would like to
show that heap(g¯′i) = h
′
i, because this will allow us to conclude that hi and h
′
i allocate
the same variables.
To this end, first not that because g¯ is the s-decomposition of an s-delimited forest,
so is g¯′. We therefore have for every 1 ≤ j ≤ k that root(tj) ∈ img(s) and dom(tj) ∩
img(s) = {root(tj)}. In particular, there is no way to split heap(tj) into smaller heaps
without introducing dangling pointers. In other words, splitting heap(tj) between h′1
and h′2 would contradict (♣). This implies that for all j, heap(tj) ⊆ h
′
1 or heap(tj) ⊆ h
′
2.
Consequently, heap(g¯′1) = h
′
1 (‡).
Because h1 and h′1 allocate the same variables by (†), it then follows that{
x | s(x) ∈ roots(g¯′1)
}
= {x | s(x) ∈ roots(g¯1)} .
As project(s, g¯′) = project(s, g¯), we obtain project(s, g¯′1) = project(s, g¯1) = ψ
′
1. Together
with (‡), we obtain ψ′1 ∈ typeΦ(s, h
′
1).
Because ψ′1 ⊲
∗ ψ1, there exists by Lemma 3.41 a forest g′1 with heap(g
′
1) = heap(g¯
′
1) =
h′1 and project(s, g
′
1) = ψ1. Thus, ψ1 ∈ typeΦ(s, h
′
1).
54
4 Using Types to Decide Satisfiability and Entailment in the BTW Fragment
Now that we have established that typeΦ(s, hi) = typeΦ(s, h
′
i), 1 ≤ i ≤ 2, it remains
to be shown that (s, h′i) ∈ M
+
Φ . Because (s, hi) ∈ M
+
Φ , we have in particular that
typeΦ(s, hi) contains at least one formula of the form ⋆1≤i≤kpredi(xi).Since (s, h
′
i) has
the same type, it also satisfies this formula, i.e., it is positive as well.
Models with the same types satisfy the same positive formulas. Lemma 4.2 allows
us to show that positive models with identical types satisfy the same positive formulas.
Theorem 4.3. Let s be a stack and h1, h2 be heaps. Let φ ∈ SL
sid,+
qf with locs(φ) = ∅
and let Φ be a BTW SID that is pointer-closed w.r.t. φ. Moreover, assume typeΦ(s, h1) =
typeΦ(s, h2). Then (s, h1) |=Φ φ iff (s, h2) |=Φ φ.
Proof. If (s, h1), (s, h2) /∈M
+
Φ , then typeΦ(s, h1) is undefined and neither model satisfies
φ by Lemma 2.12.
Assume (s, h1), (s, h2) ∈ M
+
Φ We proceed by induction on the structure of φ. We
only show that if (s, h1) |=Φ φ then (s, h2) |=Φ φ, as the proof of the other direction is
completely analogous.
• Let φ = emp and assume that (s, h1) |=Φ φ. By the semantics of emp, h1 = ∅. Let
f = ∅ be the empty forest. Then f ∈ forestsΦ(h1) and thus emp = project(s, f) ∈
typeΦ(s, h1) = typeΦ(s, h2). Thus (s, h2) |=Φ emp.
• The cases φ = x ≈ y and φ = x 6≈ y are trivial, because the models have the
same stack.
• Let φ = x 7→ 〈y1, . . . , yk〉 and assume that (s, h1) |=Φ φ. As Φ is pointer-closed,
also (s, h1) |=Φ ptrk(x, y1, . . . , yk). Let
t = {s(x) 7→ 〈ε, ptrk(s(x), s(y1), . . . , s(yk))⇐ s(x) 7→ 〈s(y1), . . . , s(yk)〉〉}
be a singleton tree and f = {t}. Observe that f ∈ forestsΦ(h1) and ptrk(x, y1, . . . , yk) =
project(s, f) ∈ typeΦ(s, h1) = typeΦ(s, h2). Thus (s, h2) |=Φ ptrk(x, y1, . . . , yk).
By definition of ptrk, we conclude that (s, h2) |=Φ x 7→ 〈y1, . . . , yk〉.
• Let φ = pred(z1, . . . , zk) and assume that (s, h1) |=Φ φ. By Lemma 3.8, there
exists a Φ-tree t with rootpred(t) = pred(s(z1), . . . , s(zk)), allholepreds(t) = ∅, and
heap({t}) = h1. Let ψ := s−1[pred(s(z1), . . . , s(zk))]. By definition of stack–forest
projection, we have ψ = project(s, {t}) and thus ψ ∈ typeΦ(s, h1) = typeΦ(s, h2).
By definition of types, (s, h2) |=Φ ψ. Observe that while ψ 6= pred(z) is possible,
we have by definition of s−1 that the parameters of the predicate call in ψ evaluate
to the same locations as the parameters z. Thus, (s, h2) |=Φ pred(z1, . . . , zk).
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• Let φ = φ1 ∧ φ2 and assume that (s, h1) |=Φ φ. We then have that (s, h1) |=Φ φ1
and (s, h1) |=Φ φ2. By the induction hypotheses, (s, h2) |=Φ φ1 and (s, h2) |=Φ φ2
and thus (s, h2) |=Φ φ1 ∧ φ2.
• Let φ = φ1∨φ2 and assume that (s, h1) |=Φ φ. We then have that (s, h1) |=Φ φ1 or
(s, h1) |=Φ φ2. Assume w.l.o.g. that (s, h1) |=Φ φ1. By the induction hypothesis,
(s, h2) |=Φ φ1 and thus (s, h2) |=Φ φ1 ∨ φ2.
• Let φ = φ1∧¬φ2 and assume that (s, h1) |=Φ φ. We then have that (s, h1) |=Φ φ1
and (s, h2) 6|=Φ φ2. By the induction hypotheses, (s, h2) |=Φ φ1 (s, h2) 6|=Φ φ2 and
thus (s, h2) |=Φ φ1 ∧ ¬φ2.
• Let φ = φ1 ⋆ φ2 and assume that (s, h1) |=Φ φ. By the semantics of ⋆, there exist
h1,1 and h1,2 such that (s, h1,i) |=Φ φi for 1 ≤ i ≤ 2.
Note that (s, h1,i) ∈ M
+
Φ by Lemma 2.12. We can thus apply Lemma 4.2 to s,
h1,1, h1,2 and h2 and obtain that there exist h2,1 and h2,2 such that (s, h2,1), (s, h2,2) ∈
M+Φ , h2,1 + h2,2 = h2 and typeΦ(s, h1,i) = typeΦ(s, h2,i) for 1 ≤ i ≤ 2. Further-
more, as typeΦ(s, h1) 6= ∅ by Lemma 3.55, it follows from Lemma 3.64 that
typeΦ(s, h1,i) 6= ∅, i.e., that typeΦ(s, h1,i) is nonempty.
We can therefore apply the induction hypothesis for both h1,1, h1,2, φ1 and h2,1,
h2,2, φ2 to obtain that for 1 ≤ i ≤ 2, (s, h2,i) |=Φ φi. As h2,1+h2,2 = h2, it follows
by the semantics of ⋆ that (s, h2) |=Φ φ.
• Let φ = φ0 ∧ (φ1−©⋆φ2) and assume that (s, h1) |=Φ φ. Then there exists a heap
h0 with (s, h0) |=Φ φ1 and (s, h1 + h0) |=Φ φ2.
Since (s, h1) and (s, h2) have the same type, alloced(s, h1) = alloced(s, h2) holds.
We can therefore assume w.l.o.g. that h2 + h0 is defined—if this is not the case,
simply replace h0 with a heap h′0 such that (s, h0) ∼= (s, h
′
0) and both h1+ h
′
0 and
h2 + h
′
0 are defined. By Lemma 2.7, h1 + h
′
0 |=Φ φ.
By Lemma 2.12, (s, h0) ∈ M
+
Φ and thus (s, h1 + h0) ∈ M
+
Φ . Our assumptions
and Lemma 3.69 thus yield typeΦ(s, h1 + h0) = typeΦ(s, h1) • typeΦ(s, h0) =
typeΦ(s, h2) • typeΦ(s, h0) = typeΦ(s, h2 + h0).
We apply the induction hypothesis for φ0 and h1 and h2 to obtain (s, h2) |=Φ
φ0 Furthermore, we apply the induction hypotheses for formula φ2 and models
(s, h1 + h0) and (s, h2 + h0) to obtain (s, h2 + h0) |=Φ φ2. By the semantics of −©⋆
and ∧, we get (s, h2) |=Φ φ0 ∧ (φ1−©⋆φ2).
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• Let φ = φ0∧(φ1−⋆φ2). Analogous to the case for guarded septraction, except that
we must consider arbitrary models h0 with (s, h0) |=Φ φ1 and (s, h1 + h0) |=Φ φ2.
Lemmas 2.7 and 3.69, and the induction hypotheses can then be applied just like
in the case for septraction.
Note that it is crucial to consider only positive quantifier-free formulas in 4.3.
Example 4.4. Recall Φls from Ex. 2.1. Moreover, let (s, hk), k ∈ N, be a list of
length k from x1 to x2. It then holds for all i, j ≥ 2 that typeΦ(s, hi) = typeΦ(s, hj).
However, (s, h2) 6|=Φ ∃ 〈y1, y2〉 . lseg(x1, y1)⋆ lseg(y1, y2)⋆ lseg(y2, x2), whereas (s, hj) |=Φ
∃ 〈y1, y2〉 . lseg(x1, y1) ⋆ lseg(y1, y2) ⋆ lseg(y2, x2) for all j ≥ 3.
Theorem 4.3 immediately implies that if the type of a positive model (s, h) is among
the types of φ, then (s, h) is a model of φ.
Corollary 4.5. Let φ ∈ SLsid,+qf and let (s, h) ∈ M
+
Φ be a positive model such that
typeΦ(s, h) ∈ Types
s
Φ(φ). Then (s, h) |=Φ φ.
Proof. Because typeΦ(s, h) ∈ Types
s
Φ(φ), there exists, by definition of Types
s
Φ(φ), a
heap h′ such that (s, h′) |=Φ φ and typeΦ(s, h
′) = typeΦ(s, h). Because (s, h) ∈ M
+
Φ by
assumption, Theorem 4.3 then implies that (s, h) |=Φ φ.
4.2 Computing the Types of Predicate Calls
Our goal in this section is to compute for every predicate pred ∈ Preds(Φ) of a BTW
SID Φ and for a fixed set of free variables x the set of all types of pred. Specifically, we
will compute TypesΣΦ(pred(fvars(pred))) for all Σ ∈ AC
fvars(pred)∪x. To reduce clutter,
we define
TypesΣΦ(pred) := Types
Σ
Φ(pred(fvars(pred))).
Once we have a way to compute these types, we can also compute the types of all
SL
sid,+
qf formulas with free variables x, as we will see in Section 4.3.
For the remainder of this section, we fix a BTW SID Φ and a finite set of variables x
and assume w.l.o.g. that x∩ fvars(pred) = ∅ for all pred ∈ Preds(Φ) This assumptions
will simplify reasoning about parameter instantiation by allowing us to disregard the
possibility of double capture.
We will compute TypesΣΦ(pred) for all Σ and pred by means of a simultaneous fixed-
point computation. Specifically, we will compute a (partial) function
p : Preds(Φ)×AC ⇀ 2Types(Φ)
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that maps every predicate pred and every Σ ∈ ACx∪fvars(pred) to the typesTypesΣΦ(pred).
We start off the fixed-point computation with p(pred,Σ) = ∅ for all pred and Σ; each it-
eration will add to p some more types such that after each iteration, p(pred,Σ) will be a
subset ofTypesΣΦ(pred); and when we reach the fixed point, p(pred,Σ) = Types
Σ
Φ(pred)
will hold for all pred and Σ.
Each iteration of the fixed-point computation consists in applying the function
ptypesxp (φ,Σ) defined in Fig. 4.1 to all rule bodies φ ∈ SH
∃ of the SID Φ and all
stack-aliasing constraints Σ. Here, p is the pre-fixed point from the previous iteration.
In Fig. 4.1, we use the following two auxiliary definitions.
• ptrmodelΣ(a 7→ b) denotes an arbitrary model (s, h) with aliasing(s) = Σ and
(s, h) |=Φ a 7→ b.
• Let Σ be a stack-aliasing constraint and σ : dom(Σ)→ Var. If there exist stacks
s, s′ such that (1) aliasing(s) = Σ and (2) s′ is the σ-instantiation of s, then
we define σ[Σ] := aliasing(s′). Otherwise σ[Σ] := ⊥. Informally, this definition
lifts stack instantiation to stack-aliasing constraints. In particular, |Σ| = |σ[Σ]|,
reflecting that σ does not merge equivalence classes of Σ.
Informally, the function ptypesxp (φ,Σ) works as follows.
• Recall that according to our semantics, (dis)equalities only hold in the empty
heap. Consequently, if φ is a (dis)equality, we look up in the aliasing constraint
whether the (dis)equality holds and return either the type of the empty model
or no type.
• If φ = a 7→ b, there is up to isomorphism only one model that satisfies φ. We
return the type of this model.
• If φ = pred(y), we look up the appropriate types of pred(fvars(pred)) in the pre-
fixed point p and then rename the formal parameters fvars(pred) to the actual
arguments y.
Crucially, we look up in p types only w.r.t. aliasing constraints over the variables
fvars(pred) ∪ x, which in general may be fewer variables than in dom(Σ)—in
particular, if the predicate call occurs in scope of existential quantifiers.
This restriction guarantees that the computation of ptypesxp (φ,Σ) does not di-
verge by considering larger and larger aliasing constraints in recursive calls. We
will show later in this section that we do not lose completeness through this
restriction.
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ptypesxp (x ≈ y,Σ) := if (x, y) ∈ Σ then {{emp}} else ∅
ptypesxp (x 6≈ y,Σ) := if (x, y) /∈ Σ then {{emp}} else ∅
ptypesxp (a 7→ b,Σ) := {typeΦ(ptrmodelΣ(a 7→ b))}
ptypesxp (pred(y),Σ) := let C :=
{
Σ′ ∈ ACx∪fvars(pred) | σfvars(pred)7→y[Σ
′] = Σ|x∪y
}
in
⋃{
σfvars(pred)7→y[p(pred,Σ
′)] | Σ′ ∈ C
}
ptypesxp (φ1 ⋆ φ2,Σ) := ptypes
x
p (φ1,Σ) • ptypes
x
p (φ2,Σ)
ptypesxp (∃y. φ,Σ) := let C :=
{
Σ′ ∈ ACdom(Σ)∪{y} | Σ′|dom(Σ) = Σ
}
in
⋃{
forgetΣ′,y(ptypes
x
p (φ,Σ
′)) | Σ′ ∈ C
}
Figure 4.1: Computing (a subset of) the Φ-types of existentially-quantified symbolic
heap φ ∈ SH∃ for stacks with stack-aliasing constraint Σ under the as-
sumption that p maps every predicate symbol pred and every stack-aliasing
constraint to (a subset of) the types TypesΣΦ(pred).
• If φ = φ1 ⋆ φ2, we simply compose the types of the subformulas.
• If φ = ∃y. φ′, we consider all ways to extend the aliasing constraint Σ with y
and recurse. Our treatment of predicate calls outlined above guarantees that this
does not lead to divergence.
We wrap ptypes in a fixed-point computation as follows.
unfoldx : (Preds(Φ)×AC ⇀ 2
Types(Φ))→ (Preds(Φ)×AC ⇀ 2Types(Φ)),
unfoldx(p) = λ(pred,Σ). p(pred,Σ) ∪
⋃
(pred(y)⇐φ)∈Φ
ptypesxp (Σ, φ),
lfp(unfoldx) := lim
n∈N
unfoldnx(λ(pred
′,Σ′). ∅).
Above, we use λ to define a function in the standard way. Note that the fixed point
will always be reached after finitely many iterations. To see this, let
f ⊑ g := ∀pred∀Σ. f(pred,Σ) ⊆ g(pred,Σ).
Note that
1. unfoldnx(λ(pred
′,Σ′). ∅) ⊑ unfoldn+1x (λ(pred
′,Σ′). ∅) for all n;
2. the domain of the computed functions is given by{
(pred,Σ) | pred ∈ Preds(Φ),Σ ∈ ACx∪fvars(pred)
}
and thus of a fixed, finite size; and
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3. the image of the computed functions, 2Types(Φ), is finite.
In other words, there are only finitely many functions that can be returned by an
iteration of the function; and every iteration returns a larger function w.r.t. ⊑. Con-
sequently, lfp(unfoldx) is the least fixed point of unfoldx and is reached after finitely
many iterations.
We will prove in Lemma 4.14 that lfp(unfoldx)(pred,Σ) = TypesΣΦ(pred) for all
predicates pred and aliasing constraints Σ.
4.2.1 Soundness of the Type Computation
We first show that lfp(unfoldx)(pred,Σ) ⊆ TypesΣΦ(pred). To show this, we first need to
establish that ptypesxp (Σ, φ) is sound when φ is a rule of pred—i.e., that ptypes
x
p (Σ, φ) ⊆
TypesΣΦ(φ)—under the assumption that p maps every pair of predicate identifier and
stack-aliasing constraint to a subset of its types. As SID rules are guaranteed to be
existentially-quantified symbolic heaps, it suffices to prove this result for arbitrary
φ ∈ SH∃. We begin with a few simple lemmas about the types of atomic formulas.
Lemma 4.6. For all Σ, TypesΣΦ(emp) = {{emp}}.
Proof. Let (s, h) be a model with typeΦ(s, h) ∈ Types
Σ
Φ(emp) and aliasing(s) = Σ. By
definition, (s, h) |=Φ emp and thus h = ∅, which in turn implies that alloced(s, h) = ∅.
Moreover, emp ∈ typeΦ(s, h) because emp = project(s, {∅}) and {∅} ∈ forestsΦ(h).
Putting this together, we obtain typeΦ(s, h) = 〈Σ, F, ∅〉 for some F ⊇ {emp}.
Assume ψ ∈ F . By definition, there is a Φ-forest f = {t1, . . . , tk} with project(s, f) = ψ
and heap(f) = h. As h = ∅, we have ptrs(f) = ∅ and thus allptrs(ti) = ∅ for all i. Hence,
k = 0. By definition of stack–forest projection, we then have ψ = emp. Therefore,
F ⊆ {emp}. Since (s, h) was an arbitrary model of φ with typeΦ(s, h) ∈ Types
Σ
Φ(emp)
and aliasing(s) = Σ, we have
TypesΣΦ(emp) = {{emp}} = ptypes
x
p (Σ, emp).
Lemma 4.7. Let Σ be a stack-aliasing constraint and x, y ∈ dom(Σ). If (x, y) ∈ Σ,
then TypesΣΦ(x ≈ y) = {{emp}} and Types
Σ
Φ(x 6≈ y) = ∅. Otherwise, Types
Σ
Φ(x 6≈
y) = {{emp}} and TypesΣΦ(x ≈ y) = ∅.
Proof. We only consider the case x ≈ y, as the argument for x 6≈ y is completely
analogous. If (x, y) ∈ Σ, our semantics of equalities gives us that TypesΣΦ(emp) =
TypesΣΦ(x ≈ y). The claim then follows from Lemma 4.6. If (x, y) /∈ Σ, it holds for all
s with aliasing(s) = Σ that s(x) 6= s(y). The semantics of x ≈ y then give us for all
heaps h that (s, h) 6|=Φ. Consequently, TypesΣΦ(x ≈ y) = ∅.
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Lemma 4.8. Let Σ be a stack-aliasing constraint, let a ∈ dom(Σ), and let b ∈ Var∗
with b ⊆ dom(Σ). Then TypesΣΦ(a 7→ b) = {typeΦ(ptrmodelΣ(a 7→ b))}.
Proof. Let (s, h) be an arbitrary model with typeΦ(s, h) ∈ Types
Σ
Φ(a 7→ b) and
aliasing(s) = Σ. By definition, (s, h) |=Φ a 7→ b and thus h = {s(a) 7→ s(b)} by
the semantics of points-to assertions. Consequently, (s, h) ∼= ptrmodelΣ(a 7→ b) and
typeΦ(s, h) = typeΦ(ptrmodelΣ(a 7→ b)).
Since (s, h) was an arbitrary model of φ with typeΦ(s, h) ∈ Types
Σ
Φ(a 7→ b) and
aliasing(s) = Σ, we have TypesΣΦ(a 7→ b) = {typeΦ(ptrmodelΣ(a 7→ b))}.
Lemma 4.9. Let φ ∈ SH∃ and Σ ∈ AC with dom(Σ) ⊇ fvars(φ). Moreover, let
p : Preds(Φ)×AC ⇀ 2Types(Φ)
be such that for all pred ∈ Preds(Φ) and all Σ′ ∈ ACx∪fvars(pred), it holds that
p(pred,Σ′) ⊆ TypesΣ
′
Φ (pred). Then ptypes
x
p (φ,Σ) ⊆ Types
Σ
Φ(φ).
Proof. We proceed by induction on the structure of φ.
• φ = x ≈ y, φ = x 6≈ y. The claim is an immediate consequence of Lemma 4.7.
• φ = a 7→ b. The claim is an immediate consequence of Lemma 4.8. Like in the
previous case, we show the stronger claim ptypesxp (Σ, a 7→ b) = Types
Σ
Φ(a 7→ b).
To this end, let (s, h) be an arbitrary model with typeΦ(s, h) ∈ Types
Σ
Φ(a 7→ b)
and aliasing(s) = Σ. By definition, (s, h) |=Φ a 7→ b and thus h = {s(a) 7→ s(b)}
by the semantics of points-to assertions. Consequently, (s, h) ∼= ptrmodelΣ(a 7→
b) and typeΦ(s, h) = typeΦ(ptrmodelΣ(a 7→ 〈b1, . . . , bk〉)). Since (s, h) was an
arbitrary model of φ with typeΦ(s, h) ∈ Types
Σ
Φ(a 7→ b) and aliasing(s) = Σ, we
have TypesΣΦ(a 7→ b) = {typeΦ(ptrmodelΣ(a 7→ b))} = ptypes
x
p (Σ, a 7→ b).
• φ = pred(y). Let T ∈ ptypesxp (Σ, φ). By definition of ptypes, there exists an Σ
′ ∈
ACx∪fvars(pred) such that σfvars(pred)7→y[Σ
′] = Σ|x∪y and T ∈ σfvars(pred)7→y[p(pred,Σ
′)].
By assumption, p(pred,Σ′) ⊆ TypesΣ
′
Φ (pred), so T ∈ σfvars(pred)7→y[T
′] for some
T ′ ∈ TypesΣ
′
Φ (pred). Let (s
′, h) be a model with typeΦ(s
′, h) = T ′ and (s′, h) |=Φ
pred(fvars(pred)). Such a model must exist by definition of TypesΣ
′
Φ (pred).
Note that because σfvars(pred)7→y[Σ
′] 6= ⊥, we know that there is a stack s such
that s is the σfvars(pred)7→y-instantiation of s and aliasing(s) = σfvars(pred)7→y[Σ
′] =
Σ|x∪y.
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By Lemma 3.71, (s, h) |=Φ pred(y) (†).
By Lemma 3.73, T = σfvars(pred)7→y[typeΦ(s
′, h)] = typeΦ(s
′, h). Together with
(†), this implies that T ∈ Types
Σ|x∪y
Φ (pred(y)). Consequently, it also holds that
T ∈ TypesΣΦ(pred(y)).
1
• φ = φ1 ⋆ φ2. Let T ∈ ptypesxp (Σ, φ1 ⋆ φ2). By definition, T ∈ ptypes
x
p (Σ, φ1) •
ptypesxp (Σ, φ2). From the induction hypotheses for φ1 and φ2, we obtain
T ∈ TypesΣΦ(φ1) •Types
Σ
Φ(φ2).
By Lemma 4.1, T ∈ TypesΣΦ(φ1 ⋆ φ2).
• φ = ∃y. φ. Let T ∈ ptypesxp (Σ,∃y. φ). By definition, there exist a stack-aliasing
constraint Σ′ ∈ ACdom(Σ)∪{y} with Σ′|dom(Σ) = Σ and a type T
′ ∈ ptypesxp (φ,Σ
′)
such that T = forgetΣ′,y(T
′). By the induction hypothesis, we have that T ′ ∈
TypesΣ
′
Φ (φ). Consequently, there exists a model (s, h) with (s, h) |=Φ φ and
typeΦ(s, h) = T
′.
Let s′ be the restriction of s to dom(s)\{x}. Note that establishment guarantees
that s(y) ∈ locs(h). We can thus apply Lemma 3.75 and obtain T = typeΦ(s
′, h) =
forgetΣ′,y(typeΦ(s, h)) = forgetΣ′,y(T
′). Moreover, because (s, h) |=Φ φ, we have
by Lemma 2.2 that (s′, h) |=Φ ∃y. φ. Consequently, T ∈ TypesΣΦ(∃y. φ).
Lemma 4.10. lfp(unfoldx)(pred,Σ) ⊆ Types
Σ
Φ(pred).
Proof. A straightforward induction on top of Lemma 4.9.
4.2.2 Completeness of the Type Computation
Our next goal is to show that lfp(unfoldx)(pred,Σ) ⊇ TypesΣΦ(pred).
The main challenge is to show the completeness of our treatment of predicate calls:
We need to show that ptypes discovers all types even though ptypesxp (pred(y),Σ) re-
stricts the stack-aliasing constraint to x ∪ y.
This is a consequence of establishment, which limits the way that locations can be
shared between sub-heaps. More specifically, let t′ be a Φ-tree for a BTW SID with
1This, in fact, only holds up to normalization of variable names. It might be the case that there exists
an variable x with min [x]Σ= < min [x]
Σ|
x∪y
= , in which case some variable names in the formulas in
T might be different than the variable names used in TypesΣΦ(pred(y)). This could be avoided by
a normalization step similar to Definition 3.72, that we have omitted in Fig. 4.1 to reduce clutter.
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root predicate pred′(l′). Assume we split off a sub-tree t with root predicate pred(l)
from t′. Then the only locations that can be used both in t and in the remainder of t′
are l∪ l′, i.e., all shared locations must occur explicitly as parameter of either the root
of the tree or the root of the sub-tree. This is captured by the following lemma.
Lemma 4.11. Let t′ be a Φ-tree with rootpred(t′) = pred′(l′). Let l ∈ Loc and t, t¯ be
such that split({t′} , {l}) = {t, t¯} and root(t) = l. Assume rootpred(t) = pred(l). Then
ptrlocs(t) ∩ ptrlocs(¯t) ⊆ l ∪ l′.
Proof. Let l ∈ ptrlocs(t) ∩ ptrlocs(¯t). As l ∈ ptrlocs(t), it must either be allocated or
dangling. We handle each case separately.
• l is allocated in t, i.e., l ∈ dom(t) = dom(heap({t})). Because we also have
l ∈ ptrlocs(¯t), l must be dangling in t¯, i.e., l ∈ dangling(heap({¯t})). As a simple
consequence of Lemma 3.14, it holds that heap({¯t}) |=Φ pred
′(l′). By Lemma 2.13,
it follows that l ∈ l′.
• l is dangling in t, i.e., l ∈ dangling(heap({t})). As in the previous case, we can
apply Lemmas 2.13 and 3.14, obtaining that heap({t}) |=Φ pred(l) and then
l ∈ l.
Lemma 4.12 will use Lemma 4.11 to show that it is indeed sufficient to compute the
types of pred(y) w.r.t. x∪ y in ptypesx. With its long list of assumptions Lemma 4.12,
may look quite daunting. We are given a tree t with root predicate pred(l) and without
holes; and a stack s over variables x∪fvars(pred) such that s interprets the free variables
by l. Crucially, s also interprets the variables x in such a way that every location l is in
s(x) (†). Under the assumption (†), the types of all sub-trees tsub of t are in lfp(unfoldx),
where we compute the type of the sub-tree w.r.t. x and the free variables of the root
predicate of the sub-tree, rather than x and fvars(pred). In other words, we then take
an arbitrary sub-tree of t without holes, tsub, with root predicate predsub(lsub). We
define ssub by dropping from s the set fvars(pred) and adding fvars(predsub) in such a
way that ssub interprets fvars(predsub) by lsub. We are then guaranteed that lfp(unfoldx)
contains the type typeΦ(ssub, heap({tsub})).
We would like to emphasize once again that the assumption (†) is crucial here: It
will allow us to apply Lemma 4.11, which limits the locations that each sub-tree tsub
can share with the remainder of the tree t to s(x) ∪ lsub. We will rely on this fact in
the induction step of the proof below.
Before we continue, recall that throughout this section, we assume that Φ is a BTW
SID and that x ∈ 2Var is a finite set of variables with x ∩
⋃
pred∈Preds(Φ) fvars(pred) =
∅.We are now ready to formally state and prove Lemma 4.12.
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Lemma 4.12. Let l, lsub ∈ Loc
∗ be sequences of locations. Consider Φ-trees t, tsub and
stacks s, ssub such that
1. tsub is a sub-tree of t, i.e., graph(¯t) ⊆ graph(t) and for all l ∈ dom(¯t), rule¯t(l) =
rulet(l).
2. rootpred(t) = pred(l) and allholes(t) = ∅,
3. rootpred(tsub) = predsub(lsub) and allholes(tsub) = ∅,
4. dom(s) = x ∪ fvars(pred),
5. s(fvars(pred)) = l,
6. s(x) ⊇ l
7. dom(ssub) = x ∪ fvars(predsub)
8. ssub(v) = s(v) for all v ∈ x, and
9. ssub(fvars(predsub)) = lsub.
Then typeΦ(ssub, heap({tsub})) ∈ lfp(unfoldx)(pred, aliasing(ssub)).
Proof. In the following, let rsub := root(tsub), hsub := heap({tsub}), Σsub := aliasing(ssub),
and xsub := fvars(predsub).
We prove the stronger claim
typeΦ(ssub, hsub) ∈ unfold
height(tsub)+1
x (λ(pred
′,Σ′). ∅)(predsub,Σsub)
by induction on height(tsub).
Induction base: height(tsub) = 0. Because allholes(tsub) = ∅, there exists a non-
recursive rule2
predsub(xsub)⇐ (v 7→ w) ⋆ Π ∈ Φ
such that rsub is labeled with an instance of this rule, i.e., such that there exist a
location a, a sequence of locations b and a (trivial) pure constraint Π′ such that
ruletsub(rsub) = predsub(lsub)⇐ (a 7→ b) ⋆ Π
′,
σxsub 7→lsub [(v 7→ w) ⋆ Π] = (a 7→ b) ⋆ Π
′ and
hsub = {a 7→ b} .
2Recall from Section 2.4 that we assume w.l.o.g. that non-recursive rules do not contain existentials.
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By construction, we then have (ssub, hsub) |=Φ v 7→ w, and thus
(ssub, hsub) ∼= ptrmodelΣsub(v 7→ w).
Consequently,
typeΦ(ssub, hsub) ∈ ptypes
x
p (v 7→ w,Σsub)
for p = λ(pred′,Σ′). ∅. Then,
unfold
height(tsub)+1
x (λ(pred
′,Σ′). ∅)(predsub,Σsub)
=unfoldx(λ(pred
′,Σ′). ∅)(pred,Σsub)
=
⋃
(predsub(xsub)⇐φ)∈Φ
ptypesxλ(pred′,Σ′).∅(Σsub, φ)
⊇ptypesxp ((v 7→ w) ⋆ Π,Σsub)
=ptypesxp (v 7→ w,Σsub)
⊇{typeΦ(ssub, hsub)} .
Induction step: height(tsub) ≥ 1. There exists a recursive rule pred(x) ⇐ φ ∈ Φ,
φ = ∃e. φ′, φ′ = (a 7→ b) ⋆ pred1(z1) ⋆ · · · ⋆ predk(zk) ⋆ Π, Π pure, such that
1. (ssub, hsub) |=Φ φ, and
2. ruletsub(rsub) = predsub(lsub) ⇐ σfvars(pred)·e7→lsub·m[φ
′] for some m ∈ Loc∗, i.e.,
the root of tsub is labeled with an instance of the rule.
Let s′ ⊇ ssub be a stack with dom(s′) = dom(ssub)∪e and (s′, h) |=Φ φ′; such a stack
exists by Lemma 2.2. (Assuming w.l.o.g. that e ∩ dom(ssub) = ∅.) By the semantics
of ⋆ and Corollary 2.16, there exist h0, . . . , hk such that the models (s, hi) are positive,
h = h0 + · · ·+ hk, (s′, h0) |=Φ a 7→ b, and (s′, hi) |=Φ predi(zi) for i ≥ 1.
We define
Σ′ := aliasing(s′)
T0 := ptrmodelΣ′(a 7→ b)
Ti := typeΦ(s
′, hi), i ≥ 1
〈s1, . . . , sk〉 := succtsub(rsub)
Let ti be the sub-tree of tsub rooted in si and let li be such that rootpred(ti) = predi(li).
Let t¯i be the tree obtained by removing ti from the complete Φ-tree t, i.e., the tree
with split({t} , {root(ti)}) = {¯ti, ti}.
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Lemma 4.11 then gives us that ptrlocs(ti) ∩ ptrlocs(¯ti) ⊆ l ∪ li.
Let h¯i ⊆ h be such that h = h¯i + hi. Note that, by construction, heap({ti}) = hi
and thus heap({¯ti}) = h¯i. Substituting these identities into the previous inequality, we
obtain locs(hi) ∩ locs(h¯i) ⊆ l ∪ li.
Now observe that rootpred(ti) = predi(s
′(zi)). Moreover, recall that l ⊆ s(x) by
assumption. Since s′ and s agree on x, this yields l ⊆ s′(x). Consequently, locs(hi) ∩
locs(h¯i) ⊆ s
′(x) ∪ s′(zi) (†).
Let l ∈ locs(hi) ∩ img(s′). Assume l ∈ locs(h¯i). It then follows from (†) that l ∈
s′(x ∪ zi).
Conversely, assume l /∈ locs(h¯i). We make a case distinction based on whether l is
allocated.
• If l ∈ dom(hi), we make a further case split based on whether l ∈ l. If l ∈ l, then
l ∈ s′(x) by assumption, so in particular l ∈ s′(x∪ zi); and if l ∈ img(s′) \ l, then
l is the interpretation of an existential quantifier, so l ∈ s(zi) ⊆ s′(x ∪ zi) as a
consequence of Lemma 2.9.
• If l /∈ dom(h), i.e., if l ∈ dangling(hi), then also l ∈ dangling(h), because l /∈
locs(h¯i). Consequently, l ∈ s′(x) ⊆ s′(x ∪ zi) by Lemma 2.14.
Overall, this gives us locs(hi)∩ img(s′) ⊆ s′(x∪zi). Since l was an arbitrary location
in locs(hi) ∩ img(s′), we obtain locs(hi) ∩ img(s′) ⊆ s′(x ∪ zi).
It follows that Ti = typeΦ(s
′, hi) ∈ Types
x∪zi
Φ (predi(zi)), i.e., only the variables in
x ∪ zi (as opposed to the entirety of dom(s′)) occur in Ti, because only the locations
in s′(x ∪ zi) occur in hi.
Consequently, there exists a type
T ′i ∈ Types
x∪fvars(predi)
Φ (predi(fvars(predi)))
such that
Ti = σfvars(predi)7→zi
[
T ′i
]
.
Let si denote the restriction of s′ to x∪zi and let s′i be such that si is the σfvars(predi)7→zi-
instantiation of s′i. By construction, T
′
i = typeΦ(s
′
i, hi). Further, observe that (s
′
i, hi) |=Φ
predi(fvars(predi)), because hi = heap({ti}).
It is easy to see that t, ti, s, and s′i satisfy all requirements of our claim. Moreover,
height(ti) < height(tsub). Consequently, we can apply the induction hypothesis to obtain
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that
T ′i =typeΦ(s
′
i, hi) ∈ unfold
height(ti)+1
x (λ(pred
′,Σ′). ∅)(predi, aliasing(s
′
i))
⊑unfold
height(tsub)
x (λ(pred
′,Σ′). ∅)(predi, aliasing(s
′
i)).
Finally, we are in a position to prove the claim. Let p := unfoldheight(tsub)x (λ(pred′,Σ′). ∅)
and Σi := aliasing(s′i). Then,
unfold
height(tsub)+1
x (λ(pred
′,Σ′). ∅)(predsub,Σsub)
=
⋃
(predsub(xsub)⇐φ)∈Φ
ptypesxp (Σsub, φ)
⊇ptypesxp (Σsub,∃e. φ
′)
⊇forgetΣ′,e(ptypes
x
p (φ
′,Σ′))
=forgetΣ′,e(ptypes
x
p (a 7→ b,Σ
′) • ptypesxp (pred1(z1),Σ
′) • · · · • ptypesxp (pred1(zk),Σ
′))
=forgetΣ′,e({T0} • ptypes
x
p (pred1(z1),Σ
′) • · · · • ptypesxp (pred1(zk),Σ
′))
⊇forgetΣ′,e({T0} • σfvars(pred1)7→z1 [p(pred1,Σ1)] • · · · • σfvars(predk)7→zk [p(predk,Σk)])
⊇forgetΣ′,e({T0} • σfvars(pred1)7→z1
[{
T ′1
}]
• · · · • σfvars(predk)7→zk
[{
T ′k
}]
)
=forgetΣ′,e({T0 • T1 · · · • Tk})
=
{
forgetΣ′,e(typeΦ(s
′, hsub))
}
(by Lemma 3.69)
= {typeΦ(ssub, hsub)} (by Lemma 3.75, as s(e) ⊆ dom(hsub))
Put differently, typeΦ(ssub, hsub) ∈ unfold
height(tsub)+1
x (λ(pred
′,Σ′). ∅)(predsub,Σsub).
Note in particular that it is possible to pick tsub := t in Lemma 4.12. We exploit this
to show that the fixed point can be used to compute all types of predicate calls pred(y)
when y ⊆ x.
Lemma 4.13. Let pred ∈ Preds(Φ) with fvars(pred) = 〈z1, . . . , zk〉. Let y := 〈y1, . . . , yk〉 ⊆
x. Assume (s, h) |=Φ pred(y) and let s
′ := s ∪ {z1 7→ s(y1), . . . , zk 7→ s(yk)}. Then
typeΦ(s, h) ∈ σfvars(pred)7→y[lfp(unfoldx)(pred, aliasing(s
′))].
Proof. By Lemma 3.8, there exists a Φ-tree t with rootpred(t) = pred(s(y)), allholes(t) =
∅ and heap({t}) = h. We apply Lemma 4.12 for tsub := t and the stack s′, i.e., we pick
the tree itself as subtree. This yields typeΦ(s
′, h) ∈ lfp(unfoldx)(pred, aliasing(s
′)) (†).
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Note that s is the σfvars(pred)7→y-instantiation of s
′, because y ⊆ x by assumption.
By Lemma 3.73, we then have σfvars(pred)7→y[typeΦ(s
′, h)] = typeΦ(s, h), where the latter
equality follows because y ⊆ x by assumption. Combining this identity with (†), we
conclude typeΦ(s, h) ∈ σfvars(pred)7→y[lfp(unfoldx)(pred, aliasing(s
′))].
4.2.3 Correctness and Complexity of the Fixed-Point Computation
Together, the results of Sections 4.2.1 and 4.2.2 imply that the fixed point lfp(unfoldx)
contains only and all the Φ-types of all predicates and stack-aliasing constraints.
Lemma 4.14. lfp(unfoldx)(pred,Σ) = Types
Σ
Φ(pred) for all Σ and pred.
Proof. By Lemma 4.10, lfp(unfoldx)(pred,Σ) ⊆ TypesΣΦ(pred) and by Lemma 4.13
(with y := fvars(pred)), lfp(unfoldx)(pred,Σ) ⊇ TypesΣΦ(pred).
Lemma 4.15. Let Σ be a stack-aliasing constraint, let a ∈ dom(Σ), and let b ∈
Var∗ with b ⊆ dom(Σ). Let n := |Φ| + |dom(Σ)|. Then typeΦ(ptrmodelΣ(a 7→ b)) is
computable in O(2n log(n)).
Proof. Let (s, h) = ptrmodelΣ(a 7→ b). Let k := maxpred∈Preds(Φ) |fvars(pred)| − 1. We
set L := img(s) ∪ {l1, . . . , lk}, where we assume w.l.o.g. that img(s) ∩ {l1, . . . , lk} = ∅.
Clearly, |L| ∈ O(n). Now define
R :={pred(l)⇐ (v 7→ w) ⋆ φ ∈ RuleInst(Φ) | l ∈ L∗,
predroot(pred(l)) ∈ img(s), s(a) = v, s(b) = w}
Recall that every predicate call in every DUSH, at least the root parameter is a stack
variable. By “padding” the set L with l1, . . . , lk, we have ensured that it is possible
for all other locations to be pairwise different non-stack variables, i.e., universally or
existentially-quantified variables. R thus contains rule instances for every possible as-
signment of stack- and non-stack locations to parameters.
Then typeΦ(s, h) is given by
{project(s, {{a 7→ 〈ε,R〉}}) | R ∈ R} .
The complexity bound follows immediately from the fact that the Φ contains at most
n predicates and |L| ∈ O(n), which imply that |R| ≤ n · nn ∈ O(2n log(n)).
Lemma 4.16. Let n := |Φ|+ |x|. lfp(unfoldx) can be computed in 2
2O(n
2 log(n))
.
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Proof. By Lemma 3.76, |Typess(Φ)| ∈ 22
O(n2 log(n))
for all s with dom(s) = x. The
number of predicates of Φ is bounded by n and the number of different stack-aliasing
constraints over x is given by the |x|-th Bell number, bounded by nn ∈ O(2n log(n)).
Consequently, the number of functions of type Preds(Φ)×AC ⇀ 2Types(Φ) is bounded
by
n · O(2n log(n)) · 22
O(n2 log(n))
= 22
O(n2 log(n))+2
= 22
O(n2 log(n))
.
Since every iteration of the fixed-point computation discovers at least one new type,
the computation terminates after at most 22
O(n2 log(n))
many iterations. Each iteration
consists in computing
• for every predicate pred ∈ Preds(Φ) (of which there are at most n),
• for every stack-aliasing constraint Σ ∈ ACx (of which there are at mostO(2n log(n))),
• for every rule pred(fvars(pred))⇐ φ ∈ Φ (of which there are at most n),
the function ptypesxp (φ,Σ), where p is the pre-fixed point from the previous iteration.
Consequently, each iteration consists of at most n · O(2n log(n)) · n = O(2n log(n))
many invocations of calls of the form ptypesxp (φ,Σ), where φ is a rule body. There are
additional recursive calls, but at most |φ| ≤ n for each rule body φ, so the total number
of invocations of ptypes remains in O(2n log(n)).
Now observe that:
1. If φ is a (dis-)equality, the evaluation of ptypesxp (φ,Σ) takes constant time.
2. The evaluation of ptypesxp (φ,Σ) for points-to assertions can be done in time
O(2n log(n)) by Lemma 4.15.
3. The evaluation of •, σ[·], and forget·,·(·) take time polynomial in the size of the
types to which they are applied. For σ[·], and forget·,·(·), this is trivial. For •, the
polynomial bound follows from the facts that (1) we apply merge to polynomially
many formulas (namely to all pairs of formulas in the types that are composed),
(2) the number of ⊲ steps that can be applied is bounded by the length of the
formula and (3) each ⊲ step can be computed in polynomial time.
4. Since the size of each type is bounded by 2O(n
2 log(n)) by Lemma 3.53, this yields
a bound of 2poly(n) for each of the σ[·], forget·,·(·), and • operations.
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types(emp,Σ) := {{emp}}
types(x ≈ y,Σ) := if (x, y) ∈ Σ then {{emp}} else ∅
types(x 6≈ y,Σ) := if (x, y) /∈ Σ then {{emp}} else ∅
types(a 7→ b,Σ) := {typeΦ(ptrmodelΣ(a 7→ b))}
types(pred(y),Σ) := let Σ′ := extend(Σ,y = fvars(pred))
in forgetΣ′,fvars(pred)(lfp(unfoldx)(pred,Σ
′))
types(φ1 ⋆ φ2,Σ) := types(φ1,Σ) • types(φ2,Σ)
types(φ1 ∧ φ2,Σ) := types(φ1,Σ) ∩ types(φ2,Σ)
types(φ1 ∨ φ2,Σ) := types(φ1,Σ) ∪ types(φ2,Σ)
types(φ1 ∧ ¬φ2,Σ) := types(φ1,Σ) \ types(φ2,Σ)
types(φ0 ∧ (φ1−©⋆φ2),Σ) := {T ∈ types(φ0,Σ) | ∃T
′ ∈ types(φ1,Σ).T • T
′ ∈ types(φ2,Σ)}
types(φ0 ∧ (φ1−⋆φ2),Σ) := {T ∈ types(φ0,Σ) | ∀T
′ ∈ types(φ1,Σ).T • T
′ ∈ types(φ2,Σ)}
Figure 4.2: Computing the Φ-types of quantifier-free positive formula φ ∈ SLsid,+qf for
stacks with stack-aliasing constraint Σ.
5. The number of types to which each function is applied is bounded by 22
O(n2 log(n))
(again by Lemma 3.76).
We thus obtain that the evaluation of ptypesxp (φ,Σ) for a fixed formula φ, not taking
into account the evaluation time of recursive calls, takes at most time
2O(poly(n)) · 22
O(n2 log(n))
= 22
O(n2 log(n))
The total run time of the fixed-point computation is thus bounded by
O(2n log(n))︸ ︷︷ ︸
number of calls to ptypes
· 22
O(n2 log(n))︸ ︷︷ ︸
evaluation time per call
= 22
O(n2 log(n))
.
4.3 Computing the Types of Arbitrary Positive,
Quantifier-Free Formulas
Now that we know how to compute the types of predicate calls, we can define a function
types that computes the types of arbitrary SLsid,+qf formulas, i.e., quantifier-free positive
formulas. We do so in Fig. 4.2.
The function types makes use of the auxiliary function extend(Σ,y = z). Given a
stack-aliasing constraint Σ with dom(Σ) ⊇ y and dom(Σ) ∩ z = ∅ and (not neces-
sarily repetition-free) sequences y = 〈y1, . . . , yk〉, z = 〈z1, . . . , zk〉, extend(Σ,y = z)
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returns the smallest stack-aliasing constraint Σ′ with (1) dom(Σ′) = dom(Σ) ∪ z and
(2) (yi, zi) ∈ Σ′ for all 1 ≤ i ≤ k. In other words, extend(Σ,y = z) extends Σ by adding
zi to the equivalence class of yi for all i.
Theorem 4.17. Let φ ∈ SLsid,+qf with fvars(φ) = x and locs(φ) = ∅. Let Σ ∈ AC
x.
Then TypesΣΦ(φ) = types(φ,Σ).
Proof. We proceed by induction on φ.
• φ = emp. The claim is an immediate consequence of Lemma 4.6.
• φ = x ≈ y. The claim is an immediate consequence of Lemma 4.7.
• φ = x 6≈ y. The claim is an immediate consequence of Lemma 4.7.
• φ = a 7→ b. The claim is an immediate consequence of Lemma 4.8.
• φ = pred(y). Write 〈y1, . . . , yk〉 := y and 〈z1, . . . , zk〉 := fvars(pred).
Let T ∈ TypesΣΦ(φ). Let (s, h) be a model with aliasing(s) = Σ, (s, h) |=Φ pred(y)
and T = typeΦ(s, h). Such a model must exist by the definition of Types
Σ
Φ(·).
Let s′ be a stack with (1) dom(s′) = dom(s)∪ fvars(pred), (2) s′(x) = s(x) for all
x ∈ dom(s), and (3) s′(zi) = s(yi) for all 1 ≤ i ≤ k.
Let σ : dom(s′) → dom(s) be such that σ(zi) = y1 for 1 ≤ i ≤ k and σ(x) = x
for all x ∈ dom(s′) \ fvars(pred). It is easy to see that s is a σ-instantiation of s′.
It follows from Lemma 3.73 that σ[typeΦ(s
′, h)] = typeΦ(s, h) = T . Let Σ
′ :=
aliasing(s′) and T ′ := typeΦ(s
′, h). Since (s, h) |=Φ pred(y), we obtain (s′, h) |=Φ
pred(fvars(pred)) and thus T ′ ∈ Typespred(fvars(pred))Φ (Σ
′).
Now observe that:
1. By construction, Σ′ = extend(Σ,y = fvars(pred)).
2. By Lemma 4.14, lfp(unfoldx)(pred,Σ′) = Types
pred(fvars(pred))
Φ (Σ
′), so T ′ ∈
lfp(unfoldx)(pred,Σ
′).
3. T = forgetΣ′,fvars(pred)(T
′)
Consequently, T ∈ types(pred(y),Σ).
Conversely, let T ∈ types(pred(y),Σ). Write Σ′ := extend(Σ,y = fvars(pred)).
Then T ∈ forgetΣ′,fvars(pred)(lfp(unfoldx)(pred,Σ
′)). By Lemma 4.14, this guaran-
tees that T ∈ forgetΣ′,fvars(pred)(Types
pred(fvars(pred))
Φ (Σ
′)). Since (yi, zi) ∈ Σ′ for
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all 1 ≤ i ≤ k, it follwos that T ∈ forgetΣ′,fvars(pred)(Types
pred(y)
Φ (Σ
′)). Now ob-
serve that after forgetting fvars(pred), we are left with the original stack-aliasing
constraint Σ. Thus, T ∈ TypesΣΦ(pred(y)).
• φ = φ1 ⋆ φ2.
TypesΣΦ(φ1 ⋆ φ2)
=TypesΣΦ(φ1) •Types
Σ
Φ(φ2) (by Lemma 4.1)
=types(φ1,Σ) • types(φ2,Σ) (by the induction hypotheses)
=types(φ1 ⋆ φ2,Σ)
• φ = φ1 ∧ φ2. Let T ∈ TypesΣΦ(φ). Let (s, h) be a model with aliasing(s) =
Σ, (s, h) |=Φ φ1 ∧ φ2 and T = typeΦ(s, h). Such a model must exist by the
definition of TypesΣΦ(·). Then (s, h) |=Φ φ1 and (s, h) |=Φ φ2 by the semantics of
∧. Consequently, T ∈ TypesΣΦ(φ1) and T ∈ Types
Σ
Φ(φ2), i.e., T ∈ Types
Σ
Φ(φ1)∩
TypesΣΦ(φ2). By the induction hypotheses, Types
Σ
Φ(φi) = types(φi,Σ), 1 ≤ i ≤ 2.
Consequently, T ∈ types(φ1,Σ) ∩ types(φ2,Σ) = types(φ,Σ).
Conversely, let T ∈ types(φ,Σ) = types(φ1,Σ) ∩ types(φ2,Σ). By the induction
hypotheses, we then have T ∈ TypesΣΦ(φ1) and T ∈ Types
Σ
Φ(φ2). Let (s, h)
be a model with aliasing(s) = Σ, (s, h) |=Φ φ1 and T = typeΦ(s, h). Because
T ∈ TypesΣΦ(φ2) and (s, h) ∈M
+
Φ (by Lemma 2.12), it follows from Corollary 4.5
that (s, h) |=Φ φ2. Hence, (s, h) |=Φ φ1 ∧ φ2, implying T ∈ TypesΣΦ(φ).
• φ = φ1 ∨ φ2. Analogously.
• φ = φ1 ∧ ¬φ2. Analogously.
• φ = φ0∧(φ1−©⋆φ2). Let T ∈ TypesΣΦ(φ). Let (s, h) be a model with aliasing(s) = Σ,
(s, h) |=Φ φ0 and (s, h) |=Φ φ1−©⋆φ2 and T = typeΦ(s, h). Such a model must exist
by the definition of TypesΣΦ(·). By the induction hypothesis, T ∈ types(φ0,Σ)
(†). By the semantics of −©⋆ , there exists a heap h1 with (s, h1) |=Φ φ1 and (s, h+
h1) |=Φ φ2. Let T1 := typeΦ(s, h1) and T2 := typeΦ(s, h + h2). By Lemma 3.69,
T2 = T • T1. Combining this with (†), we derive
T ∈
{
T ′ ∈ types(φ0,Σ) | ∃T
′′ ∈ TypesΣΦ(φ1).T
′ • T ′′ ∈ TypesΣΦ(φ2)
}
.
By the induction hypotheses for φ1 and φ2, we thus have
T ∈
{
T ′ ∈ types(φ0,Σ) | ∃T
′′ ∈ types(φ1,Σ).T
′ • T ′′ ∈ types(φ2,Σ)
}
=types(φ1−©⋆φ2,Σ).
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Conversely, let T ∈ types(φ0 ∧ (φ1−©⋆φ2),Σ). By the induction hypotheses for φ0,
φ1 and φ2, this implies that
T ∈
{
T ′ ∈ TypesΣΦ(φ0) | ∃T
′′ ∈ TypesΣΦ(φ1).T
′ • T ′′ ∈ TypesΣΦ(φ2)
}
.
In particular, T ∈ TypesΣΦ(φ0) (†). Let T1 ∈ Types
Σ
Φ(φ1) such that T • T1 ∈
TypesΣΦ(φ2), i.e., a witness for the existential in the above set. Moreover, let
h be a heap such that typeΦ(s, h) = T . Further, let h1 be a heap such that
typeΦ(s, h1) = T1 and (s, h1) |=Φ φ1. Such a heap exists by definition ofTypes
Σ
Φ(φ1).
Assume w.l.o.g. that h+ h1 6= ⊥—otherwise, replace h1 with an isomorphic heap
that has this property.
By Lemma 3.69, we have typeΦ(s, h + h1) = T • T1 ∈ Types
Σ
Φ(φ2). Because
φ0, φ1 ∈ SL
sid,+
qf , (s, h) ∈ M
+
Φ and (s, h1) ∈ M
+
Φ by Lemma 2.12. Therefore also
(s, h + h1) ∈ M
+
Φ . Corollary 4.5 then gives us that (s, h + h1) |=Φ φ2. Therefore,
(s, h) |=Φ φ1−©⋆φ2, implying T ∈ TypesΣΦ(φ1−©⋆φ2). Combining this with (†), we
conclude that T ∈ TypesΣΦ(φ0 ∧ (φ1−©⋆φ2)).
• φ = φ0 ∧ (φ1−⋆φ2). Analogously.
Unsurprisingly, the asymptotic complexity of types(φ,Σ) coincides with the asymp-
totic complexity of the fixed-point computation.
Lemma 4.18. Let φ ∈ SLsid,+qf and let Σ ∈ AC
fvars(φ). Let n := |Φ| + |φ|. Then
types(φ,Σ) can be computed in 22
O(n2 log(n))
.
Proof. Recall from Lemma 3.76 that
∣∣TypesΣ(Φ)∣∣ ∈ 22O(n2 log(n)) (†).
The evaluation of types(φ,Σ) consists in evaluating at most |φ| ≤ n invocations
of the form types(·,Σ). Each of these invocations can be evaluated in time at most
22
O(n2 log(n))
:
• For emp and (dis-)equalities, this is trivial.
• For points-to assertions, this follows from Lemma 4.15.
• For predicate calls, this follows from Lemma 4.16.
• For φ1⋆φ2, this follows from the facts that (1) • is applied to at most 22
O(n2 log(n))
·
22
O(n2 log(n))
= 22
O(n2 log(n))
many types by (†) and (2) the composition T1•T2 takes
time at most 2poly(n), as argued in the proof of Lemma 4.16.
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• For septraction and the magic wand, (†) also implies that we must compute at
most 22
O(n2 log(n))
·22
O(n2 log(n))
many composition operations, so the bound follows
as for ⋆.
• For ∧, ∨, and ¬, the bound follows immediately from (†).
The overall complexity is thus bounded by n · 22
O(n2 log(n))
= 22
O(n2 log(n))
.
Now that we know that types(φ,Σ) computes TypesΣΦ(φ) in double-exponential time,
we are ready to prove that satisfiability for positive quantifier-free formulas in the BTW
fragment is decidable in double-exponential time.
Theorem 4.19. Let φ ∈ SLsid,+qf . Let n := |Φ|+ |φ|. It is decidable in time 2
2O(n
2 log(n))
if φ is satisfiable.
Proof. Let x := fvars(φ). Note that |x| ≤ n. The formula φ is satisfiable if and only if
there exists a model (s, h) with (s, h) |=Φ φ. By definition,
TypesxΦ(φ) = {typeΦ(s, h) | dom(s) = x, h ∈ H, (s, h) |=Φ φ} .
Consequently, φ is satisfiable if and only if TypesxΦ(φ) 6= ∅.
By Corollary 3.63, TypesxΦ(φ) =
⋃{
TypesΣΦ(φ) | Σ ∈ AC
x
}
. By Theorem 4.17,
we then obtain TypesxΦ(φ) =
⋃
{types(Σ, φ) | Σ ∈ ACx}. We use Lemma 4.18 and
the observation that |ACx| ≤ nn ∈ O(2n log(n)) to conclude that we can perform the
emptiness check TypesxΦ(φ) 6= ∅ in time O(2
n log(n)) · 22
O(n2 log(n))
= 22
O(n2 log(n))
.
Since the entailment query φ |=Φ ψ is equivalent to checking the unsatisfiability of
φ ∧ ¬ψ, and the negation in φ ∧ ¬ψ is guarded, we obtain an entailment checker with
the same complexity for free.
Corollary 4.20. Let φ,ψ ∈ SLsid,+qf and n := |Φ|+ |φ|+ |ψ|. The entailment problem
φ |=Φ ψ is decidable in time 2
2O(n
2 log(n))
.
Proof. If φ,ψ ∈ SLsid,+qf , then φ ∧ ¬ψ ∈ SL
sid,+
qf . The entailment φ |=Φ ψ is valid iff
φ ∧ ¬ψ is unsatisfiable. Since 2ExpTime is closed under complementation, the claim
follows from Theorem 4.19.
In other words, we have developed a sound and complete entailment checker for
positive formulas in the bounded-treewidth fragment, fixing the incompleteness issues
of [KMZ19a], while extending the result beyond symbolic heaps and retaining the same
asymptotic complexity as in [KMZ19a].
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We presented a completely revised, extended version of the entailment-checking proce-
dure for the bounded-treewidth (BTW) fragment of SL that we proposed in [KMZ19a].
A complete decision procedure. We fixed the incompleteness issues of our earlier
article [KMZ19a]. To this end, we generalized the Φ-profile abstraction to the Φ-type
abstraction by adding (limited) support for existential quantifiers (Chapter 3). We used
Φ-types to develop a sound and complete, double-exponential decision procedure for
the bounded-treewidth fragment of separation logic (Chapter 4).
Stack–heap semantics. We used the standard stack–heap model of separation logic
instead of the heap-graph model used in [KMZ19a]. This allowed us to drop several
simplifying assumptions; in particular, our new approach can handle pure formulas,
parameter repetitions, and SIDs that admit unsatisfiable unfoldings.
Entailment checking for positive formulas. In [KMZ19a], we only addressed entail-
ment checking between pairs of predicate calls. In the present article, we showed that
the type abstraction refines the satisfaction relation for a larger class of separation-
logic formulas (Section 4.1). This insight allowed us to beyond predicate calls and even
beyond the symbolic-heap fragment, allowing conjunction, disjunction, and guarded
forms of negation, septraction and the magic wand in addition to the separating con-
junction (Section 4.3). We thus obtained the first decision procedure for a separation
logic that combines user-defined inductive definitions, Boolean structure and some uses
of the magic wand.
In summary, we fixed the incompleteness issues of [KMZ19a], switched to the stan-
dard stack–heap model of separation logic, and extended the decision procedure to
positive separation-logic formulas.
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