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THE SOLUTION TO THE FRAME QUANTUM
DETECTION PROBLEM
SARA BOTELHO-ANDRADE, PETER G. CASAZZA, DESAI CHENG AND TIN T.
TRAN
Abstract. We will give a complete solution to the frame quantum de-
tection problem. We will solve both cases of the problem: the quantum
injectivity problem and quantum state estimation problem. We will an-
swer the problem in both the real and complex cases and in both the
finite dimensional and infinite dimensional cases.
Finite Dimensional Case:
(1) We give two complete classifications of the sets of vectors which
solve the injectivity problem - for both the real and complex cases.
We also give methods for constructing them.
(2) We show that the frames which solve the injectivity problem are
open and dense in the family of all frames.
(3) We show that the Parseval frames which give injectivity are dense
in the Parseval frames.
(4) We classify all frames for which the state estimation problem is
solvable, and when it is not solvable, we give the best approxima-
tion to a solution.
Infinite Dimensional Case:
(1) We give a classification of all frames which solve the injectivity
problem and give methods for constructing solutions.
(2) We show that the frames solving the injectivity problem are neither
open nor dense in all frames.
(3) We give necessary and sufficient conditions for a frame to solve the
state estimation problem for all measurements in ℓ1 and show that
there is no injective frame for which the state estimation problem
is solvable for all measurements in ℓ2.
(4) When the state estimation problem does not have an exact solu-
tion, we give the best approximation to a solution.
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1. Introduction and Preliminaries
In this paper we will give a complete answer to the frame quantum detec-
tion problem including the injectivity problem and state estimation problem.
We will answer the problem in both the real and complex cases and in both
the finite dimensional and infinite dimensional cases.
Important Notation. Throughout the paper we will let {ei}ni=1 be the
canonical orthonormal basis of Rn or Cn and {ei}∞i=1 will denote the canon-
ical orthonormal basis of real or complex ℓ2. Also, ι will be used to denote
the complex unit.
For a vector xk in R
n or Cn, we denote its coordinates as
xk = (xk1, xk2, . . . , xkn).
Similarly, for xk belonging to ℓ2, we write
xk = (xk1, xk2, . . . , xki, . . .).
To explain exactly what we will solve, we need to introduce the basics of
quantum detection. Let L∞(H) be the space of bounded linear operators on
a finite or infinite dimenional (real or complex) Hilbert space H. Let {ei}i∈I
be an orthonormal basis for H. For an operator T ∈ L0(H), the finite rank
operators on H, the trace of T is given by: tr(T ) =
∑
i∈I〈Tei, ei〉, which is
finite and independent of the orthonormal basis. The trace induces a scalar
product by 〈T, S〉HS = tr(TS∗). The closure of L0(H) with respect to this
scalar product, denoted L2(H) is the space of the Hilbert-Schmidt operators
on H. For any T ∈ L∞(H) we denote by |T | = √TT ∗, the positive square
root of TT ∗. We say that T is a trace class operator if tr(|T |) <∞. The set
of all trace class operators is denoted by L1(H) and forms a Banach space
under the trace norm ‖T‖1 = tr(|T |).
Let
Sym(H) = {T : T ∈ L∞(H), T = T ∗},
denote the real Banach space of self-adjoint operators on H and let
Sym+(H) = {T = T ∗ ≥ 0},
denote the real cone of positive self-adjoint operators onH. The main objects
to analyze these operators are the positive operator-valued measures.
1.1. Positive Operator-Valued Measures. In quantum mechanics, the
definition of a von Neumann measurement can be generalized using positive
operator-valued measures (POVMs) [10, 11, 14]. The advantage of this is
that it allows one to distinguish more accurately among elements of a set of
non-orthogonal quantum states.
Let X denote a set of outcomes (e.g. this could be a finite or infinite
subset of Zd or Rd). Let β denote a sigma algebra of subsets of X.
Definition 1.1. A positive operator-valued measure (POVM) is a
function Π : β → Sym+(H) satisfying:
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(1) Π(∅) = 0 (the zero operator).
(2) For every disjoint family {Ui}i∈I ⊂ β, x, y ∈ H we have
〈Π(∪i∈IUi) x, y〉 =
∑
i∈I
〈Π(Ui)x, y〉.
(3) Π(X) = I (the identity operator).
1.2. Quantum Systems. A quantum system is defined as a von Neu-
mann algebra A of operators acting on H. The set of states on H is
S(H) = {T ∈ L1(H), T = T ∗ ≥ 0, tr(T ) = 1},
and it represents the reservoir of quantum states for any quantum system.
The set of quantum states S(A) associated to a quantum system A is
obtained by identifying states that differ by a null state with respect to A.
Thus, the set of quantum states are in one-to-one correspondance with the
linear functionals on A of the form:
ρ : A→ C, for some S ∈ S(H), ρ(T ) = tr(TS), for every T ∈ A.
A quantum state ρ ∈ S(A) is called a pure state if it is an extreme point
in the convex weak∗ compact set of quantum states S(A). We say a POVM
Π is associated to a von Neumann algebra A if Π : β → A∩ Sym+(H).
Given a quantum state ρ, the quantum measurement performed by the
POVM Π is the map p : β → R defined by p(U) = ρ(Π(U)) = tr(Π(U)T ),
where T ∈ S(H) is in the equivalence class associated to ρ.
1.3. The Quantum Detection Problem. Let L(β,R) denote the set of
bounded functions defined on β. Given a POVM Π associated to a von
Neumann algebra A, the quantum detection problem is formulated as
follows.
Quantum Detection Problem. Is there a unique quantum state ρ ∈ S(A)
compatible with the set of quantum measurements performed by the POVM
Π?
Specifically, the quantum detection problem asks two questions:
(1) Injectivity, or state separability: Is the following map injective
M : S(A)→ L(β,R), M(ρ)(U) = ρ(Π(U))?
(2) Range analysis, or state estimation: Assume M is injective. Then,
given a map p ∈ L(β,R), determine if p is in the range of M, hence
is of the form p = M(ρ) for some unique ρ ∈ S(A). If not, find
a quantum state ρ that best approximates p in some sense (e.g.
robustness to noise).
We point out that in the context of quantum detection in quantum me-
chanics, a significant amount of work has been put into computing the prob-
ability of detection error [9, 14, 13, 16, 18]. We will not address this question
here.
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1.4. Frame POVMs. In this section we introduce the Hilbert space frame
version of the quantum detection problem. For a background on frame
POVMs we recommend [1, 10, 12, 15]. For a background on Hilbert space
frame theory we recommend [4, 6, 8].
Definition 1.2. A family of vectors {xk}k∈I is a frame for a real or com-
plex, finite or infinite dimensional Hilbert space H if there are constants
0 < A ≤ B <∞ satisfying:
A‖x‖2 ≤
∑
k∈I
|〈x, xk〉|2 ≤ B‖x‖2, for all x ∈ H.
We have
(1) A,B are the lower and upper frame bounds of the frame.
(2) If A = B this is a tight frame. If A = B = 1 this is a Parseval
frame.
(3) If we only assume we have 0 < B < ∞, this is called a B-Bessel
sequence. Note that ‖xk‖2 ≤ B, for all k ∈ I.
We define the analysis operator of the frame as T : H→ ℓ2(I) by
T (x) = (〈x, x1〉, 〈x, x2〉, . . .) =
∑
k∈I
〈x, xk〉ek.
The synthesis operator T ∗ is given by:
T ∗ ({ak}k∈I) =
∑
k∈I
akxk.
The frame operator is S = T ∗T . This is a positive, self-adjoint invertible
operator on H satisfying:
S(x) =
∑
k∈I
〈x, xk〉xk.
It is known that for any frame {xk}k∈I , {S−1/2xk}k∈I is a Parseval frame.
It is also known that a frame is Parseval if and only if its frame operator is
the identity operator.
Definition 1.3. A frame {xk}k∈I is said to be bounded if there is a con-
stant C > 0 such that
‖xk‖ ≥ C, for all k ∈ I.
If {xk}k∈I is a Parseval frame for a Hilbert space H, it naturally induces
a POVM Π on X = I with β = 2I (the power set of I):
Π(U) =
∑
k∈U
xkx
∗
k, where x
∗
k : H→ C, x∗k(x) = 〈x, xk〉,
with strong convergence for any U ⊂ I.
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Given a state T ∈ S(H) (i.e. a unit-trace, trace class, positive, self-adjoint
operator on H), the frame induced quantum measurement is given by the
function
p : β → R, p(U) =
∑
k∈U
tr(Txkx
∗
k) =
∑
k∈U
〈Txk, xk〉.
For the von Neumann algebra A = L∞(H), the quantum states coincide
with the convex set of states S(H). In this case, the injectivity problem and
the state estimation problem ask:
Injectivity Problem: Is there a Parseval frame χ = {xk}k∈I so that the
map M : S(H)→ L(β,R) defined by M(T )(U) =∑k∈U 〈Txk, xk〉 for U ⊂ I
is injective?
State Estimation Problem: Given an injective Parseval frame {xk}k∈I
and a function p : β → R, is there any T ∈ S(H) so that M(T ) = p? If not,
find a quantum state T that best approximates p.
1.5. Generalizing Quantum Detection. We will work on a much more
general quantum detection problem. In particular, we will work with
(1) Self-adjoint operators which may not be positive.
(2) Operators which are not trace one but are Hilbert Schmidt.
(3) Frames which are not Parseval.
We will see that solving the problem in this more general form will also
solve the original problem.
First, we need a definition.
Definition 1.4. A family of vectors X = {xk}k∈I in a Hilbert space H is
said to be injective if whenever a Hilbert Schmidt self-adjoint operator T
satisfies
〈Txk, xk〉 = 0, for all k ∈ I,
then T = 0.
Now we will show that we do not need to find Parseval frames for the
quantum detection problem. If we have a frame giving injectivity, then its
canonical Parseval frame is injective.
Proposition 1.5. Let {xk}k∈I be a frame for H which gives injectivity. If F
is a bounded invertible operator on H, then {Fxk}k∈I also gives injectivity.
Proof. Let T be a Hilbert Schmidt self-adjoint operator such that
〈TFxk, Fxk〉 = 0, for all k.
Then 〈F ∗TFxk, xk〉 = 0, for all k. Note that F ∗TF is also a Hilbert Schmidt
self-adjoint operator. Therefore, F ∗TF = 0 and hence T = 0. 
Corollary 1.6. Let {xk}k∈I be a frame with frame operator S. If {xk}k∈I
gives injectivity, then the canonical Parseval frame {S−1/2xk}k∈I also gives
injectivity.
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2. The Solution for the Finite Dimensional Case
In this section we will solve the finite dimensional injectivity problem and
the state estimation problem for both the real and complex cases. These
problems were originally solved by Scott [17] (See also [2]) where the so-
lutions are called informationally complete quantum measurements.
We will have to redo this here since we need much more information about
the solutions and need proofs in a format that will easily generalize to infinite
dimensions.
2.1. Solution to the Injectivity Problem. First, we will see that we do
not need to work with positive operators via the following theorem.
Theorem 2.1. Given a family of vectors X = {xk}mk=1 in Hn, the following
are equivalent:
(1) Whenever T, S are positive and self-adjoint, and
〈Txk, xk〉 = 〈Sxk, xk〉, for all k,
then T = S.
(2) Whenever T, S are self-adjoint, and
〈Txk, xk〉 = 〈Sxk, xk〉, for all k,
then T = S.
(3) X is injective.
Proof. (1)⇒ (2): Let T, S be self-adjoint operators such that
〈Txk, xk〉 = 〈Sxk, xk〉, for all k.
Set
m1 := inf
‖x‖=1
〈Tx, x〉, m2 := inf
‖x‖=1
〈Sx, x〉
then m1,m2 ∈ R. Set m = min{m1,m2}.
Now let P = T −mI, Q = S−mI. Then for any x ∈ H, ‖x‖ = 1, we have
〈Px, x〉 = 〈(T −mI)x, x〉 = 〈Tx, x〉 −m ≥ 0.
Hence, P is positive. Similarly, Q is positive.
We have
〈Pxk, xk〉 = 〈(T −mI)xk, xk〉
= 〈Txk, xk〉 −m‖xk‖2
= 〈Sxk, xk〉 −m‖xk‖2
= 〈Qxk, xk〉.
By (1) we get P = Q and therefore T = S.
(2)⇒ (3): Let T be any self-adjoint operator such that
〈Txk, xk〉 = 0, for all k.
Then
〈Txk, xk〉 = 〈Sxk, xk〉, for all k,
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where S = 0. It follows that T = 0.
(3)⇒ (1): Let any positive self-adjoint operators T, S satisfy
〈Txk, xk〉 = 〈Sxk, xk〉, for all k.
Then
〈(T − S)xk, xk〉 = 0, for all k.
Since T − S is a self-adjoint operator, T = S by (3). 
Remark 2.2. If we further require that the operators are trace one, then to
prove injectivity, we only need to show that if T is trace zero and 〈Txk, xk〉 =
0 for all k = 1, 2, . . ., then T = 0. Since if T, S are trace one and
〈Txk, xk〉 = 〈Sxk, xk〉, for all k.
then
〈(T − S)xk, xk〉 = 0, for all k and tr(T − S) = 0.
2.1.1. The real case. We start with a propositon which shows where our
classification of the quantum detection problem comes from.
Proposition 2.3. Given a self-adjoint operator T = (aij)
n
i,j=1 on R
n and a
vector x = (x1, x2, . . . , xn) ∈ Rn, we have
〈Tx, x〉 =
n∑
i=1
n∑
j=1
aijxixj =
n∑
i=1
aiix
2
i + 2
n∑
i=1
n∑
j=i+1
aijxixj.
Proof. First we compute:
Tx =

 n∑
j=1
a1jxj ,
n∑
j=1
a2jxj, . . . ,
n∑
j=1
anjxj

 .
So,
〈Tx, x〉 =
n∑
j=1
a1jx1xj +
n∑
j=1
a2jx2xj + · · · +
n∑
j=1
anjxnxj .
Using the fact that T is self-adjoint:
〈Tx, x〉 =
n∑
i=1
n∑
j=1
aijxixj
=
n∑
i=1
aiix
2
i +
∑
1≤i<j≤n
aijxixj +
∑
1≤j<i≤n
aijxixj
=
n∑
i=1
aiix
2
i +
∑
1≤i<j≤n
aijxixj +
∑
1≤i<j≤n
ajixjxi
=
n∑
i=1
aiix
2
i + 2
∑
1≤i<j≤n
aijxixj .

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This proposition leads us to the following definition:
Definition 2.4. To a vector x = (x1, x2, . . . , xn) ∈ Rn we associate a vector
x˜ in R
n(n+1)
2 by:
x˜ = (x1x1, x1x2, . . . , x1xn;x2x2, x2x3, . . . , x2xn; . . . ;xn−1xn−1, xn−1xn;xnxn).
To a self-adjoint operator T = (aij)
n
i,j=1 on R
n, we associate a vector T˜ in
R
n(n+1)
2 by:
T˜ = (a11, 2a12, . . . , 2a1n; a22, 2a23, . . . , 2a2n; . . . ; a(n−1)(n−1), 2a(n−1)n; ann).
Proposition 2.3 now becomes:
Corollary 2.5. Given a self-adjoint operator T = (aij)
n
i,j=1 on R
n and a
vector x = (x1, x2, . . . , xn) ∈ Rn, we have
〈Tx, x〉 = 〈T˜ , x˜〉.
We are now able to give a classification of the frames χ which give injec-
tivity for the quantum detection problem.
Theorem 2.6. Let χ = {xk}mk=1 be a frame for Rn. The following are
equivalent:
(1) χ gives injectivity.
(2) We have that {x˜k}mk=1 spans K := R
n(n+1)
2 .
Proof. (1)⇒ (2): Let a vector
a = (a11, a12, . . . , a1n; a22, a23, . . . , a2n; . . . ; a(n−1)(n−1), a(n−1)n; ann) ∈ K
be such that 〈a, x˜k〉 = 0 for all k.
Define an operator T = (bij)
n
i,j=1 on R
n, where bii = aii for i = 1, 2, . . . , n
and bij = bji =
1
2
aij for i < j. Then T is a self-adjoint operator.
For any x = (x1, x2, . . . , xn) ∈ Rn we have
〈Tx, x〉 =
n∑
i=1
n∑
j=1
bijxixj
=
n∑
i=1
biix
2
i + 2
∑
1≤i<j≤n
bijxixj
=
n∑
i=1
aiix
2
i +
∑
1≤i<j≤n
aijxixj
= 〈a, x˜〉.
Therefore, 〈Txk, xk〉 = 〈a, x˜k〉 = 0 for all k. This implies T = 0 and hence
a = 0.
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(2)⇒ (1): Let T = (aij)ni,j=1 be a self-adjoint operator such that
〈Txk, xk〉 = 0, for all k.
Then by Corollary 2.5,
〈T˜ , x˜k〉 = 〈Txk, xk〉 = 0, for all k.
Since {x˜k}mk=1 spans K, we have that T˜ = 0 and so T = 0. 
The theorem gives a lower limit on the number of vectors needed to achieve
injectivity.
Corollary 2.7. If a frame X = {xk}mk=1 gives injectivity in Rn, then m ≥
n(n+ 1)
2
.
As a consequence (See the related [7]):
Corollary 2.8. Given a frame {xk}mk=1 for Rn, the following are equivalent:
(1) The family {xkx∗k}mk=1 spans the class of self-adjoint operators.
(2) The family of vectors {x˜k}mk=1 spans R
n(n+1)
2 .
Proof. This is immediate since for every x ∈ Rn and self-adjoint operator
T , we have
〈T, xx∗〉 = tr(Txx∗) = 〈Tx, x〉.

Remark 2.9. For any of the frames {xk}mk=1 giving injectivity, if S is the
frame operator, then {S−1/2xk}mk=1 is a Parseval frame giving injectivity by
Corollary 1.6.
Normally in the frame quantum detection problem, there is the added
assumption that the trace of the operators is one. We will now see that with
this assumption, we can eliminate one measurement. We start with a simple
example.
Example 2.10. Let X = {(1, 0), (1, 1)} in R2. Then X gives injectivity in
R
2 for all self-adjoint operators of trace one.
Indeed, let
T =
[
a b
b c
]
be a self-adjoint matrix of trace zero such that
〈T (1, 0), (1, 0)〉 = 〈T (1, 1), (1, 1)〉 = 0.
Then
a = 〈T (1, 0), (1, 0)〉 = 0.
Since a+ c = 0 and
〈T (1, 1), (1, 1)〉 = 〈(a+ b, b+ c), (1, 1)〉 = a+ 2b+ c,
then b = c = 0. So T = 0.
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For the classification of all frames which give injectivity with this added
assumption, we will need:
Definition 2.11. Let x = (x1, x2, . . . , xn) ∈ Rn. Define
x˜ = (x1x2, . . . , x1xn;x
2
2−x21, x2x3, . . . , x2xn; . . . ;x2n−1−x21, xn−1xn;x2n−x21).
Now we can prove the trace one version of our classification.
Theorem 2.12. Let X = {xk}mk=1 be a frame for Rn. The following are
equivalent:
(1) X gives injectivity for all self-adjoint operators of trace one.
(2) We have that {x˜k}mk=1 spans K := R
n(n+1)
2
−1.
Proof. Note that we are trying to show that when two positive, self-adjoint
operators T, S of trace one satisfy
〈Txk, xk〉 = 〈Sxk, xk〉, for all k = 1, 2, . . . ,m,
then T = S. This is clearly equivalent to showing that if T is a self-adjoint
operator of trace zero and 〈Txk, xk〉 = 0 for all k = 1, 2, . . . , then T = 0.
(1)⇒ (2): Let a vector
a = (a12, . . . , a1n; a22, . . . , a2n; . . . ; a(n−1)(n−1), a(n−1)n; ann) ∈ K
be such that 〈a, x˜k〉 = 0 for all k.
Define an operator T = (bij)
n
i,j=1, where b11 = −
∑n
i=2 aii, bii = aii for
i = 2, 3, . . . , n and bij = bji =
1
2
aij for i < j. Then T is self-adjoint and
tr(T ) = 0.
For any x = (x1, x2, . . . , xn) ∈ Rn we have
〈Tx, x〉 =
n∑
i=1
n∑
j=1
bijxixj
=
n∑
i=1
biix
2
i + 2
∑
1≤i<j≤n
bijxixj
=
(
−
n∑
i=2
aii
)
x21 +
n∑
i=2
aiix
2
i +
∑
1≤i<j≤n
aijxixj
= 〈a, x˜〉.
Therefore, 〈Txk, xk〉 = 〈a, x˜k〉 = 0 for all k. This implies T = 0 and hence
a = 0.
(2) ⇒ (1): Let T = (aij)ni,j=1 be a self-adjoint operator with tr(T ) = 0
and such that 〈Txk, xk〉 = 0 for all k. Then a11 = −
∑n
i=2 aii.
Define
T˜ = (2a12, 2a13, . . . , 2a1n; a22, 2a23, . . . , 2a2n; . . . ; a(n−1)(n−1), 2a(n−1)n; ann).
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Then T˜ ∈ K and
〈T˜ , x˜k〉 = 〈Txk, xk〉 = 0, for all k.
Since {x˜k}mk=1 spans K, then T˜ = 0. Hence T = 0. 
2.1.2. The complex case. We need to adjust some of definitions for the real
case so they will apply to the complex case.
Definition 2.13. Given x = (x1, x2, . . . , xn) ∈ Cn, define
x˜ = (|x1|2,Re(x¯1x2), Im(x¯1x2), . . . ,Re(x¯1xn), Im(x¯1xn);
|x2|2,Re(x¯2x3), Im(x¯2x3), . . . ,Re(x¯2xn), Im(x¯2xn); . . . ;
|x|2n−1,Re(x¯n−1xn), Im(x¯n−1xn); |xn|2) ∈ Rn
2
.
Now we can give our classification theorem for injectivity in the quantum
detection problem for the complex case.
Theorem 2.14. Let X = {xk}mk=1 be a frame for Cn. The following are
equivalent:
(1) X gives injectivity.
(2) We have that {x˜k}mk=1 spans Rn
2
.
Proof. (1)⇒ (2): Let a be any vector
a = (a11, u12, v12, . . . , u1n, v1n;a22, u23, v23, . . . , u2n, v2n; . . . ;
a(n−1)(n−1), u(n−1)n, v(n−1)n; ann) ∈ Rn
2
such that 〈a, x˜k〉 = 0 for all k.
Define an operator T = (bij)
n
i,j=1 with bii = aii for i = 1, 2, . . . , n and
bij = b¯ji =
1
2
(uij − ιvij) for i < j. Then T is a self-adjoint operator.
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For any x = (x1, x2, . . . , xn) ∈ Cn we have
〈Tx, x〉 =
n∑
i=1
n∑
j=1
bij x¯ixj
=
n∑
i=1
bii|xi|2 +
∑
1≤i<j≤n
bij x¯ixj +
∑
1≤j<i≤n
bijx¯ixj
=
n∑
i=1
bii|xi|2 +
∑
1≤i<j≤n
bij x¯ixj +
∑
1≤j<i≤n
b¯jix¯ixj
=
n∑
i=1
bii|xi|2 +
∑
1≤i<j≤n
bij x¯ixj +
∑
1≤i<j≤n
b¯ijx¯jxi
=
n∑
i=1
bii|xi|2 + 2
∑
1≤i<j≤n
Re(bij x¯ixj)
=
n∑
i=1
bii|xi|2 + 2
∑
1≤i<j≤n
(Re(bij)Re(x¯ixj)− Im(bij) Im(x¯ixj))
=
n∑
i=1
aii|xi|2 +
∑
1≤i<j≤n
(uij Re(x¯ixj) + vij Im(x¯ixj))
= 〈a, x˜〉.
Therefore, 〈Txk, xk〉 = 〈a, x˜k〉 = 0 for all k. This implies T = 0 and hence
a = 0.
(2)⇒ (1): Let T = (aij)ni,j=1 be a self-adjoint operator such that
〈Txk, xk〉 = 0, for all k.
Define
T˜ = (a11,2Re(a12),−2 Im(a12), . . . , 2Re(a1n),−2 Im(a1n);
a22, 2Re(a23),−2 Im(a23), . . . , 2Re(a2n),−2 Im(a2n); . . . ;
a(n−1)(n−1), 2Re(a(n−1)n),−2 Im(a(n−1)n); ann) ∈ Rn
2
.
Then we have
〈T˜ , x˜k〉 = 〈Txk, xk〉 = 0, for all k.
Since {x˜k}mk=1 spans K we have that T˜ = 0 and so T = 0; i.e. {xk}mk=1 gives
injectivity.

Corollary 2.15. If a frame X = {xk}mk=1 gives injectivity in Cn, then
m ≥ n2.
Similar to the real case, we have a classification for injectivity for positive
self-adjoint operators of trace one in a complex Hilbert space. This requires
another definition to fit this case.
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Definition 2.16. Given x = (x1, x2, . . . , xn) ∈ Cn, define
x˜ = (Re(x¯1x2), Im(x¯1x2), . . . ,Re(x¯1xn), Im(x¯1xn);
|x2|2 − |x1|2,Re(x¯2x3), Im(x¯2x3), . . . ,Re(x¯2xn), Im(x¯2xn); . . . ;
|xn−1|2 − |x1|2,Re(x¯n−1xn), Im(x¯n−1xn); |xn|2 − |x1|2) ∈ Rn2−1.
Now we classify the frames which give injectivity in the complex case for
operators of trace one.
Theorem 2.17. Let X = {xk}mk=1 be a frame for Cn. The following are
equivalent:
(1) X gives injectivity for all self-adjoint operators of trace one.
(2) We have that {x˜k}mk=1 spans Rn
2−1.
Proof. (1)⇒ (2): Let a vector
a = (u12, v12, . . . , u1n, v1n;a22, u23, v23, . . . , u2n, v2n; . . . ;
a(n−1)(n−1), u(n−1)n, v(n−1)n; ann) ∈ Rn
2−1
be such that 〈a, x˜k〉 = 0 for all k.
Define an operator T = (bij)
n
i,j=1 with b11 = −
∑n
i=2 aii, bii = aii for
i = 2, . . . , n and bij = b¯ji =
1
2
(uij − ιvij) for i < j. Then T is a self-adjoint
operator and tr(T ) = 0.
For any x = (x1, x2, . . . , xn) ∈ Cn we have
〈Tx, x〉 =
n∑
i=1
bii|xi|2 + 2
∑
1≤i<j≤n
(Re(bij)Re(x¯ixj)− Im(bij) Im(x¯ixj))
=
(
−
n∑
i=2
aii
)
|x1|2 +
n∑
i=2
aii|xi|2 +
∑
1≤i<j≤n
(uij Re(x¯ixj) + vij Im(x¯ixj))
= 〈a, x˜〉.
Therefore, 〈Txk, xk〉 = 〈a, x˜k〉 = 0 for all k. This implies T = 0 and hence
a = 0.
(2)⇒ (1): Let T = (aij)ni,j=1 be a self-adjoint operator such that tr(T ) =
0 and 〈Txk, xk〉 = 0 for all k. Then a11 = −
∑n
i=2 aii.
Define
T˜ =(2Re(a12),−2 Im(a12), . . . , 2Re(a1n),−2 Im(a1n);
a22, 2Re(a23),−2 Im(a23), . . . , 2Re(a2n),−2 Im(a2n); . . . ;
a(n−1)(n−1), 2Re(a(n−1)n),−2 Im(a(n−1)n); ann) ∈ Rn
2−1.
Then we have that
〈T˜ , x˜k〉 = 〈Txk, xk〉 = 0, for all k.
Since {x˜k}mk=1 spans Rn
2−1 then T˜ = 0. Hence T = 0. 
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Now we will give another classification of injectivity for the quantum de-
tection problem. This classification has the disadvantage that the require-
ments are quite complex and difficult to verify in practice. The advantage
here is in the other direction. That is, if a frame gives injectivity in the quan-
tum detection problem, then it must satisfy these complex requirements.
Theorem 2.18. Let X = {xk}mk=1 be a frame for a real or complex Hilbert
space Hn. The following are equivalent:
(1) X gives injectivity.
(2) For every orthonormal basis E = {ej}nj=1 for Hn we have:
H(E) =: span{(|〈xk, e1〉|2, |〈xk, e2〉|2, . . . , |〈xk, en〉|2) : k = 1, 2, . . . ,m} = Rn.
Proof. (1)⇒ (2): We prove the contrapositive. Suppose that (2) fails. Then
there is an orthonormal basis E = {ej}nj=1 so that H(E) 6= Rn. Hence there
is a non-zero vector λ = (λ1, λ2, . . . , λn) ∈ Rn such that λ ⊥ H(E).
Define an operator on Hn by
Tej = λjej, j = 1, 2, . . . , n.
Then T is a non-zero self-adjoint operator and satisfies 〈Txk, xk〉 = 0, for
all k = 1, 2, . . . ,m, which is a contradiction.
(2) ⇒ (1): Let T be a self-adjoint operator such that 〈Txk, xk〉 = 0, for
all k. Let E = {ej}nj=1 be an eigenbasis for T with respective eigenvalues
{λj}nj=1. Then for every k = 1, 2, . . . ,m we have
〈Txk, xk〉 =
n∑
j=1
λj|〈xk, ej〉|2 = 0.
That is,
(λ1, λ2, . . . , λn) ⊥ H(E) = Rn by assumption (2).
Therefore, λj = 0 for all j = 1, 2, . . . , n and so T = 0. 
Finally in this subsection, we notice that if a family of vectors gives in-
jectivity in a Hilbert space Hn, then it is a frame for Hn.
Proposition 2.19. Let {xk}mk=1 be a family of vectors in Hn which is in-
jective. Then span{xk}mk=1 = Hn.
Proof. Suppose by contradiction that W := span{xk}mk=1 6= Hn. Let P
be the orthogonal projection onto W⊥. Then 〈Pxk, xk〉 = 0 for all k, but
P 6= 0, a contradiction. 
2.2. Constructing the Solutions to the Injectivity Problem.
In this subsection, we will construct large classes of frames which give
injectivity for the quantum detection problem in both the real and complex
cases.
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Theorem 2.20. Let {xk}nk=1 be a linearly independent set in Rn such that
the first coordinates of these vectors are non-zero. Now choose (n−1) linearly
independent vectors {xk}2n−1k=n+1 in Rn such that each vector is zero in the
first coordinate and is non-zero in the second coordinate. Continuing this
procedure we get a frame {xk}
n(n+1)
2
k=1 which gives injectivity.
Proof. We will show that {x˜k}
n(n+1)
2
k=1 is a basis for R
n(n+1)
2 .
Indeed, suppose that
∑n(n+1)
2
k=1 αkx˜k = 0 for some scalars {αk}. Since after
n, all tilde vectors are zero in the first coordinate, then we get
n∑
k=1
αkxk1xk = 0.
Since {xk}nk=1 are linearly independent, αkxk1 = 0 for all k and since xk1 6=
0, αk = 0 for k = 1, 2, . . . , n.
Now do this argument for the next (n − 1) vectors and continue we get
αk = 0 for all k = 1, 2, . . . ,
n(n+1)
2 . 
A simple example satisfying the construction is the following.
Example 2.21. The frame
{ei}ni=1 ∪ {ei + ej : i < j}ni,j=1
gives injectivity.
For the complex case, we have the following construction. The proof is
as in the real case.
Theorem 2.22. Let {xk}2n−1k=1 be a basis for R2n−1, where
xk = (uk1, uk2, vk2, . . . , ukn, vkn)
and uk1 6= 0, k = 1, . . . , 2n− 1.
Define (2n − 1) vectors {zk}2n−1k=1 in Cn by
zk = (uk1, uk2 + ιvk2, . . . , ukn + ιvkn).
Now let {xk}4n−4k=2n be a basis for R2n−3, where
xk = (uk2, uk3, vk3, . . . , ukn, vkn)
and uk2 6= 0, k = 2n, . . . , 4n − 4.
Define (2n − 3) vectors {zk}4n−4k=2n in Cn by
zk = (0, uk2, uk3 + ιvk3, . . . , ukn + ιvkn).
Continuing this procedure we get n2 vectors {zk}n2k=1 in Cn and they give
injectivity.
As we have seen, we can get Parseval frames giving injectivity by taking
{S−1/2xk}mk=1, where {xk}mk=1 gives injectivity and has frame operator S.
But the above construction can be adjusted to directly construct Parseval
frames giving injectivity.
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Theorem 2.23. Let {λij} n ni=1,j=i be non-negative numbers satisfying:
(1) λij = 0 if and only if j < i.
(2) For each j = 1, 2, . . . , n we have
∑n
i=1 λij = 1.
Let E = {ej}nj=1 be the canonical basis of Rn. Let {xk}
n(n+1)
2
k=1 be vectors in
R
n which satisfy:
(1) {xk}nk=1 is a linearly independent set with xk1 6= 0 for all k = 1, . . . , n
and it has frame operator S1 with eigenvectors E and respective
eigenvalues {λ1j}nj=1 (See [5].)
(2) {xk}2n−1k=n+1 is a linearly independent set with xk1 = 0, for all k,
xk2 6= 0 for all k, and it has frame operator S2 with eigenvectors E
and respective eigenvalues {λ2j}nj=1.
(3) continue.
Then the vectors {xk}
n(n+1)
2
k=1 form a Parseval frame for R
n which is injective.
Proof. This is injective by Theorem 2.20. To see that it is Parseval, observe
that the frame operator of this frame is
∑n
i=1 Si. Now, let y ∈ Rn and
compute:
n∑
i=1
Siy =
n∑
i=1
Si

 n∑
j=1
〈y, ej〉ej


=
n∑
i=1
n∑
j=1
〈y, ej〉Siej
=
n∑
i=1
n∑
j=1
〈y, ej〉λijej
=
n∑
j=1
〈y, ej〉ej
n∑
i=1
λij
=
n∑
j=1
〈y, ej〉ej = y.

Similarly, we have the following theorem for the complex case.
Theorem 2.24. Fix {λij}n ni=1,j=i be non-negative numbers satisfying:
(1) λij = 0 if and only if j < i.
(2) For each j = 1, 2, . . . , n we have
∑n
i=1 λij = 1.
Let E = {ej}nj=1 be the canonical basis of Cn. Let {zk}n
2
k=1 be vectors in C
n
which satisfy:
(1) For each k = 1, . . . , 2n − 1, zk has the form
zk = (uk1, uk2 + ιvk2, . . . , ukn + ιvkn),
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where uk1 6= 0 and the set {(uk1, uk2, vk2, . . . , ukn, vkn)}2n−1k=1 is lin-
early independent in R2n−1. Moreover {zk}2n−1k=1 has frame operator
S1 with eigenvectors E and respective eigenvalues {λ1j}nj=1.
(2) For each k = 2n, . . . , 4n− 4, zk has the form
zk = (0, uk2, uk3 + ιvk3, . . . , ukn + ιvkn),
where uk2 6= 0 and the set {(uk2, uk3, vk3, . . . , ukn, vkn)}4n−4k=2n is lin-
early independent in R2n−3. Moreover {zk}4n−4k=2n has frame operator
S2 with eigenvectors E and respective eigenvalues {λ2j}nj=1.
(3) continue.
Then the vectors {zk}n2k=1 form a Parseval frame for Cn which is injective.
Remark 2.25. We can easily vary the above construction to find frames
which give injectivity and have any previously prescribed eigenvalues for
their frame operators.
We recall:
Definition 2.26. Two orthonormal bases {xk}nk=1 and {yk}nk=1 are mutu-
ally unbiased if
|〈xk, yj〉| = 1√
n
, for all i, j = 1, 2, . . . , n.
A family of orthonormal bases is mutually unbiased if each pair is mutu-
ally unbiased.
It is known that the maximal number of mutually unbiased bases in Hn
is n+1 and this is rarely achieved. It holds if n = pm for a prime p. It is
observed in [17] and [1] that a maximal family of mutually unbiased bases
will give injectivity in the quantum detection problem.
2.3. The Solutions are Open and Dense. In this section we will show
that the family of m-element frames which solve the quantum detection
injectivity problem is open and dense in the family of all m-element frames.
For this, we need to measure the distance between m-element frames. There
is a standard metric measuring the distance between frames.
Definition 2.27. Given frames X = {xk}mk=1 and Y = {yk}mk=1 for a real
or complex Hilbert space Hn, the distance between them is
d(X ,Y)2 =
m∑
k=1
‖xk − yk‖2.
Theorem 2.28. The set of all m-element frames on Hn that give injectivity
in the frame quantum detection problem is dense in the space of all m-
element frames on Hn.
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Proof. We will prove the real case. The complex case is similar.
Let a frame {xk}
n(n+1)
2
k=1 ⊂ Rn give injectivity. By Theorem 2.6, this
is equivalent to the determinant of the matrix whose rows are x˜k, k =
1, 2, . . . , n(n+1)2 being non-zero.
The determinant of this matrix is a polynomial of n
2(n+1)
2 variables xki
for 1 ≤ k ≤ n(n+1)2 and 1 ≤ i ≤ n. Since the complement of the zero set
of this polynomial is dense in R
n2(n+1)
2 , the set of all n(n+1)2 -element frames
which give injectivity is dense in the space of all n(n+1)2 -element frames on
R
n.
Now let any m-element frame {xk}mk=1 in Rn with m ≥ n(n+1)2 and δ > 0.
Then there exists a subframe containing n(n+1)2 vectors. We can assume that
this subframe is {xk}
n(n+1)
2
k=1 . By denseness above, there is an injective frame
{yk}
n(n+1)
2
k=1 such that
n(n+1)/2∑
k=1
‖xk − yk‖2 < δ.
Now define a new frame {φk}mk=1, where φk = yk for k = 1, . . . , n(n+1)2
and φk = xk for k >
n(n+1)
2 . Then the frame {φk}mk=1 is injective and
m∑
k=1
‖xk − φk‖2 < δ.
The conclusion of the theorem then follows. 
Remark 2.29. In the real case it is known that the complement of the zero
set of a nontrivial polynomial of n variables is dense in Rn. In the complex
case, we see that given a polynomial P (z1, ..., zn) on C
n, we may write P as
P ′(x1, y1, ..., xn, yn) + ιP
′′(x1, y1, ..., xn, yn)
where zj = xj+ ιyj. Hence P
′ and P ′′ are polynomials on R2n. P has a zero
if and only if P ′ and P ′′ have a common zero. We see that the complement
of the intersection of the zero sets of P ′ and P ′′ is dense in R2n and hence
is dense in Cn after natural identification of R2n with Cn.
Theorem 2.30. The family of all m-element frames on Hn that give in-
jectivity in the frame quantum detection problem is open in the space of all
m-element frames on Hn.
Proof. As above we will prove the real case and the complex case follows
similarly.
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Denote by F the space of all n(n+1)2 -element frames for Rn. Consider the
map:
f : F −→ R
X = {xk}
n(n+1)
2
k=1 7−→ f(X ) = det{x˜1, x˜2, . . . , x˜n(n+2)
2
}.
Then f is a continuous function. Since f−1(0) is a closed set, by Theorem
2.6, the set of all n(n+1)2 -element frames is open in F .
Now letX = {xk}mk=1 in Rn, (m ≥ n(n+1)2 ) be an m-element frame which
gives injectivity. Then there is a subframe Y containing n(n+1)2 vectors,
which is also injective. Therefore, there exists ǫ > 0 such that every n(n+1)2 -
element frame in the ball B(Y, ǫ) is injective. This implies that every m-
element frame in the ball B(X , ǫ) is also injective. The proof is now com-
plete. 
To show that the Parseval frames giving injectivity in the quantum de-
tection problem are dense in the Parseval frames, we will first prove a very
general problem about frames.
Theorem 2.31. Let P be a property of Hilbert space frames and assume:
(1) The set of all m-element frames in Hn having property P is dense
in the set of all m-element frames.
(2) If a frame {xk}mk=1 with frame operator S has property P, then
{S−1/2xk}mk=1 has property P.
Then the set of all m-element Parseval frames with property P is dense in
the set of all m-element Parseval frames.
Proof. Fix ǫ > 0 and let δ > 0 so that
2mδ2 + 8(mδ)2m(1 + δ)2 < ǫ, 2mδ < 1.
Let {xk}mk=1 be any Parseval frame for Hn. By denseness, we can choose
a frame {yk}mk=1 having property P and satisfying ‖xk − yk‖ ≤ δ, for all
k = 1, 2, . . . ,m. Since ‖xk‖ ≤ 1, we have that ‖yk‖ ≤ 1 + δ. Let S1 be the
frame operator of {yk}mk=1. Then,
〈S1x, x〉1/2 =
(
m∑
k=1
|〈x, yk〉|2
)1/2
≤
(
m∑
k=1
|〈x, xk〉|2
)1/2
+
(
m∑
k=1
|〈x, xk − yk〉|2
)1/2
≤ ‖x‖+ ‖x‖
(
m∑
k=1
‖xk − yk‖2
)1/2
≤ ‖x‖(1 +mδ).
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Therefore
m∑
k=1
|〈x, yk〉|2 ≤ ‖x‖2(1 +mδ)2.
Similarly,
m∑
k=1
|〈x, yk〉|2 ≥ ‖x‖2(1−mδ)2.
I.e. (1 −mδ)2I ≤ S1 ≤ (1 +mδ)2I. Hence, (1 −mδ)I ≤ S1/21 ≤ (1 +mδ)I
and so (1 +mδ)−1I ≤ S−1/21 ≤ (1−mδ)−1I. Finally,
I − (1−mδ)−1I ≤ I − S−1/21 ≤ I − (1 +mδ)−1I,
and so
−2mδI ≤ −mδ
1−mδI ≤ I − S
−1/2
1 ≤
mδ
1 +mδ
I ≤ 2mδI.
Now, {S−1/21 yk}mk=1 is a Parseval frame with property P and
m∑
k=1
‖xk − S−1/21 yk‖2 ≤ 2
m∑
k=1
‖xk − yk‖2 + 2
m∑
k=1
‖(I − S−1/21 )yk‖2
≤ 2mδ2 + 2
m∑
k=1
(2mδ)2‖yk‖2
≤ 2mδ2 + 8(mδ)2m(1 + δ)2 < ǫ.

Corollary 2.32. The set of all m-element Parseval frames which give in-
jectivity is dense in the set of all m-element Parseval frames.
2.4. Solution to the State Estimation Problem. In this section we
will give a classification of injective Parseval frames for which the state
estimation problem is solvable.
Recall that for an injective Parseval frame {xk}k∈I and β = 2I , the map
M which maps a quantum state T ∈ S(H) to a function p ∈ L(β,R) is
injective. Given a function p ∈ L(β,R), if p = M(T ) for some T ∈ S(H),
then for any U ∈ β, we must have
p(U) = M(T )(U) =
∑
k∈U
〈Txk, xk〉 =
∑
k∈U
p({k}).
Thus, p must be additive and is determined by its value at the singleton sets
{k} for all k ∈ I. Therefore, for the state estimation problem in the finite
case, we will ask:
The State Estimation Problem: Given an injective Parseval frames
{xk}mk=1 on Hn and a measurement vector a = (a1, a2, . . . , am) ∈ Rm, can
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we find a positive self-adjoint trace one operator T so that
〈Txk, xk〉 = ak, for all k?
Remark 2.33. We will not require the operator T of the problem to be
positive and trace one. This will be considered as a special case of the
problem. Hence, we will say that the state estimation problem is solvable if
there exists a self-adjoint operator T so that
〈Txk, xk〉 = ak, for all k.
We will give a complete classification of injective Parseval frames for which
the state estimation problem is solvable. Recall that for a vector x ∈ Rn,
the vector x˜ is defined as in the Definition 2.4.
Theorem 2.34. Let X = {xk}mk=1 be an injective Parseval frame for Rn,
and a = (a1, a2, . . . , am) ∈ Rm, the following are equivalent:
(1) The state estimation problem is solvable.
(2) rank(A) = rank(B), where A is a matrix whose the k-row is x˜k, and
B = [A, a].
Proof. Note that a self-adjoint operator T is determined by the values 〈Tei, ej〉
for all i ≤ j. Then the state estimation problem is solvable if and only if
there exists a self-adjoint operator T so that
ak = 〈Txk, xk〉
= 〈T (
n∑
i=1
〈xk, ei〉ei),
n∑
j=1
〈xk, ej〉ej〉
=
n∑
i=1
n∑
j=1
〈xk, ei〉〈xk, ej〉〈Tei, ej〉
for all k. This is equivalent to the linear system with unknowns 〈Tei, ej〉:
n∑
i=1
x2ki〈Tei, ei〉+ 2
∑
i<j
xkixkj〈Tei, ej〉 = ak, k = 1, 2, . . . ,m
having a solution, and hence is equivalent to rank(A) = rank(B). 
In the case where the number of frame vectors equals n(n+1)2 , we have the
following corollary.
Corollary 2.35. Let X = {xk}
n(n+1)
2
k=1 ⊂ Rn be an injective Parseval frame.
Then the state estimation problem has a unique solution for all choices of
vectors a = (a1, a2, . . . , an(n+1)
2
).
Proof. By Theorem 2.6, X is injective is equivalent to {x˜k}
n(n+1)
2
k=1 is linearly
independent. Hence
rankA = rankB =
n(n+ 1)
2
.
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The conclusion then follows by Theorem 2.34. 
For the completeness of the state estimation problem, we will state the
classification in the case that the operator T is required to be positive, self-
adjoint operator of trace one. First, we need to recall the following theorem.
Theorem 2.36. A self-adjoint matrix T is positive if and only if all of its
principal minors are nonnegative.
Now we have the following classification:
Theorem 2.37. Let X = {xk}mk=1 be an injective Parseval frame for Rn,
and a = (a1, a2, . . . , am) ∈ Rm, the following are equivalent:
(1) The state estimation problem is solvable for a positive, self-adjoint
operator of trace one.
(2) The linear system
n∑
i=1
x2ki〈Tei, ei〉+ 2
∑
i<j
xkixkj〈Tei, ej〉 = ak, k = 1, 2, . . . ,m
has a solution {〈Tei, ej〉 : i ≤ j}, which determines a self-adjoint
matrix T such that all of its principal minors are nonnegative, and∑n
i=1〈Tei, ei〉 = 1.
Remark 2.38. All of the theorems above still hold for the complex case with
the corresponding x˜k, defined as in Definition 2.13. We state one of them
here, the other are similar to the real case.
Theorem 2.39. Let X = {xk}mk=1 be an injective Parseval frame for Cn,
and a = (a1, a2, . . . , am) ∈ Rm, the following are equivalent:
(1) The state estimation problem is solvable.
(2) rank(A) = rank(B), where A is a matrix whose the k-row is x˜k, and
B = [A, a].
Proof. In the complex case, a self-adjoint operator T is determined by the
values of the real part and imaginary part of 〈Tej , ei〉 for all i ≤ j. Then the
state estimation problem is solvable if and only if there exists a self-adjoint
operator T so that
ak = 〈Txk, xk〉
= 〈T (
n∑
i=1
〈xk, ei〉ei),
n∑
j=1
〈xk, ej〉ej〉
=
n∑
i=1
n∑
j=1
〈xk, ei〉〈xk, ej〉〈Tei, ej〉
=
n∑
i=1
|xki|2〈Tei, ei〉+ 2
∑
i<j
[Re(x¯kixkj)Re〈Tej , ei〉 − Im(x¯kixkj) Im〈Tej , ei〉]
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for all k.
This is equivalent to the following linear system:
n∑
i=1
|xki|2〈Tei, ei〉+2
∑
i<j
[Re(x¯kixkj)Re〈Tej , ei〉−Im(x¯kixkj) Im〈Tej , ei〉] = ak,
k = 1, 2, . . . ,m with unknowns Re〈Tej , ei〉, Im〈Tej, ei〉, i ≤ j having a solu-
tion, and hence is equivalent to rank(A) = rank(B). 
Remark 2.40. If a frame {xk}mk=1 has m > n(n+1)2 in the real case, or m > n2
in the complex case, because of redundancy, it is unlikely the state estimation
is solvable. However, in this case there is a natural way to find the best
estimate for the problem. We consider the real case. Note that there always
exists a subset I ⊂ {1, 2, . . . ,m} of size n(n+1)2 , and a self-adjoint operator
T so that 〈Txk, xk〉 = ak, for all k ∈ I. Therefore, if the state estimation
problem is not solvable, it is natural to find such T so that the the distance
to the measurement vector a:
m∑
k=1
|〈Txk, xk〉 − ak|2
is minimum.
To do this, let S be the set of all bases of Rn(n+1)2 that are subsets of
{x˜k}mk=1. This set is obviously finite. Since each element {x˜k}k∈I in S de-
termines a unique self-adjoint operator T satisfying 〈Txk, xk〉 = ak, for all
k ∈ I, we can find the quantum state T that gives the best approximation to
the measurement vector a by choosing the set which minimizes the distance
above.
3. The Solution for the Infinite Dimensional Case
In infinite dimensions we will work with both the trace class operators
and the Hilbert Schmidt operators. I.e. Operators T = (aij)
∞
i,j=1 with∑∞
i,j=1 |aij |2 < ∞. This class contains the trace class operators. As in the
finite case, we will solve the following frame injectitivity problem:
Injectivity Problem: For what frames {xk}∞k=1 in real or complex infi-
nite dimensional Hilbert space H do we have the property: Whenever T, S
are Hilbert Schmidt positive self-adjoint operators on H and 〈Txk, xk〉 =
〈Sxk, xk〉, for all k = 1, 2, . . ., then T = S.
Remark 3.1. We will not require our operators to be trace class and trace
one. These requirements will be considered as a special case of our problem.
3.1. The Solution to the Injectivity Problem. In this subsection we
will solve the injectivity problem for infinite dimensional Hilbert spaces.
Similar to the finite case, we first show that we only need to work with self
adjoint operators. Note that the proof “(1) implies (2)” of Theorem 2.1 is
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not true for the infinite case. So we will give another proof here. The other
implications are as in the finite case.
Theorem 3.2. Given a family of vectors X = {xk}∞k=1 in a real or complex
Hilbert space H, the following are equivalent:
(1) Whenever T, S are Hilbert Schmidt, positive and self-adjoint, and
〈Txk, xk〉 = 〈Sxk, xk〉, for all k,
then T = S.
(2) Whenever T, S are Hilbert Schmidt self-adjoint, and
〈Txk, xk〉 = 〈Sxk, xk〉, for all k,
then T = S.
(3) X is injective.
Proof. We will show that (1) implies (2). Let T, S be Hilbert Schmidt self-
adjoint operators such that
〈Txk, xk〉 = 〈Sxk, xk〉, for all k.
Set R = T − S. Then R is also a Hilbert Schmidt self-adjoint operator. Let
{ej}∞j=1 be an orthonormal basis for H and let {uj}∞j=1 be an eigenbasis for
R with respective eigenvalues {λj}∞j=1. Define operators U and D on H by
Uej = uj and Dej = λjej , for j = 1, 2, . . .. Then U is a unitary operator, D
is Hilbert Schmidt self-adjoint operator, and
R = UDU∗.
Now let rj = |λj |, sj = |λj|−λj , j = 1, 2, . . . be non-negative numbers. Then
λj = rj − sj. Let D1,D2 be operators defined by
D1ej = rjej , D2ej = sjej for j = 1, 2, . . . .
Note that since R is Hilbert Schmidt,
∑∞
j=1 λ
2
j converges. Hence D1,D2 are
Hilbert-Schmidt positive self-adjoint and we have
R = UDU∗ = U(D1 −D2)U∗ = UD1U∗ − UD2U∗.
Moreover, UD1U
∗, UD2U
∗ are Hilbert Schmidt positive self-adjoint opera-
tors. Since
0 = 〈Rxk, xk〉 = 〈UD1U∗xk, xk〉 − 〈UD2U∗xk, xk〉,
we have that UD1U
∗ = UD2U
∗. Thus, R = 0 and hence T = S. 
If our operators are trace class, then we will have the following theorem.
The proof of Theorem 3.2 is still valid here by noticing that
∑∞
j=1 |λj | <∞
for the trace class operator R.
Theorem 3.3. Given a family of vectors X = {xk}∞k=1 in a infinite dimen-
sional Hilbert space H, the following are equivalent:
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(1) Whenever T, S are trace class positive and self-adjoint, and
〈Txk, xk〉 = 〈Sxk, xk〉, for all k,
then T = S.
(2) Whenever T, S are trace class self-adjoint, and
〈Txk, xk〉 = 〈Sxk, xk〉, for all k,
then T = S.
(3) Whenever T is trace class self-adjoint, and
〈Txk, xk〉 = 0, for all k,
then T = 0.
Similar to the finite case, we will first give the following classification of
injectivity for Hilbert Schmidt operators.
Theorem 3.4. Let X = {xk}∞k=1 be a frame for an infinite dimensional real
or complex Hilbert space H. The following are equivalent:
(1) X is injective.
(2) For every orthonormal basis E = {ej}∞j=1 for H we have:
H(E) =: span{(|〈xk, e1〉|2, |〈xk, e2〉|2, . . .) : k = 1, 2, . . .} = ℓ2.
Proof. (1) ⇒ (2): We prove the result by way of contradiction. Suppose
that (2) is false. Then there is an orthonormal basis E = {ej}∞j=1 so that
H(E) 6= ℓ2. Hence there is a non-zero vector λ = (λ1, λ2, . . .) ∈ ℓ2 such that
λ ⊥ H(E).
Define an operator on H by
Tej = λjej , for all j = 1, 2, . . . .
Then T is a non-zero Hilbert Schmidt operator. We also have: 〈Txk, xk〉 = 0,
for all k = 1, 2, . . .. This is a contradiction.
(2)⇒ (1): Let T be a Hilbert Schmidt self-adjoint operator such that
〈Txk, xk〉 = 0, for all k.
Since T is Hilbert Schmidt and hence compact, there is an eigenbasis E =
{ej}∞j=1 for T with respective eigenvalues {λj}∞j=1. Then for every k =
1, 2, . . ., we have
〈Txk, xk〉 =
∞∑
j=1
λj|〈xk, ej〉|2 = 0.
Since T is Hilbert Schmidt then
∞∑
j=1
|λj |2 =
∞∑
j=1
‖Tej‖2 <∞.
That is, (λ1, λ2, . . .) ∈ ℓ2. Since
(λ1, λ2, . . .) ⊥ H(E) = ℓ2 by assumption (2).
Therefore, λj = 0 for all j = 1, 2, . . . , and so T = 0. 
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If we consider operators which are trace class, then we have the following
classification for the infinite dimensions.
Theorem 3.5. Let X = {xk}∞k=1 be a frame for an infinite dimensional real
or complex Hilbert space H. The following are equivalent:
(1) If T is a trace class self-adjoint operator such that
〈Txk, xk〉 = 0, for all k,
then T = 0.
(2) For every λ = (λ1, λ2, . . .) ∈ ℓ1 and for every orthonormal basis
{ej}∞j=1 for H, if
∑∞
j=1 λj|〈xk, ej〉|2 = 0 for all k then λ = 0.
Proof. (1) ⇒ (2): We prove the result by way of contradiction. Suppose
that (2) is false. Then there is an λ = (λ1, λ2, . . .) ∈ ℓ1 and an orthonormal
basis {ej}∞j=1 so that
∑∞
j=1 λj |〈xk, ej〉|2 = 0 for all k but λ 6= 0.
Define an operator on H by
Tej = λjej , for all j = 1, 2, . . . .
Then T is a non-zero self-adjoint operator. Moreover,
|T |ej =
√
TT ∗ej = |λj|ej , for all j.
Therefore,
∞∑
j=1
〈|T |ej , ej〉 =
∞∑
j=1
|λj | <∞.
Thus, T is a non-zero trace class self-adjoint operator. Moreover, we have
that 〈Txk, xk〉 =
∑∞
j=1 λj |〈xk, ej〉|2 = 0, for all k = 1, 2, . . .. This is a
contradiction.
(2)⇒ (1): Let T be a trace class self-adjoint operator such that
〈Txk, xk〉 = 0, for all k.
Since T is trace class and hence compact, there is an eigenbasis {ej}∞j=1 for
T with respective eigenvalues {λj}∞j=1. Then for every k = 1, 2, . . ., we have
∞∑
j=1
λj |〈xk, ej〉|2 = 〈Txk, xk〉 = 0, for all k.
Since T is trace class then
∞∑
j=1
|λj | =
∞∑
j=1
|〈Tej , ej〉| <∞.
That is, λ = (λ1, λ2, . . .) ∈ ℓ1. By assumption (2) we get λ = 0 and hence
T = 0. 
Finally, by normalizing the trace, we can give a classification for the
Injectivity problem if we require further that our operators are trace one.
First, we need to justisfy Theorem 3.2 so that we can use it for this case.
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Theorem 3.6. Given a family of vectors X = {xk}∞k=1 in the real or complex
Hilbert space H, the following are equivalent:
(1) Whenever T, S are trace class positive and self-adjoint of trace one,
and
〈Txk, xk〉 = 〈Sxk, xk〉, for all k,
then T = S.
(2) Whenever T, S are trace class self-adjoint of trace one, and
〈Txk, xk〉 = 〈Sxk, xk〉, for all k,
then T = S.
(3) Whenever T is trace class self-adjoint of trace zero, and
〈Txk, xk〉 = 0, for all k,
then T = 0.
Proof. (1)⇒ (2): Let T, S be trace class self-adjoint operators of trace one
such that
〈Txk, xk〉 = 〈Sxk, xk〉, for all k.
Set R = T −S then R is a trace class self-adjoint operator of trace zero. Let
{ej}∞j=1 be an orthonormal basis for H and let {uj}∞j=1 be an eigenbasis for
R with respective eigenvalues {λj}∞j=1. Then
∑∞
j=1 λj = 0. Define operators
U and D on H by Uej = uj and Dej = λjej , for j = 1, 2, . . .. Then U is an
unitary operator and D is a trace class self-adjoint operator of trace zero,
and
R = UDU∗.
Now define non-negative numbers
r1 =
1 + |λ1|
A
, s1 =
1 + |λ1| − λ1
A
, rj =
|λj|
A
, sj =
|λj | − λj
A
, j = 2, 3, . . . ,
where
A = 1 +
∞∑
j=1
|λj | = 1 +
∞∑
j=1
|λj | −
∞∑
j=1
λj > 0
then λj = rj − sj for all j. Let D1,D2 be operators defined by
D1ej = rjej , D2ej = sjej for j = 1, 2, . . . .
Then D1,D2 are trace class positive self-adjoint of trace one and we have
R = UDU∗ = U(D1 −D2)U∗ = UD1U∗ − UD2U∗.
Moreover, UD1U
∗, UD2U
∗ are trace class positive self-adjoint operators of
trace one. Since
0 = 〈Rxk, xk〉 = 〈UD1U∗xk, xk〉 − 〈UD2U∗xk, xk〉,
then UD1U
∗ = UD2U
∗. Thus, R = 0 and hence T = S.
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(2)⇒ (3): Let T be any trace class operator of trace zero such that
〈Txk, kk〉 = 0 for all k.
Define an operator S on H by
Se1 = e1, Sej = 0, for j = 2, 3, . . . .
Then S and T + S are trace class self-adjoint operators of trace one.
Since 〈(T + S)xk, xk〉 = 〈Sxk, xk〉 for all k, T + S = S and hence T = 0.
(3)⇒ (1): Let T, S are trace class positive self-adjoint operators of trace
one such that
〈Txk, xk〉 = 〈Sxk, xk〉 for all k.
Then 〈(T − S)xk, xk〉 = 0 for all k. Since T − S is a trace class seft-adjoint
operator of trace zero, T = S by (3). 
Now we are ready to give a classification for the Injectivity problem for
operators of trace one. First, we need a definition.
Definition 3.7. We define a subspace of the real space ℓ1 as follows:
W := {(λ1, λ2, . . .) ∈ ℓ1 :
∞∑
j=1
λj = 0}.
Theorem 3.8. Let X = {xk}∞k=1 be a frame for an infinite dimensional real
or complex Hilbert space H. The following are equivalent:
(1) If T is a trace class self-adjoint operator of trace zero such that
〈Txk, xk〉 = 0, for all k,
then T = 0.
(2) For every λ = (λ1, λ2, . . .) ∈ W and for every orthonormal basis
{ej}∞j=1 for H, if
∑∞
j=1 λj|〈xk, ej〉|2 = 0 for all k then λ = 0.
Proof. (1) ⇒ (2): We prove the contrapositive. Suppose that (2) is false.
Then there is an λ = (λ1, λ2, . . .) ∈W and an orthonormal basis {ej}∞j=1 so
that
∑∞
j=1 λj |〈xk, ej〉|2 = 0 for all k but λ 6= 0.
Define an operator on H by
Tej = λjej , for all j = 1, 2, . . . .
Then T is a non-zero trace class self-adjoint operator of trace zero. Moreover,
we have that 〈Txk, xk〉 =
∑∞
j=1 λj |〈xk, ej〉|2 = 0, for all k = 1, 2, . . .. This is
a contradiction.
(2) ⇒ (1): Let T be a trace class self-adjoint operator of trace zero such
that
〈Txk, xk〉 = 0, for all k.
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Let {ej}∞j=1 be an eigenbasis for T with respective eigenvalues {λj}∞j=1. Then
for every k = 1, 2, . . ., we have
∞∑
j=1
λj |〈xk, ej〉|2 = 〈Txk, xk〉 = 0, for all k.
Since T is trace class,
∞∑
j=1
|λj | =
∞∑
j=1
|〈Tej , ej〉| <∞.
Moreover,
∑∞
j=1 λj = 0. Thus, λ = (λ1, λ2, . . .) ∈W . By assumption (2) we
get λ = 0 and hence T = 0. 
From now on, we will also work in the direct sum of infinitely many copies
of ℓ2.
Definition 3.9. Denote by H˜ the direct sum of the real Hilbert spaces ℓ2:
H˜ =
(
∞∑
i=1
⊕ℓ2
)
ℓ2
.
To avoid confusion with earlier notation, a vector in this direct sum will be
written in the form:
~x = (~x1, ~x2, . . . , ~xn, . . .),
and we have
〈~x, ~y〉 =
∞∑
i=1
〈~xi, ~yi〉.
We also need the following lemma for both the real and complex cases.
Lemma 3.10. Let A = (aij)
∞
i,j=1 be a real or complex infinite matrix such
that
∑∞
i,j=1 |aij |2 <∞. Then the operator TA defined in ℓ2 by
TA(x1, x2, . . .) = (y1, y2, . . .),
where
yi =
∞∑
j=1
aijxj, i = 1, 2, . . . ,
is a bounded operator. Moreover, TA is self-adjoint if and only if aji = a¯ij
for all i, j.
Proof. Let x = {xi}∞i=1 ∈ ℓ2. For each i = 1, 2 . . ., we have
|yi|2 ≤

 ∞∑
j=1
|aijxj |


2
≤

 ∞∑
j=1
|aij |2



 ∞∑
j=1
|xj |2

 =

 ∞∑
j=1
|aij |2

 ‖x‖2.
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Hence,
‖TAx‖2 =
∞∑
i=1
|yi|2 ≤

 ∞∑
i=1
∞∑
j=1
|aij |2

 ‖x‖2.
This shows that TA is a bounded operator on ℓ2.
Suppose that T is self-adjoint. Then
aji = 〈TAei, ej〉 = 〈ei, TAej〉 = 〈TAej , ei〉 = a¯ij,
for all i, j.
Conversely, if aji = a¯ij for all i, j, then
〈T ∗Aei, ej〉 = 〈ei, TAej〉 = 〈TAej , ei〉 = a¯ij = aji = 〈TAei, ej〉,
for all i, j. Hence T ∗A = TA. 
3.1.1. The real case. Now we will solve the infinite dimensional injectivity
problem in the real case. To avoid confusion between coordinates of a vector
in ℓ2 and vectors in H˜ we define:
Definition 3.11. For x = {xi}∞i=1 ∈ ℓ2, we define
x˜ = (~x1, ~x2, . . . , ~xn, . . .) ∈ H˜,
where
~x1 = (x1x1, x1x2, . . .); ~x2 = (x2x2, x2x3, . . .); . . . ; ~xn = (xnxn, xnxn+1, . . .); . . .
We first observe that these vectors are actually in H˜.
Lemma 3.12. If x = {xi}∞i=1 ∈ ℓ2, then x˜ ∈ H˜.
Proof. We have that
∞∑
j=i
|xixj |2 = |xi|2
∞∑
j=i
|xj |2 ≤ |xi|2‖x‖2,
for i = 1, 2, . . . . Hence ~xi ∈ ℓ2 for all i.
Moreover, since
∞∑
i=1
‖~xi‖2 ≤
∞∑
i=1
|xi|2‖x‖2 = ‖x‖4,
then x˜ ∈ H˜. 
Now we are ready for the classification of the solutions to the injectivity
problem in the infinite dimensional case.
Theorem 3.13. Let X = {xk}∞k=1 be a frame in the real Hilbert space ℓ2.
The following are equivalent:
(1) X is injective.
(2) span{x˜k}∞k=1 = H˜.
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Proof. (1)⇒ (2): Let any a = (~a1,~a2, . . .) ∈ H˜ be such that a ⊥ span{x˜k}∞k=1.
Then 〈a, x˜k〉 = 0 for all k.
We denote
~a1 = (a11, a12, . . .); ~a2 = (a22, a23, . . .); . . . ,~an = (ann, an(n+1), . . .); . . . .
Define an infinite matrix B = (bij)
∞
i,j=1, where bii = aii for all i and
bij = bji =
1
2
aij for all i < j.
Then by Lemma 3.10, the operator TB defined by B is a Hilbert Schmidt
self-adjoint operator.
For any x = {xi}∞i=1 ∈ ℓ2, we have
〈TBx, x〉 =
∞∑
i=1
∞∑
j=1
bijxixj
=
∞∑
i=1
biix
2
i + 2
∑
i<j
bijxixj
=
∞∑
i=1
aiix
2
i +
∑
i<j
aijxixj
=
∞∑
i=1
〈~ai, ~xi〉
= 〈a, x˜〉.
Hence, 〈TBxk, xk〉 = 〈a, x˜k〉 = 0 for all k. This implies TB = 0 by (1) and
therefore a = 0.
(2) ⇒ (1): Let T be a Hilbert Schmidt self-adjoint operator on ℓ2 such
that 〈Txk, xk〉 = 0 for all k, and recall that {ei}∞i=1 is the canonical or-
thonormal basis for ℓ2.
Denote
aij = 〈Tej , ei〉, i, j = 1, 2 . . . ,
and
T˜ = (~a1,~a2, . . . ,~an, . . .),
where
~a1 = (a11, 2a12, 2a13, . . .); ~a2 = (a22, 2a23, 2a24, . . .); . . . ;
~an = (ann, 2an(n+1), 2an(n+2), . . .); . . . .
Since T is a Hilbert Schmidt operator, T˜ ∈ H˜. Moreover, we have
〈T˜ , x˜k〉 = 〈Txk, xk〉 = 0, for all k.
Since span{x˜k}∞k=1 = H˜, we get T˜ = 0. So T = 0.

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Remark 3.14. We have that (2) ⇒ (1) in the theorem holds for trace class
operators. But in general (1) ⇒ (2) since the operators we construct may
not be trace class.
3.1.2. The complex case. For the complex case of the injectivity problem,
we need a new variation of the tilde vectors.
Definition 3.15. For x = {xi}∞i=1 ∈ ℓ2, we define
x˜ = (~x1, ~x2, . . . , ~xn, . . .),
where
~x1 = (|x1|2,Re(x¯1x2), Im(x¯1x2),Re(x¯1x3), Im(x¯1x3), . . .);
~x2 = (|x2|2,Re(x¯2x3), Im(x¯2x3),Re(x¯2x4), Im(x¯2x4), . . .); . . . ;
~xn = (|xn|2,Re(x¯nxn+1), Im(x¯nxn+1),Re(x¯nxn+2), Im(x¯nxn+2), . . .); . . . .
We first need to verify that our vectors are in H˜.
Lemma 3.16. If x = {xi}∞i=1 ∈ ℓ2, then x˜ ∈ H˜.
Proof. For each i = 1, 2, . . . , we have
‖~xi‖2 = |xi|4 +
∞∑
j=i+1
|Re(x¯ixj)|2 +
∞∑
j=i+1
| Im(x¯ixj)|2
= |xi|4 +
∞∑
j=i+1
|x¯ixj|2
= |xi|2

|xi|2 + ∞∑
j=i+1
|xj |2


≤ |xi|2‖x‖2.
It follows that:
∞∑
i=1
‖~xi‖2 ≤
∞∑
i=1
|xi|2‖x‖2 = ‖x‖4.
This implies x˜ ∈ H˜. 
Now we give the classification theorem for injectivity in the infinite di-
mensional case.
Theorem 3.17. Let X = {xk}∞k=1 be a frame in the complex Hilbert space
ℓ2. The following are equivalent:
(1) X gives injectivity.
(2) span{x˜k}∞k=1 = H˜.
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Proof. (1)⇒ (2): Let any a = (~a1,~a2, . . .) ∈ H˜ be such that a ⊥ span{x˜k}∞k=1.
Then 〈a, x˜k〉 = 0 for all k.
Denote
~a1 = (a11, u12, v12, u13, v13, . . .); ~a2 = (a22, u23, v23, u24, v24, . . .); . . . ;
~an = (ann, un(n+1), vn(n+1), un(n+2), vn(n+2), . . .); . . . .
Define an infinite matrix B = (bij)
∞
i,j=1, where bii = aii for all i and
bij = b¯ji =
1
2
(uij − ιvij) for all i < j.
We have
∞∑
i,j=1
|bij |2 =
∞∑
i=1
|aii|2 + 2
∑
i<j
|bij |2 =
∞∑
i=1
|aii|2 + 1
2
∑
i<j
(|uij |2 + |vij |2) <∞.
Then by Lemma 3.10, the operator TB defined by B is Hilbert Schmidt
and self-adjoint.
For any x = {xi}∞i=1 ∈ ℓ2, we have
〈TBx, x〉 =
∞∑
i=1
∞∑
j=1
bij x¯ixj
=
∞∑
i=1
bii|xi|2 + 2
∑
i<j
Re(bij x¯ixj)
=
∞∑
i=1
bii|xi|2 + 2
∑
i<j
(Re(bij)Re(x¯ixj)− Im(bij) Im(x¯ixj))
=
∞∑
i=1
aii|xi|2 +
∑
i<j
(uij Re(x¯ixj) + vij Im(x¯ixj))
=
∞∑
i=1
〈~ai, ~xi〉
= 〈a, x˜〉.
Hence, 〈TBxk, xk〉 = 〈a, x˜k〉 = 0 for all k. This implies TB = 0 by (1) and
therefore a = 0.
(2) ⇒ (1): Let T be a Hilbert Schmidt self-adjoint operator such that
〈Txk, xk〉 = 0 for all k.
Denote
aij = 〈Tej , ei〉, i, j = 1, 2, . . . ,
and
T˜ = (~a1,~a2, . . . ,~an, . . .),
where
~a1 = (a11, 2Re(a12),−2 Im(a12), 2Re(a13),−2 Im(a13), . . .);
~a2 = (a22, 2Re(a23),−2 Im(a23), 2Re(a24),−2 Im(a24), . . .); . . . ;
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~an = (ann, 2Re(an(n+1)),−2 Im(an(n+1)), 2Re(an(n+2)),−2 Im(an(n+2)), . . .); . . .
Since T is Hilbert Schmidt, T˜ ∈ H˜.
For any x =
∑∞
j=1 xjej we have
〈Tx, x〉 =
∞∑
i=1
∞∑
j=1
x¯ixj〈Tej , ei〉
=
∞∑
i=1
∞∑
j=1
x¯ixjaij
=
∞∑
i=1
aii|xi|2 + 2
∑
i<j
Re(aij x¯ixj)
=
∞∑
i=1
aii|xi|2 + 2
∑
i<j
(Re(aij)Re(x¯ixj)− Im(aij) Im(x¯ixj))
= 〈T˜ , x˜〉.
Hence
〈T˜ , x˜k〉 = 〈Txk, xk〉 = 0, for all k.
Since span{x˜k}∞k=1 = H˜, T˜ = 0. So T = 0. This completes the proof. 
As a consequence we have:
Corollary 3.18. For a frame {xk}∞k=1 in ℓ2 the following are equivalent:
(1) The family {xkx∗k}∞k=1 spans the family of real self-adjoint Hilbert
Schmidt operators on ℓ2.
(2) The family {x˜k}∞k=1 spans H˜.
Remark 3.19. As we have seen in the proof of Theorem 3.13 for the real
case and Theorem 3.17 for the complex case, for a vector a ∈ H˜, there is a
Hilbert Schmidt self-adjoint operator T so that
〈Tx, x〉 = 〈a, x˜〉, for all x ∈ ℓ2.
Conversely, for a Hilbert Schmidt self-adjoint operator T , there is a vector
T˜ ∈ H˜ satisfying
〈T˜ , x˜〉 = 〈Tx, x〉, for all x ∈ ℓ2.
Is is easy to see that the canonical orthonormal basis is not injective.
Actually, the family {e˜i}∞i=1 forms an orthonormal set in H˜. We will see in
general that any frame in ℓ2 so that the corresponding tilde vectors form a
frame sequence in H˜ cannot be injective.
Theorem 3.20. For any Bessel sequence {xk}∞k=1 for the real or complex
space ℓ2, the family {x˜k}∞k=1 is a Bessel sequence in H˜. However, {x˜k}∞k=1
is not a frame for H˜.
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Proof. We may assume that ‖xk‖ ≤ 1 for all k. Let B be the Bessel bound
of {xk}∞k=1.
Given any finite real scalar sequence {ak}∞k=1 we will compute the real
case and the complex case separately.
The real case: Using Definition 3.11 for the tilde vector x˜k, we have
‖
∞∑
k=1
akx˜k‖2 =
∞∑
i=1
∞∑
j=i
(
∞∑
k=1
akxkixkj
)2
≤
∞∑
i=1
∞∑
j=1
(
∞∑
k=1
akxkixkj
)2
=
∞∑
i=1
‖
∞∑
k=1
akxkixk‖2.
Using the fact that {xk}∞k=1 is Bessel with bound B, we get
‖
∞∑
k=1
akx˜k‖2 ≤ B
∞∑
i=1
∞∑
k=1
(akxki)
2
= B
∞∑
k=1
a2k
∞∑
i=1
x2ki
= B
∞∑
k=1
a2k‖xk‖2
≤ B
∞∑
k=1
a2k.
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The complex case: Now we need to use Definition 3.15 for the tilde
vectors x˜k. We have that
‖
∞∑
k=1
akx˜k‖2 =
∞∑
i=1
(
∞∑
k=1
ak|xki|2
)2
+
∞∑
i=1
∞∑
j=i+1
(
∞∑
k=1
ak Re(x¯kixkj)
)2
+
∞∑
i=1
∞∑
j=i+1
(
∞∑
k=1
ak Im(x¯kixkj)
)2
=
∞∑
i=1
(
∞∑
k=1
ak|xki|2
)2
+
∞∑
i=1
∞∑
j=i+1
(
Re
(
∞∑
k=1
akx¯kixkj
))2
+
∞∑
i=1
∞∑
j=i+1
(
Im
(
∞∑
k=1
akx¯kixkj
))2
≤ 2
∞∑
i=1
(
∞∑
k=1
ak|xki|2
)2
+ 2
∞∑
i=1
∞∑
j=i+1
∣∣∣∣∣
∞∑
k=1
akx¯kixkj
∣∣∣∣∣
2
≤ 2
∞∑
i=1
(
∞∑
k=1
ak|xki|2
)2
+ 2
∞∑
i=1
∞∑
j=1,j 6=i
∣∣∣∣∣
∞∑
k=1
akx¯kixkj
∣∣∣∣∣
2
= 2
∞∑
i=1
‖
∞∑
k=1
akx¯kixk‖2 ≤ 2B
∞∑
i=1
∞∑
k=1
a2k|xki|2
= 2B
∞∑
k=1
a2k
∞∑
i=1
|xki|2 = 2B
∞∑
k=1
a2k‖xk‖2 ≤ 2B
∞∑
k=1
a2k.
Hence, {x˜k}∞k=1 is a Bessel sequence for the both cases.
Now we will show that {x˜k}∞k=1 fails to have a lower frame bound. We
will prove the real case, the complex case is similar. By our assumption, we
have that
∞∑
i=1
|xki|2 <∞, for all k.
Also,
∞∑
k=1
|xki|2 =
∞∑
k=1
|〈ei, xk〉|2 <∞, for all i.
Fix ǫ > 0 and choose n so that
∞∑
k=n
|xk1|2 < ǫ.
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Now choose m so that
n−1∑
k=1
|xkm|2 < ǫ.
Let
e˜1m := (em;~0;~0, . . .) ∈ H˜.
Then we have
∞∑
k=1
|〈e˜1m, x˜k〉|2 =
∞∑
k=1
|xk1|2|xkm|2
=
n−1∑
k=1
|xk1|2|xkm|2 +
∞∑
k=n
|xk1|2|xkm|2
≤
n−1∑
k=1
|xkm|2 +
∞∑
k=n
|xk1|2
< 2ǫ.
It follows that {x˜k}∞k=1 does not have a lower frame bound. 
Corollary 3.21. Let {xk}∞k=1 be a frame for ℓ2. If {x˜k}∞k=1 is a frame
sequence, then {xk}∞k=1 cannot be injective.
Proof. We will prove the real case, the complex case is similar.
Suppose by way of contradiction that {xk}∞k=1 is injective. Then by The-
orem 3.13, {x˜k}∞k=1 spans H˜. Thus, it is a frame for H˜, which contradicts
Theorem 3.20. 
3.2. Constructing the Solutions to the Injectivity Problem. For the
construction of solutions to the injectivity problem, we will follow the out-
line for the finite dimensional case. But this construction is much more
complicated because of problems with convergence, problems with keeping
the upper frame bound finite, and the fact that we cannot show spanning
in ℓ2 by just checking linear independence. Also, we proved in the finite di-
mensional case that the x˜i span by showing they are independent and have
enough vectors to span H˜. This does not work in the infinite dimensional
case. Note that the following construction works for trace class operators
and for Hilbert Schmidt operators.
Theorem 3.22. Let {ei}∞i=1 be the canonial basis for the real Hilbert space
ℓ2 and let ai 6= 0 for i = 1, 2, . . . be such that
∑∞
i=1 a
2
i <∞. Define
xk = ak(e1 + ek+1), for k = 1, 2, . . . .
Let L be the right shift operator on ℓ2. Then the family
{ei}∞i=1 ∪ {
1
2i
Lixk}∞, ∞i=0,k=1
is a frame for ℓ2 which gives injectivity.
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Proof. First we need to see that our family of vectors forms a frame for ℓ2.
Since our family contains an orthonormal basis for ℓ2, we automatically have
a lower frame bound. So we need to check that our family is Bessel, and
since {ei}∞i=1 is already Bessel, we only need to check that { 12iLixk}
∞, ∞
i=0,k=1
is Bessel.
For any x ∈ ℓ2, we have
∞∑
i=0
∞∑
k=1
|〈x, 1
2i
Lixk〉|2 ≤
∞∑
i=0
∞∑
k=1
1
4i
‖x‖2‖Lixk‖2
≤
∞∑
i=0
∞∑
k=1
1
4i
‖x‖24a2k
=
(
∞∑
i=0
1
4i−1
∞∑
k=1
a2k
)
‖x‖2.
So our family is a Bessel sequence.
To see our frame is injective, let T be a Hilbert Schmidt self-adjoint
operator such that
〈Tek, ek〉 = 0 and 〈T (Lixk), Lixk〉 = 0, for i = 0, 1 . . . ; k = 1, 2, . . . .
Note that
Lixk = ak(e1+i + e1+i+k) for all i, k.
Hence
〈T (Lixk), Lixk〉 = a2k〈Te1+i, e1+i〉+ 2a2k〈Te1+i, e1+i+k〉+ a2k〈Te1+i+k, e1+i+k〉
= 2a2k〈Te1+i, e1+i+k〉,
for all i, k.
This implies 〈Tej , ek〉 = 0 for all j, k = 1, 2, . . . , and hence T = 0. 
The complex version of this construction looks like:
Theorem 3.23. Let {ei}∞i=1 be the canonical orthonormal basis for complex
ℓ2, and let {ai}∞i=1, {bi}∞i=1 ∈ ℓ2, |ai|, |bi| 6= 0 for all i. Then the following
frame gives injectivity:
{ei}∞i=1 ∪ {
1
2i
Li(ak(e1 + ek+1))}∞i=0,k=1 ∪ {
1
2i
Li(bk(e1 + ιek+1))}∞i=0,k=1.
The above frames are unbounded. The following theorem shows that we
can easily adjust unbounded injective frames to produce bounded injective
frames.
Theorem 3.24. Every injective frame X = {ei}∞i=1 ∪ {xk}∞k=1 of finitely
supported vectors, induces a bounded injective frame.
Proof. Recall that for each k, we denote
xk = (xk1, xk2, . . . , xki, . . .).
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Choose integer n1 < n2 < · · · so that
max{i : xki 6= 0} < nk.
For k = 1, 2, . . . let
y2k = xk + enk and y2k+1 = xk − enk , for k = 1, 2, . . . .
It is clear that Y = {ei}∞i=1 ∪ {yk}∞k=1 is still a frame and ‖yk‖ ≥ 1 for all
k = 1, 2, . . .. Since y˜2k+ y˜2k+1 = 2x˜k+2e˜nk , and {e˜nk}∞k=1 are vectors in our
set, it follows that {x˜k}∞k=1 is in our set of vectors and so Y is injective. 
3.3. The Solutions are Neither Open nor Dense. In this section we
will show that the solutions to the injectivity problem in infinite dimensions
are neither open nor dense in the class of frames.
First we need a definition:
Definition 3.25. Given frames X = {xk}∞k=1 and Y = {yk}∞k=1 for ℓ2, we
define the distance between them by
d2(X ,Y) =
∞∑
k=1
‖xk − yk‖2.
Note that this distance may be infinity.
The following theorem shows that the frames which give injectivity are
not open in the family of frames for ℓ2.
Theorem 3.26. Let X = {ei}∞i=1 ∪ { 12iLixk}∞i=0,k=1 be the injective frame
for the real space ℓ2 as in Theorem 3.22. Then for any ǫ > 0, there is a
frame Y such that d(X ,Y) < ǫ, and Y is not injective.
Proof. Let any ǫ > 0. Since the series
∑∞
i=0
∑∞
k=1 ‖ 12iLixk‖2 converges, for
any ǫ, there exists n0 such that
∞∑
i=n0+1
∞∑
k=1
‖ 1
2i
Lixk‖2 < ǫ2.
Let yik =
1
2i
Lixk for i = 0, 1, . . . , n0 and k = 1, 2, . . ., and yik = 0 otherwise.
It is clear that
Y = {ei}∞i=1 ∪ {yik}∞i=0,k=1
cannot give injectivity by Theorem 3.13 while
d2(X ,Y) =
∞∑
i=n0+1
∞∑
k=1
‖ 1
2i
Lixk‖2 < ǫ2.
This completes the proof. 
Remark 3.27. There is a perturbation theory for frames which looks like it
should apply here. The problem is that although our vectors form a frame
for ℓ2, their tilde vectors do not form a frame to H˜ and so the theory does
not apply.
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To show the solutions are not dense, we need the definition of a Riesz
sequence in ℓ2.
Definition 3.28. A family of vectors {xi}∞i=1 in the real or complex Hilbert
space ℓ2 is called a Riesz sequence if there are constants 0 < A ≤ B <∞
so that for all {ai}∞i=1 ⊂ ℓ2 we have:
A
∞∑
i=1
|ai|2 ≤ ‖
∞∑
i=1
aixi‖2 ≤ B
∞∑
i=1
|ai|2.
The constants A,B are called the lower and upper Riesz bounds. If the
vectors span ℓ2, this is called a Riesz basis.
Remark 3.29. It is known [6, 8] that a Riesz basis is a frame and the Riesz
bounds are the frame bounds. Also, {xi}∞i=1 is a Riesz sequence if and only
if the operator T : ℓ2 → ℓ2 given by Tei = xi is a bounded, linear, invertible
operator (on its range).
Also, we need a perturbation result from frame theory.
Proposition 3.30. Assume χ = {xi}∞i=1 are vectors in the real or complex
space ℓ2 satisfying:
∞∑
i=1
‖ei − xi‖2 < ǫ2.
Then χ is a Riesz sequence in ℓ2 with lower Riesz bound (1− ǫ)2.
Proof. We compute for scalars {ai}∞i=1,
‖
∞∑
i=1
aixi‖ ≥ ‖
∞∑
i=1
aiei‖ − ‖
∞∑
i=1
ai(ei − xi)‖
≥
(
∞∑
i=1
|ai|2
)1/2
−
∞∑
i=1
|ai|‖ei − xi‖
≥
(
∞∑
i=1
|ai|2
)1/2
−
(
∞∑
i=1
|ai|2
)1/2( ∞∑
i=1
‖ei − xi‖2
)1/2
≥
(
∞∑
i=1
|ai|2
)1/2
(1− ǫ)
The upper Riesz bound is done similarly. 
We also need a theorem from [3].
Theorem 3.31. Let Y,Z be subspaces of a Banach space X. If T : Y → Z
is a surjective linear operator with ‖I−T‖ < 1, then codimXY = codimXZ.
The next theorem shows that the solution set of the infinite dimensional
injectivity problem is not dense in the class of all frames for ℓ2.
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Theorem 3.32. Let {ek}∞k=1 be the canonical basis for the real space ℓ2 and
X = {xk}∞k=1 ⊂ ℓ2 be such that
∞∑
k=1
‖ek − xk‖2 ≤ 1
8
,
Then X is not injective.
Proof. Will will show that X does not satisfy Theorem 3.13. Note that
codim
H˜
{e˜k}∞k=1 is infinite. Also, {e˜k}∞k=1 is an orthonormal sequence in H˜.
We have that
∞∑
k=1
‖ek − xk‖2 =
∞∑
k=1

(1− xkk)2 +∑
i 6=k
x2ki

 ≤ 1
8
.
In particular, ‖xk‖2 ≤ 2. Let
X = span{e˜k}∞k=1, and Y = span{x˜k}∞k=1.
For each k = 1, 2, . . . we have
‖e˜k − x˜k‖2 = (1− x2kk)2 +
∑
j≥k+1
(xkkxkj)
2 +
∑
i 6=k
∑
j≥i
(xkixkj)
2
≤ (1− xkk)2(2‖xk‖2 + 2) + ‖xk‖2
∑
j≥k+1
x2kj + ‖xk‖2
∑
i 6=k
x2ki
≤ 6

(1− xkk)2 +∑
i 6=k
x2ki

 .
Hence,
∞∑
k=1
‖e˜k − x˜k‖2 ≤ 6
∞∑
k=1

(1− xkk)2 +∑
i 6=k
x2ki

 ≤ 3
4
.
It follows that {x˜k}∞k=1 is a Riesz sequence.
Now we define T : X → Y by: for x =∑∞k=1〈x, e˜k〉e˜k ∈ X,
Tx =
∞∑
k=1
〈x, e˜k〉x˜k.
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Since T is mapping a Riesz sequence to a Riesz sequence, it follows that T
is bounded and surjective. Now,
‖(I − T )x‖ =
∥∥∥∥∥
∞∑
k=1
〈x, e˜k〉(e˜k − x˜k)
∥∥∥∥∥
≤
∞∑
k=1
|〈x, e˜k〉|‖e˜k − x˜k‖
≤
(
∞∑
k=1
|〈x, e˜k〉|2
)1/2( ∞∑
k=1
‖e˜k − x˜k‖2
)1/2
≤
√
3
2
‖x‖.
Hence, ‖I − T‖ < 1 and by Theorem 3.31, codim
H˜
Y = codim
H˜
X =∞.

3.4. The Solution to the State Estimation Problem. For the infinite
dimensional case, the state estimation problem asks:
State Estimation Problem: Given an injective Parseval frame {xk}∞k=1
for ℓ2, and a sequence of real numbers a = {ak}∞k=1, does there exist a
Hilbert Schmidt self-adjoint operator T so that
〈Txk, xk〉 = ak, for all k?
Remark 3.33. This problem is rarely solvable.
(1) If xkx
∗
k = xlx
∗
l , but ak 6= al for some k, l, then the problem has no
solution.
(2) Recall a set of vectors {xi}∞i=1 is ω-independent if
∑∞
i=1 cixi = 0
implies ci = 0 for all i = 1, 2, . . .. If {xkx∗k}∞k=1 is not ω-independent
and
∑∞
k=1 ckxkx
∗
k = 0 but not all ck are zero, then for 〈Txk, xk〉 = ak
we need
∞∑
k=1
ckak = 〈T,
∞∑
k=1
ckxkx
∗
k〉 = 0.
For the solution of the state estimation problem we will need the notion
of a separated sequence in ℓ2.
Definition 3.34. A family of vectors {xi}∞i=1 in ℓ2 is separated if for every
j ∈ N,
xj /∈ span{xi}i 6=j .
It is δ-separated if the projection Pj onto span{xi}i 6=j satisfies
‖(I − Pj)xj‖ ≥ δ.
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Remark 3.35. In general, a Bessel sequence which is δ-separated may not
be a Riesz sequence. To see this let
H =
(
∞∑
n=1
⊕Hn
)
ℓ2
,
whereHn is an n-dimensional Hilbert space with orthonormal basis {ein}ni=1.
Let P be the orthogonal projection onto the one dimensional subspace
spanned by
∑n
i=1 ein. Then {(I − P )ein}n−1, ∞i=1,n=1 as a family of vectors in
H is δ-separated, 1-Bessel, but not a Riesz sequence. (Careful: We have
thrown away the vectors (I − P )enn above.)
Note also that a δ-seperated sequence may not be Bessel.
Example 3.36. Let xi = e1+ei+1, i = 1, 2, . . . . Then {xi}∞i=1 is not a Besel
sequence. However, it is δ-seperated.
Indeed, let Pj be the projection onto span{xi}i 6=j . Then
‖xj−Pjxj‖2 = ‖e1+ej−Pj(e1+ej)‖2 = ‖ej+e1−Pje1‖2 = 1+‖e1−Pje1‖2 ≥ 1,
for all j. So {xi}∞i=1 is δ-separated, where δ = 1.
The next proposition presents a fundamental property of separated se-
quences.
Proposition 3.37. If a family of vectors {xi}∞i=1 is separated, then there
are vectors {yi}∞i=1 satisfying:
〈yi, xj〉 = δij , for all i,j.
If it is δ-separated then, sup
i
‖yi‖ <∞.
Proof. Fix j and let Pj be the orthogonal projection onto span{xi}i 6=j . Note
that Pjxj 6= xj and so (I − Pj)xj 6= 0.
Clearly,
〈(I − Pj)xj , xi〉 = 0 for i 6= j.
So let
yj =
(I − Pj)xj
‖(I − Pj)xj‖2 ,
we get the desired sequence.
For the δ-separated case, we have that ‖(I − Pj)xj‖ ≥ δ and the result
follows. 
For the next result, we will need:
Proposition 3.38. Let {xi}∞i=1 be a bounded sequence in a Hilbert space H.
The following are equivalent:
(1) {xi}∞i=1 is δ-separated.
(2) {xi}∞i=1 is separated and {xi}∞i=n is δ1-separated, for some n ≥ 1.
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Proof. We just need to show that (2)⇒ (1). So assume {xi}∞i=1 is separated
and {xi}∞i=n is δ1-separated. Let Pj be the projection onto span{xi}i 6=j ,
for j = 1, 2, . . . , and let Qj be the projection onto span{xi}n≤i 6=j, for j =
n, n+ 1, . . . . So
‖(I −Qj)xj‖ ≥ δ1, for all j ≥ n.
We need to show that there exists a δ > 0 so that
‖(I − Pj)xj‖ ≥ δ, for all j ≥ 1.
We will do this in steps.
Step 1: There exists a δ2 > 0 so that
‖(I − Pj)xj‖ ≥ δ2, for all j ≥ n.
We will do this by way of contradiction. So assume there are natural
numbers n ≤ n1 < n2 < · · · satisfying:
‖xnj − Pnj (xnj )‖ <
1
j
.
It follows that there are vectors yj ∈ span{xi}n−1i=1 and zj ∈ span{xi}n≤i 6=nj<∞
so that ‖xnj − (yj + zj)‖ < 1j .
Claim 1: There are an ǫ > 0 and n0 ∈ N so that ‖yj‖ ≥ ǫ, for all j ≥ n0.
We prove the claim by way of contradiction. If the claim fails, there are
integers j1 < j2 < · · · so that ‖yjk‖ < 1k for all k = 1, 2, . . .. It follows that
‖xnjk − zjk‖ ≤ ‖xnjk − (zjk + yjk)‖+ ‖yjk‖ <
2
k
, for all k,
which contradicts the fact that {xi}∞i=n is δ-separated.
Claim 2: There is a constant K > 0 so that ‖yj‖ ≤ K, for all j ≥ n0.
Define
γ = inf{‖u − v‖ : u ∈ span{xi}n−1i=1 , v ∈ span{xi}∞i=n, ‖u‖ = 1}.
We will show that γ > 0. Indeed, if γ = 0 then there are sequences {uj}∞j=1 ⊂
span{xi}n−1i=1 , ‖uj‖ = 1, for all j, and {vj}∞j=1 ⊂ span{xi}∞i=n so that
‖uj − vj‖ → 0 as j →∞.
By switching to a subsequence if necessary, we may assume uj → u ∈
span{xi}n−1i=1 and u 6= 0. Since
‖vj − u‖ ≤ ‖vj − uj‖+ ‖uj − u‖,
we conclude that vj → u ∈ span{xi}∞i=n. Thus,
u ∈ span{xi}n−1i=1 ∩ span{xi}∞i=n.
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Since u ∈ span{xi}n−1i=1 , u 6= 0, we can write u =
∑n−1
i=1 αixi for some scalars
α′is not all zero. Without loss of generality, we can assume α1 6= 0. Then
x1 =
1
α1
(
u−
n−1∑
i=2
αixi
)
∈ span{xi}∞i=2,
which contradicts the fact that {xi}∞i=1 is separated. So, γ > 0.
Now we have
‖yj + zj‖yj‖ ‖ ≥ γ, for all j ≥ n0,
and sup
j≥1
‖xj‖ is finte. Therefore, there is some K > 0 such that
‖yj‖ ≤ 1
γ
‖yj + zj‖ ≤ 1
γ
(‖yj + zj − xnj‖+ ‖xnj‖) ≤ K, for all j ≥ n0.
The Claim 2 is proven.
Now since ǫ ≤ ‖yj‖ ≤ K for all j ≥ n0, it has a convergent subsequence
yjk → y ∈ span{xi}n−1i=1 , and y 6= 0.
From the fact that
‖xnjk − zjk − y‖ ≤ ‖xnjk − zjk − yjk‖+ ‖yjk − y‖ ≤
1
jk
+ ‖yjk − y‖,
we conclude xnjk − zjk → y ∈ span{xi}∞i=n as k →∞. Thus,
y ∈ span{xi}n−1i=1 ∩ span{xi}∞i=n
By the same argument as in the proof of Claim 2, this leads to a contradiction
with the fact that {xi}∞i=1 is separated.
Step 2: There exists a δ > 0 so that
‖(I − Pj)xj‖ ≥ δ, for all j ≥ 1.
Since {xi}∞i=1 is separated, for each i = 1, 2, . . . , n− 1, there exists ǫi > 0
so that ‖(I − Pi)xi‖ ≥ ǫi. Combined with Step 1, we have that {xi}∞i=1
is δ-separated, where δ = min
i=1,...,n−1
{ǫi, δ2}. The proof of the Proposition is
completed. 
Now we give a complete classification of when the state estimation prob-
lem is solvable for all measurement vectors in ℓ1. Note that we have done it
in complete generality and not assumed that {xk}∞k=1 is injective.
Theorem 3.39. Let X = {xk}∞k=1 be a frame for the real or complex space
ℓ2. The following are equivalent:
(1) For every real vector a = (a1, a2, . . .) ∈ ℓ1, there is a Hilbert Schmidt
self-adjoint operator T so that
〈Txk, xk〉 = ak, for all k = 1, 2, . . . .
(2) The sequence {x˜k}∞k=1 is δ-separated.
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Proof. (1) ⇒ (2): By (1), for each k = 1, 2, . . ., there is a Hibert Schmidt
self-adjoint operator Rk, and hence a vector R˜k ∈ H˜ so that
〈R˜k, x˜l〉 = 〈Rkxl, xl〉 =
{
1 if k = l
0 if k 6= l.
It follows that x˜l /∈ span{x˜k}k 6=l and hence {x˜k}∞k=1 is separated. We now
proceed by way of contradiction. Suppose that {x˜k}∞k=1 is not δ-separated.
Then {x˜k}∞k=n is not δn-separated for all n. Then for n = 1, there is k1 ≥ 1
such that
‖x˜k1 − Pk1(x˜k1)‖ <
1
2
.
Since Pk1(x˜k1) ∈ span{x˜k}∞k=1,k 6=k1, there are some scalars αk, k ∈ I, where
I is a finite subset of {k : k ≥ 1, k 6= k1} such that
‖Pk1(x˜k1)−
∑
k∈I
αkx˜k‖ < 1
2
.
Let y1 =
∑
k∈I αkx˜k. Then
‖x˜k1 − y1‖ < 1.
Now let n2 > max{k1, k}k∈I . Since {x˜k}∞k=n2 is not δn2-separated, similar
to the above, there are numbers n2 ≤ k2 < n3 and a vector
y2 ∈ span{x˜k : n2 ≤ k 6= k2 < n3}
such that
‖x˜k2 − y2‖ <
1
23
.
Continuing this procedure we can choose 1 = n1 ≤ k1 < n2 ≤ k2 < n3 < · · ·
and vectors
ym ∈ span{x˜k : nm ≤ k 6= km < nm+1},
such that
‖x˜km − ym‖ <
1
m3
,
for all m. Now let a = {ak}∞k=1 ∈ ℓ1, where
ak =
{
1
m2
if k = km
0 otherwise .
Then by assumption, there exists a Hilbert Schmidt self-adjoint operator T
and a vector T˜ ∈ H˜ so that 〈T˜ , x˜k〉 = 〈Txk, xk〉 = ak for all k. But then
1
m2
= 〈T˜ , x˜km〉 = 〈T˜ , x˜km − ym〉 ≤ ‖T˜‖‖x˜km − ym‖ ≤ ‖T˜‖
1
m3
,
which implies ‖T˜‖ ≥ m for all m, a contradiction.
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(2) ⇒ (1): Since {x˜k}∞k=1 is δ-separated, by Proposition 3.37, there are
vectors {T˜k}∞k=1 in H˜ satisfying
〈T˜k, x˜l〉 =
{
1 if k = l
0 if k 6= l
for all k, l ≥ 1, and sup
k≥1
‖T˜k‖ <∞. Now, fix a = (a1, a2, . . .) ∈ ℓ1 and let
T˜ =
∞∑
k=1
akT˜k.
This series converges since a ∈ ℓ1 and sup
k≥1
‖T˜k‖ < ∞. Now, let T be the
Hilbert Schmidt self-adjoint operator that corresponds with T˜ . Then we
have
〈Txk, xk〉 = 〈T˜ , x˜k〉 = ak, for all k = 1, 2, . . . .
This completes the proof. 
Now we show that there is no injective frame for which the state esti-
mation problem is solvable for all measurements taken from ℓ2. Note that
for a Hilbert Schmidt self-adjoint operator T on the Hilbert space ℓ2, the
corresponding vector T˜ is defined as in the proof of Theorem 3.13 for the
real case and Theorem 3.17 for the complex case.
Theorem 3.40. There is no injective frame X = {xk}∞k=1 in the real or
complex space ℓ2 so that for every a = {ak}∞k=1 ∈ ℓ2, there is a Hilbert
Schmidt operator T so that
〈Txk, xk〉 = ak, for all k = 1, 2, . . . .
Proof. We will proceed by way of contradiction. The proof is divided into
steps.
Suppose that there is an injective frame X = {xk}∞k=1 for which the state
estimation problem is solvable for all choices {ak}∞k=1 ∈ ℓ2.
Step I: There are vectors R˜k ∈ H˜, k = 1, 2, . . . so that 〈R˜k, x˜l〉 = δkl.
This is immediate because by assumption, for each k = 1, 2, . . ., there is
a Hilbert Schmidt self-adjoint operator Rk so that
〈R˜k, x˜l〉 = 〈Rkxl, xl〉 =
{
1 if k = l
0 if k 6= l.
Denote En = span{x˜k}nk=1 and let Pn be the projection onto En.
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Step II: If there is a real vector {ak}∞k=1 ∈ ℓ2 satisfying sup
n
‖∑nk=1 akR˜k‖ =
∞, then there is a real vector {bk}∞k=1 ∈ ℓ2 and n1 < n2 < · · · so that
‖Pnj (
nj∑
k=1
bkR˜k)‖ ≥ j.
Indeed, since sup
n
‖∑nk=1 akR˜k‖ = ∞, we can choose a sequence m1 <
m2 < · · · so that
‖
mj∑
k=1
akR˜k‖ ≥ 2j.
For any j > 1, we have
‖
m1∑
k=1
akR˜k −
mj∑
k=m1+1
akR˜k‖ ≥ ‖
mj∑
k=1
akR˜k‖ − 2‖
m1∑
k=1
akR˜k‖
≥ 2j − 2‖
m1∑
k=1
akR˜k‖.
Combining this with the fact that E1 ⊂ E2 ⊂ . . . and ∪∞n=1En is dense in
H˜, we can choose j large enough so that
‖Pmj (
m1∑
k=1
akR˜k)‖ ≥ 1
2
‖
m1∑
k=1
akR˜k‖,
and
‖
m1∑
k=1
akR˜k −
mj∑
k=m1+1
akR˜k‖ ≥ 4.
Since
‖Pmj (
m1∑
k=1
akR˜k) + Pmj (
mj∑
k=m1+1
akR˜k)‖2 + ‖Pmj (
m1∑
k=1
akR˜k)− Pmj (
mj∑
k=m1+1
aiR˜k)‖2
= 2

‖Pmj (
m1∑
k=1
akR˜k)‖2 + ‖Pmj (
mj∑
k=m1+1
akR˜k)‖2


≥ 2‖Pmj (
m1∑
k=1
akR˜k)‖2,
we can choose bi = ai for i = 1, . . . ,m1 and bi ∈ {ai,−ai} for i = m1 +
1, . . . ,mj so that
‖Pmj (
mj∑
k=1
bkR˜k)‖ ≥ ‖Pmj (
m1∑
k=1
bkR˜k)‖ ≥ 1
2
‖
m1∑
k=1
bkR˜k‖ ≥ 1 and ‖
mj∑
k=1
bkR˜k‖ ≥ 4.
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Setting n1 = mj,
‖Pn1(
n1∑
k=1
bkR˜k)‖ ≥ 1 and ‖
n1∑
k=1
bkR˜k‖ ≥ 4.
Now for mj above, by the same argument, there is ml > mj and bi ∈
{ai,−ai} for i = mj + 1, . . . ,ml so that
‖Pml(
ml∑
k=1
bkR˜k)‖ ≥ ‖Pml(
mj∑
k=1
bkR˜k)‖ ≥ 1
2
‖
mj∑
k=1
bkR˜k‖ ≥ 2
and
‖
ml∑
k=1
bkR˜k‖ ≥ 6.
Set n2 = ml we get
‖Pn2(
n2∑
k=1
bkR˜k)‖ ≥ 2.
Continuing this process inductively, the result follows.
Step III: For all vectors {ak}∞k=1 ∈ ℓ2, sup
n
‖∑nk=1 akR˜k‖ is finite.
Suppose by contradiction that there is a vector {ak}∞k=1 ∈ ℓ2 so that
sup
n
‖∑nk=1 akR˜k‖ = ∞. Let {bk}∞k=1 be the vector in Step II, then there
exists a vector T˜ ∈ H˜ so that 〈T˜ , x˜k〉 = bk, for all k = 1, 2, . . .. It follows
that
Pnj T˜ = Pnj (
nj∑
k=1
bkR˜k)
for all j = 1, 2, . . .. Hence,
∞ = sup
j
‖Pnj (
nj∑
k=1
bkR˜k)‖ = sup
j
‖Pnj T˜‖ ≤ ‖T˜‖,
which is a contradiction.
Step IV: {R˜k}∞k=1 is a Bessel sequence in H˜.
For each n ∈ N, define an operator
Tn : ℓ2 −→ H˜
x = (a1, a2, . . .) 7−→ Tn(x) =
n∑
k=1
akR˜k
Then Tn is a bounded linear operator for all n.
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By Step III, sup
n
‖∑nk=1 akR˜k‖ is finite for all x = {ak}∞k=1. By the Uni-
form Boundedness Principle, sup
n
‖Tn‖ ≤ B, for some B > 0. For any
n,m ∈ N,m > n, we have
‖
m∑
k=n+1
akR˜k‖2 = ‖Tm(
m∑
k=n+1
akek)‖2 ≤ B2
m∑
k=n+1
a2k.
It follows that
∑∞
k=1 akR˜k converges, and hence {R˜k}∞k=1 is Bessel.
Step V: We arrive at a contradiction.
We have shown that under our assumption, {R˜k}∞k=1 is B2-Bessel for some
B. Now choose any a = {ak}∞k=1 ∈ ℓ2. We have that
‖
∞∑
k=1
akR˜k‖2 ≤ B2
∞∑
k=1
a2k.
By Theorem 3.20,
∑∞
k=1 akx˜k converges. Now, we have
‖
∞∑
k=1
akx˜k‖ = sup
‖x‖≤1
|〈x,
∞∑
k=1
akx˜k〉|
≥ 1
B‖a‖|〈
∞∑
k=1
akR˜k,
∞∑
l=1
alx˜l〉|
=
1
B‖a‖|
∞∑
k,l=1
akal〈R˜k, x˜l〉|
=
1
B
‖a‖.
It follows that {x˜k}∞k=1 has a positive lower Riesz bound and since this family
is injective, it is a Riesz basis. Hence by Theorem 3.20, it is a frame sequence.
But then by Corollary 3.21, {xk}∞k=1 cannot be injective, a contradiction.
The proof of our theorem is now complete. 
Remark 3.41. As in the finite dimensional case, it is often the case that
the state estimation problem is not solvable. But again there is a natural
way to get a good estimation to the solution. Given a frame {xk}∞k=1 and
{ak}∞k=1 ∈ ℓ2, choose m so that
∑∞
k=m+1 a
2
k ≤ ǫ. Then apply the argument
in the finite case to get the best solution for {ak}mk=1.
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