Abstract-We introduce an alternative structure for computing the a posteriori probabilities (APPs) for state and transition sequences of a Markov source observed through a noisy output sequence. Compared to the well-established forward-backward recursion algorithm of Bahl et al., the proposed structure allows a reduction in computational complexity at the expense of increased memory requirements. Alternatively, for a similar complexity level, the proposed structure needs smaller memory when the input alphabet size is small. Index Terms-A posteriori probability (APP), Bahl-Cocke-JelinekRaviv (BCJR) algorithm, Markov source, soft decision.
(AWGN), the well-known Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm provides a means to compute a posteriori probabilities (APPs) or optimal soft decisions for the input symbols [4] . In this correspondence, we introduce an alternative formulation of the optimal APP algorithm that leads to different computation and memory tradeoffs. The present formulation allows reduced computational complexity at the cost of an increased memory size, relative to the BCJR algorithm. Alternatively, for a comparable level of complexity, the proposed structure enables a savings in memory requirement, especially for small alphabet sizes. The proposed algorithm also works based on forward and backward recursions of the probability computations, but the recursion in one direction does not explicitly compute or retrieve the branch metrics.
II. PROPOSED FORMULATION FOR APP COMPUTATION
The noisy observation on the output of a Markov source can be expressed as
where L(1) is an arbitrary but known function, b k is the input taken from a finite alphabet, and n k denotes the AWGN samples. Defining the state variable S k = fb k ; b k01 ; . . . ; b k0I+1 g, the noise-free portion of Y k is also fully determined by S k01 and b k . As discussed in [4] , APPs of the input can be computed from the APPs of the states or state transitions, which, in turn, can be obtained by normalizing the joint state probabilities
or the joint state transition probabilities 
with Y N k denoting the collection of the observation samples Y k through the last sample Y N . The second equality in (4) follows since the probability of S k does not depend on the previous observations once S k01 is known. Equation (4) 
which represents a quantity conditioned on a given transition based on the observation sample Y k . In log-domain processing, this quantity is typically known as the branch metric. We now write 
In summary, the proposed APP computation algorithm can be described by the forward recursion, normalization, and backward recursion equations, expressed, respectively, as 
The initial values 0(m) and N(m 0 ; m) = N (m 0 ; m) can be set appropriately depending on the imposed trellis structure at both ends.
The main distinguishing feature of this algorithm versus the BCJR algorithm is that it does not require explicit computation or retrieval of k 's in its forward recursion. This leads to a reduction in computational complexity relative to the BCJR algorithm at the expense of increased memory or results in a savings in memory space when computational complexity is kept comparable. However, we note that the log-APP ratio or soft information that is derived based on (4) cannot be explicitly decomposed into the systematic component (in the case of turbo codes using a systematic component code [1] ), a priori information, and extrinsic information. Therefore, the first two components must be subtracted after the log-APP ratio computation is done, before extrinsic information can be passed onto the next processing unit in iterative estimation of log-APPs. This is also true with the BCJR algo- We note that using (9) and (10), the right-hand side of (11) can be rewritten to include the k (m 0 ; m) term explicitly. Once this is done, it can be further shown that decomposition of the log-APP ratio into the systematic, a priori, and extrinsic components is also possible, although the required complexity is higher than the above approach.
While the algorithm of (4), (9), and (10) assumes that the backward recursion is done first, it is possible to modify the algorithm so that the forward recursion is executed first. Defining and taking analogous steps to those taken in the derivation of (4), (9), and (10), one can obtain the following forward recursion, normalization and backward recursion equations: 
where g (1) represents a one-dimensional table lookup operation [5] .
Since Fi(xi) F (x1; x2; x3; . . .)
= log (e x + e x + e x + 11 1) = F (x1; F (x2; F (x3; . . .)))
i.e., F (1) with several arguments can be computed recursively, we can compute F (1) of M arguments with 2(M 0 1) additions, M 0 1 max operations, and M 0 1 table lookups. In the log-domain, the proposed algorithm can be described as We finally note the numerical instability issues associated with implementing the recursion equation (10) (or (15) for the forward-first version of the algorithm). Similar to the modifications often done to the original BCJR algorithm, the right-hand side of (10) or (15) can be divided by some quantity common to all transitions at a given time. With the quantity chosen properly, this will eliminate the stability problem; it is also clear from the corresponding normalization equation (9) or (16) that this would not affect the final result. In the log-domain operation of (22), the numerical instability can be avoided by adding a large enough number to the calculated k 's every so often. Also, given the way the joint state probability is defined in (2), k 's in (20) will typically be very small (large negative values) for any reasonably long data transmission. As far as computation of log-APP ratios are concerned, this numerical difficulty can easily be avoided by introducing a large enough bias to the initial values of k 's. The same effect can be achieved by rewriting (2) as k (m) = p(S k = m=Y Y Y ).
IV. CONCLUSION
We provided an alternative formulation of the APP algorithm for a Markov source observed through a noisy output sequence. The resulting decoder/detector structure allows a reduced amount of computation at the expense of large increase in memory, relative to the BCJR algorithm. Alternatively, for a similar complexity level, the proposed algorithm leads to a significant memory savings for small input alphabet sizes.
