Abstract. Let X be a pure n-dimensional complex analytic set in C N with an isolated singularity at 0. We obtain some L 2 -existence and regularity results for the ∂-operator on a deleted neighborhood of the singular point 0 in X.
Introduction
Let X be a pure n-dimensional complex analytic set in C N with an isolated singularity at 0 and let X * := X \ {0}. Let (z 1 , · · · , z N ) be the coordinates in C N . Set z := ( N j=1 |z j | 2 ) 1 2 and identify i ∂∂ z 2 with the euclidean metric in C N . Then X * inherits a Kähler metric from its embedding in C N , which we call the ambient metric. Due to the incompleteness of the metric, there are many possible closed L 2 -extensions of the ∂-operator originally acting on smooth forms on X * . We consider the maximal (distributional) ∂-operator. The pointwise norm of a form f defined in X * with respect to the ambient metric will be denoted by |f |, its L 2 -norm by f and the volume element by dV . Let R be a positive number. We set for 0 < r < R, B r := {z ∈ C N ; z < r}, B r := {z ∈ C N ; z ≤ r}, X r := X ∩ B r , X * r := X * ∩ B r and X r * := X * ∩ B r . We shall choose R small enough, so that bB r intersects X transversally for all 0 < r < R.
In this paper we address the question of whether it is possible to solve the equation ∂u = f in X * r with L 2 -estimates for f ∈ L 2 p,q (X r ), ∂f = 0 in X * r . This problem was studied in [5] for conic singularities and ∂-closed, square integrable (0, 1) forms and later on in [4] , for generic surfaces with an isolated singularity at 0 and for the same type of forms. Global analogues of this question for projective surfaces with isolated singularities were studied by Haskell [9] , Nagase [12] , Pardon [15] , Pardon and Stern [16] . Related work for higher-dimensional projective varieties with isolated singularities had been done by Pardon and Stern [17] and for compact Kähler spaces with isolated singularities by Ohsawa [13, 14] .
There seems to be a "dichotomy of results" for our problem, depending on whether p + q < n or p + q > n. More precisely we have: where C is a positive constant independent of f . When p + q ≤ n − 2, q > 0, the solution u satisfies the following estimate:
and in this case u can be approximated by a sequence of smooth forms u k compactly supported in X r \ {0} such that u k → u, ∂u k → f in L 2 (•,•) (X * r ). On the other hand, when p + q > n we have:
p,q (X * r ), ∂f = 0 in X * r there exists u satisfying ∂u = f in X * r with (1.0.3)
for each r 0 < r, 0 < α < 1 and where C is a positive constant that depends on α and r 0 . When p + q ≥ n + 2, q > 0 the solution u can be chosen so that it satisfies the following estimate:
(1.0.4)
where 0 < r 0 < r and C(r 0 ) is a positive constant that depends on r 0 .
In [13, 14] (Proposition 4.1), Ohsawa proved the following local vanishing cohomological results for a pure n-dimensional compact Kähler space X with an isolated singularity at 0: where X * c = {z ∈ X; 0 < z < c}, the limits are taken by letting c → 0 and H 1 gives more precise information about the local cohomology groups than ii). It would be of some interest to see whether the exponent −4 of − log z 2 on the left hand side of (1.0.1) can be replaced by −2 when p + q = n − 1 since in that case, the solution u could be approximated in the graph norm by a sequence of forms that vanish near the singularity. We have only been able to show that this exponent can be improved to −(2 + ǫ) for any ǫ > 0 when p = 0, q = n − 1 and to −(3 + ǫ) when p > 0, p + q = n − 1. The first statement in Theorem 1.2 is quite similar to i), although our method of proof is different. Our solution also gains some regularity near the singular point which will be essential later on in the paper.
More generally we shall prove that if we can solve ∂u = f with L 2 estimates in some smaller neighborhood of the singular point then we shall encounter no further obstructions to solving ∂u = f with L 2 estimates in X * r . The key ingredient in proving such a claim is the following weighted L 2 -estimate:
p,q−1 (X * r 0 ) such that ∂v = f in X * r 0 for some 0 < r 0 < r. Let ψ ∈ C ∞ (X r ), ψ ≡ 0 on X r 0 and ψ plurisubharmonic outside X r 0 . There exist positive constants C, k 0 such that for every k ≥ k 0 there exists u k satisfying ∂u k = f in X * r with
where C is independent of k, f . Thereom 1.3 and its consequences can be put in a much more general context. Let X be a pure n-dimensional complex space, Ω be a relatively compact domain in X with Ω \ X * = A, where A is a finite subset {a 1 , · · · , a m } of Ω. Set Ω * := Ω \ A. We give X * a hermitian metric compatible with local embeddings and consider the corresponding pointwise norms on ∧ p,q T * X, volume element and L 2 -norms. Assume further that Ω is Stein and that there exists a smooth, strictly plurisubharmonic function ρ in a neighborhood of Ω, that attains its minimum 0 at A and such that for some c > 0, which is a regular value for ρ, the set U = {ρ < c} ⊂⊂ Ω. Then we have the following (see section 5 for related results):
Theorem 1.3 will be essential in proving isomorphisms between various types of cohomology groups. Let A := {z ∈ X; r 0 < z < r 1 } for 0 < r 0 < r 1 < R. We shall call such an A an annulus. For an open set U in X * r , let i * :
Then we have the following; Theorem 1.5. Let A ′ ⊂⊂ A ⊂⊂ X * r be annuli. Then the maps
are all isomorphisms for p + q ≤ n − 2, q > 0.
One of the leading questions that arises so far is whether we can identify H p,q (2) (X * r ) when p + q < n, q > 0. Using ideas from the proofs of theorems 1.1, 1.3, 1.5, we obtain the following corollary:
. Then i * is injective when p + q ≤ n − 1, q > 0 and bijective for p + q ≤ n − 2, q > 0.
while when X is a hypersurface and 1 ≤ q < n − 1 a theorem of Scheja [18] together with the corollary will tell us that there are no obstructions to solving ∂ locally for (0, q), ∂-closed forms. Theorems 1.3, 1.5 can be used to obtain another description of the local L 2 − ∂-cohomology groups. Let r 0 > 0 with r 0 < r < R be a regular value for N (z) := z in X * . Then Σ := N −1 (r 0 ) is smooth compact strictly pseudoconvex hypersurface in X * . The cohomology groups H p,q
are finite dimensional for 1 ≤ q ≤ n − 2 and the cohomology classes can be represented by smooth forms. We prove the following:
Stephen S.T. Yau computed in [19] (theorem B and Theorem 3.2) the dimensions of the ∂ b -cohomology groups of strongly pseudoconvex manifolds that are modifications of Stein spaces with isolated singularities. He showed that they are equal to the sum of the Brieskorn invariants of the singularities. For p + q ≤ n − 2, 1 ≤ q ≤ n − 2 and X a hypersurface with an isolated singularity at 0, theorem 1.6 combined with Yau's results (loc. cit. [19] ) will give us that there are no obstructions to solving ∂ in this case. When p + q = n − 1, 1 ≤ q ≤ n − 2, and X a hypersurface, using theorem 1.7 and Yau's results we obtain an upper bound on the dimension of the space of H p,q (2) (X * r ) (see section 8). The paper is organized as follows: In section 2 we review some basic results from Kähler geometry. Sections 3,4 contain the proofs of theorems 1.1 and 1.2 respectively. The proof of theorem 1.3 and its generalizations are discussed in section 5. Section 6 describes the relations between the different cohomology groups that appear in theorem 1.4. The relation between the local L 2 − ∂-cohomology groups and some ∂ b -cohomology groups is discussed in section 7. Last but not least, in section 8 we discuss how our results can provide some understanding of the local L 2 − ∂-cohomology groups.
Proof: See Theorem 14.1 in Demailly [2] .
Proof of Theorem 1.1
The proof of Theorem 1.1 involves 3 steps. First we prove a local cohomological vanishing result for forms with compact support in X r . Then we use this vanishing result to prove that we can solve ∂u = f in X * r with u satisfying (1.0.1) (or (1.0.2)) if and only if we can solve ∂u = f with L 2 -estimates in X r \ B r 0 , for some 0 < r 0 < r. Last, we try to understand the L 2 -cohomology groups of X r \ B r 0 . In what follows most of the L 2 spaces are taken with respect to the ambient metric, unless otherwise stated. For convenience we shall assume 0 < R < . The general case follows by rescaling.
, suppf ⊂ X r 0 , 0 < r 0 < r and ∂f = 0 in X * r , then there exists a solution to ∂u = f in X * r with (3.0.6)
and C 1 > 0 constant that depends on r 0 . Moreover, we can choose u such that ∂u 0 = f 0 in X * , where by u 0 , f 0 we denote the trivial extensions by 0 of u, f outside X * r . When p + q ≤ n − 2, q > 0, the solution u can be chosen such that we have
Proof. We shall consider a complete, Kähler metric ω := i∂∂φ on X * r , where φ := (n − p − q) log z 2 − 2 log(− log z 2 ) − log(r 2 − z 2 ). We shall show that we can solve ∂u = f in L 2 (X * r , dV ) and that u is so small near bX r that we have ∂u 0 = f 0 in X * .
We have;
It is not hard to see that there are (N − 1) (resp. (n − 1)) eigenvalues for ∂∂φ with respect to the euclidean metric in C N (resp. in X * r ) of magnitude
and one eigenvalue of magnitude
Using the min-max principle, the eigenvalues λ j of ω near 0 in X * r satisfy
while near the bX r
Notation: In what follows, we shall use the notation L 2 p,q (W, h, φ) to denote the Hilbert space of (p, q) forms on a complex hermitian manifold (W, h) for which f 2 := W |f | 2 h e −φ dV h < ∞. By f 0 we shall denote the trivial extension by zero on W \ W 0 of a form f defined on W 0 , W 0 open in W , to a form on W . We shall also use the notation a b (resp. a b) if there exists a positive constant c such that
Our goal is to show that f ∈ L 2 p,q (X * r , ω, −φ). To do so we need to obtain pointwise estimates for |f | ω , dV ω in terms of |f |, dV (i.e the pointwise norm and volume element with respect to the ambient metric). Let z ∈ X * r . Suppose we have chosen an orthogonal basis (ζ 1 , · · · , ζ n ) of T z X * r that diagonalizes the ambient metric and ω at z and
we have:
We know dV ω = λ 1 λ 2 · · · λ n dV . We let p + q := m. Near 0 we have:
while near bX r we have
Taking into account that near 0 e φ ≈
we obtain the following estimate near 0:
On every compact subset of X * r , |f | 2 ω dV ω ≈ |f | 2 dV and e φ is bounded there. Since suppf ⊂ X r 0 we have;
Therefore, f ∈ L 2 p,q (X * r , ω, −φ). We shall apply Lemma 2.3 for M = X * r , endowed with the complete Kähler metric ω, E the trivial line bundle over M , with metric e φ . In this case iΘ(E) = −i∂∂φ. All eigenvalues of iΘ(E) with respect to ω are equal to -1. So for p + q < n, q > 0 these eigenvalues satisfy the corresponding estimate (2.0.5) with γ = n − p − q. Therefore, Lemma 2.3 will tell us that there exists u ∈ L 2 p,q−1 (X * r , ω, −φ) such that ∂u = f and u is orthogonal to the kern ∂ ∩ L 2 (X * r , ω, −φ). Near the bX r and for the (p, q − 1) form u of degree p + (q − 1) ≤ n − 2 we have
where c is a positive constant that depends on p, q, n, r. Taking into account that near bX r all eigenvalues λ j ≥ 1 and
Therefore we conclude that
for some ǫ = ǫ(r) > 0 and small and C positive constant that depends on r, p, q, n, r 0 . For later use, we observe that the set {r − ǫ ≤ z < r} can be chosen such that we have
Taking into account that near 0, e φ ≈
, we obtain the following estimate for the (p, q − 1) form u near 0
Since ω is quasi-isometric to the euclidean metric on any compact subset of X * r , u satisfies a similar estimate there. Therefore, we have found a solution u to the equation ∂u = f on X * r that satisfies the following estimates:
where C 1 is a positive constant that depends on r 0 .
Remark: By modifying the potential function φ of the metric ω to φ ǫ := (n−p−q) log z 2 − ǫ log(− log z 2 ) − log(r 2 − z 2 ), we can improve the exponent −4 of − log z 2 of the left hand side in the above estimate to −(3 + ǫ) when p > 0, p + q = n − 1 and to −(2 + ǫ) when p = 0, q = n − 1, for every ǫ > 0.
We shall show that the above estimates are sufficient to guarantee that ∂u 0 = f 0 in X * . We shall need the following general fact:
Lemma 3.2. Let X be an n-dimensional hermitian, complex manifold and M be a closed
Proof. We must show that
, the space of smooth, compactly supported (n − p, n − q) forms in X . We introduce a family of cut-off functions χ ǫ ∈ C ∞ (X) with the properties:
and the result will follow if we could show that X u ∧ ∂χ ǫ ∧ φ → 0 as ǫ → 0. By CauchySchwarz we have;
By assumption the first term goes to 0 as ǫ → 0 while the second term is bounded by (C 2 ǫ −2 ǫ vol(supp(∂χ ǫ ∧ φ)) 1 2 and this term is bounded independent of ǫ since vol(supp(∂χ ǫ ∧ φ)) ≤ C ′ ǫ.
We have that r 2 − z 2 ≤ c d bXr (z) near bX r so u 0 , f 0 satisfy the assumptions of the lemma and thus ∂u 0 = f 0 in X * .
To prove the last statement of Proposition 3.1 we shall modify the metric and the weight function the latter of which need not be plurisubharmonic. Let us choose ω := i∂∂(− log log r 2 z 2 ), φ := (n − m) log z 2 + χ(log log r 2 z 2 ) where χ is some smooth function to be chosen later on. Set u := log log 
Therefore the eigenvalues of i∂∂φ with respect to ω in C N will be
We want to choose χ : R → R, smooth and such that
where d positive and small. These 3 conditions impose the following restrictions on the choice of χ:
Condition iii) suggests-by unwinding the relations between pointwise norms with respect to ω and the euclidean metric-that for z near 0 (or u big) χ(u) = (n − m)u + b for some constant b. So we can choose χ such that
n−m−1 ) and patch them smoothly so that i), ii) are satisfied. Arguing in the same manner as before we can show that the assumptions of Lemma 2.3 are satisfied and therefore there exists u ∈ L 2 p,q−1 (X * r , ω, −φ) such that ∂u = f in X * r . It is not hard to show that u satisfies the desired estimate. 
, where u is the solution to ∂u = f in X * r satisfying the last estimate in Proposition 3.1.
Proof. Let u be the solution to ∂u = f in X * r satisfying
Let us recall a particular family of functions that were constructed in [16] . For k ∈ N * , let ρ k : R → [0, 1] be smooth functions such that
] be a smooth, increasing function of
Then µ k has the following properties:
and < ∂µ k , ∂µ k >≤
z 2 (log z 2 ) 2 where χ k is the characteristic function of the interval I k := [e −e k+1 , e −e k ] and <, > is the pointwise inner product on (0, 1) forms with respect to the euclidean metric.
We can easily deduce that
which goes to 0 since χ k → χ {0} . Moreover by Friedrich's mollifier method we can now produce a sequence of smooth forms, compactly supported in
Proof. The necessity of this condition is obvious. To prove its sufficiency, choose χ ∈ C ∞ 0 (X r ) with χ = 1 in a neighborhood of X r 0 . Set
, is ∂-closed in X * r and is compactly supported in X r (actually suppf 1 ⊂ suppχ). Proposition 3.1 allows us to claim that there exists u 1 satisfying ∂u 1 = f 1 in X * r and (3.0.6) (or (3.0.7) when p + q ≤ n − 2, q > 0). Setting u := u 1 + (1 − χ)u 0 we obtain the desired solution to
. Theorem 1.1 now follows from the following proposition:
Proof. Case I: If 1 ≤ q ≤ n − 2, it follows by Andreotti-Grauert's condition Z(q) [11] 
We giveX a hermitian metric and consider the corresponding L 2 -spaces. Choose a cut-off function χ ∈ C ∞ 0 (X r 0 ), with χ = 1 near 0. Suppose for the moment that we can solve the equation ∂w = π * (∂χ∧f ) in L 2 0,n−1 (X r ) with supp w ⊂X r 0 . Then the form w +π * ((1 − χ)f ) is ∂-closed and in L 2 0,n−1 (X r ). Since bX r is strictly pseudoconvex, the equation
is solvable in L 2 0,n−2 (X r ) if the right hand side lies in a finite codimensional subspace of ker ∂ ⊂ L 2 0,n−1 (X r ), and due to its linear dependence on f , if f belongs to a finite codimensional subspace of Z 0,n−1 . Then
It remains to study the existence of w. From the strict pseudoconvexity of bX r 0 , we have that
is closed. Then, it is well known that the equation ∂w = π * (∂χ ∧ f ) is solvable in L 2 0,n−1 (X r ) with supp w ⊂X r 0 iff (3.0.8)
To verify (3.0.8), we recall that the inner product on (n, 0)-forms is independent of the metric. Thus, the map a → π * a is an isometry
→ Ω n (X r ), as holomorphic L 2 (n, 0)-forms extend analytically across subvarieties V, if codimV ≥ 2.
Thus, it suffices to show that (3.0.9)
(3.0.9) is valid, when a ∞ is bounded. Clearly,
where χ ǫ = 0 near 0 and χ ǫ = 1 on |z| > ǫ. We may assume |∂χ ǫ | < Cǫ −1 and vol 2n (supp ∂χ ǫ ) ≤ Cǫ 2n . Then
But ∂χ ǫ 2 = O(ǫ n−1 ) and hence the left hand side of (3.0.10) goes to zero as ǫ → 0.
To conclude, we shall show that the restrictions to X * r 0 of holomorphic (n, 0)-forms on B r 0 form a subspace of finite codimension in Ω n (X * r 0 ). Let i : X * r 0 ֒→ B r 0 . If a 1 , · · · , a m span a complementary subspace to i * (Ω n (B r 0 )) it is enough to assume (3.0.11) ∂χ ∧ f ∧ a j = 0, j = 1, · · · , m since i * ã ,ã ∈ Ω n (B r 0 ) is bounded near 0. Thus, the solution w exists if these conditions are satisfied and hence there are only finitely many obstructions to solving ∂u = f in X r \ B r 0 .
To prove the finite dimensionality, recall that the locally free sheaf Ω n of holomorphic n-forms on X * extend to a coherent O X -module ω, the so-called dualizing sheaf on X (see GrauertPeternell-Remmert [6] ). Since the singular locus {0} has codimension ≥ 2, it follows from Grauert-Riemenschneider [8] , that every a ∈ Ω n (U \ {0}), for U an open neighborhood of 0, extends uniquely toâ ∈ ω(U ). Let σ I = (i * (dz I )) |I| = n. Then {σ I : |I| = n} span a coherent O X -submodule ω o of ω. We shall need the following fact:
Lemma 3.6. Let X be complex analytic variety, F a coherent O X -sheaf with suppF = {0}.Then, Γ(X, F), i.e the space of global sections, is a finite dimensional C-vector space.
Proof. Since Γ(X, F) ֒→ F 0 it suffices to show that F 0 is a finite dimensional complex vector space. Let m X,0 be the maximal ideal of O X,0 . To prove the lemma it suffices to show that F 0 is finitely generated as an
-module for some k >> 0 (which by itself is isomorphic to C n k for some positive integer n k that depends on the dimension of the variety n and k). An application of Rückert's Nullstellensatz, page 67, in Grauert-Remmert [7] will give us that m k X,0 F 0 = 0, i.e. F 0 is finitely generated
Clearly ω = ω o outside 0, so by Lemma 3.5, Γ(X r 0 , ω ω o ) is finite dimensional while the short exact sequence
will give rise to a long exact sequence on cohomology
The last equality holds since X r 0 is a Stein space and ω o is coherent (Cartan's Theorem B).
We can define a map α :
Then we have the following diagram:
whereĩ ′ is injective andp is surjective. The middle column is an isomorphism -see Lemma 5.30 in Grauert-Peternell-Remmert [6] . The map α was chosen such that i ′ •α = ∧ •ĩ ′ i.e. the first block of the above diagram commutes. There is also a well defined mapα : quotient → Γ(X r 0 ,
To prove the finite dimensionality it suffices to show that the mapα is injective or equivalently that α is surjective. But the latter is guaranteed due to the following remark: Remark: A section σ of Γ(X r 0 , ω o ) may be written as σ = denotes the residual class in J X , the ideal sheaf of X. If we define f = i * (
Proof of Theorem 1.2
Let f ∈ L 2 p,q (X * r ), ∂f = 0 in X * r with p + q ≥ n + 1. Let us consider a complete Kähler metric ω := i∂∂φ on X * r where φ := a log z 2 − log(log r 2 z 2 ) where a > 0 constant to be determined later on. Then we have;
), while if we restrict it onto the orthogonal complement V ⊥ := {t ∈ C N ; | < z, t > | = z t } we have 
while near bX r the inequalities are reversed
We want to show that f ∈ L 2 p,q (X * r , ω, φ). Arguing in a similar fashion as in the proof of Proposition 3.2 we can show that near 0 in X * r we have
Taking into account that near 0, λ 1 1
Let us choose a := m − n − 1 + α ′ , 0 < α ′ < 1. Then the last inequality becomes;
near 0 (for the second inequality we may need to further shrink the neighborhood of 0).
Near bX r we have the following pointwise estimates;
Taking into account that near bX r , λ 2 ≥ 1,
2 the above inequality can be rewritten as
On every compact subset of X * r |f | 2 ω dV ω ≈ |f | 2 dV . Hence, f ∈ L 2 p,q (X * r , ω, φ). We shall apply Lemma 2.3 for M = X * r , endowed with the complete Kähler metric ω, E the trivial line bundle over M , with metric e −φ . In this case iΘ(E) = i∂∂φ. All eigenvalues of iΘ(E) with respect to ω are equal to 1. So for p + q > n these eigenvalues satisfy estimate (2.0.5) with γ = p + q − n. Therefore, Lemma 2.3 will tell us that there exists u ∈ L 2 p,q−1 (X * r , ω, φ) such that ∂u = f and u is orthogonal to the kern ∂ ∩ L 2 (X * r , ω, φ) and
It is not hard to see that near 0 we have the following pointwise estimates;
|u| 2 dV ( after shrinking the previous neighborhood around 0)
for each α, 0 < α < α ′ .
Let r 0 < r. Then |u| 2 ω dV ω ≈ |u| 2 dV on every compact subset of X * r while e −φ is bounded there. Thus we obtain
for each r 0 < r, 0 < α < 1.
To prove the last assertion of theorem 1.2 we modify the kähler metric ω and the weight function which need not be strictly plurisubharmonic. We set u := log log r 2 z 2 . Let us choose ω := i∂∂(− log log r 2 z 2 ), φ := (m − n) log z 2 + χ(log log r 2 z 2 ) where χ is the following smooth function:
and patch them smoothly so that the following conditions are satisfied:
These two conditions will guarantee that the eigenvalues γ j of iΘ(E) on X * r with respect to the metric ω satisfy the following estimates:
Arguing in a similar manner as on page 10, we can show that the solution u satisfies (1.0.4). Moreover, using this estimate for u and similar arguments as in Corollary 3.3, we can show that for any χ ∈ C ∞ 0 (X r ), χ u can be approximated in the graph norm by a sequence of smooth compactly supported forms on X * r , i.e. χu belongs in the domain of the minimal ∂-operator.
Globalization in the case of isolated singularities
In this section we prove theorem 1.3. We will give a detailed proof for the case p + q ≤ n − 1, q > 0. We shall mention explicitly the modifications that need to be made in order to prove Theorem 1.3 for p + q > n. We shall use the notation L 2 p,q (W,ĥ, φ) to denote the Hilbert space of (p, q) forms on a complex hermitian manifold (W,ĥ) for which f 2 Let 0 < r 1 < r 2 < r 3 < r 4 < r 0 < r < R. We shall define a new hermitian metric h 0 on X * r . We consider on B * r 2 the complete Kähler metric ω (that was constructed in section 3). We consider its restriction on X * r 1 and we patch it with the ambient metric h via a cut-off function. Then h 0 := ω | X * r 1 on X * r 1 and h 0 := h on X * r \ B r 0 . Observe that h 0 may fail to be Kähler outside X * r 1 . We define a new smooth function φ 0 on X * r such that φ 0 := −φ on X * r 1 (where φ is the potential for the metric ω) and such that φ 0 := χ 0 ( z 2 ) on X r \ B r 2 , where χ 0 ∈ C ∞ (R) and χ 0 convex and increasing on t ≥ r 2 2 to be determined more specifically later on.
, then there existsṽ such that
p,q (X * r 0 ), ∂a = 0 and suppa ⊂⊂ X r 2 . We can also show that a ∈ L 2 p,q (X * r 2 , ω, −φ). Since p + q ≤ n − 1, q > 0 all of the above together with Proposition 3.2 will tell us that there exists w ∈ L 2 p,q−1 (X * r 2 , ω, −φ) such that ∂w 0 = a in X * r 0 , where by w 0 we denote the trivial extension of w by zero outside B r 2 . Setting
we obtain the desired solution to ∂ṽ = f on X * r 0 .
We shall work with weight functions φ k := φ 0 + kψ, where ψ as in theorem 1.3. Our goal is to prove the following proposition:
The crucial ingredient in the proof of Proposition 5.2 is estimating G near the boundary of X * r in X. In what follows most of the pointwise and L 2 norms are computed with respect to the metric h 0 and for brevity will be denoted by
where B is a positive constant independent of k and χ 0 .
Proof. We choose a finite covering
are local coordinate domains ⊂ X * \X r 3 . If G has compact support in W ′ ℓ ∩ X r for some ℓ, the result is an immediate consequence of the estimates of Hörmander [10] , Section 3, (3.1.20) . To prove the general case, choose ψ ℓ ∈ C ∞ 0 (W ℓ ), ℓ ≤ M, with ℓ ψ 2 ℓ ≡ 1 on X r \ X r 4 , apply the result to each ψ ℓ G and absorb the terms containing differentiation of ψ ′ ℓ s into the G 2 − term on the right hand side.
Proof. The estimate follows from the Bochner-Kodaira-Nakano inequality and the fact that (X * r 2 , ω, −φ) is a complete kähler space.
Let us choose ξ ∈ C ∞ 0 (X r 1 ), ξ = 1 on X δ for some 0 < δ < r 1 and such that |dξ| ω,X * r 2 can be made as small as we wish (due to the completeness of the metric ω on X * r 2 ). Then ξG satisfies the assumptions of Lemma 5.4 and we have Lemma 5.5. Given ǫ > 0, there exists δ > 0 such that
We shall consider a particular sequence of weight functions φ k . Let χ 0 (t) be chosen as before with the additional property that it has increasing derivative that is ≥ 3B when t ≥ r 2 2 , and let ψ be increasing, convex function with ψ ≡ 0 on X r 0 but with kψ ′ ր ∞ outside X r 0 as k → ∞.
Proof of Proposition 5.2.
We shall show that
⊥ N where the constant C ′ is independent of k and G. (Here ∂ * is the adjoint of ∂ in X * r relative to the weight e −φ k . Observe that φ k is independent of k on X r 0 ).
Assume that this is false. After perhaps passing to a subsequence of the given sequence we may assume that the above inequality is not valid with C ′ = k. Then, there is a sequence
Passing perhaps to a subsequence, we may assume that G k → g weakly in L 2 p,q (X * r 0 , h 0 , φ 0 ), and we must have ∂g = 0 while g ⊥ N. To obtain a contradiction, we must show that g = 0, g ∈ Dom ∂ * 0 (where by ∂ * 0 we denote the Hilbert space adjoint for ∂ on L 2 (•,•) (X * r 0 , h 0 , φ 0 ) and ∂ * 0 g = 0 in X * r 0 . It follows from Lemma 5.3 and the assumption on χ 0 , that
for k big. Setting ǫ < 1 8 , and choosing a corresponding δ, it follows from Lemma 5.5 that
On X * r 0 , we have bounds on the L 2 − norms of G k , ∂G k , ∂ * 0 G k , independent of k, and by the ellipticity of f → (∂f, ϑ 0 f ), we have a bound for G k H 1 (Xr 4 \X δ ) , independent of k. From the compactness of the inclusion H 1 → L 2 , (Rellich's Lemma), a subsequence of G k is norm-convergent on X r 4 \ X δ , so
and thus g = 0.
It remains to show that g ∈ Dom ∂ * 0 (where by ∂ * 0 we denote the Hilbert space adjoint for ∂ on L 2 (•,•) (X * r 0 , h 0 , φ 0 ) and ∂ * 0 g = 0 in X * r 0 . We shall need the following lemma:
Lemma 5.6. Let X be a complex manifold and a smooth weight function φ. Let ϑ φ denote the formal adjoint to ∂ relative to the corresponding inner products in differential forms. Let Ω be a domain in X with the property that
0 in the sense of currents.
Proof. Assume that ϑ φ,X (f 0 ) = ϑ φ,Ω (f ) 0 in the sense of currents. Let a ∈ C ∞ 0 (X) and α := a | Ω . Then we have
So we have (ϑ φ f, u) = (f, ∂u) for all u in a dense subset of Dom ∂ Ω . The other direction is trivial.
We must show that ϑ 0 (g 0 ) = 0 near X r 0 \ {0}. Set g k = e −kψ G k on X * r . As kψ ր ∞ outside X r 0 , g k → g 0 weakly on X * r . We have ϑ 0 g k = e −kψ ϑ k G k , and
We can invoke lemma 6.6 to conclude that g ∈ Dom ∂ * 0 ∩ kern ∂ * 0 in X * r 0 , since the restriction on X * r 0 of compactly supported forms defined on X * r is dense in Dom ∂ ⊂ L 2 (X * r 0 , h 0 , φ 0 ) with respect to the graph norm. To see this recall that there is a family of cut-off functions χ j ∈ C ∞ 0 (X r * ) with χ j → 1 and max|∂χ j | → 0 by the completeness of the metric ω so that χ j u → u in the graph norm, while χ j u can be approximated by smooth forms in the graph norm by standard arguments.
Proof of Theorem 1.3. Let us consider the set
This result can be deduced from a slightly more general result:
Proposition 5.8. With X, Ω, A as above, assume that there exists a smooth function ρ on a neighborhood of Ω with U := {ρ < c} ⊂⊂ Ω, A ⊂ U and ρ strictly plurisubharmonic outside U for some c > 0 and such that Ω is an increasing union of smoothly bounded domains Ω j with pseudoconvex boundary. Then, for f ∈ L 2 p,q (Ω * ), ∂f = 0 in Ω * , with p + q < n, q > 0, the equation ∂u = f has solutions in Ω * satisfying
where
This result applies for instance to the case where Ω contains compact subvarieties.
On the other hand, when p + q > n we have the following: 
for each 0 < a < 1 and C a > 0 constant.
The ideas involved in the proof of these general results are very similar to those used for the proof of Theorem 1.3 and Proposition 5.2 and will not be reproduced here.
The relation between different cohomology groups
Using the fact that L 2 (p,•) (X * r , loc) is a fine resolution sheaf of Ω p , the sheaf of holomorphic p-forms, the ordinary sheaf cohomology groups H q (X * r , Ω p ) can be described by .
(a proof can be found in Wells [21] ). 2 (X * r ) = {0} for all p, q, 1 ≤ q < cdh(ω p 0 ) − 1, p + q ≤ n − 1. We can obtain another description of the local cohomology groups by using Theorem 1.7 and theorem B and theorem 3.2 in [19] . In particular, Yau computed the dimensions of the Kohn-Rossi cohomology groups H •,• (B) of strongly pseudoconvex manifolds that are modifications of Stein spaces with isolated singularities {x i } m i=1 and proved that they are equal to
where b p,q x i are the Brieskorn invariants of the singularities. For a complex space X they are defined as dimH q {x i } (X, Ω p ), where Ω p is the sheaf of holomorphic p-forms on X. In the special case of hypersurface, isolated singularities, Yau showed (theorem 3.2 in [19] ) that for all a ∈ L 2 n,0 (X r ) ∩ kern∂ X * r and where χ is a cut-off function that is 1 near 0 and vanishes near the boundary of X r . If an L 2 -Stokes' theorem (i.e the minimal and the maximal extensions of the ∂-operator are equal) were valid for (0, n−1) forms in X * r , then, the above integral would have vanished for all ∂-closed, square-integrable, (0, n − 1) forms, (π −1 ) * would have been a surjective map and thus we could have obtained an upper bound on the dimension of H (0,n−1) (2) (X * r ). However, it is still unclear whether an L 2 -Stokes' theorem is valid for complex varieties with isolated singularities.
ii) It would be of interest to obtain some information about the local L 2 − ∂-cohomology groups H p,q (2) (X * r ) when p + q = n, p > 0, q > 0. Unfortunately, our techniques can not provide an answer to this problem at the moment. Proof. We may choose domains W j ⊂⊂ V j ⊂ U such that each V j is Stein and W 1 , · · · , W N cover F . We shall prove by induction on k that there exists v k ∈ L 2 p,q−1 (M ) such that v k has compact support in ∪ j≤k V j and f − ∂v k is smooth on ∪ j≤k W k . We start with v 0 = 0 and assume that v k−1 is given (where 1 ≤ k ≤ N ). Shrinking V k if necessary, we can find a solution to ∂w k = f − ∂v k−1 in L 2 p,q−1 (V k ). We can choose w k to be the minimal solution and have by interior elliptic regularity that w k is smooth on V k ∩ (∪ j≤k−1 W j ). Let us choose a cutoff function χ k ∈ C ∞ 0 (V k ), χ k = 1 on W k . Set v k := v k−1 + χ k w k (extend w k by zero outside V k ). Then we have f − ∂v k = f − ∂v k−1 − χ k ∂w k − ∂χ k ∧ w k = (1− χ k ) (f − ∂v k−1 )− ∂χ k ∧ w k . The first term is smooth on ∪ j≤k W j since χ k = 1 on W k , while the second term is smooth on ∪ j≤k−1 W j and zero on W k .
