The authors apply principal component analysis (PCA) to the extratropical total column ozone from the combined merged ozone data product and the European Centre for Medium-Range Weather Forecasts assimilated ozone from January 1979 to August 2002. The interannual variability (IAV) of extratropical O 3 in the Northern Hemisphere (NH) is characterized by four main modes. Attributable to dominant dynamical effects, these four modes account for nearly 60% of the total ozone variance in the NH. The patterns of variability are distinctly different from those derived for total O 3 in the tropics. To relate the derived patterns of O 3 to atmospheric dynamics, similar decompositions are performed for the 30-100-hPa geopotential thickness. The results reveal intimate connections between the IAV of total ozone and the atmospheric circulation.
Introduction
Stratospheric ozone is important because of its climate impacts as well as for its role in shielding the earth from solar radiation. Understanding its decrease as the anthropogenic chlorine burden of the stratosphere increased in the late twentieth century and its subsequent recovery as chlorine levels decline is an important task for atmospheric scientists. Attempts to document the decline and recovery of stratospheric ozone are complicated by the role of atmospheric dynamics, which can strongly modulate its interannual variability (IAV; Fusco and Salby 1999; Hood and Soukharev 2003; Randel et al. 2002) , and dynamical feedbacks associated with climate change may consequently delay ozone recovery (e.g., Shindell et al. 1999; Austin et al. 2000; Weatherhead et al. 2000) . Consequently, ozone recovery is difficult to identify because total column ozone exhibits strong IAV, which might be associated with both dynamics and climate change. A primary motivation for studying column ozone IAV is to separate the anthropogenic perturbations of the ozone layer from natural variability (e.g., WMO 2003) .
Using rotated principal component analysis, Eder et al. (1999) studied column O 3 from 1980 to 1992. They identified 14 contiguous subregions, accounting for more than 70% of the column ozone variance from 65°S to 65°N. The time series associated with these subregions reveal significant periodicities on semiannual, annual, and quasi-biennial oscillations (QBOs). However, the study did not identify global patterns in column ozone, especially in the polar region, and therefore could not relate the O 3 IAV to the annular modes (see later discussion). In a study of the global patterns of ozone variability in the tropics, Camp et al. (2003) showed that 93% of total column ozone IAV could be explained by four modes whose structures are attributable to the QBO, the interaction between the QBO and the quasi-biennial oscillation annual beat (QBO-AB), the El Niño-Southern Oscillation (ENSO), and the solar cycle. However, no significant trend was observed in the tropical ozone. In this paper, we investigate O 3 IAV in the polar region for the first time.
Several reasons motivate the extension of the study of Camp et al. (2003) to the extratropics. First, the understanding of how the dominant modes in the tropics (e.g., QBO) propagate to higher latitudes is important but unclear. Second, modes of O 3 IAV in the mid to high latitudes are not well understood. Are they related to the dynamical variability of the atmosphere, including the annular modes (Thompson and Wallace 2000) ? Third, the simulation of O 3 IAV by 3D chemistrytransport models is still questionable. Finally, anthropogenic forcing can potentially lead to a significant trend in extratropical ozone. How can we apply this technique to separate the trend from natural variability?
The principal IAV modes of stratospheric ozone and their relationship to dynamical influences can offer clues to improve our understanding of ozone variability and its connection to (and interaction with) climate changes at high latitudes. To date, extensions of principal component analysis (PCA) to the Northern Hemisphere (NH) and Southern Hemisphere (SH) are hampered by the fact that the most comprehensive merged ozone data (MOD) set (McPeters et al. 1996) lacks O 3 data in the polar night region. In addition, as we show, more modes of IAV of O 3 exist in the extratropics. Some of these modes are coupled and their physical interpretation is obscure. To resolve some of these difficulties, we report here an innovative study that in-volves four essential components: (i) the use of MOD data supplemented by assimilated data from the European Centre for Medium-Range Weather Forecasts (ECMWF) in the polar night, (ii) the examination of simultaneous analyses of dynamical data relating ozone IAV to the annular modes, (iii) the interpretation the observed ozone IAV using the state-of-the-art Goddard Earth Observing System chemistry-climate model (GEOS-CCM), and (iv) the derivation of the extratropical ozone trend and its confirmation using an independent method, empirical mode decomposition (EMD) analysis (Huang et al. 1998) .
The datasets and methodology are described in section 2. The results for PCA of the Northern Hemispheric column ozone and geopotential thickness (GPT) are discussed in section 3. The IAV and trends in model O 3 are discussed in section 4. Extended discussions of how our principal findings relate to other studies are presented in section 5. Section 6 contains our conclusions and final remarks. In the appendix, we provide information on the statistical significance of spectral peaks in the power spectrum, cylindrical projections, zonal mean, and t statistics of the leading modes and on the tilting of wavenumber 1 in GPT.
This work is split into two parts. This paper (hereafter Part I) emphasizes the NH. A companion paper (Jiang et al. 2008 , hereafter Part II) emphasizes the SH. Extended discussions of how our principal findings from Parts I and II relate to other studies are presented in section 5 of Part II.
Datasets and methodology

a. Data descriptions
In this paper, we use four datasets, which are described briefly here. Unless otherwise stated, all data are the monthly mean data.
1) GLOBAL TOTAL OZONE DATA FROM
OBSERVATIONS
The focus of this study is the O 3 data from the MOD (McPeters et al. 1996) , which combines Total Ozone Mapping Spectrometer (TOMS) and Solar Backscattered Ultraviolet (SBUV) satellite datasets. The resolution of the MOD is 5°latitude ϫ 10°longitude and the regions we studied are from 10-90°N or S for the NH or SH analysis. Because the MOD data is absent in the polar night, the MOD dataset has been extended to the poles using assimilated O 3 and potential vorticity (PV) from the 40-yr ECMWF Re-Analysis (ERA-40) project (Dethof and Holm 2004; Simmons et al. 1999; Uppala et al. 2005) . The ECMWF O 3 data are pro-duced by assimilating satellite observations from January 1979 to December 1988 and from January 1991 to August 2002. Ozone observations by TOMS and SBUV instruments are assimilated in a three-dimensional variational data assimilation (3DVAR) system (Dethof and Holm 2004) . Postprocessed data are available on a 2.5°ϫ 2.5°latitude-longitude grid (Uppala et al. 2005) . The MOD and ERA-40 ozone data are very similar where they overlap. The ECMWF O 3 has good agreement with the ozonesonde in the polar region after 1979, except that the ECMWF O 3 at the South Pole is slightly high in October (Dethof and Holm 2004) . During 1989 and 1990 when the ECMWF assimilated O 3 were not available, ECMWF PV was used as a proxy for O 3 based on a mapping method (Manney et al. 1999) . Details of validating the ECMWF assimilated O 3 and ozonesonde are shown in Fig. A1 in the appendix of Part II.
2) 30-100-HPA GEOPOTENTIAL THICKNESS FROM
REANALYSIS
The 30-100-hPa layer includes the bulk of the ozone layer and has been shown to exhibit strong correlation with ozone column in the tropics (Camp et al. 2003) . Geopotential thickness data are used here to demonstrate the connections between ozone variability and atmospheric dynamics. For this work, GPT is computed from geopotential height thicknesses between 30 and 100 hPa from the National Centers for Environmental Prediction (NCEP)-Department of Energy (DOE) Reanalysis 2 (hereafter, NCEP2) (Kalnay et al. 1996; Kistler et al. 2001) . The resolution of the data is 2.5°ϫ 2.5°.
3) OZONE FROM THE GEOS-CCM
Column O 3 results from the GEOS-CCM (Stolarski et al. 2006a; Pawson et al. 2008 ) are used to supplement the analysis of observations in this study. The GEOS-CCM is based on the GEOS-4 general circulation model (da Silva et al. 2005) and includes a stratospheric chemistry code (Stolarski et al. 2006b ). Coupling between the circulation and chemistry arises through transport and the interactive nature of the radiation code, which allows for the feedback of O 3 , H 2 O, CO 2 , CH 4 , N 2 O, CFC-11, and CFC-12 with the circulation. Archives of monthly mean ozone and meteorological fields were used from a simulation of the period 1951-2005 at 2°ϫ 2.5°(latitude-longitude) with 55 layers between the surface and about 80 km. This is run P1 in the study of Pawson et al. (2008) , where a more complete model description is given. At the lower boundary, sea surface temperature and sea ice are prescribed from observations compiled by Rayner et al. (2003) , along with time-dependent World Meteorological Organization (WMO)-United Nations Environment Programme (UNEP) and Intergovernmental Panel on Climate Change (IPCC) Special Report on Emissions Scenarios (SRES) surface mixing ratios for chemically active and greenhouse gases.
4) GROUND-BASED TOTAL OZONE AT AROSA
To complement the analysis of the global datasets, we also study the longest record of column O 3 data, measured at Arosa (46.8°N, 9.7°E), Switzerland. (Data can be downloaded from http://www.woudc.org/data_e. html.)
b. Analysis methods
To extract the spatiotemporal patterns of O 3 IAV, we apply PCA (Richman 1986; Preisendorfer 1988; Thompson and Wallace 2000; Camp et al. 2003) to the deseasonalized and weighted column O 3 data from MOD, which spans from January 1979 to August 2002. Seasonal cycles for each time series are removed; cycles are determined by taking averages for each month independently.
PCA provides a decomposition of a multivariate dataset into orthogonal spatial patterns, known as empirical orthogonal functions (EOFs), with associated time-dependent amplitude, known as principal component (PC) time series. The EOFs are the eigenfunctions of the covariance matrix of the dataset sorted by the decreasing values of associated eigenvalues. Because these eigenvalues represent the variance captured by each EOF, PCA guarantees that the leading n EOFs capture more of the total variance of the dataset than any other n orthogonal vectors. However, PCA is not a scale-independent method. Therefore, it is necessary to weight each element of the covariance matrix by the area it represents, that is, to scale each time series by the square root of the area, ͌cos (where is the latitude), prior to constructing the covariance matrix (Baldwin et al. 2008) . The PCA decomposition of the scaled, deseasonalized column-ozone anomaly ⍀ A can be represented as
where t is time, is longitude, p i is the ith PC, e i is the ith EOF, and the summation is over all the eigenfunctions with eigenvalues arranged in descending order.
To recover the spatial patterns for the original (unscaled) ozone anomaly, we perform a multiple linear regression for each grid point (, ), using as predictors the PC time series p i (t) determined from the scaled PCA of Eq. (1) (Baldwin and Dunkerton 1999; Thompson and Wallace 2000) ; that is,
where ⍀(t, , ) represents the deseasonalized (unscaled) O 3 anomaly fields. The resulting linear regression coefficients C i (, ) are the spatial patterns of the ozone variability associated with the ith PC time series p i (t); R n is the residual of regression. In this study only four modes are used; that is, in Eq.
(2), n ϭ 4. It should be noted that the resulting spatial patterns C i (, ) are no longer mutually orthogonal; the PC time series remain mutually orthogonal.
PCA of Northern Hemispheric column O 3 and GPT a. Results for Northern Hemispheric column O 3
The four leading modes account respectively for 30.4%, 15.9%, 7.1%, and 6.5% of the total variance. Together, they account for 59.9% of the total variance of O 3 . Details of the leading modes are listed in Table  1 . The spatial patterns of the O 3 anomalies regressed upon their leading PCs are shown in Fig. 1. (The polar projection, cylindrical projection, and zonal mean of the regression coefficients are shown in Fig. A2 in the appendix.) The first two modes are relatively zonally symmetric. The first mode represents a hemispheric change in O 3 , in the sense that if the first principal component (PC1) Ͻ 0, ozone is low over the entire NH, with a larger anomaly in the polar region. The second mode has a see-saw structure, describing high O 3 in the polar region with low O 3 values in the midlatitudes. The third and fourth modes are zonally asymmetric. Their eigenvalues are sufficiently similar that their patterns represent a wavenumber-1 distribution in quadrature.
Physically, the wavenumber-1 structure can be visualized as the wobbling and displacement of the polar vortex in response to planetary waves. Because wave activities are strongest in winter, the results derived from the data in October-March are very similar to those from all data. We also applied the same method to the ECMWF assimilated O 3 data; similar results were obtained. Thompson and Wallace (2000) only regressed the column ozone in March (NH) and November (SH) on the standardized monthly time series of the annular modes. In this paper, we study the column ozone data from January 1979 to August 2002 in more detail and reveal that there are symmetric and asymmetric modes in the column ozone that were not apparent in the previous studies.
Further insights into the first four modes are gained by examining the temporal signature in the PCs. The temporal behavior of PC1 is shown in Fig. 2a . For comparison, we overlay the inverted NH annual mode (NAM) index as a dotted line. The NAM index is the PC associated with the first leading mode, capturing 29% of the total variance, for the geopotential height at 100 hPa from January 1979 to August 2002 (Baldwin and Dunkerton 1999; Thompson and Wallace 2000) . The correlation between the detrended PC1 and the detrended (and inverted) NAM index is 0.53 (0.1% significance level). Linear trends have been removed from PC1 and the inverted NAM index before calculating the correlation. The significance statistics for correlations were generated by a Monte Carlo method (Press et al. 1992; Jiang et al. 2004) . A small numerical value of the significance level denotes a high statistical significance. When the polar vortex is stronger (positive NAM index), there is less ozone transported to the polar region (negative PC1) because of a weaker Brewer-Dobson circulation. In addition, a stronger polar vortex with lower temperatures will also result in stronger chemical ozone loss. The El Chichón and Pinatubo eruptions happened in April 1982 and June 1991, respectively. The PC1 values are negative after these two events, which suggests the occurrence of ozone depletion after the volcano eruptions in the NH. These results are consistent with the results of Zerefos et al. (1994) and Coffey (1996) . The power spectrum of the detrended PC1 (Fig. 2b ) reveals a 5% significant peak at 3.5 yr (42 months; labeled P). The other 5% significant spectral peaks are attributed to the QBO (28 months; Q), the QBO-AB (21 months; Q 1 ) (Camp et al. 2003; Tung and Yang 1994a,b) , the residual annual cycle (A), and the semiannual oscillation (6 months, A 1 ) (Gray and Pyle 1986) . Because the annual cycle has a broad power spectrum, there is some residual annual cycle left after removing the monthly mean from the data. The statistical significance of the power spectral signal is obtained by comparing the amplitude of a spectral peak to the red noise spectrum (see appendix for details). Because the spatial pattern of the first mode ( Fig. 1a) is positive, the negative trend in PC1 ( Fig. 2a ) represents a decreasing trend in ozone. The secular variation in PC1 from 1979 to 1997 displays the declining trend in ozone reported by Fusco and Salby (1999; see their Fig. 1) and chapter 3 of the WMO report (WMO 2003) . However, we note that the trend has been absent since 1997. The warmer winter of 1998/99 would contribute to the upward trend in the PC1 in the later years (Newman et al. 1997; WMO 2003) .
The spectral power of the detrended PC2 is shown in Fig. 2d . It reveals 5% significant peaks related to the QBO-AB (Q 1 ), the biennial oscillation (B), and the semiannual oscillation (A 1 ). A peak is also apparent around 8 months (QЈ 1 ), arising similarly from the interaction between QBO and the annual cycle (Tung and Yang 1994a; Jiang et al. 2005) . The biennial oscillation (BO) has been identified in stratospheric potential vorticity by Baldwin and Dunkerton (1998) . Scott and Haynes (1998) found that the BO existed in their dynamical model as alternately disturbed and quiescent winters.
To confirm the P-mode signal in Fig. 2b , we analyzed the Arosa monthly mean column O 3 , which is the longest available O 3 record (from August 1931 to December 2002) . Figure 3a shows Arosa monthly mean column O 3 data and third-order polynomial trend. The deseasonalized and detrended monthly O 3 anomalies are shown in Fig. 3b . The power spectrum of Fig. 3b and a statistical significance test of the peaks are given in Fig. 3c . The 3.5-yr and 20-month signals are within 1% significance level. The decadal cycle is within 5% significance level. The mechanism for the 3.5-yr signal is currently not known and will be investigated in the future.
The time series of PC3 and PC4 in the NH are shown in Figs. 4a,c. The corresponding power spectra (Figs. 4b, d) reveal that most variability occurs over short periods (less than a year), associated with internal variability. There is evidence for a signal at the decadal period in PC3. The maxima and minima of modes 3 and 4 are stationary, as seen by the histogram for the longitudes at which the maxima of the combined pattern for modes 3 and 4-that is, p 3 (t)C 3 (, ) ϩ p 4 (t)C 4 (, )-occur (Fig. 4e ). Note that the preferred longitudes are 95°, 185°, 275°, and 335°E, approximately coinciding with the nodal points in modes 3 and 4 in Figs. 1c,d . This relationship suggests that the wobbling or displacement motion is driven by planetary waves associated with topography and land-sea thermal contrasts in the NH. Episodic strong upward bursts of stationary wave activity and interference with traveling planetary waves can conceivably produce a strong displacement of the polar vortex core, which subsequently wobbles (McIntyre 1982; Salby and Garcia 1987) . The displaced vortex about the pole can retain its identity for an extended period of time, giving rise to column ozone anomalies depicted in modes 3-4 and possibly sudden stratospheric warmings (SSWs; Leovy et al. 1985) . 
b. Results for Northern Hemispheric GPT
To elucidate the dynamical structure in the stratosphere, similar analyses are performed on the 30-100-hPa GPT layer in the NCEP2 analyses. As discussed in Camp et al. (2003) , the 30-hPa level is near the region of maximum ozone mixing ratio. Because ozone is the principal absorber of solar UV radiation in the stratosphere, an increase in the ozone concentration would give rise to the stratospheric heating rate and temperature. Near 100 hPa, the temperature variations are dynamically controlled and are expected to be insensitive to ozone heating. However, near 30 hPa the temperature is partly controlled by radiative heating. Therefore increasing (decreasing) the ozone amount in the lower stratosphere will induce thermal expansion (contraction) of the air column between 30 and 100 hPa (See section 5.2 in Part II for the quantitative relation). As presented later, thickness variations are probably caused by a combination of the direct effect by dynamical processes and an indirect effect by chemical species such as ozone as an intermediary (Camp et al. 2003) . Figure 5 shows the spatial patterns of the first four leading modes of the NCEP2 GPT data from 10°N to 90°N. These four modes capture over 78% of the variance (Table 1) . (The polar projection, cylindrical projection, and zonal mean of the regression coefficients are shown in Fig. A2 in the appendix.) The first, third, and fourth modes have similar structures to the first, third, and fourth ozone modes in the NH (Fig. 1) . As in the ozone analyses, the first mode (Fig. 5a ) is related to the NAM mode: it describes 32.3% of the total variance and is positive in the polar region and negative in the subtropics. The change of sign occurs at about 60°N. In contrast, the first mode for the O 3 column (Fig. 1a) does not change sign. Due to the increase in chlorine, the O 3 column decreases at all latitudes, although there is more depletion in the polar region. Hence, EOF1 does not change sign. On the other hand, the change in GPT is part of the Brewer-Dobson circulation. An increase in upwelling in the tropics is accompanied by compensatory downwelling in the polar region, which leads to a dipole pattern in GPT. The third mode and fourth mode capture 15% and 12.4%, respec- tively, of the total variance, which are larger than the variances for the ozone field. They represent the wavenumber-1 component in the layer thickness. The centers for the wavenumber-1 component in GPT are shifted about 30°compared with that in O 3 column. We found out that there is a tilting for the GPT wavenumber-1 centers from the lower altitudes to high altitudes (as shown in Fig A3) . The shift between the GPT and O 3 column reflects the westward tilting of the Rossby wave (e.g., Hirooka and Hirota 1985; Pawson and Kubitz 1996) . In the time domain, PC1, PC3, and PC4 from the layer thickness have good correlation with the corresponding PCs in column ozone, with correlation coefficients of 0.49, 0.79, and 0.71, respectively. The statistical significance is within 1% for all three cases. The relationships between ozone and GPT are better for modes 3 and 4 than modes 1 and 2. The main reason is that modes 3 and 4 are intraseasonal planetary wave variations, with a more direct relationship between the locations of ozone maxima downstream of anticyclones. The spectrum of the detrended PC1 (Fig. 6b) is more dominant in the high frequencies as compared with ozone PC1 (Fig. 2b) . However, the GPT PC1 (Fig. 6b ) also shows a peak at 3.5 yr, with a relatively weaker signal than the ozone PC1 (Fig. 2b) . Figures 6f and 6h show the spectra of detrended PC3 and PC4. Most signals are at high frequencies as in the ozone case ( Figs.  4b and 4d ).
The second mode of the layer thickness is different from the second mode in the ozone. The GPT anomalies in the NH (Fig. 5b) are positive in almost all regions, except for a small negative area over northern Europe. The latter is not statistically significant. In contrast, the spatial pattern of the second mode of O 3 column (Fig. 1b) is approximately symmetric around the pole. The spectral estimate of the PC2 (Fig. 6d) indicates peaks around 2, 4-5, and 8 yr. Although the biennial oscillation (B) appears here and in PC2 of the O 3 column (Fig. 2d ), more power resides in the lowfrequency peaks. Although the explanation for this difference is beyond the scope of this work, we speculate that O 3 and GPT are sensitive to different physical and chemical processes. For example, a GPT anomaly can be forced by stationary topographical waves (see Lin 1982 and chapter 5 and Fig. 5.6 in Andrews et al. 1987) . The trend for the GPT second mode is possibly related to the stratospheric cooling by the greenhouse effect (X. Jiang et al. 2008, unpublished manuscript) . On the other hand, O 3 is preferentially destroyed by catalytic chemistry when the polar vortex gets unusually cold (Rex et al. 2004) .
IAV and trends of column O 3 in the GEOS-CCM
a. IAV of model column O 3
A similar analysis is now applied to the column O 3 in the GEOS-CCM. Neither the solar cycle nor volcanic aerosol variations were included in the model, and it does not capture a QBO (see Horinouchi et al. 2003) , so these sources of ozone variability are all absent from the simulation.
The GEOS-CCM simulation spans January 1951 to December 2004. For comparison, we select the same period as that in the combined MOD and ECMWF column O 3 . The first mode for the model O 3 in the NH captures 31.8% of the total variance. The spatial pattern of the first mode in the NH and the associated PC1 time series are shown in Figs. 7a,b . Being zonally symmetric, the pattern is positive in sign over the whole region, which is similar to result of the combined MOD and ECMWF column O 3 . The correlation coefficient between detrended PC1 of model O 3 and detrended PC1 of model 30-100-hPa GPT is 0.62. The trend for the PC1 of the model O 3 in the NH is Ϫ0.092 Ϯ 0.042 yr Ϫ1 , which is larger than the trend for the PC1 (Ϫ0.056 Ϯ 0.042 yr Ϫ1 ) in the combined O 3. The main reason for this is that after 1997 there was less ozone depletion in the real atmosphere than in the middle 1990s, when the stratospheric winters were cold and the polar vortex largely undisturbed (e.g., Pawson and Naujokat 1999; Manney et al. 2005) . The model simulation did not reproduce this behavior, so the decreasing trend continues. The reason for this difference could be due to the misalignment of random IAV in the model compared to observations (e.g., Butchart et al. 2000) or to the absence of low-frequency forcing mechanisms (such as the solar cycle) in the model. The second, third, and fourth modes for the model O 3 in the NH capture 9.1%, 7.8%, and 6.0% of the total variances, respectively. The spatial patterns for these modes are similar to those in the combined O 3 data in the NH.
b. Comparison of column O 3 data and model trends
To investigate the latitudinal distribution of the column O 3 trends, we first calculate the zonal mean for the first EOF of the column ozone in the NH. We then multiply the zonal mean value by the trend of the PC1 in the NH. The trend distribution for zonal mean of mode 1 in the NH is shown as a black line in Fig. 8 . A trend for the ozone in the tropics is nearly absent whereas the ozone trend is large in the high latitudes [ϳϪ1 Dobson Unit (DU) yr Ϫ1 ]. For comparison, we also apply the empirical mode decomposition technique (Huang et al. 1998 ) to the zonal mean column O 3 data in the NH. This method is especially designed for sepa- rating trend from nonstationary and nonlinear time series. After the long-term trend mode is separated from other signals, we calculate the linear trend from this mode. The trends derived from EMD method are plotted (in diamonds) in Fig. 8 . Trends derived from EMD agree well with the trend derived from the first mode of column O 3 . The decreasing trend derived from the first mode of GEOS-CCM O 3 (the red line in Fig. 8a) is larger than the corresponding trend computed from observed ozone. This is consistent with the similarity of the spatial patterns of the leading EOFs computed from observations and the GEOS-CCM, along with the differences in dynamical variability in the last years of the analysis. The latitudinal distribution of trend for column O 3 (black line and diamonds in Fig. 8 ) generally concur with those in Randel and Wu (2007) . It also agrees with the trend derived from TOMS-SBUV for 60°S-60°N and those from the Stratospheric Aerosol and Gas Experiment (SAGE) sondes in the polar region as shown in Randel and Wu (2007) .
Discussion
a. O 3 trend and the first mode
We will give a heuristic explanation of why the O 3 trend projects mainly into the first mode. Physical processes that control IAV in the stratosphere exhibit different symmetry properties, allowing for their separation. The first mode is nearly zonally symmetric; its amplitude increases from the equator to the pole, which is consistent with the depletion of total column O 3 be-ing dominated by heterogeneous chemistry in the spring polar stratosphere (Austin et al. 2000) . Averaged over a long time, the chemical loss rates are zonally symmetric. This allows a natural separation of the IAV into a largely chemically driven trend and a dynamically driven variability.
b. Solar cycle and ENSO signals
A weak decadal signal in PC1 and PC3 for O 3 column is present in the NH (see Figs. 2b,4b) ; a weak signal may be present in PC3 in the SH (see Fig. 3b in Part II). The ENSO signal in the O 3 column is also weak, unless we can associate the P mode (3.5-yr) with ENSO, which is a rather remote possibility. This characteristic is to be contrasted with the much stronger signals for solar cycle and ENSO in the tropics (Camp et al. 2003 ). Recently, Camp and Tung (2007a,b) found statistically significant influences of the solar cycle and ENSO in the winter polar temperature in the stratosphere. The authors attribute the cause to the possible modulation of the occurrence of sudden stratospheric warmings by the solar cycle and ENSO. Since the analysis performed in this paper used monthly averaged data, the effects of SSWs (which occurs over a few days; e.g., Limpasuvan et al. 2004 ) would have been minimized. A new effort with refined time resolution is needed to resolve the conflict between our results and those of Camp and Tung (2007a,b) .
Conclusions
In this paper, we applied the PCA analysis to the column ozone in the NH high latitude for the first time.
The extensive use of PCA resolves the extratropical ozone column into zonally symmetric and asymmetric (wavenumber 1) modes (Fig. 1) , with connections to the Northern Hemisphere annular modes (NAM), QBO, QBO-annual beat, biennial oscillation, semiannual oscillation, annual cycle, and solar cycle. The structures of these patterns appearing in the ozone record are similar to those in the GEOS-CCM (Fig. 7) and NCEP2 GPT (Fig. 5) , although some discrepancies exist between column O 3 and GPT in mode 2. The characteristics of the leading modes are summarized in Table 1 . The first symmetric mode captures about 30% of the total variance in the NH. The negative trend in PC1 of ozone in the NH is partly related to the strengthening of the polar vortex in the 1980s (Fig. 2a) . The trend appears to reverse itself after 1997. The trend and the spatial pattern for the leading mode of O 3 anomalies in the NH are well captured by the GEOS-CCM, although the trend from the model O 3 is larger than that from the combined O 3 . The identification of the physical processes responsible for generating the leading modes of IAV is still preliminary. Our results can be divided into two categories. In the first category, the mechanisms of the QBO, QBO-AB, and the semiannual oscillation (SAO) are well known. In the second category, the physical mechanisms for the P mode signal (3.5 yr) in Fig. 2b and biennial oscillation (2 yr) in Fig. 2d are not well understood and will be investigated with the modeling study in future. The Goddard GEOS chemistry-climate model does not simulate realistically the following dynamical IAV of ozone: the QBO, QBO-AB, BO, P mode (3.5 yr), and solar cycle. In the future, the QBO and solar cycle will be included in the model, which will facilitate a more realistic comparison of variability in the model and the atmosphere.
Although there is almost no trend for the ozone in the tropics (Camp et al. 2003) , the trend is large in the high latitudes, reaching ϳϪ1 DU yr Ϫ1 at the North Pole (Fig. 8) . To confirm these results, we apply the EMD analysis (Huang et al. 1998 ) to the zonal mean column O 3 data and obtain similar results. The trend in the NH is also reproduced by mode 1 in our analysis of the GEOS-CCM data. However, the model overestimates the decreasing ozone trends by ϳ100% at the North Pole. In the NH, the difference in trends is dominated by discrepancies in the morphology of internally or externally forced interannual variability in the model. through their high-performance computing initiative (the model was run on the "Columbia" computer at NASA Ames Research Center) This research was supported in part by NASA Grants NNG04GD76G and NNG04GN02G to the California Institute of Technology. S. Pawson and E. Nielsen were supported by NASA's Modeling and Analysis Program. V. Limpasuvan was supported by NSF Grants ATM-0213248 and ATM-0521002.
APPENDIX
Statistical Significance, Cylindrical Projections, and GPT Wavenumber 1
The appendix provides information on the statistical significance of spectral peaks in the power spectrum, cylindrical projections, zonal mean, and t statistics of leading modes in the NH and on the tilting of wavenumber 1 in GPT.
a. Statistical significance of signals in power spectrum
The statistical significance of signals in a power spectrum is obtained by comparing the amplitude of a spectral peak to the red noise spectrum. The red noise spectrum used in constructing the null hypothesis for significance is the spectrum associated with the autocorrelation function (Gilman et al. 1963) . Here, is the average of one-lag autocorrelation and the square root of the two-lag autocorrelation. The red noise spectrum associated with the autocorrelation function is
where h is the frequency and M is the maximum lag (Gilman et al. 1963 ). The 10%, 5%, and 1% significance levels for the power spectrum are found using F statistics to compare the spectrum to the red noise spectrum.
b. Cylindrical projections, zonal mean, and t statistics of leading modes
The polar projection, the cylindrical projection, and the zonal mean of the leading two modes for the combined MOD and ECMWF O 3 anomalies in the NH are shown in Fig. A1 . Similar results for the 30-to 100-hPa geopotential height layer thickness anomalies are shown in Fig. A2 . The first mode of O 3 anomalies in the NH is positive. The second mode of O 3 anomalies in the NH has a node at approximately 60°N. The first mode of GPT anomalies in the NH is positive in the polar region and negative in the subtropical region. The second mode of GPT anomalies in the NH is positive in almost all regions, except for a small negative area in northern Europe, which is not statistically significant.
The associated t statistics for the regression coefficients of O 3 and GPT anomalies are calculated. For the regression coefficients ␤ k , the t statistic is defined by t k ϭ | ␤ k /Se(␤ k ) | , where Se(␤ k ) is the 1-sigma uncertainty estimate for ␤ k . The result is statistically significant when t k is larger than a certain value t 0 . Given the number of degrees of freedom, t 0 can be found from the t distribution table. The number of degrees of freedom can be calculated by N * ϭ Ϫ(N ln)/2 Ϫ 5, where N is the length of the data and is the autocorrelation function. Because the autocorrelations are different for the different positions, t 0 with a 5% significance level varies from 1.653 to 1.734; t k of O 3 and GPT anomalies are larger than 1.734 in most areas. This suggests that the results are statistically significant in most areas.
c. Tilting of wavenumber 1 in GPT
The third and fourth modes for the GPT at different altitudes are shown in Fig. A3 . The GPT wavenumber-1 centers tilt westward from the lower altitudes (50-150 hPa) to high altitudes (10-70 hPa). It is consistent with the westward phase tilting results from satellite observations in Hirooka and Hirota (1985) .
