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Abstract
Current techniques in machine learning are so far are unable to learn classifiers that are robust
to adversarial perturbations. However, they are able to learn non-robust classifiers with very high
accuracy, even in the presence of random perturbations. Towards explaining this gap, we highlight
the hypothesis that robust classification may require more complex classifiers (i.e. more capacity) than
standard classification.
In this note, we show that this hypothesis is indeed possible, by giving several theoretical examples
of classification tasks and sets of “simple” classifiers for which:
1. There exists a simple classifier with high standard accuracy,
and moreover high accuracy under random ℓ∞ noise.
2. Any simple classifier is not robust: it must have high adversarial loss with ℓ∞ perturbations.
3. Robust classification is possible, but only with more complex classifiers (exponentially more com-
plex, in some examples).
Moreover, there is a quantitative trade-off between robustness and standard accuracy among simple clas-
sifiers. This suggests an alternate explanation of this phenomenon, which appears in practice: the
tradeoff may occur not because the classification task inherently requires such a tradeoff (as in [Tsipras-
Santurkar-Engstrom-Turner-Madry ‘18]), but because the structure of our current classifiers imposes
such a tradeoff.
1 Introduction
Current machine-learning models are able to achieve high-accuracy on a variety of classification tasks (such
as image recognition), but it is now well-known that standard models are susceptible to adversarial examples:
small perturbations of the input which are imperceptible to humans, but cause misclassification [8]. Various
techniques have been proposed to learn models that are robust to small adversarial perturbations, but so
far these robust models have failed to be nearly as accurate as their non-robust counterparts [9, 1]. Perhaps
surprisingly, it is easy in practice to learn classifiers robust to small random perturbations, but not to small
adversarial perturbations.
This motivates at least two questions in the area:
Q1 (informal). Why do current techniques fail to learn good adversarial-robust classifiers, while they suffice
to learn good standard, and noise-robust classifiers?
Q2 (informal). Why is there an apparent trade-off between robustness and accuracy for current classifiers?
∗This work supported in part by NSF GRFP Grant No. DGE1144152, and Madhu Sudan’s Simons Investigator Award and
NSF Award CCF 1715187.
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To state these questions more precisely, we recall the notions of standard and adversarial loss. In standard
classification we have a data distribution D over pairs (x, y), with inputs x ∈ Rd and labels y ∈ Y. We wish
to construct a classifier f : Rd → Y with low standard loss1:
(standard loss): E
(x,y)∼D
[1{f(x) 6= y}]
In the learning setting, we have some family of classifiers F , and we wish to find a classifier f ∈ F with low
standard loss, given independent examples (xi, yi) ∼ D from the distribution.
We may also wish to find classifiers robust against uniformly random ℓ∞ noise, in which case we want low
noise-robust loss:
(noise-robust loss): E
(x,y)∼D
[ E
∆∼Unif(B∞(ε))
{f(x+∆) 6= y}]
In adversarially-robust classification, we want to protect against an adversary that is allowed to perturb the
input, knowing the classifier f and input x. Following [5], this is modeled as finding a classifier f with low
adversarial loss:
(adversarial loss): E
(x,y)∼D
[ max
∆:||∆||∞≤ε
1{f(x+∆) 6= y}]
In this note, we focus on ℓ∞-bounded adversaries, motivated by the setting of adversarial examples on
images. Now we can state the two questions as:
Q1. Why do current techniques fail to learn classifiers with low adversarial loss, while they suffice to learn
classifiers with low standard loss, and low noise-robust loss?
Q2. Why is there a tradeoff between adversarial-loss and standard-loss among current classifiers?
One possible explanation for the above is that robust classifiers simply do not exist – that is, the distribution
we wish to classify is inherently “hard”, and does not admit robust classifiers. In this note, we reject this
explanation, since humans appear to robustly classify images. Under the assumption that robust classifiers
exist, there are several hypotheses for Question 1 in the literature:
(A) The sample-complexity of learning a robust classifier is higher than that of a standard classifier.
(B) The computational-complexity of learning a robust classifier is higher than that of a standard classifier.
(C) The complexity (e.g. capacity) of a robust classifier must be higher than that of a standard classifier.
Note that Hypotheses (A) and (B) are about the difficulty of the learning problem, while Hypothesis (C)
involves only the classification task. We show that there exist settings where Hypothesis (C) explains both
Questions 1 and 2. Concretely, this means our failure to train high-accuracy robust classifiers may be
because we are not searching within a sufficiently rich class of classifiers, regardless of the sample-complexity
or computational-complexity of the learning this classifier.
Remark 1. These hypotheses are not necessarily disjoint, and more fine-grained hypotheses are possible. For
example, the hypothesis that “SGD-based adversarial-training on neural networks fails to learn robust classi-
fiers, even when robust neural networks exist” could fall under both Hypothesis (B) and (C). In particular,
it could be the case that SGD is not a sufficiently powerful learning algorithm, and moreover that networks
learnt by SGD are too “simple” to be robust. As a first step, we focus on the coarse-grained hypotheses above.
Contributions. In this note, we show that there exist classification tasks where Hypothesis (C) is provably
true, and explains Questions 1 and 2. This shows that Hypothesis (C) is not vacuous in a strong sense, and
we hope these theoretical examples can yield insight into the phenomenon in practice.
Specifically, we give several examples of a distribution (x, y) ∼ D and a family of “simple” classifiers F for
which the following properties provably hold:
1We consider binary loss here for simplicity.
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1. There exists a simple classifier f ∈ F with low standard loss, and low noise-robust loss.
2. Every simple classifier f ∈ F is not adversarially robust; it has high adversarial loss w.r.t ℓ∞ pertur-
bations.
3. There exists a robust classifier f∗ with low adversarial loss (but is not simple).
The “simple” class for us can be taken to be the set of Linear Threshold Functions. In one of our examples,
any robust classifier must take exponential time. That is, we show
robust classification may be exponentially more complex than standard classification.
Further, the simple classifier that minimizes adversarial-loss has very high standard-loss. More generally, we
show
there exists a quantitative tradeoff between robustness and accuracy among “simple” classifiers.
This suggests an alternate explanation of this tradeoff, which appears in practice: the tradeoff may be
happening not because the distribution inherently requires such a tradeoff (as in [9]), but because the
structure of our current classifiers imposes such a tradeoff.
Our constructions have the additional property that the distribution of the input x ∈ Rd has all coordi-
nates with the same marginal distribution, which is inspired by classification tasks in practice (e.g. image
classification).
1.1 Related Work
We focus only on works directly related to Questions 1 and 2 above. First, there are several works arguing
that robust classifiers simply may not exist [7, 9, 4]. Notably, Tsipras et al. [9] argues that the tradeoff
between robustness and accuracy may be an inevitable feature of the classification task – they give an example
of a classification task for which a good robust classifier provably does not exist, although a good standard
classifier does exist. In contrast, we reject this explanation, since we are working under the assumption that
robust classifiers do exist (e.g. humans).
Madry et al. [5] acknowledges Hypothesis (C), and gives empirical evidence towards this by showing that
increased network capacity appears to help with adversarial robustness, up to a point. Schmidt et al. [6]
proposed Hypothesis (A), observing that adversarial-loss has larger generalization error than standard-loss
in practice. They further give a theoretical example where learning a robust classifier requires polynomially
more samples than learning a standard classifier. Bubeck et al. [2] shows that this polynomial gap in
sample-complexity is the worst possible gap under reasonable assumptions – that is, it is often information-
theoretically possible to learn a robust classifier if one exists, from only polynomially-many samples. Further,
Bubeck et al. [2, 3] propose Hypothesis (B), and give a theoretical example of a learning task where learning
a robust classifier is not possible in polynomial time (under standard cryptographic assumptions).
In contrast, we focus on Hypothesis (C), which involves only the classification task and not the learning task.
As far as we are aware, we give the first theoretical examples demonstrating this hypothesis, and showing
that the tradeoff between standard and adversarial loss may exist only among restricted sets of classifiers.
1.2 Overview of Our Constructions.
Construction 1. Consider the following classification task. Let the distribution D over pairs (x, y) be
defined as: Sample y ∼ {+1,−1} uniformly, and sample each coordinate of x ∈ Rn independently as
xi =
{
+y w.p. 0.51
−y w.p. 0.49
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Recall, we wish to predict the class y from the input x. Let the set of “simple” classifiers F be Linear
Threshold Functions, of the form fw(x) = 1{〈w, x〉 > 0} for w ∈ R
n. Consider ℓ∞ adversarial perturbation
of up to ε = 12 . Note that:
1. There exists a linear classifier with (standard-loss) ≤ exp(−Ω(n)).
For example, f
1
(x) := 1{
∑n
i=1 xi > 0}.
2. Every linear classifier has (adversarial-loss)≥ Ω(1).
The sum
∑
i xi above, for example, concentrates around ±0.01n but can be perturbed by εn = n/2 by
an ℓ∞ adversary, causing mis-classification with high probability.
3. There exist classifiers with (adversarial-loss) ≤ exp(−Ω(n)).
For example, f∗(x) := 1{
∑n
i=1 Round(xi) > 0} where Round(·) rounds its input to {−1, 1}.
Moreover, the linear classifier of (1) is robust to random ℓ∞ noise of order ε, but just not to adversarial
perturbation.
We also have a tradeoff between adversarial-loss and standard-loss in this setting: Linear classifiers with
larger support will be more accurate on the standard distribution, but their larger support makes them more
vulnerable to adversarial perturbation. Quantitatively, consider for simplicity the subclass of linear threshold
functions F ′ = {fw : w ∈ {0, 1}
n}. Then there exists some universal constant γ such that (Theorem 2):
∀f ∈ F ′ : (adversarial-loss of f) + (standard-loss of f)
γ
≥ 1
The above example may be unsatisfying, since the more “complex” classifier simply pre-processes its input by
rounding. This is specific to the binary setting, where we can always eliminate the effect of any perturbation
by rounding to {±1}. One may wonder if it is always possible to construct a robust classifier by “pre-
processing” a simple standard classifier, and if robust classifiers are always just slightly more complex than
standard ones. The next construction shows that this is not the case.
Construction 2. The following construction shows that robust classification can require exponentially more
complex classifiers than simple classification. Let g : {0, 1}n → {0, 1} be a function that is average-case hard,
such that any 2O(n)-time nonuniform algorithm cannot compute z 7→ g(z) noticeably better than random
guessing. For example, taking g to be a random function from {0, 1}n → {0, 1} suffices. For any ε < 1, let the
distribution be defined over (x, y) as follows. Sample z ∈ {0, 1}n uniformly, and let x = (εg(z), z) ∈ Rn+1.
Let y = g(z). Recall, we wish to predict y from the input x. In this setting:
1. The dictator function f(x) := x1 has (standard-loss) = 0.
2. Any classifier running in time ≤ 2O(n) has (adversarial-loss)≥ 12 − exp(−Ω(n)).
3. There exists a classifier with (adversarial-loss) = 0.
Here, an adversarial perturbation of order ε can destroy the first coordinate of x, and thus robustly predicting
y from x requires actually computing the function g(z) – which we assume requires time 2Ω(n).
This example can be extended to have all coordinates marginally uniform over [0, 1], so the first coordinate
is not distinguished in this way.
Remark 2. We took g to be average-case hard for 2Ω(n)-time, which is a distribution unlikely to appear
in Nature. For a more “realistic” example, we can take g to be hard with respect to the class of classifiers
currently under consideration. For example, g could be a function that is average-case hard for neural-
networks of a specific bounded size.
Remark 3. In this example, there is an “easy but fragile” feature that a standard classifier can use, but
which can be destroyed by adversarial perturbation. A robust classifier, however, cannot “cheat” using this
feature, and has to in some sense actually solve the problem.
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2 Formal Constructions
Here we formally define and state our claimed properties about Constructions 1 and 2; proofs appear in the
Appendix.
Definition 1 (Loss Functionals). For any distribution D over Rn×Y, ε > 0, and any function f : Rn → Y,
define the standard loss of f as:
StdLossD(f) := E
(x,y)∼D
[1{f(x) 6= y}]
the adversarial loss of f as:
AdvLossD,ε(f) := E
(x,y)∼D
[
max
∆∈Rn:||∆||∞≤ε
1{f(x+∆) 6= y}
]
and the noise-robust loss of f as:
NoisyLossD,ε(f) := E
(x,y)∼D
[
E
∆∼Unif({δ∈Rn:||δ||∞≤ε})
1{f(x+∆) 6= y}
]
2.1 Construction 1
Definition 2 (Construction 1). Define D1 as the following distribution over (x, y). Sample y ∼ {+1,−1}
uniformly, and sample each coordinate of x ∈ Rn independently as
xi =
{
+y w.p. 0.51
−y w.p. 0.49
Let F = {fw(x) := sign(〈w, x〉) : w ∈ R
n} be the set of linear classifiers.
Theorem 1. For all ε ∈ (0.01, 1), the distribution D1 of Construction 1 satisfies the following properties.
1. There exists a linear classifier f ∈ F with StdLossD1(f) ≤ exp(−Ω(n)) and NoisyLossD1,ε(f) ≤
exp(−Ω(n)).
2. Every linear classifier f ∈ F has AdvLossD1,ε(f) ≥ Ωε(1).
3. There exists a (non-linear) classifier f∗ : Rn → {±1} with AdvLossD1,ε(f
∗) ≤ exp(−Ω(n)).
Where the Ω(·) hides only universal constants, and Ωε(·) hides constants depending only on ε.
Theorem 2 (Loss Tradeoff). Consider the subset of linear classifiers F ′ = {fw(x) = sign(〈w, x〉) : w ∈
{0, 1}n}. For all ε ∈ (0.01, 1), there exists a constant γ such that for all n,
∀f ∈ F ′ : AdvLossD1,ε(f) + (StdLossD1(f))
γ
≥ 1
2.2 Construction 2
We first need the notion of an average-case hard function.
Definition 3 (Average-Case Hard). A boolean function g : {0, 1}n → {0, 1} is (s, δ)-average-case hard if for
all non-uniform probabilistic algorithms A running in time s,
Pr
A,x∈{0,1}n
[A(x) 6= g(x)] ≥ δ
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There exists functions g which are (2O(n), 1/2− 2−Ω(n))-average-case hard (a random function g will suffice
with constant probability). We now define Construction 2; note that this extends the presentation in the
Introduction by having all coordinates marginally uniform, and also admitting a simple noise-robust classifier.
Definition 4 (Construction 2). For a given function g : {0, 1}n → {0, 1}, and a given ε, define Dg,ε as the
following distribution over (x, y).
Sample z ∈ {0, 1}n uniformly at random. Sample a, b ∈ [0, 1]n with each coordinate independently uniform
ai, bi ∈ [0, 1]. Define x = (α, β) ∈ [0, 1]
4n and y ∈ {0, 1} as:
x := {(ai, ai + 2εg(z) mod[0, 1])}i∈[n] ◦ {(bi, bi + 0.5zi mod[0, 1])}i∈[n]
y := g(z)
where ◦ denotes concatenation.
Theorem 3. For all functions g : {0, 1}n → {0, 1} that are (s(n), δ(n))-average-case hard, and all ε ∈
(0, 1/8), the distribution Dg,ε of Construction 2 satisfies the following properties.
1. The following classifier
f(α, β) = 1{∃i ∈ [n] : (αi − αi+1) mod[0, 1] ≥ 2ε}
has StdLossD(f) = 0 and NoisyLossD,ε(f) ≤ exp(−Ω(n)).
2. Every classifier algorithm f running in time s(n)−Θ(n) has AdvLossD,ε(f) ≥ δ.
3. There exists a classifier f∗ : Rn → {±1} with AdvLossD,ε(f
∗) = 0.
In particular, we can take g to be (s(n) = 2O(n), δ(n) = 1/2− 2−Ω(n)) average-case hard.
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A Proofs
Proof of Theorem 1. For property (1), consider the linear classifier f1(x) := sign(
∑n
i=1 xi). The upper-
bounds on StdLoss() and NoisyLoss,ε() follow from Chernoff-Hoeffding bounds:
StdLossD1(f1) = Pr
(x,y)∼D
[sign(
∑
i
xi) 6= y] = Pr
(x,y)∼D
[
∑
i
yxi < 0] ≤ exp(−Ω(n))
since E[yxi] = +0.01, and {xi}i∈[n] are conditionally independent given y. Similarly,
NoisyLossD1,ε(f1) = Pr(x,y)∼D,ηi∼[−ε,+ε]
[sign(
∑
i
xi + ηi) 6= y]
= Pr
(x,y)∼D,ηi∼[−ε,+ε]
[
∑
i
y(xi + ηi) < 0]
≤ exp(−Ω(n))
For property (2), this follows from Azuma-Hoeffding. For any linear classifier fw, the adversarial success is
bounded by:
1−AdvLossD1,ε(fw) = 1− E
(x,y)∼D
[
max
∆∈Rn:||∆||∞≤ε
1{fw(x+∆) 6= y}
]
= E
(x,y)∼D
[
min
∆∈Rn:||∆||∞≤ε
1{fw(x+∆) = y}
]
= Pr
(x,y)∼D
[
min
∆∈Rn:||∆||∞≤ε
y〈w, x+∆〉 > 0
]
= Pr
(x,y)∼D
[y〈w, x〉 − ε||w||1 > 0] (minimized at w = εy sign(w))
= Pr
zi∼D′
[〈w, z〉 > ε||w||1] (for D
′ = 2B(0.51)− 1, the distribution of yxi)
≤ exp
(
−
δ2||w||21
2||w||22
)
(⋆. For δ := ε− E[zi] > 0, by Azuma-Hoeffding.)
≤ exp
(
−
δ2
2
)
= exp
(
−
(ε− 0.01)2
2
)
= 1− Ωε(1)
In line (⋆), note Ez∼D′ [〈w, z〉] = E[z1]
∑
iwi < E[zi]||w||1, and in the next line ||w||1 ≥ ||w||2.
Thus, for any linear classifier fw we have
AdvLossD1,ε(fw) ≥ Ωε(1)
For property (3), simply consider the classifier f∗(x) := sign(
∑n
i=1Round(xi)) where Round(·) rounds its
argument to {±1}. Clearly, AdvLossD1,ε(f
∗) = StdLossD1(f1) since the rounding inverts the effect of any
perturbation (for ε < 1). Thus, the adversarial loss is exp(−Ω(n)), as in the stadard classifier of property
(1).
7
Proof of Theorem 2. For a linear classifier fw : w ∈ {0, 1}, let k = supp(w) be its support. By Azuma-
Hoeffding as in the proof of Theorem 1, the adversarial-success is upper-bounded by:
1−AdvLossD1,ε(fw) ≤ exp
(
−
δ2||w||21
2||w||22
)
= exp(−δ2k/2)
where δ = (ε− 0.01)2 ≥ Ω(1). Now, the standard loss is lower-bounded by:
StdLossD1(fw) = Pr
(x,y)∼D
[sign(
∑
i∈supp(w)
xi) 6= y] ≥ Pr
(x,y)∼D
[ ∀i ∈ supp(w) : xi 6= y] ≥ (0.49)
k
Combining these two bounds yields
1−AdvLossD1,ε(fw) ≤ exp(−δ
2k/2) = exp(−k ln(1/0.49))γ ≤ (StdLossD1(fw))
γ
for γ := δ
2
2 ln(1/0.49) =
(ε−0.01)2
2 ln(1/0.49) .
Proof of Theorem 3. Write the input x as x = (α, β) for α, β ∈ R2n.
For property (1): The bound on standard loss follows directly from the encoding. The bound on noisy loss
follows because, for every i ∈ [n], the event {(αi−αi+1) mod[0, 1] ≥ 2ε} occurs with probability 0 if g(z) = 0,
and with probability at least Ω(1) if g(z) = 1.
For property (2): First, consider the ε-bounded adversary that adds (+εg(z),−εg(z),+εg(z),−εg(z), . . .)
to the input’s α. Notice this adversary perturbs the input x = (α, β) such that α is independent of z in the
perturbed distribution. Now, suppose for the sake of contradiction that there existed a classifier running in
time s(n)−Θ(n), with loss less than δ on this perturbed distribution. This would yield a time-s(n) algorithm
for computing z 7→ g(z) with error better than δ: simply simulate the (perturbed) inputs to the classifier,
which can be done in time O(n), and output the result of the classifier. Thus, such a classifier cannot exist,
since g is average-case hard.
For property (3): Notice that z can be easily decoded from β, even with perturbations of up to ε < 1/4.
Thus, the classifier which decodes z, then computes g(z) has 0 adversarial loss.
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