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LATTICES IN THE COHOMOLOGY OF SHIMURA CURVES
MATTHEW EMERTON, TOBY GEE, AND DAVID SAVITT
Abstract. We prove the main conjectures of [Bre12] (including a generali-
sation from the principal series to the cuspidal case) and [Dem], subject to a
mild global hypothesis that we make in order to apply certain R = T theorems.
More precisely, we prove a multiplicity one result for the mod p cohomology of
a Shimura curve at Iwahori level, and we show that certain apparently globally
defined lattices in the cohomology of Shimura curves are determined by the
corresponding local p-adic Galois representations. We also indicate a new proof
of the Buzzard–Diamond–Jarvis conjecture in generic cases. Our main tools
are the geometric Breuil–Me´zard philosophy developed in [EG14], and a new
and more functorial perspective on the Taylor–Wiles–Kisin patching method.
Along the way, we determine the tamely potentially Barsotti–Tate deformation
rings of generic two-dimensional mod p representations, generalising a result
of [BM12] in the principal series case.
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1. Introduction
1.1. Breuil’s Conjectures. The p-adic local Langlands correspondence for the
group GL2(Qp) (cf. [Col10, Pasˇ13]) is one of the most important developments
in the Langlands program in recent years, and the natural and definitive nature
of the results is extremely suggestive of there being a similar correspondence for
GLn(K), where n is an arbitrary natural number and K an arbitrary finite exten-
sion of Qp. Unfortunately, all available evidence to date suggests that any more
general such correspondence will be much more complicated to describe, even in
the case of GL2(K) for an unramified extension K of Qp. For example, one of the
first steps in the construction of the correspondence for GL2(Qp) was the explicit
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classification of irreducible admissible smooth representations of GL2(Qp) in char-
acteristic p [BL94, Bre03], from which it is straightforward to deduce a semisimple
mod p local Langlands correspondence for GL2(Qp) [Bre03]. To date, no analogous
classification is known for any other GL2(K), and it is known that the irreducible
representations live in infinite families, described by parameters that have yet to
be determined [BP12]. In particular, there are in a precise sense too many repre-
sentations of GL2(K) for there to be any simple one-to-one correspondence with
Galois representations; rather, it seems that only certain particular representations
of GL2(K) will participate in the correspondence.
By the local-global compatibility result of [Eme], the completed cohomology
of modular curves can be described in terms of the p-adic local Langlands cor-
respondence for GL2(Qp). Similarly, it is expected that the completed cohomol-
ogy of Shimura curves can be described in terms of the anticipated p-adic local
Langlands correspondence for GL2(K). Accordingly, one way to get information
about this hypothetical correspondence is to study the action of GL2(K) on the
cohomology of Shimura curves, for example with characteristic p coefficients. As
one illustration of this approach, we recall that the GL2(OK)-socles of the irre-
ducible GL2(K)-subrepresentations of this mod p cohomology are described by the
Buzzard–Diamond–Jarvis conjecture ([BDJ10], proved in [BLGG13a], [GLS12], and
[GK12]), and this information is an important guiding tool in the work of [BP12]. In
particular, given K/Qp unramified, and a generic Galois representation ρ : GK →
GL2(Fp), [BP12] constructs an infinite family of irreducible Fp-representations of
GL2(K) whose GL2(OK)-socles are as predicted by [BDJ10], and conjectures that
if r¯ is a globalisation of ρ to a Galois representation over some totally real field,
then the r¯-part of the cohomology of an appropriate Shimura curve contains one of
these representations.
Although the representations of [BP12] are constructed so as to have the correct
socle (in the sense of [BDJ10]), proving that the cohomology contains such a repre-
sentation lies deeper than the Buzzard–Diamond–Jarvis conjecture, and amounts
to proving that certain subspaces of the mod p cohomology at pro-p Iwahori level
are stable under the action of a Hecke operator. In [Bre12] Breuil develops two
approaches to this problem, in the process making two conjectures of independent
interest. The main results of this paper are proofs of these conjectures, as well
as some generalisations. As a consequence, we demonstrate that the cohomology
contains one of the representations constructed in [BP12].
The subspaces of the cohomology under consideration are those obtained by
fixing the character through which the Iwahori subgroup acts on the cohomology
at pro-p Iwahori level, and one approach to the Hecke-stability problem would be
to show that these spaces are one-dimensional; that is, to prove a multiplicity one
result at Iwahori level. In [Dem] Dembe´le´ gives computational evidence that such
a multiplicity one result should hold. One of our main results is the following
(Theorem 10.2.1).
A. Theorem. Suppose that p ≥ 5 and the usual Taylor–Wiles condition holds.
Then the multiplicity one conjecture of [Dem] holds.
The other approach taken in [Bre12] is via a p-adic local-global compatibility
conjecture for tamely potentially Barsotti–Tate representations. To be precise,
let F be a totally real field in which p is inert (in fact, we only need p to be
unramified, but we assume here that p is inert for simplicity of notation), and
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fix a finite extension E/Qp (our field of coefficients) with ring of integers O and
uniformiser ̟E . Write f := [F : Q], and let k be the residue field of Fp. Let
ρ : GF → GL2(F) be an absolutely irreducible modular representation with ρ|GFp
generic (see Definition 2.1.1), and consider
Mρ := lim−→
Kp
M(KpK
p,O)ρ
where M(KpK
p,O)ρ is the ρ-part of the cohomology of an appropriate Shimura
curve at level KpK
p, where Kp is a compact open subgroup of GL2(Fp). This has
a natural action of GL2(Fp), and we consider some subrepresentation π of Mρ[1/p]
which is a tame principal series representation. Then Mρ determines a lattice in π,
and in particular, a lattice in the tame principal series type inside π (that is, the
smallest GL2(OFp)-representation inside π). There are typically many homothety
classes of GL2(OFp)-stable lattices inside this type, and there is no a priori reason
that we are aware of to suppose that the lattice is a local invariant of the situation.
Indeed, it is easy to check that classical local-global compatibility applied to π does
not in general give enough information to determine the lattice.
However, the main conjecture of [Bre12] is that the lattice is determined by the
local p-adic Galois representation in Mρ corresponding to π in an explicit way. The
local Galois representation is potentially Barsotti–Tate of tame principal series type,
and various parameters can be read off from its Dieudonne´ module. Breuil classified
the homothety classes of lattice in the tame principal series types in terms of similar
parameters, and conjectured that the parameters for the lattice in π agree with
those for the corresponding Galois representation. Our other main result confirms
this conjecture (see Theorem 8.2.1).
B. Theorem. Breuil’s conjecture holds if p ≥ 5 and the usual Taylor–Wiles condi-
tion holds; an analogous result holds for tame cuspidal types.
We note that in the cuspidal case, we use an extension to (most) tame cuspidal
types of Breuil’s classification of lattices, which in turn uses a generalisation of
some of the results of [BP12] to irregular weights. These results are presented in
Section 5, and may be of independent interest.
Our main tools in proving Theorems A and B are the geometric Breuil–Me´zard
Conjecture, and its relation to the Taylor–Wiles–Kisin patching method. We have
hopes that our arguments can be made to apply more generally, e.g. to show for
arbitrary types that the lattices induced on them by embeddings into cohomology
arising from global p-adic Galois representations are in fact completely determined
by the corresponding local p-adic Galois representations (though perhaps without
giving an explicit formula for the lattices). In the remainder of the introduction,
we outline our methods in more detail.
1.2. Lattices and their gauges. Most of our efforts are directed towards proving
Theorem B, while Theorem A will come as something of a byproduct of our method
of proof via Taylor–Wiles–Kisin patching, much as Diamond in [Dia97] was able to
deduce mod p multiplicity one results as a corollary of a patching argument.
Let σ be a tame type. The basic problem that we face is to determine the lattice
σ◦ induced by integral cohomology when we are given an embedding σ →֒Mρ[1/p]
arising from the local factor at p of the automorphic representation generated by
some Hecke eigenform whose associated Galois representation lifts ρ. It turns out
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that such a lattice can be encoded in a convenient way by what we call its gauge.
Briefly, let σ be the reduction mod ̟E of σ (which is well-defined up to semisim-
plification). Then each Jordan–Ho¨lder constituent of σ occurs with multiplicity
one, and these consituents may be labelled by a certain collection P of subsets of
{0, . . . , f − 1}, which typically is equal to the full power set of {0, . . . , f − 1}. For
each J ∈ P , we may find a lattice σ◦J in σ, uniquely determined up to homothety,
whose cosocle equals the constituent of σ labelled by the subset J . For each J ∈ P ,
we obtain a free rank one O-module HomGL2(kv)(σ◦J , σ◦) ⊂ HomGL2(kv)(σ, σ) = E,
the collection of which we refer to as the gauge of σ (see Definition 4.1.3). The
gauge of σ◦ determines σ◦ up to homothety (Proposition 4.1.4), and so our problem
becomes that of determining the gauge of σ◦.
If λ is the system of Hecke eigenvalues associated to our eigenform, and Mρ[λ]
denotes the λ-eigenspace in Mρ, then this amounts to understanding the collec-
tion of Hom-modules HomGL2(OF )
(
σ◦J ,Mρ[λ]
)
. Rather than studying these for a
single eigenform, we consider this collection simultaneously for a family of eigen-
forms whose associated Galois representations lift ρ. More precisely, we employ
the patching method of Taylor–Wiles [TW95], as further developed by Diamond
[Dia97] and Kisin [Kis09b].
1.3. Patching functors. Our actual implementation of the Taylor–Wiles method
is a further refinement of the viewpoint adopted in the papers [Kis09a, EG14], which
patch not only spaces of modular forms, but certain filtrations on them. We take
this idea to its natural conclusion, and patch together spaces of modular forms with
all possible coefficient systems simultaneously (see Section 6). The patched spaces
of modular forms obtained from the Taylor–Wiles method are naturally modules
over certain universal Galois deformation rings, and we adopt a more geometric
point of view, regarding them as coherent sheaves on deformation spaces of Galois
representations.
In this way, we obtain what we call a patching functor, which is a functor from
continuous representations of GL2(OFp) on finite O-modules to coherent sheaves
on deformation spaces. These functors satisfy a number of natural properties (for
example, certain of the sheaves obtained are maximal Cohen–Macaulay over their
support, and this support is specified by a compatibility with the local Langlands
correspondence and the Buzzard–Diamond–Jarvis conjecture), and we are able to
define an abstract notion of a patching functor, with no reference to the Taylor–
Wiles method. (One motivation for this is in order to clarify exactly which prop-
erties of these functors are used in our main theorems, and another is that it is
sometimes possible to construct patching functors without using the Taylor–Wiles
method, cf. [CEG+a].)
In the particular case at hand, this construction realizes (the duals to) the above
Hom-modules as the fibres of certain coherent sheaves (the patched modules) over
the deformation space which parameterizes deformations of ρ|GFp which are tamely
potentially Barsotti–Tate of type σ. We can then reinterpret the problem of under-
standing the above Hom-modules as that of understanding these coherent sheaves,
and in particular of understanding the natural morphisms between them induced by
various inclusions between the σ◦J . We do this by exploiting an explicit description
of the deformation space, and the geometric Breuil–Me´zard philosophy of [EG14].
In Section 7 we give our explicit description of the deformation space, showing
that it is the formal spectrum of a power series ring over the complete local ring
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OJX1, Y1, . . . , Xr, YrK/(XiYi − p)i=1,...,r, where r depends on ρ via the Buzzard–
Diamond–Jarvis conjecture. (In the principal series case this is proved in [BM12],
and we extend this computation to the cuspidal case by making use of a base
change result coming from Taylor–Wiles patching via [EG14].) The Xi and Yi have
an interpretation in terms of the Dieudonne´ modules attached to the potentially
Barsotti–Tate lifts of ρ|GFp of type σ, and using this interpretation we can reduce
Breuil’s conjecture to understanding how the Xi and Yi act on our coherent sheaves.
We do this in Section 8; the key is to show that the cokernels of various of the
morphisms induced by the inclusions between the σ◦J are annihilated by certain
products of the Xi and Yi. Using the Cohen–Macaulay properties of the patching
functors, this reduces to showing that the supports of certain cokernels are annihi-
lated by these products, which in turn reduces to gaining a concrete understanding
of the components of the special fibre of the deformation space in terms of the
Serre weights specified by the Buzzard–Diamond–Jarvis conjecture. It follows from
the results of [EG14] that these components are identified with the special fibres
of certain Fontaine–Laffaille deformation spaces, and we need to make this corre-
spondence completely explicit. We do this via an explicit p-adic Hodge theoretic
computation, following [BM12] (and again reducing to a special case via a base
change argument).
1.4. Freeness. In order to prove Conjecture A, we prove that certain of our patched
coherent sheaves are free. By an argument originally due to Diamond [Dia97], this
follows from the maximal Cohen–Macaulay property if our deformation space is
regular. However, from the description above we see that this can only happen if
r = 1. In order to prove freeness in the case that r > 1, we exploit the explicit
description of the patching functor that we have obtained in the above work, and
effectively proceed by induction on r. By Nakayama’s lemma, it suffices to prove
freeness in characteristic p. The functorial nature of our patching construction
means that we can compare patched sheaves corresponding to the reductions mod-
ulo ̟E of varying tame types σ, and glue together the patched sheaves in general
from those types which give r = 1, where we know freeness.
1.5. The generic Buzzard–Diamond–Jarvis Conjecture. As a byproduct of
our constructions, we are able to give a new proof of the Buzzard–Diamond–Jarvis
conjecture in the generic case (and indeed, we expect that this proof would allow
a slight relaxing of the global hypotheses in the generic case when p = 5; see Re-
mark B.1.1). This proof is related to the approach taken in [Gee11], but avoids both
the combinatorial arguments of that paper and the dependence on the modularity
lifting theorems proved in [Kis09b, Gee06]. The method is closely related to the
arguments used in [Tay08] to avoid the use of Ihara’s lemma in proving modularity
lifting theorems. The idea is that our deformation spaces have irreducible generic
fibres, but their special fibres have many irreducible components; from this and
the properties of our patching functors, it follows that a patched module which is
supported on the generic fibre of the deformation space is necessarily supported on
each irreducible component of the special fibre.
As mentioned above, these components correspond to different Serre weights,
and if we choose our tame type σ to maximise the number of components in the
special fibre, we are able to prove modularity in every weight predicted by the
Buzzard–Diamond–Jarvis conjecture. (In contrast, the arguments of [Gee11] choose
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tame types to ensure that the special fibres are irreducible, and use a base change
argument and the results of [Kis09b, Gee06] to prove modularity in each tame type.)
We explain this argument in Section 9, and in Appendix B.1 we explain how to
remove the dependence on [Kis09b, Gee06] which is implicit in our use of the results
of [EG14, GK12] in proving our explicit descriptions of the tamely Barsotti–Tate
deformation spaces.
1.6. A Morita-theoretic interpretation. A Morita-theoretic interpretation of
our arguments was suggested to us by David Helm. Namely, if we write
P := ⊕J∈Pσ◦J ,
then P is a projective generator in a certain abelian category of O[GL2(kv)]-
modules, namely the full abelian subcategory of the category of all such modules
generated by the collection of all lattices in σ. Our theory of gauges is thus a special
case of general Morita theory, which shows that if E := EndGL2(kv)(P ), then σ may
be recovered from the E-module HomGL2(kv)(P, σ) via the formula
σ = HomGL2(kv)(P, σ) ⊗E P.
Furthermore, Theorem 5.2.4 may be regarded as an explicit description of the O-
algebra E .
Since HomGL2(kv)(P, σ) may be recovered as the fibre of the patched module for
P at an appropriately chosen point, in order to describe this E-module, it suffices
to describe the E-module structure on the corresponding patched module, and one
interpretation of our results is that they give an explicit description of this patched
module with its E-action (and show, in particular, that it is purely local).
1.7. Organisation of the paper. For the convenience of the reader, we now
briefly outline the structure of the paper. In Section 2 we recall the definition of a
generic Galois representation, explain the Buzzard–Diamond–Jarvis conjecture for
these representations, and give some definitions relating to our later base change
arguments. In Section 3 we give a similar treatment of tame types. Section 4 con-
tains some general results on the structure of lattices in irreducible representations
whose reductions mod p have all Jordan–Ho¨lder factors occurring with multiplicity
one. In Section 5 we specialise to give an explicit description of the lattices in tame
types, extending the results of [Bre12] for tame principal series types.
In Section 6 we define the notion of a patching functor, and use the Taylor–Wiles–
Kisin method to construct examples from the cohomology of Shimura curves, as
well as from spaces of algebraic modular forms on definite quaternion algebras and
definite unitary groups. Our p-adic Hodge theoretic arguments appear in Section 7,
which gives the explicit description of the tame Barsotti–Tate deformation spaces
(and their special fibres) explained above. In Section 8 we prove Theorem B, and
in Section 9 we explain our new proof of the Buzzard–Diamond–Jarvis conjecture
in the generic case. Finally, Theorem A is proved in Section 10.
There are two appendices; in Appendix A we explain the connection between
unipotent Fontaine–Laffaille theory and the theory of unipotent ϕ-modules, and
in Appendix B we discuss the use of the geometric Breuil–Me´zard conjecture in
our arguments in greater detail. In particular, we explain how to prove our main
theorems without making use of the results of [Kis09b, Gee06], and we give an
argument that hints at a deeper relationship between the structures of the lattices
in tame types and of the tamely potentially Barsotti–Tate deformation spaces.
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1.8. Notation and Conventions. If K is any field let GK = Gal(K/K), where
K is a fixed separable closure of K. Suppose that p is prime. When K is a finite
extension of Qp, let IK ⊂ GK denote the inertia subgroup.
Let Fv be a finite unramified extension of Qp. (Usually, Fv will be the completion
of a number field F at a finite place v, but it will be convenient for us to use this
notation more generally.) We write kv to denote the residue field of v, and let
f = [kv : Fp]. We write OFv for W (kv), so that Fv is the fraction field of OFv .
Write f = [Fv : Qp], qv = pf , and e = pf − 1.
Let Lv denote the quadratic unramified extension of Fv, with residue field lv,
the quadratic extension of kv.
Let E be a finite extension of Qp (which will be our field of coefficients) with
ring of integers O, uniformiser ̟E , and residue field F. We will assume throughout
the paper that E is sufficiently large in the sense that there exists an embedding of
lv into F. We will sometimes make specific choices for E; in particular, at certain
points in our arguments it will be important to take E =W (F)[1/p].
Let ε : GFv → O× denote the cyclotomic character.
If V is a de Rham representation of GFv over E and κ is an embedding Fv →֒ E
then the multiset HTκ(V ) of κ-labeled Hodge–Tate weights of V is defined to contain
the integer i with multiplicity
dimE(V ⊗κ,K F̂ v(i))GFv ,
with the usual notation for Tate twists. Thus for example HTκ(ε) = {−1}.
If L is a local or global field, we write ArtL for the Artin reciprocity map,
normalised so that the global map is compatible with the local ones, and the local
map takes a uniformiser to a geometric Frobenius element. If L is a number field
and w is a finite place of L, we will write Frobw for a geometric Frobenius element
at w.
If V is a representation of some group which has a composition series, we write
JH(V ) for the Jordan–Ho¨lder factors of V .
When discussing Galois deformations, we will use the terms “framed deforma-
tion” (which originated in [Kis09b]) and “lifting” (which originated in [CHT08])
interchangeably.
If σ is a finite-dimensional E-representation of a group Γ, then σ◦ (possibly
with additional decorations) will denote a Γ-stable O-lattice in σ (sometimes a
general such lattice, and sometimes a particular lattice that has been defined in
the context under consideration). We will then let σ◦ (with the same decorations
as σ◦, if appropriate) denote the reduction of σ◦ modulo ̟E . We will write σ for
some choice of σ◦; but we will only use the notation σ in situations where the choice
of a particular σ◦ is unimportant, for example when discussing the Jordan–Ho¨lder
factors of σ. We note that σ◦ is finite-dimensional over F, and so admits both a socle
filtration and a cosocle filtration as a Γ-representation, each of finite length. The
Γ-representation σ◦ itself is of infinite length, and does not admit a socle filtration.
However, it does admit a cosocle filtration; furthermore, the cosocles of σ◦ and of
σ◦ coincide.
If A is a finitely generated O-module, we write A∗ for the Pontrjagin dual of A.
If A is torsion, then we will sometimes write A∨ for A∗. If A is a finite free O-
module, we will write A∨ for its O-dual. Note that with these conventions and in
the notation of the previous paragraph, we have (σ◦)∨ ∼= (σ◦)∨.
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Throughout the paper, we will number our socle and cosocle filtrations starting
at 0, so that for example the 0-th layer of the cosocle filtration is the cosocle.
We let S denote the set {0, . . . , f − 1}, which we sometimes identify with the
quotient Z/fZ in the evident way. (Typically this identification will be invoked by
the expression that certain algebraic expressions involving the elements of S are to
be understood cyclically, which is to say, modulo f .) We draw the reader’s attention
to two involutions related to S that will play a role in the paper. Namely, in
Subsection 5.2, and again in Section 8, we will fix a particular subset Jbase of S, and
will let ı denote the involution on the power set of S defined by J 7→ J△Jbase, while
in Section 7 we will let ι denote the involution on S itself defined by j 7→ f − 1− j.
If F is a totally real field and π is a regular cuspidal automorphic representation
of GL2(AF ), then we fix an isomorphism ı : Qp → C and associate to π the p-adic
Galois representation rp,ı(π) : GF → GL2(Qp), normalised as in [BLGGT14, Thm.
2.1.1]. (Note that we will use the symbol ı in other contexts in the body of the
paper, but we will not have to mention the isomorphism Qp → C again, so we have
denoted it by ı here for ease of reference to [BLGGT14].)
1.9. The inertial local Langlands correspondence. Let L be a local field of
characteristic zero, so that L is a finite extension of Ql for some prime l. An
inertial type for L is a two-dimensional E-representation τ of IL with open kernel,
which may be extended to GL. Henniart’s appendix to [BM02] associates a finite
dimensional irreducible E-representation σ(τ) of GL2(OL) to τ ; we refer to this
association as the inertial local Langlands correspondence. To be precise, if l = p
then we normalise the correspondence as in Theorem 2.1.3 of [GK12], and if l 6= p we
use the version recalled in Section 5.2 of [GK12]. (The only difference between the
two cases is that if l 6= p we consider representations with non-trivial monodromy;
the definition only differs in the case of scalar inertial types, which in the case l = p
correspond to twists of the trivial representation, and in the case l 6= p to twists of
the small Steinberg representation.)
If l 6= p, then let D denote the unique nonsplit quaternion algebra with centre L.
We say that an inertial type τ is discrete series if it is either irreducible or scalar.
In this case, a variant of Henniart’s construction which is explained in Section 5.2.2
of [GK12] associates a finite dimensional irreducible E-representation σD(τ) of O×D
to τ .
2. Galois representations and Serre weights
In this section we recall various definitions and facts about the weight part of
Serre’s conjecture, largely following Section 4 of [Bre12]. We fix once and for all an
embedding κ0 : kv →֒ F, and recursively define embeddings κi : kv →֒ F for i ∈ Z by
κpi+1 = κi. Let ωf denote the fundamental character of IFv of niveau f associated
to κ0; that is, ωf is the reciprocal of the character defined by the composite
IFv
Art−1Fv−−−−→ O×Fv −→ k×v
κ0−→ F×,
so that for example if f = 1 then ω1 = ε
−1. Let ω2f be a fundamental character of
niveau 2f similarly associated to an embedding κ′0 : l
×
v →֒ F extending κ0. Define
κ′i for i ∈ Z by analogy with the κi.
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2.1. Basic notions. We recall some basic notions related to mod p local Galois
representations and their associated Serre weights, as well as the main result of
[GLS12].
2.1.1. Definition. We say that a continuous representation ρ : GFv → GL2(F) is
generic if and only if ρ|IFv is isomorphic up to twist to a representation of one of
the following two forms.
(1)
(
ω
∑f−1
j=0 (rj+1)p
j
f ∗
0 1
)
with 0 ≤ rj ≤ p − 3 for each j, and the rj not all
equal to 0, and not all equal to p− 3.
(2)
ω∑f−1j=0 (rj+1)pj2f 0
0 ω
q
∑f−1
j=0 (rj+1)p
j
2f
 with 1 ≤ r0 ≤ p−2, and 0 ≤ rj ≤ p−3
for j > 0.
It is easily checked that this definition is independent of the choice of κ0 and κ
′
0.
The following lemma is also easily checked.
2.1.2. Lemma. If p > 3 and ρ is generic, then ρ|GLv is also generic.
2.1.3. Remark. If p = 3 then there are no reducible generic representations, and
in the above notation the only irreducible generic representations have r0 = 1 and
rj = 0 for j > 0. The failure of Lemma 2.1.2 to hold in this case means that we
will not consider the case p = 3 in our main results.
By definition, a Serre weight is an irreducible F-representation of GL2(kv). Con-
cretely, such a representation is of the form
σ~t,~s := ⊗f−1j=0 (det tjSymsjk2v)⊗kv,κ−j F,
where 0 ≤ sj , tj ≤ p− 1 and not all tj are equal to p− 1.
2.1.4.Definition. We say that a Serre weight σ~t,~s is regular if no sj is equal to p−1.
2.1.5. Remark. This is the same definition of regular Serre weight as that in [GK12];
it is less restrictive than the definition used in [Gee11].
We let D(ρ) be the set of Serre weights associated to ρ by [BDJ10]; this definition
is recalled in Section 4 of [Bre12]. While we will not need the full details of the
definition of D(ρ), it will be convenient to recall certain of its properties, and in
particular its definition in the case that ρ is semisimple; see [BDJ10] or Section 4
of [Bre12] for further details. We will also make use of the characterisation of D(ρ)
of Theorem 2.1.8 below (at least implicitly, via its use in [GK12]).
We always haveD(ρ) ⊂ D(ρss). If ρ is reducible and semisimple, then σ~t,~s ∈ D(ρ)
if and only if there is a subset K ⊆ S := {0, . . . , f − 1} such that we can write
ρ|IFv ∼= ω
∑f−1
j=0 tjp
j
f ⊗
ω∑j∈K(sj+1)pjf 0
0 ω
∑
j /∈K(sj+1)p
j
f
 .
If ρ is irreducible, we set S ′ = {0, . . . , 2f − 1}, and we say that a subset K ⊆
S ′ is symmetric (respectively antisymmetric) if i ∈ K if and only if i + f ∈ K
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(respectively i + f /∈ K) for all i ∈ S ′, numbered cyclically. Then σ~t,~s ∈ D(ρ) if
and only if there is an antisymmetric subset K ⊂ S ′ such that we can write
ρ|IFv ∼= ω
∑f−1
j=0 tjp
j
f ⊗
ω∑j∈K(sj+1)pj2f 0
0 ω
∑
j /∈K(sj+1)p
j
2f
 .
The following lemma is immediate from the above description of D(ρ).
2.1.6. Lemma. If ρ is generic and σ ∈ D(ρ), then σ is regular; in addition, σ is
not of the form σ~t,~0.
2.1.7. Definition. Let κi : Fv →֒ E be the unique embedding that lifts κi. If V is
a two-dimensional de Rham representation of GFv over E and HTκ−i(V ) = {ai, bi}
with ai ≤ bi for 0 ≤ i ≤ f − 1, we say that V has Hodge type (~a,~b). If V has Hodge
type (~0,~1), we will also say that V has Hodge type 0.
If σ = σ~t,~s, we also say that V has Hodge type σ if V has Hodge type (~t,~t+~s+
~1).
The following theorem is the main result of [GLS12].
2.1.8. Theorem. We have σ ∈ D(ρ) if and only if ρ has a crystalline lift of Hodge
type σ.
2.2. Base change for Galois representations and Serre weights. In the se-
quel we will be studying base change from Fv to Lv, and it will be convenient to
have standardized notation for this process.
In the case of Galois represenations, base change is simply restriction, and thus,
if ρ : GFv → GL2(F), we write BC (ρ) for ρ|GLv .
For Serre weights the definition of base change is slightly more involved. Suppose
given a Serre weight for GL2(kv), say σ~t,~s := ⊗f−1j=0 (det tjSymsjk2v) ⊗kv,κ−j F, and
a Serre weight for GL2(lv), say Σ~t′,~s′ := ⊗2f−1j=0 (det t
′
jSyms
′
j l2v) ⊗lv,κ′−j F. We say
that Σ = Σ~t′,~s′ is the base change of σ = σ~t,~s, and write Σ = BC (σ), if we have
t′j = tj , s
′
j = sj for all 0 ≤ j ≤ 2f − 1 (where j is j (mod f)). Note that not every
Serre weight for GL2(lv) is the base change of a Serre weight for GL2(kv), and that
every Serre weight for GL2(kv) has a unique base change to GL2(lv).
If ρ is generic, and σ is a Serre weight, then σ ∈ D(ρ) if and only if BC (σ) ∈
D(ρ|GLv ). The “only if” direction (which we will use in Section 3) is immediate
from the definitions. It is presumably possible to prove the “if” direction from
the definitions as well; we deduce it from the geometric Breuil–Me´zard conjecture
below (see Corollary 7.4.4).
3. Tame types, Serre weights, and base change
In this section we describe various results about tame types, and we explain how
these results interact with base change for tame types, Serre weights and Galois
representations. We restrict ourselves to quadratic unramified base change, which
is all that we will need in this paper.
3.1. Tame types. In this section we write K = GL2(OFv ), and let I denote the
standard Iwahori subgroup of K (i.e. the one whose reduction mod p consists of
upper-triangular matrices). We consider tame types for K; that is, irreducible E-
representations of K that arise by inflation from the irreducible E-representations
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of GL2(kv). By the results recalled in Section 1 of [Dia07], these representations
are either principal series, cuspidal, one-dimensional, or twists of the Steinberg
representation. In this paper we will only consider the principal series and cuspidal
types, and all tame types occurring will be assumed to be of this kind without
further comment. Under the inertial local Langlands correspondence of Section 1.9,
this means that we will only consider non-scalar tame inertial types.
3.1.1. Lemma. Any tame type σ is residually multiplicity free (in the sense that the
Jordan–Ho¨lder constituents of σ each appear with multiplicity one) and essentially
self-dual (in the sense that there is an isomorphism σ∨⊗χ ∼= σ for some character
χ : K → O×). All of the Jordan–Ho¨lder factors σi of σ also satisfy σ∨i ⊗ χ ∼= σi.
Furthermore, σ has a model over an unramified extension of Qp.
Proof. That σ is residually multiplicity free follows at once from Propositions 1.1
and 1.3 of [Dia07], and the essential self-duality follows from the character tables
for σ in Section 1 of ibid. These character tables also show that the character of
σ is defined over an unramified extension of Qp, and that σ has dimension prime
to p; thus the Schur index of σ is 1 by Theorem 2(a) of [Gow76], and σ is defined
over the field of definition of its character. 
We refer to these representations as tame types because they correspond to
tame inertial types under the inertial local Langlands correspondence of Henniart’s
appendix to [BM02]. It is easy to see that a tame inertial type is reducible, and is
either the sum of two copies of a single character which extends to GFv (the scalar
case), the sum of two distinct characters which extend to GFv (the principal series
case), or a sum ψ ⊕ ψqv where ψ does not extend to GFv but does extend to GLv
(the cuspidal case). In the principal series case, if τ = η1 ⊕ η2 then σ(τ) is the
representation denoted σ(η1 ◦ArtFv ⊗η2 ◦ArtFv ) below, while in the cuspidal case,
if τ = ψ ⊕ ψqv , then σ(τ) is the representation denoted Θ(ψ ◦ ArtFv) below. For
typesetting reasons we will always write σ(τ), Θ(ψ), etc. in lieu of σ(τ), Θ(ψ), etc.
3.2. Principal series types. We first consider tame principal series types. We let
η, η′ : k×v → O× be two multiplicative characters, and we write χ = η⊗η′ : I → O×
for the character (
a b
pc d
)
7→ η(a)η′(d).
We write χs := η′ ⊗ η, and we write σ(χ) := IndKI χs, an E-vector space with an
action of K.
We will assume from now on that η 6= η′, and we write c =∑f−1j=0 cjpj , 0 ≤ cj ≤
p− 1, for the unique integer 0 < cχ < pf − 1 such that η(x)η′−1(x) = [x]cχ , where
x ∈ k×v and [x] is the Teichmu¨ller lift of x. We let Pσ(χ) be the collection of subsets
of S consisting of subsets J satisfying the conditions:
• if j ∈ J and j − 1 /∈ J then cj 6= p− 1, and
• if j /∈ J and j − 1 ∈ J then cj 6= 0,
where j − 1 is taken to mean f − 1 if j = 0.
The Jordan–Ho¨lder factors of σ(χ) are parameterised by Pσ(χ) in the following
fashion (see Lemma 2.2 of [BP12] or Proposition 1.1 of [Dia07]). For any J ⊆ S,
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we let δJ denote the characteristic function of J , and if J ∈ Pσ(χ) we define sJ,i by
sJ,i =
{
p− 1− ci − δJc(i− 1) if i ∈ J
ci − δJ(i − 1) if i /∈ J,
and we set tJ,i = ci + δJc(i − 1) if i ∈ J and 0 otherwise. Then we let σ(χ)J :=
σ~t,~s⊗η′◦det; the σ(χ)J are precisely the Jordan–Ho¨lder factors of σ(χ). If τ = η⊕η′
corresponds to σ(χ) under the inertial local Langlands correspondence, we will often
write σ(τ)J for σ(χ)J . However, we caution that this notation depends implicitly
on an ordering of the characters η, η′, namely σ(τ)J = σ(η ⊗ η′)J = σ(η′ ⊗ η)Jc .
3.3. Cuspidal types. Let ψ : l×v → O× be a multiplicative character which does
not factor through the norm l×v → k×v . We now recall the Jordan–Ho¨lder factors
of the reduction modulo p of the tame cuspidal type Θ(ψ), following [Dia07]. We
can write ψ in the form [x](q+1)b+1+c where 0 ≤ b ≤ q − 2, 0 ≤ c ≤ q − 1. Write
c =
∑f−1
i=0 cip
i where 0 ≤ ci ≤ p − 1. If J ⊆ S we set J0 = J△{f − 1}, and we
define PΘ(ψ) to be the collection of subsets of S consisting of those J satisfying the
conditions:
• if j ∈ J and j − 1 /∈ J0 then cj 6= p− 1, and
• if j /∈ J and j − 1 ∈ J0 then cj 6= 0.
The Jordan–Ho¨lder factors of Θ(ψ) are parameterised by PΘ(ψ) in the follow-
ing fashion. (See Proposition 1.3 of [Dia07], but note that our parameterisation
is slightly different: the Jordan–Ho¨lder factor parameterised by J here is parame-
terised by Jc in [Dia07].) For any J ∈ PΘ(ψ) we define sJ,i by
sJ,i =
{
p− 1− ci − δ(J0)c(i− 1) if i ∈ J
ci − δJ0(i− 1) if i /∈ J,
and we set tJ,i = ci + δJc(i − 1) if i ∈ J and 0 otherwise. Then we let
Θ(ψ)J := σ~t,~s ⊗ [·](q+1)b+δJ (0)δJ (f−1)+δJc (0)δJc (f−1) ◦ det;
the Θ(ψ)J are precisely the Jordan–Ho¨lder factors of Θ(ψ).
We say that Θ(ψ) is regular if there is some i with 0 < ci < p− 1, and irregular
otherwise. If τ is a cuspidal tame inertial type, then we say that τ is regular if and
only if σ(τ) is regular.
3.3.1. Lemma. The cuspidal type Θ(ψ) is regular if and only if there is some i ∈ S
such that {i, . . . , f − 1} ∈ PΘ(ψ) and {0, . . . , i − 1} ∈ PΘ(ψ). If Θ(ψ) is irregular,
then there is a unique J ∈ PΘ(ψ) such that Θ(ψ)J is regular.
Proof. If Θ(ψ) is regular, then it is easy to see that any i with 0 < ci < p−1 works.
The converse is also straightforward. If Θ(ψ) is irregular and Θ(ψ)J is regular, we
see that if ci = 0 then we must have i − 1 6∈ J0, and if ci = p− 1 then i − 1 ∈ J0,
so J is uniquely determined. 
3.4. Base change for tame types. Suppose first that σ(χ) is a tame principal
series type for GL2(OFv ), where χ = η⊗η′ for multiplicative characters η, η′ : k×v →
O×Fv . Then we let BC (σ(χ)) = σ(χ′), where χ′ = η ◦ Nlv/kv ⊗ η′ ◦Nlv/kv , a tame
principal series type for GL2(OLv ).
Suppose now that σ(τ) is a tame cuspidal type for GL2(OFv ), so that σ(τ) =
Θ(ψ), where ψ : l×v → O×Lv is a multiplicative character which does not factor
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through Nlv/kv (see e.g. Section 1 of [Dia07]). Then we let BC (σ(τ)) = σ(χ
′),
where χ′ = ψ ⊗ ψq, a tame principal series type for GL2(OLv ). Note that this
definition depends on the ψ, as opposed to only on σ(τ), so that the notation below
for the Jordan–Ho¨lder factors also depends on this choice. However, all of our main
results are independent of this choice.
In either case we say that BC (σ(τ)) is the base change of σ(τ) to GL2(OLv ).
Again, not every tame type for GL2(OLv ) is the base change of a tame type for
GL2(OFv ).
By construction, this definition is compatible with the inertial local Langlands
correspondence, in the sense that if τ is a tame inertial type for Fv, and if BC (τ)
denotes τ regarded as a tame intertial type for Lv, via the equality IFv = ILv , then
BC(σ(τ)) = σ(BC (τ)).
If we write BC (σ(τ)) = σ(η⊗η′), then an easy calculation shows that η(η′)−1 =
[·]
∑2f−1
i=0 aip
i
where in the principal series case ai = ci if 0 ≤ i ≤ f−1 and ai = ci−f if
f ≤ i ≤ 2f−1, while in the cuspidal case ai = ci if 0 ≤ i ≤ f−1 and ci = p−1−ci−f
if f ≤ i ≤ 2f − 1.
Now, if J ⊆ S we write BC cusp(J) for the subset of {0, . . . , 2f − 1} defined by
taking i ∈ BC cusp(J) if and only if either 0 ≤ i ≤ f−1 and i ∈ J , or f ≤ i ≤ 2f−1
and i − f /∈ J . Similarly, we write BCPS(J) for those i ∈ {0, . . . , 2f − 1} with i
(mod f) ∈ J .
With these definitions, the following lemma is a tedious but elementary conse-
quence of the above discussion in the cuspidal case, and is almost trivial in the
principal series case.
3.4.1. Lemma. Let σ(τ) be a tame type. If τ is a principal series (respectively
cuspidal) type, then BC PS(J) ∈ PBC (σ(τ)) and BC (σ(τ)J ) = σ(BC (τ))BC PS(J)
(respectively BC cusp(J) ∈ PBC (τ) and BC (σ(τ)J ) = σ(BC (τ))BC cusp(J)).
3.5. Tame types and Serre weights. The following results will be useful in our
later arguments.
3.5.1. Proposition. Suppose that ρ is generic, and that σ ∈ D(ρ). Then there is a
(non-scalar) tame inertial type τ such that JH(σ(τ)) ∩ D(ρ) = σ.
Proof. In the case that σ = σ~t,~s with 1 ≤ si ≤ p−3 for all i, then σ is regular in the
sense of [Gee11], and the result is an immediate consequence of [Gee11, Prop. 3.10,
Prop. 4.2]. In the more general setting that 0 ≤ si ≤ p− 2 for all i, we will see that
the proof of [Gee11, Prop. 3.10] (the case where ρ reducible) goes through with
only minor changes, while the irreducible case will follow from the reducible case
by a base change argument. For ease of reference we will freely use the notation
of [Gee11], with the minor changes that we will omit the letters τ and σ from the
notation (so that for example we write ci for cτi) and we continue to write f where
[Gee11] uses r. Our weight σ~t,~s is the weight σ~a,~b of [Gee11], where ai = tf−i and
bi = sf−i + 1.
Suppose first that ρ is reducible, and define ci as in Section 3.5 of [Gee11]. Note
firstly that the assumption of [Gee11] that not all ci are equal to 0 and not all ci
are equal to p − 1 is satisfied, as this could only fail to hold if bi = 1 for all i,
or equivalently si = 0 for all i, which would contradict Lemma 2.1.6. Then the
proof of Proposition 3.10 of [Gee11] goes through unchanged, until the sentence
beginning “By the assumption that σ~a,~b is regular”. We may rewrite the displayed
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equation before this sentence as
(3.1)
∏
i∈S
ω
ci+δJ (i+1)
i =
∏
i∈X
ω
ci+δJ′∪(K′∩J′ c)(i+1)
i
∏
i∈Xc
ω
δ
(K′∩J
′ c
)
(i+1)
i ,
where X := (J ′ ∩K ′) ∪ (J ′c ∩K ′c).
Let ψ be the character given by either side of (3.1). It is easy to check that
the ratio of the two characters occurring in ρ is equal to ψ
∏
i6∈J ω
−1
i−1. Since the
genericity of ρ implies that this ratio (taken in either order) does not have the form∏
i∈S ω
di
i with di = 0, 1 for all i, it follows in particular that ψ is neither trivial nor
equal to
∏
i∈S ωi.
Now, we have 1 ≤ bi ≤ p− 1 for all i, and so we see from the definition of ci that
0 ≤ ci ≤ p− 1 and 1 ≤ ci+ δJ (i+1) ≤ p− 1. We claim moreover that no exponent
on the right-hand side of (3.1) is equal to p, i.e., that no “carrying” can take place
in (3.1). Indeed the only possibility for “carrying” is when i ∈ X , ci = p− 1, and
i + 1 ∈ J ′ ∪ (K ′ ∩ J ′c). But after carrying out all carries on the right hand side,
the exponent of ωi will be at most 1, whereas it is p − 1 on the left hand side, a
contradiction since ψ is non-trivial.
In particular (again using the fact that ψ is non-trivial) we can equate exponents
on each side of (3.1). If i ∈ Xc we must have i+ 1 ∈ K ′ ∩ J ′c ⊆ Xc, so that if Xc
is nonempty then Xc = S, and every exponent on either side is equal to 1. This
contradicts our observation that ψ 6= ∏i∈S ωi. Thus X = S, so that J ′ = K ′, and
equating exponents shows that J = J ′, as required.
Suppose next that ρ is irreducible (and let the characters ωi now be fundamental
characters of level 2f). Let I ′
~a,~b,J
be the cuspidal type constructed in [Gee11, §4.1].
One checks exactly as in the proof of [Gee11, Prop. 4.1] that σ~a,~b is a Jordan–Ho¨lder
factor of I
′
~a,~b,J . From the discussion of base change in Sections 2.2 and 3.4 we see
that if σ ∈ D(ρ) ∩ JH(I ′~a,~b,J) then BC(σ) lies in the intersection of D(ρ|GLv ) with
the set of Jordan–Ho¨lder factors of the reduction mod p of BC (I ′
~a,~b,J
), and so it
suffices to prove that this latter intersection has size 1.
Set ~a′ = (a0, . . . , af−1, a0, . . . , af−1) and define ~b
′ similarly , so that BC (σ~a,~b) =
σ~a′,~b′ . We claim that BC (I
′
~a,~b,J
) is the principal series type I~a′,~b′,J (in the notation
of [Gee11, §3.5], but with ~a′,~b′ in place of ~a,~b) constructed in the reducible case
for the representation ρ|GLv . Once we have checked this claim, the irreducible case
will follow immediately from our proof of the reducible case.
To see the claim, one calculates directly from the definitions that the character
ψ˜~a,~b,J ω˜f
∏f
i=1 ω˜
ci
i of [Gee11, §4.1] is the lift of χ :=
∏2f−1
i=0 ω
ai
i
∏
i∈J ω
bi−p
i . Since J
is antisymmetric we have χq =
∏2f−1
i=0 ω
ai
i
∏
i6∈J ω
bi−p
i ; in other words χ
q is equal to
the character χ~a′,~b′,J of [Gee11, §3.5]. Another straightforward calculation shows
that χ~a′,~b′,J
∏2f−1
i=0 ω
ci
i = χ (with ci as in [Gee11, §3.5] now), so that
I~a′,~b′,J = I(χ˜~a′,~b′,J , χ˜~a′,~b′,J
∏
i
ω˜cii ) = I(χ˜
q, χ˜) ∼= BC(I ′
~a,~b,J
)
as claimed. 
3.5.2. Proposition. Suppose that ρ is generic. Then there is a (non-scalar) tame
inertial type τ such that D(ρ) ⊂ JH(σ(τ)).
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Proof. Since D(ρ) ⊂ D(ρss) we may assume that ρ is semisimple, and the result now
follows immediately from Theorems 2.1 and 3.2 of [Dia07] (since ρ is generic, Lemma
2.1.6 shows that there no exceptional weights in the terminology of [Dia07]). 
4. Lattices in residually multiplicity-free representations
In this section we record some general facts about lattices in (absolutely) irre-
ducible representations whose reductions have all Jordan–Ho¨lder factors occurring
with multiplicity one.
Throughout this section we let Γ be a group, and we let σ be a finite-dimensional
E-representation of Γ.
4.1. Lattices and gauges. We say that σ is residually multiplicity free if the
Jordan–Ho¨lder factors of σ occur with multiplicity one. The following lemma and
its proof are well-known, but for lack of a convenient reference we give the details
here.
4.1.1. Lemma. Suppose that σ is irreducible and is residually multiplicity free. Let
σi be a Jordan–Ho¨lder factor of σ. Then there is up to homothety a unique Γ-stable
O-lattice σ◦i in σ such that the socle of σ◦i is precisely σi. Similarly, there is up
to homothety a unique Γ-stable O-lattice σ◦i in σ such that the cosocle of σ◦i is
precisely σi.
Proof. We begin by proving the result for socles. For existence, let L be any Γ-
stable O-lattice in σ, and consider σ/L. Let M be the maximal O[Γ]-submodule
of σ/L such that none of the Jordan–Ho¨lder factors of M is isomorphic to σi. If
M had infinite length, then the inverse image of M in σ would contain a non-zero
Γ-stable E-subspace, so would be equal to σ, a contradiction. Thus M has finite
length, and its inverse image in σ gives the required lattice.
For the uniqueness, suppose that L, L′ are two Γ-stable lattices in σ with socle
σi. After scaling, we may, without loss of generality, suppose that L
′ ⊆ L but
that L′ 6⊆ ̟EL. Consider the induced map L′/̟EL′ → L/̟EL; it is non-zero
by construction. If this is not an isomorphism, then (for length reasons) it is not
surjective, and thus has non-trivial kernel, which necessarily contains the socle σi
of L′/̟EL
′. Similarly, its image, being non-zero, contains the socle of L/̟EL.
Thus σi occurs at least twice in L
′/̟EL
′, contradicting our assumption that σ is
residually multiplicity free.
The statement for cosocles follows from the statement for socles via a consid-
eration of contragredients. More precisely, the contragredient representation σ∨ is
also residually multiplicity free, and the Jordan–Ho¨lder factors of σ∨ are the con-
tragredients of the Jordan–Ho¨lder factors of σ. If L is a Γ-invariant lattice in σ,
then its O-dual L∨, equipped with the contragredient Γ-representation, is naturally
a Γ-invariant lattice in σ∨. Furthermore, the cosocle of L/̟EL is contragredient
to the socle of L∨/̟EL
∨. The case of the lemma for cosocles then follows from the
case for socles, applied to σ∨. 
In fact, we will have more cause to apply the preceding lemma in the case of
cosocles than in the case of socles. Note that the formation of cosocles is right
exact, since the cosocle functor is the direct sum
L 7→ ⊕σ HomΓ(L, σ)⊗F σ,
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where σ runs over all irreducible representations of Γ over F. Then we have, for
example, the following result.
4.1.2. Lemma. Suppose that σ is irreducible and residually multiplicty free. Let σ◦
be a Γ-invariant lattice in σ, let {σi} denote the set of constituents of the cosocle
of σ◦, and for each σi, choose a Γ-invariant lattice σ
◦
i whose cosocle is isomorphic
to σi, such that σ
◦
i ⊆ σ◦, but such that σ◦i 6⊆ ̟Eσ◦. (Note that σ◦i is uniquely
determined, by Lemma 4.1.1.) Then σ◦ =
∑
i σ
◦
i .
Proof. Write σ◦,′ :=
∑m
i=1 σ
◦
i ⊆ σ◦. This inclusion induces an isomorphism on
cosocles, from which we see that σ◦/σ◦,′ has trivial cosocle, and thus vanishes; so
σ◦ = σ◦,′, as required. 
Let us now label the Jordan–Ho¨lder factors of σ as σ1, . . . , σn, and for each value
of i = 1, . . . , n, fix a choice of lattice σ◦i (unique up to homothety, by Lemma 4.1.1)
such that the cosocle of σ◦i equals σi.
4.1.3. Definition. If σ◦ is any Γ-invariant O-lattice in σ, define for each i the
fractional ideal Ii := {a ∈ E |aσ◦i ⊆ σ◦}, and define the gauge of σ◦ to be the
n-tuple (Ii)i=1,...,n, thought of as an n-tuple of fractional ideals in E. We denote
the gauge of σ◦ by G(σ◦).
4.1.4. Proposition. Suppose that σ is irreducible and residually multiplicity free.
A Γ-invariant O-lattice σ◦ in σ is determined by its gauge G(σ◦); indeed, if we fix
a generator φi for the fractional ideal Ii, then we have σ
◦ =
∑n
i=1 φi(σ
◦
i ).
Proof. Write σ◦,′ :=
∑n
i=1 φi(σ
◦
i ) ⊆ σ◦. Note that evidently σ◦,′ is well-defined
independently of the choice of the generators φi, and hence depends only on the
gauge of σ◦. The proposition will follow if we prove that σ◦,′ = σ◦; however, this
follows immediately from Lemma 4.1.2. (Indeed, that lemma shows that we may
restrict the sum defining σ◦,′ to those indices i for which σi is a constituent of the
cosocle of σ◦.) 
4.2. Lattices in essentially self-dual representations. In this subsection we
assume that Γ is finite, and that Γ admits a character χ : Γ→ O× for which there
is a Γ-equivariant isomorphism σ ∼= σ∨⊗χ.We let χ : Γ→ k×E denote the reduction
mod ̟E of χ.
4.2.1. Proposition. Suppose that σ is absolutely irreducible and that σ◦ is a Γ-
invariant lattice in σ such that cosoc(σ◦) is absolutely irreducible and appears in
JH(σ) with multiplicity one, and such that there is an isomorphism cosoc(σ◦) ∼=
cosoc(σ◦)∨ ⊗ χ. Then there is a Γ-equivariant embedding (σ◦)∨ ⊗ χ →֒ σ◦ whose
cokernel has exponent dividing |Γ|.
Proof. Let P denote a projective envelope of σ◦ as an O[Γ]-module. Then P∨ ⊗ χ
is again a projective O[Γ]-module, and there are Γ-equivariant isomorphisms
cosoc(P∨ ⊗ χ) = cosoc(P∨)⊗ χ ∼= soc(P )∨ ⊗ χ
(1)∼= cosoc(P )∨ ⊗ χ
= cosoc(P )∨ ⊗ χ = cosoc(σ◦)∨ ⊗ χ
(2)∼= cosoc(σ◦) = cosoc(P ),
the isomorphism (1) following from the isomorphism soc(P ) ∼= cosoc(P ) (a stan-
dard property of projective kE [Γ]-modules), and the isomorphism (2) holding by
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assumption. The uniqueness up to isomorphism of projective envelopes thus implies
that there is a Γ-equivariant isomorphism
(4.1) P∨ ⊗ χ ∼= P.
The Γ-equivariant surjection P → σ◦ (expressing the fact that P is a projective
envelope of σ◦) induces a saturated Γ-equivariant embedding (σ◦)∨ ⊗ χ →֒ P∨ ⊗χ
(saturated meaning that the cokernel is ̟E-torsion free). Composing this with the
isomorphism (4.1), we obtain a saturated Γ-equivariant embedding
(4.2) (σ◦)∨ ⊗ χ →֒ P.
Recall that there is an idempotent eσ ∈ 1|Γ|O[Γ] ⊆ E[Γ] which, when applied
to any Γ-representation V over E, projects onto the σ-isotypic part of V . We
claim that eσ(E ⊗O P ) consists of a single copy of σ. Indeed, since σ is absolutely
irreducible, the number of such copies of τ is equal to the dimension of
HomE[Γ](E ⊗O P, σ) = E ⊗O HomO[Γ](P, σ◦).
It thus suffices to show that HomO[Γ](P, σ
◦), which is a finite rank free O-module,
is of rank one. To this end, we compute (using the projectivity of P ) that
HomO[Γ](P, σ
◦)/̟E HomO[Γ](P, σ
◦) = HomkE [Γ](P , σ
◦)
= HomkE [Γ](cosoc(P ), σ
ss).
The last of these spaces is one-dimensional, as by assumption cosoc(P ) = cosoc(σ◦)
is absolutely irreducible and appears in σss with multiplicity one, and so our claim
is proved.
Since (4.2) is a saturated embedding, it follows that its image is equal to eσ(E⊗O
P ) ∩ P, and the composite of (4.2) and the projection P → σ◦ is a Γ-equivariant
embedding (σ◦)∨ ⊗ χ →֒ σ◦. Since |Γ|eσ ∈ O[Γ], we easily see that the image of
this embedding contains |Γ|σ◦; indeed, |Γ|eσP ⊆ eσ(E ⊗O P ) ∩ P, and the image
of |Γ|eσP under the projection to σ◦ is precisely |Γ|σ◦. This completes the proof
of the proposition. 
It seems worthwhile to record the following result, which relates the conclusion
of the preceding proposition to the length of the socle and cosocle filtrations of σ◦,
although in the particular context that we consider in the sequel, we will need a
more precise statement (Theorem 5.2.4 below).
4.2.2. Proposition. Continue to assume that σ ∼= σ∨ ⊗ χ. Suppose that σ is abso-
lutely irreducible and residually multiplicity free, and that for each Jordan–Ho¨lder
factor σi of σ, there is a Γ-equivariant isomorphism σ
∨
i ⊗ χ ∼= σi. If σ◦ is any
Γ-invariant lattice in σ for which there is a Γ-equivariant embedding
(4.3) (σ◦)∨ ⊗ χ →֒ σ◦
whose cokernel is annihilated by ̟mE , then the socle and cosocle filtrations of σ
◦ are
both of length at most m+ 1.
Proof. If m = 0 then (4.3) is an isomorphism, and consequently there is a Γ-
equivariant isomorphism (σ◦)∨⊗χ ∼= σ◦. Passing to cosocles, we obtain an isomor-
phism soc(σ◦)∨⊗χ ∼= cosoc(σ◦), which, by our hypotheses, may be rewritten as an
isomorphism soc(σ◦) ∼= cosoc(σ◦). Since each Jordan–Ho¨lder factor of σ appears
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with multiplicity one, this implies a literal equality of the socle and cosocle of σ◦,
i.e. it implies that σ◦ is semisimple.
We treat the casesm ≥ 1 by induction on m. Obviously it is no loss of generality
to assume that m is minimal, i.e. that the image of the embedding (4.3) does not
lie in ̟Eσ
◦. Since σ is absolutely irreducible by assumption, so that the only
endomorphisms of σ are scalars, this condition then determines the embedding (4.3)
up to multiplication by an element of O×. Dualizing (4.3), and twisting by χ, we
obtain another embedding (σ◦)∨⊗χ →֒ σ◦ with the same property (that its image
is not contained in ̟Eσ
◦), which thus coincides with (4.3) up to multiplication by
an element of O×. Consequently we find that the cokernel of (4.3) is isomorphic to
its own Pontrjagin dual, up to twisting by χ.
In particular, if m = 1, then the cokernel τ of (4.3) is a representation of Γ
over kE which satisfies τ
∨ ⊗ χ ∼= τ. Since τ is a quotient of σ◦, we furthermore
have that every Jordan–Ho¨lder factor σi of τ appears with multiplicity one, and
satifies σ∨i ⊗ χ ∼= σi. Applying the same argument to τ as we applied to σ◦ in the
case m = 0, we conclude that τ is semisimple. A similar argument shows that the
cokernel of the induced embedding ̟Eσ
◦ →֒ (σ◦)∨ ⊗ χ is semisimple. Thus σ◦
admits a two-step filtration whose associated graded pieces are semisimple, proving
the proposition in this case.
Suppose finally that m > 1. Regard (σ◦)∨ ⊗ χ as a sublattice of σ◦ via (4.3),
and let σ′◦ := ̟Eσ
◦ + (σ◦)∨ ⊗ χ. Then (σ′◦)∨ ⊗ χ = (̟−1E (σ◦)∨ ⊗ χ) ∩ σ◦, and so
multiplication by ̟E induces a Γ-equivariant embedding
(σ′◦)∨ ⊗ χ →֒ σ′◦,
whose cokernel is easily checked to be annihilated by ̟m−1E . By induction we con-
clude that the socle and cosocle filtrations of σ′◦ are of length at most m, or equiv-
alently (multiplying by ̟−1E ), that the socle and cosocle filtrations of ̟
−1
E σ
′◦/σ′◦
are of length at most m. Since σ′◦ ⊆ σ◦ ⊆ ̟−1E σ′◦, we conclude that the socle and
cosocle filtrations of σ◦/σ′◦ are also of length at most m.
Now σ′◦/̟Eσ
◦ is a Γ-subrepresentation of σ◦ whose cosocle is a quotient of
cosoc
(
(σ◦)∨ ⊗ χ) ∼= soc(σ◦)∨ ⊗ χ ∼= soc(σ◦)
(the second isomorphism holding by our hypotheses that all the Jordan–Ho¨lder
factors of σ are self-dual up to twisting by χ). Since all the Jordan–Ho¨lder factors
of σ◦ appear with multiplicity one, in fact the cosocle of σ′◦/̟Eσ
◦ must be a sub-
representation of the socle of σ◦, and consequently σ′◦/̟Eσ
◦ must be semisimple.
Combining this with the conclusion of the preceding paragraph, we find that the
socle and cosocle filtrations of σ◦ are of length at most m+ 1, as required. 
5. Lattices in tame types
In this section we elaborate on the ideas of the preceding section in the context
of tame types (in the sense of Section 3). In the specific case of tame principal
series types, related results may be found in Section 2 of [Bre12], and several of our
arguments are generalisations of those found in [Bre12].
5.1. Socle and cosocle filtrations in tame types. If τ is a tame inertial type,
assumed to be non-scalar, we write σJ(τ) for the Jordan–Ho¨lder factor σ(τ)J de-
fined in 3.2 and 3.3, and Pτ for Pσ(τ).
20 MATTHEW EMERTON, TOBY GEE, AND DAVID SAVITT
For each J ∈ Pτ , we fix GL2(OFv )-invariant O-lattices σ◦,J (τ) and σ◦J (τ) in
σ(τ), so that the socle of σ◦,J(τ) (resp. the cosocle of σ◦J(τ)) is equal to σJ(τ). (In
the case of σ◦J(τ), this can be expressed more simply by saying that the cosocle of
σ◦J(τ) itself is equal to σJ(τ).) Lemma 4.1.1 shows that these lattices are uniquely
determined up to scaling. The following theorem describes the cosocle and socle
filtrations of the mod ̟E reductions of these lattices. Recall that we number the
layers of the cosocle and socle filtrations starting at 0.
5.1.1. Theorem. The i-th layer of the cosocle filtration of σ◦J (τ) (respectively, the
i-th layer of the socle filtration of σ◦,J(τ)) consists precisely of the Jordan–Ho¨lder
factors σJ′(τ) with |J△J ′| = i. Furthermore, if J1, J2 ∈ Pτ with |J1△J2| = 1, so
that σJ1(τ) and σJ2(τ) occur in adjacent layers of the cosocle filtration of σ
◦
J(τ)
(respectively, the socle filtration of σ◦,J(τ)), then the extension between σJ1(τ) and
σJ2(τ) in this filtration is nonsplit.
Suppose that J1, J2 ∈ Pτ with |J1△J2| = 1. It follows straightforwardly from
Theorem 5.1.1, together with Lemma 3.1.1, that every subquotient of σ◦J(τ) (re-
spectively σ◦,J(τ)) with Jordan–Ho¨lder factors precisely σJ1(τ) and σJ2(τ) must
be non-semisimple.
The remainder of this subsection is devoted to proving Theorem 5.1.1. The
proof requires a generalization of several of the results from Sections 3 and 4 of
[BP12], and we begin by establishing these generalizations. To this end, we fix an
f -tuple of integers (ri)0≤i≤f−1, such that 0 ≤ ri ≤ p− 1 for all i. Theorem 5.1.1 is
straightforward when f = 1, and we will assume that f > 1 in the below.
In [BP12, §3], Breuil and Pasˇku¯nas define a representation Vr of GL2(kv) over
F for each integer r ≥ 0, as the reduction modulo ̟E of a certain O-lattice in
SymrE2; here we recall that kv is regarded as embedded in F via κ0. (Actually
Breuil and Pasˇku¯nas work with coefficients in Zp, Qp, and Fp, rather than O, E,
and F, but it is evident that all their constructions and results descend to these
latter choices of coefficients.) In particular if 0 ≤ r ≤ p− 1 then Vr is isomorphic
to (Symrk2v)⊗kv ,κ0 F. By convention we let V−1 = 0.
Suppose that V is an F-representation of GL2(kv). In this section we follow the
notation of [BP12] and denote by V Fr
i
the representation of GL2(kv) obtained by
letting GL2(kv) act on V via twists by powers of the arithmetic Frobenius; so for
instance the Serre weight σ~t,~s of Section 2 can be written
⊗f−1
i=0 (Vsi ⊗ detti)Fr
i
.
The tensor product
⊗f−1
i=0 V
Fri
2p−2−ri is then naturally a representation of GL2(kv),
whose socle is equal to
⊗f−1
i=0 (Vri ⊗ detp−1−ri)Fr
i
, unless all of the ri = 0, in which
case the socle also contains
⊗f−1
i=0 Vp−1. (See the discussion of [BP12, §3].) In the
case when all ri ≤ p − 2, the submodule structure of
⊗f−1
i=0 V
Fri
2p−2−ri is analyzed
quite precisely in [BP12, §§3,4]; our goal is to make a similar analysis in the case
when some of the ri are equal to p − 1. In the case that all of the ri are equal
to p− 1, then the representation is irreducible, and we exclude this case from our
analysis below.
Following Section 3 of [BP12], we can describe the Jordan–Ho¨lder factors of⊗f−1
i=0 V
Fri
2p−2−ri in the following way. We let x0, . . . , xf−1 be variables, and we
define the set I(x0, . . . , xf−1) of all f -tuples λ := (λ0(x0), . . . , λf−1(xf−1)) which
satisfy the following conditions for each i (numbered cyclically):
• λi(xi) ∈ {xi, xi − 1, xi + 1, p− 2− xi, p− 3− xi, p− 1− xi},
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• if λi(xi) ∈ {xi, xi − 1, xi + 1}, then λi+1(xi+1) ∈ {xi+1, p− 2− xi+1}, and
• if λi(xi) ∈ {p − 2 − xi, p − 3 − xi, p − 1 − xi}, then λi+1(xi+1) ∈ {xi+1 −
1, xi+1 + 1, p− 3− xi+1, p− 1− xi+1}.
For λ ∈ I(x0, . . . , xf−1), we define e(λ) := 12
(∑f−1
i=0 p
i(xi−λi(xi))
)
if λf−1(xf−1) ∈
{xf−1, xf−1−1, xf−1+1}, and e(λ) := 12
(
pf −1+∑f−1i=0 pi(xi−λi(xi))) otherwise.
For each λ ∈ I(x0, . . . , xf−1), we define
σλ :=
f−1⊗
i=0
(Vλi(ri) ⊗ det p−1−ri)Fr
i ⊗ det e(λ)(r0,...,rf−1)
provided that 0 ≤ λi(ri) ≤ p− 1 for all i, and we leave σλ undefined otherwise.
5.1.2. Proposition. Each Jordan–Ho¨lder factor of
⊗f−1
i=0 V
Fri
2p−2−ri is isomorphic
to σλ for a uniquely determined λ ∈ I(x0, . . . , xf−1).
Proof. This follows immediately from Lemma 3.2 of [BP12], which shows that every
Jordan–Ho¨lder factor of an injective envelope of (Vri ⊗ detp−1−ri)Fr
i
is isomorphic
to σλ for a uniquely determined λ ∈ I(x0, . . . , xf−1), and Lemma 3.4 of [BP12]
(and the discussion immediately preceding it), which shows that
⊗f−1
i=0 V
Fri
2p−2−ri is
isomorphic to a subrepresentation of such an injective envelope. 
For any Jordan–Ho¨lder factor σ of
⊗f−1
i=0 V
Fri
2p−2−ri , we define an integer 0 ≤
l(σ) ≤ f as follows: write σ ∼= σλ, and let l(σ) be the number of 0 ≤ i ≤ f − 1 with
λi(xi) ∈ {p− 2− xi, p− 3− xi, p− 1− xi}.
Let E := {i | ri = p − 1}, and write S ′ := S \ E . (This is the set denoted Sr in
[BP12, §3].) We begin our analysis of the submodule structure of ⊗f−1i=0 V Fri2p−2−ri
by defining subrepresentations F ′J of
⊗f−1
i=0 V
Fri
2p−2−ri indexed by subsets J ⊆ S ′.
Note that by [BP12, Lem. 3.5], there is an embedding
(5.1) Vri ⊗ det p−1−ri →֒ V2p−2−ri ,
uniquely determined up to a non-zero scalar (of course, when ri = p − 1, the
embedding is an isomorphism). For each i ∈ S, define F ′J (i) to be the image of this
map if i 6∈ J, and to be V2p−2−ri if i ∈ J , and then define
F ′J :=
f−1⊗
i=0
F ′J(i)
Fri ⊆
f−1⊗
i=0
V Fr
i
2p−2−ri .
These subrepresentations are closely related to the filtration of
⊗f−1
i=0 V
Fri
2p−2−ri con-
sidered in [BP12] in the discussion preceding Lemma 3.8. More precisely, one has
that
Filj
f−1⊗
i=0
V Fr
i
2p−2−ri =
∑
|J|=|S′|−j
F ′J .
The association J 7→ F ′J is order-preserving, and, if we write
F ′<J :=
∑
i∈J
F ′J\{i} =
∑
J′(J
F ′J′ ,
then F ′J/F
′
<J = WJ , where WJ is a certain subquotient of
⊗f−1
i=0 V
Fri
2p−2−ri de-
fined in [BP12, §3], whose precise description is as follows. It follows from [BP12,
Lem. 3.5] that the cokernel of (5.1) is isomorphic to Vp−2−ri ⊗ V Fr1 . Thus WJ :=
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⊗f−1i=0WJ (i)Fr
i
, whereWJ (i) equals Vri⊗detp−1−ri if i 6∈ J , and equals Vp−2−ri⊗V Fr1
if i ∈ J.
If E = ∅, then each WJ is semi-simple, and the filtration Fili coincides with the
cosocle filtration of
⊗f−1
i=0 V
Fri
2p−2−ri . However, if E 6= ∅, these statements are no
longer true; it is this case that we wish to analyze further.
Before continuing our analysis, we need to consider extensions of Serre weights.
5.1.3. Proposition. Let σ~s,~t and σ~s′,~t′ be two Serre weights, and if f = 1 then
suppose that s0, s
′
0 6= p − 1. Then there is a non-zero extension between σ~s,~t and
σ~s′,~t′ if and only if the following conditions hold:
(1) If f = 1, then s′0 = p−2−s0±1, and t′0− t0 ≡ s0+1−p (1±1)2 (mod p−1).
(2) If f > 1, then there is some k such that sj = s
′
j if j 6= k, k+1, s′k = p−2−sk,
s′k+1 = sk+1±1, and
∑p−1
j=0 p
j(t′j−tj) ≡ pk(sk+1)−pk+1 (1±1)2 (mod pf−1).
In each of these cases both Ext1F[GL2(kv)](σ~s,~t, σ~s′,~t′) and Ext
1
F[GL2(kv)](σ~s′,~t′ , σ~s,~t)
are one-dimensional.
Proof. This is Corollary 5.6(i) of [BP12]. 
In what follows it will help to recall the explicit construction of the extensions
that are described by the preceding proposition. First note that if we set ri = si,
then the Serre weight σ~s,~t is a twist of
⊗f−1
i=0 (Vri ⊗det p−1−ri)Fr
i
; we thus may, and
do, restrict ourselves to considering extensions of the latter such representations.
As we have already recalled, Lemma 3.5 of [BP12] shows that V Fr
i
2p−2−ri sits in a
short exact sequence
(5.2) 0→ (Vri ⊗ det p−1−ri)Fr
i → V Fri2p−2−ri → V Fr
i
p−ri−2 ⊗ V Fr
i+1
1 → 0.
If we fix some i ∈ {0, . . . , f − 1}, and tensor this exact sequence with the represen-
tations (Vri′ ⊗ det p−1−ri′ )Fr
i′
for i′ 6= i, we obtain a short exact sequence1
0→
f−1⊗
i′=0
(Vri′ ⊗ det p−1−ri′ )Fr
i′ → V Fri2p−2−ri ⊗
⊗
i′ 6=i
(Vri′ ⊗ det p−1−ri′ )Fr
i′
→ V Frip−ri−2⊗ (Vri+1⊗V1⊗det p−1−ri+1)Fr
i+1⊗
⊗
i′ 6=i,i+1
(Vri′ ⊗det p−1−ri′ )Fr
i′ → 0.
The middle term of this short exact sequence is contained in
⊗f−1
i′=0 V
Fri
′
2p−2−ri′
, and
since the socle of this latter representation is equal to
⊗f−1
i′=0(Vri′ ⊗ det p−1−ri′ )Fr
i′
(unless all of the ri′ are equal to 0, but the extra term
⊗f−1
i′=0 Vp−1 which is then
present does not affect this argument), we conclude that the socle of the middle
term of this short exact sequence is equal to the left-hand term.
1Here and below we have to consider many tensor products indexed by the elements of S.
It will be convenient, and save introducing additional notation, to not always write these tensor
products with the indices taken in the standard order. This should cause no confusion, as long
as it is understood that for any permutation pi of S, and any collection of representations Ai
indexed by the elements i ∈ S, we always identify
⊗
iAi and
⊗
iApi(i) via the isomorphism
a0 ⊗ · · · ⊗ af−1 7→ api(0) ⊗ · · · ⊗ api(f−1); i.e. we rearrange the order of the factors in the tensor
product according to the permutation pi−1.
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If ri+1 ≤ p − 2 then [BP12, Lem. 3.8(i)] shows that Vri+1 ⊗ V1 ∼= Vri+1+1 ⊕
(Vri+1−1⊗det), and thus this short exact sequence gives rise to the non-split exten-
sions of V Fr
i
p−ri−2⊗ (Vri+1±1⊗det p−
1±1
2 −ri+1)Fr
i+1 ⊗⊗i′ 6=i,i+1(Vri′ ⊗det p−1−ri′ )Fri′
by
⊗f−1
i′=0(Vri′ ⊗ det p−1−ri′ )Fr
i′
whose existence is asserted by Proposition 5.1.3. If
ri+1 = p−1, then [BP12, Lems. 3.4, 3.5, and 3.8(ii)] show that Vri+1⊗V1 = Vp−1⊗V1
contains Vp−2 ⊗ det = Vri+1−1 ⊗ det as a subrepresentation, and so the preceding
short exact sequence gives rise to the non-split extension of V Fr
i
p−ri−2 ⊗ (Vri+1−1 ⊗
det p−ri+1)Fr
i+1 ⊗⊗i′ 6=i,i+1(Vri′ ⊗ det p−1−ri′ )Fri′ by ⊗f−1i′=0(Vri′ ⊗ det p−1−ri′ )Fri′
whose existence is asserted by Proposition 5.1.3.
From these explicit constructions, we can infer the following lemma.
5.1.4. Lemma. Suppose that f > 1, and that σ~s,~t and σ~s′,~t′ are two Serre weights
related as in the statement of Proposition 5.1.3 (2); namely there is some k such
that sj = s
′
j if j 6= k, k+1, s′k = p−2−sk, s′k+1 = sk+1±1, and
∑p−1
j=0 p
j(t′j− tj) ≡
pk(sk + 1)− pk+1 (1±1)2 (mod pf − 1). Suppose moreover that si = s′i = 0 for some
particular i 6= k, k + 1. If 0 → σ~s,~t → V → σ~s′,~t′ → 0 is a non-split extension
of GL2(kv)-representations over F, and if 0 ≤ r ≤ p − 1, then the tensor product
0 → σ~s,~t ⊗ V Fr
i
r → V ⊗ V Fr
i
r → σ~s′,~t′ ⊗ V Fr
i
r → 0 is again a non-split extension of
such representations.
Proof. Define ~r by rj = sj if j 6= i, and ri = r, and similarly define ~r′ by r′j = s′j
if j 6= i, and r′i = r. Then σ~r,~t and σ~r′,~t′ again satisfy condition (2) of Propo-
sition 5.1.3, and so, by that proposition, there is a non-trivial extension of σ~r′,~t′
by σ~r,~t. The preceding discussion shows, though, that this extension is in fact ob-
tained exactly by tensoring the extension of σ~s′,~t′ by σ~s,~t by V
Fri
r . This proves the
lemma. 
We need a further technical lemma related to extensions. Before stating it, we
introduce a definition. If 0 ≤ r ≤ p− 1 and 0 ≤ n < f − 1, then we define
Vr(n) := Vr ⊗ V Fr1 ⊗
n⊗
i=1
V Fr
i
p−1.
5.1.5. Lemma. The lattice of subrepresentations of Vr(n) is totally ordered, and
thus Vr(n) admits a unique Jordan–Ho¨lder filtration, which coincides with both its
socle and cosocle filtration. The length of this filtration is 2n+ 1, and the Jordan–
Ho¨lder factors of this filtration, taken in order are
Vr ⊗ (Vp−2 ⊗ det)Fr ⊗ V Fr2p−1 ⊗ · · · ⊗ V Fr
n
p−1 ,
Vr ⊗ V Fr0 ⊗ (Vp−2 ⊗ det)Fr
2 ⊗ V Fr3p−1 ⊗ · · · ⊗ V Fr
n
p−1 ,
· · · ,
Vr ⊗ V Fr0 ⊗ · · · ⊗ V Fr
n−1
0 ⊗ (Vp−2 ⊗ det)Fr
n
,
Vr ⊗ V Fr0 ⊗ · · · ⊗ V Fr
n
0 ⊗ V Fr
n+1
1 ,
Vr ⊗ V Fr0 ⊗ · · · ⊗ V Fr
n−1
0 ⊗ (Vp−2 ⊗ det)Fr
n
,
· · · ,
Vr ⊗ V Fr0 ⊗ (Vp−2 ⊗ det)Fr
2 ⊗ V Fr3p−1 ⊗ · · · ⊗ V Fr
n
p−1 ,
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Vr ⊗ (Vp−2 ⊗ det)Fr ⊗ V Fr
2
p−1 ⊗ · · · ⊗ V Fr
n
p−1 .
5.1.6. Remark. Of course we could omit the V0 factors in the expressions, as V0 is
the trivial representation, but we have left them in place for clarity. Note also that
the ith and (2n− i)th layers of the filtration are isomorphic.
Proof of Lemma 5.1.5. We proceed by induction on n, the case n = 0 being trivial.
Suppose now that the result is proved for some value of n; writing Vr(n + 1) =
Vr(n)⊗ V Frn+1p−1 , we will deduce the claim of the lemma for n+ 1.
To this end, consider one of the extensions
(5.3) 0→ soci Vr(n)/ soci−1 Vr(n)→ soci+1 Vr(n)/ soci−1 Vr(n)
→ soci+1 Vr(n)/ soci Vr(n)→ 0
arising from the socle filtration of Vr(n), where we first suppose that either i < n−1
or i > n. Tensoring with V Fr
n+1
p−1 , it follows from Lemma 5.1.4 that the resulting
short exact sequence is again non-split.
If now i = n − 1, then (applying our inductive hypothesis) the short exact
sequence (5.3) becomes
0→ Vr ⊗ V Fr0 ⊗ . . .⊗ V Fr
n−1
0 ⊗ (Vp−2 ⊗ det)Fr
n
→ socn Vr(n)/ socn−2 Vr(n)
→ Vr ⊗ V Fr0 ⊗ . . .⊗ V Fr
n−1
0 ⊗ V Fr
n
0 ⊗ V Fr
n+1
1 → 0,
and tensoring with V Fr
n+1
p−1 yields the short exact sequence
0→ Vr ⊗ V Fr0 ⊗ . . .⊗ V Fr
n−1
0 ⊗ (Vp−2 ⊗ det)Fr
n ⊗ V Frn+1p−1
→ (socn Vr(n)/ socn−2 Vr(n))⊗ V Frn+1p−1
→ Vr ⊗ V Fr0 ⊗ . . .⊗ V Fr
n−1
0 ⊗ V Fr
n
0 ⊗ (V1 ⊗ Vp−1)Fr
n+1 → 0.
Now, as a particular case of the above explicit description of extensions, we know
that the socle of Vr ⊗ V Fr0 ⊗ . . . ⊗ V Fr
n−1
0 ⊗ V Fr
n
0 ⊗ (V1 ⊗ Vp−1)Fr
n+1
is equal to
Vr ⊗ V Fr0 ⊗ . . . ⊗ V Fr
n−1
0 ⊗ V Fr
n
0 ⊗ (Vp−2 ⊗ det)Fr
n+1
, and that the extension of
Vr ⊗ V Fr0 ⊗ . . .⊗ V Fr
n−1
0 ⊗ V Fr
n
0 ⊗ (Vp−2 ⊗ det)Fr
n+1
by Vr ⊗ V Fr0 ⊗ . . .⊗ V Fr
n−1
0 ⊗
(Vp−2⊗det)Frn⊗V Frn+1p−1 induced by the preceding short exact sequence is non-split.
Putting together everything shown so far, and taking into account the inductive
hypothesis, we conclude that soci Vr(n+ 1) has the structure claimed in the state-
ment of the lemma for i ≤ n. A similar analysis applies if we tensor (5.3) with
V Fr
n+1
p−1 in the case when i = n, and so we likewise conclude that cosoci Vr(n + 1)
has the claimed structure when i ≤ n.
To complete the proof of the lemma, it suffices to show that the socle filtration
of
(
socn Vr(n)/ socn−1 Vr(n)
) ⊗ V Frn+1p−1 has length three, with Jordan–Ho¨lder con-
situents (in order) equal to Vr ⊗ V Fr0 ⊗ · · · ⊗ V Fr
n
0 ⊗ (Vp−2 ⊗ det)Fr
n+1
, Vr ⊗ V Fr0 ⊗
· · · ⊗ V Frn+10 ⊗ V Fr
n+2
1 , and Vr ⊗ V Fr0 ⊗ · · · ⊗ V Fr
n
0 ⊗ (Vp−2 ⊗ det)Fr
n+1
. Now (again
using our inductive hypothesis) we have that(
socn Vr(n)/ socn−1 Vr(n)
)⊗ V Frn+1p−1
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= Vr ⊗ V Fr0 ⊗ . . .⊗ V Fr
n−1
0 ⊗ V Fr
n
0 ⊗ (V1 ⊗ Vp−1)Fr
n+1
.
From [BP12, Lem. 3.8 (ii)] we see that V1 ⊗ Vp−1 is equal to the representation
denoted there by Rp−2. From [BP12, Lems. 3.4, 3.5] and the surrounding discussion
we see that Rp−2 has socle equal to Vp−2 ⊗ det, and that the quotient of Rp−2 by
its socle is equal to an extension of Vp−2 ⊗ det by V Fr1 . Since Vp−2 does not admit
a non-trivial extension of itself as a GL2(kv)-representation (by Proposition 5.1.3),
that extension of Vp−2 ⊗ det by V Fr1 must be non-split, and so in fact Rp−2 has
a socle filtration of length three, with constituents (in order) equal to Vp−2 ⊗ det,
V Fr1 , and Vp−2 ⊗ det. Our desired conclusion now follows from this, together with
Lemma 5.1.4. 
Next, we introduce some additional notation. First, for any i ∈ S, we let l(i) :=
max{j ∈ S ′ | j ≤ i}. (Here the ordering on S is understood cyclically, i.e. f − 1 < 0,
and recall that S ′ 6= ∅.) If J ⊆ S ′, then we write J˜ := {i ∈ S | l(i) ∈ J}.
If i ∈ S ′, then define
X(i) := V Fr
i
p−2−ri ⊗ V Fr
i+1
1 ⊗
⊗
j∈E s.t. l(j)=i
V Fr
j
p−1.
In terms of this definition (and taking into account the preceding description of the
cokernel of (5.1)), we see that for any J ⊆ S ′, there is an isomorphism
(5.4) WJ =
⊗
i∈J
X(i)⊗
⊗
i6∈J˜
(Vri ⊗ det p−1−ri)Fr
i
.
5.1.7. Lemma. For any i ∈ S ′ the lattice of subrepresentations of X(i) is totally
ordered, and thus X(i) admits a unique Jordan–Ho¨lder filtration, which coincides
with both its socle and cosocle filtration. If we let i+n denote the maximal element
of S for which l(i + n) = i, then the length of this filtration is 2n + 1, and the
Jordan–Ho¨lder factors of this filtration, taken in order are
V Fr
i
p−2−ri ⊗ (Vp−2 ⊗ det)Fr
i+1 ⊗ V Fri+2p−1 ⊗ · · · ⊗ V Fr
i+n
p−1 ,
V Fr
i
p−2−ri ⊗ V Fr
i+1
0 ⊗ (Vp−2 ⊗ det)Fr
i+2 ⊗ V Fri+3p−1 ⊗ · · · ⊗ V Fr
i+n
p−1 ,
· · · ,
V Fr
i
p−2−ri ⊗ V Fr
i+1
0 ⊗ · · · ⊗ V Fr
i+n−1
0 ⊗ (Vp−2 ⊗ det)Fr
i+n
,
V Fr
i
p−2−ri ⊗ V Fr
i+1
0 ⊗ · · · ⊗ V Fr
i+n
0 ⊗ V Fr
i+n+1
1 ,
V Fr
i
p−2−ri ⊗ V Fr
i+1
0 ⊗ · · · ⊗ V Fr
i+n−1
0 ⊗ (Vp−2 ⊗ det)Fr
i+n
,
· · · ,
V Fr
i
p−2−ri ⊗ V Fr
i+1
0 ⊗ (Vp−2 ⊗ det)Fr
i+2 ⊗ V Fri+3p−1 ⊗ · · · ⊗ V Fr
i+n
p−1 ,
V Fr
i
p−2−ri ⊗ (Vp−2 ⊗ det)Fr
i+1 ⊗ V Fri+2p−1 ⊗ · · · ⊗ V Fr
i+n
p−1 .
Proof. This follows immediately from Lemma 5.1.5. 
We let P denote the collection of subsets J ⊆ S for which i ∈ J ∩E implies that
i − 1 ∈ J . The following proposition constructs, for each element J ∈ P , a sub-
representation FJ of
⊗f−1
i=0 V
Fri
2p−2−ri . This construction refines the correspondence
J 7→ F ′J (for J ⊆ S ′) introduced above.
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5.1.8. Proposition. There is a unique way to define an order-preserving map J 7→
FJ from P to the lattice of subrepresentations of
⊗f−1
i=0 V
Fri
2p−2−ri such that:
(1) FJ ⊂ F ′J∩S′ .
(2) The inclusion ∑
J′∈P, J′(J s.t.
J′∩S′(J∩S′
FJ′ ⊂ FJ ∩ F ′<J∩S′
(which holds by (1) together with the fact that J ′ 7→ FJ′ is order preserving)
is an equality.
(3) If for each i ∈ J ∩ S ′ we let ni(J) denote the largest integer for which
{i + 1, . . . , i + ni(J)} ⊆ J ∩ E , then the image of FJ/(FJ ∩ F ′<J∩S′) =
(FJ + F
′
<J∩S′)/F
′
<J∩S′ in WJ = F
′
J∩S′/F
′
<J∩S′ is identified under the iso-
morphism (5.4) with the tensor product⊗
i∈J∩S′
socni(J)X(i)⊗
⊗
i6∈J˜
(Vri ⊗ det p−1−ri)Fr
i
.
(Here socni(J)X(i) denotes the ni(J)th stage of the socle filtration on X(i).)
Proof. The given conditions allow us to recursively define FJ , beginning with
F∅ =
⊗f−1
i=0 V
Fri
ri . It is obvious that conditions (1)-(3) determine FJ ⊂ F ′J∩S′
uniquely. 
Note that S is the (unique) maximal element of P .
5.1.9. Lemma. If V is a subrepresentation of
⊗f−1
i=0 V
Fri
2p−2−ri with socle equal to⊗f−1
i=0 (Vri ⊗ detp−1−ri)Fr
i
, then the multiset JH(V ) of Jordan–Ho¨lder factors of V
satisfies multiplicity one if and only if V ⊆ FS . Furthermore, any F-representation
W of GL2(kv) with socle
⊗f−1
i=0 V
Fri
ri which satisfies multiplicity one is isomorphic
to some such V .
5.1.10. Remark. Provided that some ri 6= 0, every subrepresentation of V has socle
equal to
⊗f−1
i=0 (Vri ⊗ detp−1−ri)Fr
i
.
Proof of Lemma 5.1.9. Write ni := ni(S). An examination of the statement of
Lemma 5.1.7 shows that if j > ni then the multiset of Jordan–Ho¨lder constituents
of socj X(i) does not satisfy multiplicity one. From this a straightforward induction
shows that if JH(V ) does satisfy multiplicity one, then F ′J ∩ V = FJ˜ ∩ V for each
J ⊂ S ′. Taking J = S ′, so that J˜ = S, we conclude that V ⊆ FS , as claimed.
To show that FS satisfies multiplicity one, set F<J :=
∑
J′(J FJ′ . Then by
Proposition 5.1.8(3), we see that
FJ/F<J ∼=
⊗
i∈J∩S′
(
socni(J)X(i)/ socni(J)−1X(i)
)⊗⊗
i6∈J˜
V Fr
i
ri .
Suppose that σλ is a Jordan–Ho¨lder factor of FJ/F<J . From the explicit description
of the socle filtration onX(i), it is easy to check (using [BP12, Lem. 3.8(i)] whenever
ni(J) = ni(S)) that we have l(σλ) = |J |, and it is also clear that λ determines J .
Therefore, in order to check that FS satisfies multiplicity one, it suffices to show
that each FJ/F<J satisfies multiplicity one, which is immediate from its explicit
description.
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Finally, note that any W with socle
⊗f−1
i=0 (Vri ⊗ detp−1−ri)Fr
i
which satisfies
multiplicity one is isomorphic to a subrepresentation of
⊗f−1
i=0 V
Fri
2p−2−ri by Propo-
sition 3.6 of [BP12]. 
5.1.11. Proposition. The socle filtration of FS is given by
socn FS =
∑
J∈P
|J|=n
FJ .
Furthermore, all extensions between constituents of successive layers of the socle
filtration which can be non-zero according to Proposition 5.1.3, are non-zero.
Proof. Set soc′n FS :=
∑
J∈P
|J|=n
FJ . As in the proof of Lemma 5.1.9, any Jordan–
Ho¨lder factor σ of soc′n FS/ soc
′
n−1 FS satisfies l(σ) = n. It follows immediately
from Proposition 5.1.3 that if σ′ is another Jordan–Ho¨lder factor of FS which
admits an extension with σ, then l(σ′) = l(σ) ± 1, so in particular we see that
soc′n FS/ soc
′
n−1 FS is semisimple.
On the other hand, by Lemma 5.1.4 (together with the discussion preceding
it) and the very definition of the FJ (concretely, the description of FJ/F<J given
in the proof of Lemma 5.1.9), we see that each irreducible subrepresentation of
the quotient soc′n FS/ soc
′
n−1 FS extends some irreducible subrepresentation of the
quotient soc′n−1 FS/ soc
′
n−2 FS , and indeed that any possibly non-zero extension
between constituents of these layers is in fact non-zero. Thus soc′n FS = socn FS ,
and the result follows. 
Proof of Theorem 5.1.1. The result for the cosocle filtrations of the σ◦J(τ) follows
by duality from that for the socle filtrations of the σ◦,J(τ). In this case, after
twisting we may suppose that for some 0 ≤ ri ≤ p − 1 not all equal to p − 1,
we have σJ(τ) ∼=
⊗f−1
i=0 (Vri ⊗ detp−1−ri)Fr
i
. By Lemma 3.1.1, σ◦,J(τ) satisfies
multiplicity one, and it has socle σJ(τ) ∼=
⊗f−1
i=0 (Vri ⊗ detp−1−ri)Fr
i
by definition,
so we see from Lemma 5.1.9 that it is isomorphic to a subrepresentation of FS .
The result is then immediate from Proposition 5.1.11 upon noting that for each
Jordan–Ho¨lder factor σJ′(τ) we have l(σJ′(τ)) = |J△J ′|, and that (as already
noted in the proof of Proposition 5.1.11), the irreducible constituents of the ith
layer of the socle filtration of FS are precisely those σ with l(σ) = i. 
5.2. Specific lattices and their gauges. Maintain the notation and assumptions
of the previous sections, so that τ is a non-scalar tame inertial type, and for each
J ∈ Pτ , we have GL2(OFv )-invariant O-lattices σ◦,J(τ) and σ◦J (τ) in σ(τ), which
are uniquely determined up to scaling. In this section, we choose E = O[ 1p ] to be
unramified over Qp; this is possible by Lemma 3.1.1. If τ is cuspidal, assume in
addition that τ is regular. The arguments of this section are an abstraction and
generalisation of the proof of The´ore`me 2.4 of [Bre12].
We can and do fix some Jbase ∈ Pτ with Jcbase ∈ Pτ ; if τ is a principal series
type, then we take Jbase = ∅, and if τ is cuspidal then by Lemma 3.3.1 we can and
do set Jbase = {i, . . . , f−1} for some i. We then have an involution ı on the subsets
of S given by ı(J) := J△Jbase, so that ı(Jbase) = ∅ and ı(Jcbase) = S. Note that
if τ is a principal series type, then ı(J) = J for all J . We will need the following
simple combinatorial lemma.
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5.2.1. Lemma. For any J ⊆ J ′ ⊆ S such that ı(J), ı(J ′) ∈ Pτ , we can find a chain
J = J0 ( J1 ( · · · ( J|J′|−|J| = J ′ such that |Ji| = i+ |J | and ı(Ji) ∈ Pτ for each i.
Proof. It suffices to consider the case J ′ = S. (Observe that ı(Ji ∩ J ′) ∈ Pτ , and
so replacing each Ji with Ji ∩ J ′ and discarding duplicates will give the desired
chain.) The principal series case is part of [Bre12, Lem. 2.1(iii)], so we need only
consider the (regular) cuspidal case. We must show that if J 6= S with ı(J) ∈ Pτ ,
then there is some j /∈ J such that ı(J ∪ {j}) ∈ Pτ . We will prove this directly
from the definition of Pτ . We use the notation of Section 3.3.
Continue to assume that τ is a regular cuspidal type, so that as above we have
Jbase = {i, . . . , f − 1} for some i with 0 < ci < p− 1. For the sake of contradiction
suppose that we have some J 6= S with ı(J) ∈ Pτ and for all j 6∈ J , ı(J ∪{j}) /∈ Pτ .
Then we see that for each j /∈ J with 0 ≤ j ≤ i− 1, either
• j − 1 /∈ ı(J)0 and cj = p− 1, or
• j + 1 /∈ ı(J) and cj+1 = 0,
and for each j /∈ J with i ≤ j ≤ f − 1, either
• j − 1 ∈ ı(J)0 and cj = 0, or
• j 6= f − 1, j + 1 /∈ J and cj+1 = p− 1, or
• j = f − 1, 0 /∈ J , and c0 = 0.
Note that in the final bullet point we have eliminated the possibility j = f − 1,
i = 0, 0 ∈ J , and c0 = 0 because this contradicts ci 6= 0.
Suppose that i /∈ J . Then since ci 6= 0, we see that if i < f − 1 then ci+1 = p− 1
and i+1 /∈ J . Continuing in this fashion, we see that i+1, . . . , f − 1 /∈ J , and that
ci+1 = · · · = cf−1 = p − 1. Applying the same analysis again, we see that 0 /∈ J
and c0 = 0. If i = 0 this is a contradiction; otherwise, continuing in the same way,
we deduce that c1 = 0 and 1 /∈ ı(J), and eventually we conclude that ci = 0, a
contradiction.
Suppose now that i ∈ J . Suppose that there is some 0 ≤ j ≤ i − 1 with j /∈ J ,
and without loss of generality let j be maximal with this property. Then we see
that cj = p − 1 and j − 1 /∈ ı(J)0 (using ci 6= 0 in case j = i − 1), so continuing
in this fashion, we have in particular 0 /∈ J , c0 = p − 1, and f − 1 /∈ J . Then
cf−1 = 0, i 6= f −1, and f−2 ∈ ı(J)0; so f −2 /∈ J , and then f −3 /∈ J, . . . , i /∈ J , a
contradiction. So we see that j ∈ J for all 0 ≤ j ≤ i, and thus we must have j /∈ J
for some i+1 ≤ j ≤ f − 1. Let j be maximal with this property. Then we see that
cj = 0 and j−1 ∈ ı(J) (recalling in case j = f−1 that we have 0 ∈ J), so j−1 /∈ J ,
and then cj−1 = 0, and continuing in this fashion we obtain j − 2 /∈ J, . . . , i /∈ J , a
contradiction. 
If σ◦ is any GL2(OFv )-invariant O-lattice in σ(τ) and ı(J) ∈ Pτ , then we let
εı(J)(σ
◦) denote the least integer such that pεı(J)(σ
◦)σ◦ı(J)(τ) ⊆ σ◦. The tuple
(pεı(J)(σ
◦))ı(J)∈Pτ is the gauge of σ
◦. It is easy to see that the following fundamental
property holds.
5.2.2. Property. For any lattice σ◦, and for any J, J ′ with ı(J), ı(J ′) ∈ Pτ , we have
εı(J′)(σ
◦
ı(J)(τ)) ≥ εı(J′)(σ◦)− εı(J)(σ◦),
with equality if and only if σ◦ contains a subquotient with socle σı(J′)(τ) and cosocle
σı(J)(τ).
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Note that if we take σ◦ to be σ◦,ı(J
′)(τ), then for any σı(J)(τ), the quotient
σ◦,ı(J
′)(τ) contains a subobject with socle σı(J′)(τ) and cosocle σı(J)(τ), and so in
particular we deduce that
(5.5) εı(J′)(σ
◦
ı(J)(τ)) = εı(J′)(σ
◦,ı(J′)(τ)) − εı(J)(σ◦,ı(J
′)(τ)).
We fix σ◦,ı(∅)(τ) once and for all. We then normalize the σ◦ı(J)(τ) by requir-
ing that εı(J)(σ
◦,ı(∅)(τ)) = 0, and we normalize the σ◦,ı(J)(τ) by requiring that
εı(∅)(σ
◦,ı(J)(τ)) = 0. Note that, with these normalizations, (5.5) implies that
εı(∅)(σ
◦
ı(J)(τ)) = 0, and Property 5.2.2 then implies that
0 = εı(∅)(σ
◦
ı(J)(τ)) ≥ εı(∅)(σ◦,ı(J
′)(τ)) − εı(J)(σ◦,ı(J
′)(τ)) = 0− εı(J)(σ◦,ı(J
′)(τ)),
i.e. that
(5.6) εı(J)(σ
◦,ı(J′)(τ)) ≥ 0 for all J, J ′ with ı(J), ı(J ′) ∈ Pτ .
Our key input is the following.
5.2.3. Proposition. (1) We have pfσ◦,ı(∅)(τ) ⊆ σ◦ı(∅)(τ) ⊆ σ◦,ı(∅)(τ), and
σ◦ı(S)(τ) = σ
◦,ı(∅)(τ).
(2) The sets J with ı(J) ∈ Pτ such that σı(J)(τ) appears in the ith layer of the
socle filtration of σ◦ı(∅)(τ) are precisely those J with |J | = f − i.
(3) σ◦,ı(∅)(τ) contains a subquotient with socle σı(J′)(τ) and cosocle σı(J)(τ) if
and only if J ′ ⊆ J, and σ◦ı(∅)(τ) contains a subquotient with socle σı(J′)(τ)
and cosocle σı(J)(τ) if and only if J ⊆ J ′.
Proof. (1) By Theorem 5.1.1, σ◦,ı(∅)(τ) has cosocle σı(S)(τ), so the assumption
that εı(S)(σ
◦,ı(∅)(τ)) = 0 implies that σ◦ı(S)(τ) = σ
◦,ı(∅)(τ).
By Lemma 3.1.1, there is a character χ such that σ(τ)∨ ⊗ χ ∼= σ(τ), and such
that each σı(J)(τ) satisfies σı(J)(τ)
∨ ⊗ χ ∼= σı(J)(τ). There is thus an isomorphism
(σ◦,ı(∅)(τ))∨⊗χ ∼= σ◦ı(∅)(τ), and the result then follows from Proposition 4.2.1 and
the assumption that εı(∅)(σ
◦,ı(∅)(τ)) = 0.
(2) This is immediate from (1) and Theorem 5.1.1.
(3) Suppose J ′ ⊆ J . An easy induction on |J \ J ′| shows that any subrepresen-
tation of σ◦,ı(∅)(τ) with σı(J)(τ) as a Jordan–Ho¨lder factor also has σı(J′)(τ) as a
Jordan–Ho¨lder factor. (In the case |J \ J ′| = 1 consider the quotient of σ◦,ı(∅)(τ)
by the maximal subrepresentation containing neither σı(J)(τ) nor σı(J′)(τ) as a
Jordan–Ho¨lder factor, which must have socle σı(J′)(τ) by the paragraph following
Theorem 5.1.1. For the induction step use Lemma 5.2.1.) The claim for σ◦,ı(∅)(τ)
follows easily from this, and the result for σ◦ı(∅)(τ) is similar. 
From Property 5.2.2 and Proposition 5.2.3(3), we see that
(5.7) εı(J′)(σ
◦
ı(J)(τ)) = 0 if J
′ ⊆ J,
that
(5.8) εı(J′)(σ
◦
ı(J)(τ)) > 0 if J
′ 6⊆ J,
and that
(5.9) εı(J′)(σ
◦
ı(J)(τ)) = εı(J′)(σ
◦
ı(∅)(τ)) − εı(J)(σ◦ı(∅)(τ)) if J ⊆ J ′.
(There is a fourth relation in the case J 6⊆ J ′, but we will not need this.)
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Now combining relations (5.8) and (5.9), we see that if we partially order the
subsets of ı(Pτ ) by inclusion, then εı(J)(σ◦ı(∅)(τ)) is a strictly increasing function
of J . By Proposition 5.2.3(1) we have εı(S)(σ
◦
ı(∅)(τ)) ≤ f , so we see that 0 ≤
εı(J)(σ
◦
ı(∅)(τ)) ≤ f for each J ∈ ı(Pτ ). By Lemma 5.2.1 (applied twice, to the pairs
∅, J and J,S), each J ∈ ı(Pτ ) lies in a chain of elements of ı(Pτ ) of length f + 1,
so we conclude that in fact
εı(J)(σ
◦
ı(∅)(τ)) = |J |,
and that
(5.10) εı(J′)(σ
◦
ı(J)(τ)) = |J ′ \ J | if J ⊆ J ′.
As an application of this, note that if we take J = ı(∅) in relation (5.5), we find
that
(5.11) εı(J′)(σ
◦,ı(J′)(τ)) = |J ′|.
As another application, combining (5.7) and (5.10) with Property 5.2.2, we find
that for any J, J ′ ∈ ı(Pτ ) we have
(5.12) |J ′ \ J | = εı(J′)(σ◦ı(J∩J′)(τ))
≥ εı(J′)(σ◦ı(J)(τ)) − εJ∩J′(σ◦ı(J)(τ)) = εı(J′)(σ◦ı(J)(τ)).
Fix some J, J ′ ∈ ı(Pτ ), and consider a chain J ′ = J0, J1, . . . , Jn = J joining
σı(J′)(τ) to σı(J)(τ) in the socle filtration of σ
◦,ı(J′)(τ) (so that σı(Ji)(τ) is in
the i-th layer of the socle filtration of σ◦,ı(J
′)(τ), and is non-trivially extended
by σı(Ji−1)(τ) in the socle filtration). By Theorem 5.1.1, Ji+1 is obtained from Ji
by either adding or removing an element. Property 5.2.2 gives that
εı(Ji)(σ
◦
ı(Ji+1)
(τ)) = εı(Ji)(σ
◦,ı(J′)(τ)) − εı(Ji+1)(σ◦,ı(J
′)(τ)).
From (5.7) we conclude that
εı(Ji)(σ
◦,ı(J′)(τ)) = εı(Ji+1)(σ
◦,ı(J′)(τ)) if Ji ⊆ Ji+1,
while from (5.10) we conclude that
εı(Ji)(σ
◦,ı(J′)(τ)) = εı(Ji+1)(σ
◦,ı(J′)(τ)) + 1 if Ji+1 ⊆ Ji.
Passing along the whole chain from J ′ to J , we find that
(5.13) εı(J)(σ
◦,ı(J′)(τ)) ≤ εı(J′)(σ◦,ı(J
′)(τ)) − |J ′ \ J |.
Combining this with Property 5.2.2 again gives
(5.14) εı(J′)(σ
◦
ı(J)(τ)) = εı(J′)(σ
◦,ı(J′)(τ)) − εı(J)(σ◦,ı(J
′)(τ)) ≥ |J ′ \ J |.
Combining (5.12) and (5.14), we find that
εı(J′)(σ
◦
ı(J)(τ)) = |J ′ \ J |.
Since we have equality in (5.14), we must also have equality in (5.13), and combining
this with (5.11), we find that
(5.15) εı(J)(σ
◦,ı(J′)(τ)) = |J ∩ J ′|.
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5.2.4. Theorem. (1) We have σ◦,ı(J)(τ) =
∑
J′ p
|J∩J′|σ◦ı(J′)(τ).
(2) Suppose that ı(J) ∈ Pτ , that j /∈ J , and that ı(J ∪ {j}) ∈ Pτ . Then we have
inclusions
pσ◦,ı(J)(τ) ⊆ σ◦,ı(J∪{j})(τ) ⊆ σ◦,ı(J)(τ).
Furthermore the Serre weights occuring as Jordan–Ho¨lder factors of the cokernel of
the inclusion σ◦,ı(J∪{j})(τ) ⊆ σ◦,ı(J)(τ) are the σı(J′)(τ) with j ∈ J ′, and the Serre
weights occuring in the cokernel of the inclusion pσ◦,ı(J)(τ) ⊆ σ◦,ı(J∪{j})(τ) are the
σı(J′)(τ) with j /∈ J ′.
(3) We have σ◦ı(J)(τ) =
∑
J′ p
|Jc∩J′c|σ◦,ı(J
′)(τ).
(4) Suppose that ı(J) ∈ Pτ , that j /∈ J , and that ı(J ∪ {j}) ∈ Pτ . Then we have
inclusions
pσ◦ı(J∪{j})(τ) ⊆ σ◦ı(J)(τ) ⊆ σ◦ı(J∪{j})(τ).
Furthermore the Serre weights occuring as Jordan–Ho¨lder factors of the cokernel
of the inclusion σ◦ı(J)(τ) ⊆ σ◦ı(J∪{j})(τ) are the σı(J′)(τ) with j ∈ J ′, and the Serre
weights occuring in the cokernel of the inclusion pσ◦ı(J∪{j})(τ) ⊆ σ◦ı(J)(τ) are the
σı(J′)(τ) with j /∈ J ′.
Proof. (1) This is immediate from (5.15) and Proposition 4.1.4.
(2) The inclusions are immediate from (1), and the claims on the Serre weights
follow easily from considering the composite maps
pεı(J′)(σ
◦,ı(J∪{j})(τ))σ◦ı(J′)(τ) = p
|J′∩(J∪{j})|σ◦ı(J′)(τ) ⊆ σ◦,ı(J∪{j})(τ) ⊆ σ◦,ı(J)(τ)
and comparing with pεı(J′)(σ
◦,ı(J)(τ))σ◦ı(J′)(τ) = p
|J′∩J|σ◦ı(J′)(τ) ⊆ σ◦,ı(J)(τ).
(3) This follows by an argument analogous to the proof of (1).
(4) This follows by applying (2) to the contragredient of σ(τ). 
6. Patching functors
In this section we will introduce the cohomology groups that we will consider, and
we will apply the Taylor–Wiles–Kisin method to them. We will follow Sections 4
and 5 of [GK12], but we will take a more functorial approach, and we also follow
[BD14] in laying the foundations for the multiplicity one results that we will prove in
Section 10. Our functorial version of the Taylor–Wiles–Kisin method is a refinement
of the approach taken in ([Kis09a], [EG14], [GK12]), where the patching argument is
applied simultaneously for various lattices in types, and for certain filtrations on the
reductions of these types modulo p; here we take this construction to its natural level
of generality, and patch simultaneously over all finitely generated representations.
(One could also presumably take a limit over all tame levels simultaneously, but
as we have no need to do so for the applications we have in mind we have avoided
setting up the necessary foundations.)
Of course, the resulting functor depends on the non-canonical choice of various
auxiliary primes, but it seems reasonable to expect that it in fact enjoys various
canonical properties. In fact, under appropriate genericity hypotheses, the results
of Sections 8 and 10 below show that the restriction of the patching functor to
the subquotients of lattices in a fixed tame type is independent of the choices of
auxilliary primes, and of the particular global context; see Remark 10.1.15. See also
[CEG+a] for a further discussion of this in the case of GL2 /Qp. With this in mind,
and with an eye to future applications, we have chosen to set up a general abstract
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notion of a patching functor, and then to show that the various axioms for such a
functor are satisfied in our setting. There are a variety of possible levels of generality
in which one could work, and a variety of axioms one could require; for clarity, we
have chosen to restrict ourselves to the case of two-dimensional representations, as
this is what is used in the rest of the paper.
6.1. Abstract patching functors. Fix a prime p. Continue to fix a finite exten-
sion E of Qp with ring of integers O and residue field F. In this subsection, by a
local field we mean a finite extension of some Ql, with l not necessarily equal to p.
Fix a finite set of local fields Li, write li for the residue characteristic of Li, and
OLi for its ring of integers. If li = p, then we assume that Li/Qp is unramified.
For each i we fix a continuous representation ρi : GLi → GL2(F). (In the patching
functors we construct, the Li will all be localisations of some global field, and the
ρi will be localisations of a global Galois representation, but with an eye to future
applications we do not assume this in the definition of a patching functor.)
For each i, we will let Ki be either a compact open subgroup of GL2(OLi), or
a compact open subgroup of O×Di , where ODi is a maximal order in the nonsplit
quaternion algebra Di with centre Li. If li = p, we only allow Ki to be a compact
open subgroup of GL2(OLi). Write K =
∏
iKi, and write ZK = Z(K). The
reduced norm and determinant maps give a natural homomorphism ZK →
∏
iO×Li .
For each i we have the universal framed deformation ring Ri for ρi over O.
Write Xi = Spf R

i . Write R = ⊗̂ORi , and write X = Spf R = ×SpfOXi. Finally,
fix some h ≥ 0, and write R∞ = RJx1, . . . , xhK, X∞ = Spf R∞, where the xi are
formal variables.
Let C denote the category of finitely generated O-modules with a continuous
action of K, and let C′ be a Serre subcategory of C. For each i, let τi be an inertial
type for ILi , assumed to be discrete series if Ki is a subgroup of O×Di , and let
σ◦(τi) denote some GL2(OLi)-stable O-lattice in σ(τi) (in the case that Ki is a
subgroup of GL2(OLi)), or an O×Di-stable O-lattice in σD(τi) (in the case that Ki
is a subgroup of O×Di). Write σ◦(τ) := ⊗Oσ◦(τi), an element of C.
If li 6= p, we write R,τi for the reduced, p-torsion free quotient of Ri corre-
sponding to deformations of inertial type τi, while if li = p we write R
,τ
i for
the reduced, p-torsion free quotient of Ri corresponding to potentially crystalline
deformations of inertial type τi and Hodge type 0. We write R
τ := ⊗̂OR,τi ,
Rτ∞ := R
τ Jx1, . . . , xhK, and X∞
(
τ
)
:= Spf(Rτ∞).
Suppose that σ ∈ C is killed by ̟E, and has the property that for each i with
li = p, we have Ki = GL2(OLi), and the restriction of σ to Ki is a direct sum
of copies of an irreducible representation σi of Ki. In this case, for each i with
li = p, we let R
,σ
i be the reduced, p-torsion free quotient of R

i corresponding
to crystalline deformations of Hodge type σi, and for each i with li 6= p we set
R,σi = R

i . Then we write R
σ := ⊗̂OR,σi , Rσ∞ := RσJx1, . . . , xhK, and X∞
(
σ
)
:=
Spf(Rσ∞). We write X∞
(
σ
)
for the special fibre of the space X∞
(
σ
)
.
6.1.1. Definition. By a patching functor we will mean a covariant exact functor
M∞ from C′ to the category of coherent sheaves on X∞ which satisfies the following
two properties for all σ◦(τ) and σ as above.
• M∞(σ◦(τ)) is p-torsion free and supported on X∞
(
τ
)
, and in fact is max-
imal Cohen–Macaulay over X∞
(
τ
)
.
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• M∞(σ) is supported on X∞
(
σ
)
, and in fact is maximal Cohen–Macaulay
over X∞
(
σ
)
.
6.1.2. Remark. Unless stated otherwise, all of our patching functors will be defined
on all of C, but it will be convenient in some arguments to have the additional
flexibility of passing to a Serre subcategory.
We will now define the notion of a fixed determinant patching functor. For each
i, in addition to the data above, we also fix a (lift of a) geometric Frobenius element
Frobi ∈ GLi , and we fix an element αi ∈ OLi lifting det ρi(Frobi). Let CZ denote
the subcategory of C consisting of representations which have a central character,
so that the action of ZK factors through the natural map to
∏
iO×Li , and whose
central character lifts the character
∏
i(ε det ρi|ILi ) ◦ ArtLi . Let C′Z be a Serre
subcategory of CZ .
Take some σ ∈ C′Z . For each i, fix a character ψσ,i : GLi → O× with the
properties that ψσ,i(Frobi) = αi, and the composite of ArtLi and the restriction
of ψσ,i to ILi gives the central character of σ. (If σ is not p-power torsion, then
ψσ,i is uniquely determined.) Write R
,ψσ
i for the quotient of R

i corresponding to
liftings with determinant ψσ,iε
−1, and Xψσi = Spf R
,ψσ
i . Write R
ψσ = ⊗̂OR,ψσi ,
and set Xψσ = Spf Rψσ = ×SpfOXψσi . Finally, fix some h ≥ 0, and write Rψσ∞ =
RψσJx1, . . . , xhK, X
ψσ
∞ = Spf R
ψσ
∞ , where the xi are formal variables.
Assuming that the τi above satisfy the condition that det τi is a lift of ε det ρi|ILi ,
so that σ◦(τ) ∈ CZ , we have the obvious quotient R,ψ,τi of R,ψi , and we write
Rψ,τ := ⊗̂OR,ψ,τi , Rψ,τ∞ := Rψ,τJx1, . . . , xhK, and Xψ
(
τ
)
:= Spf(Rψ,τ∞ ). If σ ∈
CZ , then we have the quotient R,ψ,σi of R,σi , and we write Rψ,σ := ⊗̂OR,ψ,σi ,
Rψ,σ∞ := R
ψ,σJx1, . . . , xhK, and X
ψ
(
σ
)
:= Spf(Rψ,σ∞ ). We write X
ψ(
σ
)
for the
special fibre of the space Xψ
(
σ
)
.
6.1.3.Definition. By a fixed determinant patching functor we will mean a covariant
exact functorM∞ from C′Z to the category of coherent sheaves onX∞ which satisfies
the following properties.
• For all σ ∈ C′Z , M∞(σ) is supported on Xψσ∞ .
• M∞(σ◦(τ)) is p-torsion free and supported on Xψ∞
(
τ
)
, and in fact is max-
imal Cohen–Macaulay over Xψ∞
(
τ
)
.
• M∞(σ) is supported on Xψ∞
(
σ
)
, and in fact is maximal Cohen–Macaulay
over X
ψ
∞
(
σ
)
.
We have the following consequence of these definitions, an abstract version of
the multiplicity one argument of [Dia97].
6.1.4. Lemma. If M∞ is a patching functor, and if the deformation space X∞
(
τ
)
is regular, then M∞(σ
◦(τ)) is free over X∞
(
τ
)
. Similarly, if the generic fibre of
X∞
(
τ
)
is regular, then the restriction of M∞(σ
◦(τ)) to the generic fibre is locally
free. The analogous result also holds for fixed determinant patching functors.
Proof. This follows immediately from the Auslander–Buchsbaum formula and the
maximal Cohen–Macaulay property of M∞(σ
◦(τ)). 
We say that a patching functor (respectively a fixed determinant patching func-
tor)M∞ isminimal if for any inertial type τ for whichX∞
(
τ
)
(respectivelyXψ∞
(
τ
)
)
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has regular generic fibre, M∞(σ
◦(τ)) is locally free of rank one over the generic fi-
bre of X∞
(
τ
)
(respectively Xψ∞
(
τ
)
). Note that by Lemma 6.1.4, M∞(σ
◦(τ)) is
locally free over the generic fibre of X∞
(
τ
)
(respectively Xψ∞
(
τ
)
), so this should
be regarded as a multiplicity one hypothesis. (The reason we call these patching
functors minimal is that we will construct minimal patching functors by considering
the cohomology of Shimura curves at minimal level.)
6.1.5. Definition. We will sometimes say that M∞ is a patching functor indexed
by the (Li, ρi), or that M∞ is a patching functor for the ρi. If the coefficient field
E is unramified over Qp, we will say that M∞ is a patching functor with unramified
coefficients. We will also use the same terminology for fixed determinant patching
functors.
In the rest of this section we will give examples of patching functors arising from
the Taylor–Wiles–Kisin method. These patching functors will satisfy an additional
property which will be important for us, but which we have not attempted to
axiomatise, which is that certain fibres of the patching functors will give spaces of
automorphic forms.
6.2. Quaternion algebras. In this subsection we will describe the various spaces
of automorphic forms on quaternion algebras from which we will construct our
patching functors. To this end, let F be a totally real field, and suppose that the
prime p is odd and is unramified in F . Let ρ : GF → GL2(F) be a continuous repre-
sentation. Assume that ρ is modular, and that ρ|GF (ζp) is absolutely irreducible. If
p = 5, assume further that the projective image of ρ|GF (ζ5) is not isomorphic to A5.
Choose a finite order character ψ : GF → O× such that det ρ = ε−1ψ.
Let D be a quaternion algebra with centre F which is ramified at a set Σ of finite
places of F . We assume that Σ does not contain any places lying over p. We also
assume that either D is ramified at all infinite places (the definite case), or split at
precisely one infinite place (the indefinite case). Let S be a set of finite places of F
containing Σ, the places dividing p, and the places at which ρ or ψ is ramified. We
will define a patching functor indexed by the (Fw, ρ|GFw ) for w ∈ S, and from now
on we will write the elements of our indexing set as w, rather than as i as in the
previous section. We will write KS for the group K in the definition of a patching
functor.
By Lemma 4.11 of [DDT97] we can and do choose a finite place w1 /∈ S with the
properties that
• Nw1 6≡ 1 (mod p),
• the ratio of the eigenvalues of ρ(Frobw1) is not equal to (Nw1)±1, and
• the residue characteristic of w1 is sufficiently large that for any non-trivial
root of unity ζ in a quadratic extension of F , w1 does not divide ζ+ζ
−1−2.
We will consider compact open subgroups K =
∏
wKw of (D ⊗F A∞F )× for which
Kw ⊂ (OD)×w for all w, Kw = (OD)×w if w /∈ S ∪ {w1}, and Kw1 is the subgroup of
GL2(OFw1 ) consisting of elements that are upper-triangular and unipotent modulo
w1. Our assumptions on w1 imply that K is sufficiently small, in the sense that
condition (2.1.2) of [Kis09a] holds.
We now define the spaces of modular forms with which we will work. In fact, the
Taylor–Wiles–Kisin method naturally patches homology, rather than cohomology,
so it will be convenient for us to work with Pontrjagin duals of spaces of modular
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forms. Consider some σ ∈ CZ . As in the definition of a fixed determinant patching
functor, we fix characters ψσ,w : GFw → O× for w ∈ S, determined (when σ is not
p-power torsion) by the central character of σ. By the hypothesis on the central
characters of elements of CZ , and the definition of ψ, we see that ψ−1σ,wψ|GFw = 1.
By Hensel’s lemma (and the assumption that p > 2), for each w ∈ S there
is a unique character θw : GFw → O× with the properties that θw = 1 and
θ2w = ψ
−1
σ,wψ|GFw . Write θ = ⊗wθw, and write σ(θ) for the twist of σ by ⊗w(θw ◦
ArtFw ◦ det). Then σ(θ) has an action of K via the projection onto KS, which
we extend to an action of K · (A∞F )× by letting (A∞F )× act via the composite
(A∞F )
× → (A∞F )×/F× → O×, with the second map the one induced by ψ ◦ ArtF .
(Note that the actions of K and (A∞F )
× agree on their intersection; since ψ is un-
ramified outside of S, this is automatic at places away from S, and follows from
the definition of the θw at the places in S.)
Suppose first that we are in the indefinite case. As in Section 3 of [BD14] there
is a smooth projective algebraic curve XK over F associated to K. Then there is a
local system Fσ(θ)∗ on XK corresponding to σ(θ)∗ in the usual way, and we define
S(σ) := H1((XK)/F ,Fσ(θ)∗).
Suppose now that we are in the definite case. Then we let S(σ) be the space of
continuous functions
f : D×\(D ⊗F A∞F )× → σ(θ)∗
such that we have f(gu) = u−1f(g) for all g ∈ (D ⊗F AF )×, u ∈ K(A∞F )×.
We let TS,univ be the commutative polynomial algebra over O generated by
formal variables Tw, Sw for each finite place w /∈ S ∪ {w1} of F . For each finite
place w of F , fix a uniformiser ̟w of OFw . Then TS,univ acts on S(σ) in the usual
way, with the corresponding double cosets being
Tw =
[
GL2(OFw )
(
̟w 0
0 1
)
GL2(OFw )
]
,
Sw =
[
GL2(OFw )
(
̟w 0
0 ̟w
)
GL2(OFw )
]
.
Let m be the maximal ideal of TS,univ with residue field F with the property that
for each finite place w /∈ S ∪ {w1} of F , the characteristic polynomial of ρ(Frobw)
is equal to the image of X2 − TwX + (Nw)Sw in F[X ]. Write T(σ) for the image
of TS,univ in EndO(S(σ)). The assumption that ρ is modular means that we can
(and do) assume that we have chosen S and ψ in such a way that for some σ, we
have S(σ)m 6= 0. In both the definite and indefinite cases the functor σ 7→ S(σ)m
is exact, because K is sufficiently small and m is non-Eisenstein.
We will use our characters θw to twist the universal liftings we consider. The
Taylor–Wiles–Kisin method applied to the spaces S(σ)m will naturally produce
modules over Rψ = ⊗̂OR
,ψ|GFw
w , rather than over Rψσ = ⊗̂OR,ψσw . However,
twisting the universal lifting to R
,ψ|GFw
w by θ−1w ◦det gives a canonical isomorphism
R,ψσw
∼−→ R,ψ|GFww for each w, and thus a canonical isomorphism Rψσ ∼−→ Rψ,
so from now on we can and do think of any Rψ-module as an Rψσ -module.
Let RunivS be the universal deformation ring for deformations of ρ which are
unramified outside of S, and let ρuniv : GF,S → GL2(RunivS ) denote a choice of the
universal deformation. There is a natural homomorphism RunivS → T(σ)m which for
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each finite place w /∈ S∪{w1} sends the characteristic polynomial of ρuniv(Frobw) to
X2− TwX + (Nw)Sw . We write ρ(σ)m for the composite GF,S ρ
univ
−→ GL2(RunivS )→
GL2(T(σ)m).
In the definite case, write M(σ) for S(σ)∗
m
. In the indefinite case, we “factor
out” the action of GF,S by defining
M(σ) := (HomT(σ)m[GF,S ](ρ(σ)m, S(σ)m))
∗.
By a standard argument, the evaluation map
M(σ)∗ ⊗T(σ)m ρ(σ)m → S(σ)m
is an isomorphism of T(σ)m[GF,S ]-modules. (See, for example, The´ore`me 4 of
[Car94] or Proposition 5.5.3 of [Eme].)
6.3. Infinite level. With an eye ahead to Section 8, we also note a related con-
struction, of spaces of modular forms of infinite p-power level. (Note that we will
not patch these spaces via the Taylor–Wiles method, although it is possible to do
so, cf. [CEG+b].) Let v|p be a fixed place of F , and write the group KS above
as KS = KvK
v, with Kv =
∏
w∈S\{v}Kw. Fix a continuous finitely generated
representation σv of Kv, and let σ be the representation of KS given by twisting
the action of Kv on σv by the character ψ ◦ ArtFv ◦ det of Kv. We assume that
σ ∈ CZ , and write S(Kv, σv)m for S(σ)m.
Then we define
Sv(σv) := lim−→
Kv
S(Kv, σ
v),
where the direct limit is taken over the directed system of compact open subgroups
of GL2(OFv ). We let T(σv) denote the image of TS,univ in EndO(Sv(σv)), and we
write ρ(σv)m for the composite GF,S
ρuniv−→ GL2(RunivS ) → GL2(T(σv)m). If we are
in the definite case then we set Mv(σv) := Sv(σv)∗
m
, and if we are in the indefinite
case we set
Mv(σv) := (HomT(σv)m[GF,S ](ρ(σ
v)m, S
v(σv)m))
∗.
Again, we have an isomorphism
Mv(σv)∗ ⊗T(σv)m ρ(σv)m → Sv(σv)m.
Since m is non-Eisenstein, in either the define or indefinite cases if we fix some Kv
and a representation σv of Kv such that σ := σv ⊗O σv is an element of CZ , then
we have a natural isomorphism
(6.1) M(σ)
∼−→ HomKv(Mv(σv), σ∗v)∗.
6.4. Functorial Taylor–Wiles–Kisin patching. Since there are only countably
many isomorphism classes of finite length O-modules with a smooth action of KS,
applying the usual Taylor–Wiles–Kisin patching argument to the M(σ) as in Sec-
tion 5 of [GK12] gives us the following data.
• positive integers g, q,
• S∞ = OJx1, . . . , x4#S+q−1K, a power series ring in 4#S + q − 1 variables
over O,
• R∞, a power series ring in g variables over R,
• an O-algebra homomorphism S∞ → R∞,
• a covariant exact functor σ 7→M∞(σ) from the subcategory of finite length
objects of CZ to the category of R∞-modules.
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We extend M∞ to the whole of CZ by defining M∞(σ) = lim←−nM∞(σ/̟
n
Eσ). This
data satisfies the following further properties.
• There is an isomorphism M∞(σ)/(x1, . . . , x4#S+q−1) ∼= M(σ), and a com-
patible isomorphism R∞/(x1, . . . , x4#S+q−1) ∼= RunivS .
• The action of R on M∞(σ) factors through Rψσ .
• If Rψ,τ∞ = R∞ ⊗R Rψ,τ , then dimRψ,τ∞ = dimS∞.
• If σ is a finite free O-module, thenM∞(σ) is a finite free S∞-module (where
the S∞-module structure comes from the homomorphism S∞ → R∞).
• If σ is a finite free F-module, then M∞(σ) is a finite free S∞⊗O F-module.
Regard the R∞-module M∞(σ) as a coherent sheaf on X∞ = Spf R∞. We
now verify the hypotheses of Definition 6.1.3; the first hypothesis is clear from the
construction.
In order to check the hypothesis on M∞(σ
◦(τ)), we need the action of R on
M∞(σ
◦(τ)) to factor through Rψ,τ , and we needM∞(σ
◦(τ)) to be maximal Cohen–
Macaulay over Rψ,τ∞ . The first property is an immediate consequence of local-
global compatibility and the construction of M∞, and the claim that M∞(σ
◦(τ)) is
maximal Cohen–Macaulay over Rψ,τ∞ is immediate from the Auslander–Buchsbaum
formula and the fact that M∞(σ
◦(τ)) is free over the regular local ring S∞.
It remains to check the hypothesis on M∞(σ). It is enough to check that the
action of R onM∞(σ) factors through R
ψ,σ, as the claim that it is maximal Cohen–
Macaulay then follows exactly as in the previous paragraph. This is immediate from
Corollaries 5.6.4 and 4.5.7 of [GK12] and the construction of M∞.
6.5. Minimal level. Under some additional hypotheses (which will be satisfied in
the cases of ultimate interest to us in this paper), we now refine the constructions
of the previous section to produce a minimal fixed determinant patching functor
with unramified coefficients. We will use this functor in Section 10.
We continue to use the notation and assumptions introduced in the previous
section, so that in particular p is unramified in F . For the remainder of this section,
we make the following additional assumptions:
• p > 3,
• ρ|GFw is generic for all places w|p, and
• if w ∈ Σ, then ρ|GFw is not scalar.
Since p > 3 is unramified in F , it follows from the proof of Lemma 4.11 of [DT94]
that we can choose the place w1 so that ρ(Frobw1) has distinct eigenvalues, and we
choose w1 in this manner. If necessary, we replace F with a quadratic extension
so that these eigenvalues are in F. Following [BD14], we now explain a slight
refinement of the above constructions in the case of minimal level.
Fix a place v|p. Set E = W (F)[1/p], let ψ be the Teichmu¨ller lift of εdet ρ, and
let S be the union of Σ, the places dividing p, and the places where ρ is ramified. We
will ultimately construct a minimal patching functor for which the corresponding
index set is just the place v, but we will begin by constructing a patching functor
for which the index set is the set of places S.
Following Section 3.3 of [BD14] very closely (which defines, under slightly differ-
ent hypotheses, the corresponding spaces in characteristic p), we begin by defining
the spaces of modular forms that we will use. Set Kv = GL2(OFv ). For each place
w ∈ S \ {v}, we will now define a compact open subgroup Kw of (OD)×w and a
continuous representation of Kw on a finite free O-module Lw. Let S′ be the union
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of the set of places w|p, w 6= v for which ρ|GFw is reducible and the set of places
w for which w ∈ Σ and ρ|GFw is reducible, and the place w1; then at the places
w ∈ S′, we will also define Hecke operators Tw and scalars βw ∈ F×.
• If w|p, w 6= v, and ρ|GFw is irreducible, then we let Kw = GL2(OFw ),
we choose a Serre weight σw ∈ D(ρ|GFw ), we let τw be the corresponding
inertial type from Proposition 3.5.1, and we let Lw be a GL2(OFw )-stable
O-lattice in σ(τw).
• If w|p, w 6= v, and ρ|GFw is reducible, then the assumption that ρ|GFw is
generic implies in particular that it is not scalar, so we are in the situation
considered in Section 3.3 of [BD14]. Write ρ|GFw ∼=
(
ξw ∗
0 ξ
′
wω
−1
)
. Note
that the assumption that ρ|GFw is generic also implies that ξw|IFw 6= ξ
′
w|IFw .
Let Kw be the Iwahori subgroup of GL2(OFw ) consisting of matrices
which are upper-triangular modulo w, and let γw : Kw → F× be the
character which sends a matrix congruent to
(
a b
0 d
)
modulo w to (ξ ◦
ArtFw )(a)(ξ
′ ◦ ArtFw)(d). Let γw be the Teichmu¨ller lift of γw, and let
Lw = O(γw).
Choose a uniformiser ̟w of OFw , let Vw := ker(γw), and let Tw be the
Hecke operator defined by the double coset Vw
(
̟w 0
0 1
)
Vw. Let βw =
(ξw ◦ArtFw)(̟w).
• If w ∈ Σ ∩ S′ (equivalently: if w ∈ Σ and ρ|GFw is reducible), then the as-
sumption that some S(σ)m 6= 0 implies that ρ|GFw is a twist of an extension
of the trivial character by the mod p cyclotomic character; furthermore, if
Nw ≡ 1 (mod p), then the assumption that ρ|GFw is not scalar implies that
this extension is non-trivial. We let Kw = (OD)×w , and we let Lw be the
rank one O-module on which (OD)×w acts via γw := ψ|IFw ◦ ArtFw ◦ det.
We choose a uniformiser Πw of (OD)w, we let Vw := ker(γw), we let Tw
be the Hecke operator defined by the double coset VwΠwVw, and we set
βw := (γw ◦ArtFw)(det Πw).
• If w /∈ Σ, w ∤ p and ρ|GFw is reducible, we choose a character ξw : GFw → F×
such that ρ′w := ξ
−1
w ρ|GFw has minimal conductor among the twists of ρ|GFw
by characters. Write ξw for the Teichmu¨ller lift of ξw. We let nw be the
(exponent of the) conductor of ρ′w, we let µw be the Teichmu¨ller lift of
det ρ′w, and we let Kw be the subgroup of GL2(OFw ) consisting of matrices
which are upper-triangular modulo wnw .
We let Lw be the rank one O-module on which Kw acts via a character
γw, which is defined as follows. If nw = 0, then γw = ξw ◦ ArtFw ◦ det.
If nw > 1, we let γw(g) = (ξw ◦ ArtFw)(det(g))(µw ◦ ArtFw)(d), where
g ≡
(
a b
0 d
)
(mod wnw ).
• If w ∤ p and ρ|GFw is irreducible, then we let τw be any inertial type for
which ρ|GFw has a lift of type τw and determinant ψ|GFw ε−1, and we let Lw
be an (OD)×w-invariant lattice in σ(τw) (respectively σD(τw) if w ∈ Σ). (It
is easy to check that we can choose τw and thus Lw to be defined over O,
either by a consideration of the rationality properties of the local Langlands
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correspondence, or by explicitly choosing τw via the classification of the
possible ρ|GFw .)
• If w = w1, we let Kw1 be the subgroup of GL2(OFw1 ) consisting of those
matrices which are upper-triangular modulo w1. We also define a Hecke
operator Tw1 by
Tw1 :=
[
Kw1
(
̟w1 0
0 1
)
Kw1
]
.
Note that Tw1 depends on the choice of ̟w1 . Fix from now on a choice βw1
of eigenvalue of ρ(Frobw1), where Frobw1 = ArtFw1 (̟w1).
Write L := ⊗w∈S,w 6=v,OLw. Let CvZ be the category of finitely generated O-
modules σv with a continuous action of Kv = GL2(OFv ), having the property that
the central character of σv lifts the character (ε det ρ|IFv ) ◦ ArtFv . Let C′Z be the
subcategory of CZ consisting of modules of the form L⊗O σv, where σv is an object
of CvZ .
For each object σ of C′Z , we define S(σ) as in Section 6.4. We let T(σ)′ =
T(σ)[Tw]w∈S′∪{w1}, and we denote the maximal ideal of T(σ)
′ generated by m and
the Tw − βw for w ∈ S′ by m′. By Lemme 3.3.1 of [BD14], there is a natural
action of T(σ)′ on S(σ); we define Smin(σ)m := S(σ)m′ , and construct Mmin(σ)
from Smin(σ)m in the same way that we constructed M(σ) from S(σ)m.
For each place w ∈ S, set αw = ψ(Frobw). Then the patching arguments of
Section 5 of [GK12] go through as in Section 6.4 to produce a fixed determinant
patching functor Mmin∞ defined on C′Z , such that
Mmin∞ (σ)/(x1, . . . , x4#S+q−1)
∼=Mmin(σ).
We will now use the obvious functor from CvZ to C′Z to construct a minimal fixed
determinant patching functor on CvZ from Mmin∞ . For each place w ∈ S \ {v} we
define a certain universal lifting ring Rminw as follows.
• If ρ|GFw is irreducible, then we let Rminw = R
,ψ|GFw
,τw
w for the above choice
of τw.
• If w ∤ p, and ρ|GFw is reducible but is not a twist of an extension of the
trivial character by the mod p cyclotomic character, then we let Rminw be the
complete local noetherian O-algebra which prorepresents the functor which
assigns to an ArtinianO-algebraA the set of lifts of ρ|GFw to representations
ρA : GFw → GL2(A) of determinant ψ|GFw ε−1, for which ρA(IFw )
∼−→
ρ(IFw ).
• If w|p and ρ|GFw is reducible, in which case we write ρ|GFw ∼=
(
ηw ∗
0 η′wω
−1
)
for some characters ηw, η
′
w, or if w ∤ p and ρ|GFw ∼=
(
ηw ∗
0 ηwω
−1
)
for some
character ηw, then we let R
min
w be the complete local noetherian O-algebra
which prorepresents the functor which assigns to an Artinian O-algebra A
the set of pairs (ρA, LA) as follows. The representation ρA : GFw → GL2(A)
is a lift of ρ|GFw of determinant ψε−1, and LA is a direct factor of A2 (the
module on which ρA acts), such that GFw acts on LA by a character of the
form ηw, where ηw is a lift of ηw such that ηw(IFw )
∼−→ ηw(IFw ).
In each case the ring Rminw is formally smooth over O; in the case that w|p and
ρ|GFw is irreducible, this follows from Theorem 7.2.1 below, and in the other cases
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it follows from Lemma 3.4.1 of [BD14]. Write RminS\{v} = ⊗̂w∈S,w 6=v,ORminw , and let
Rmin,ψσ = RminS\{v}⊗̂R,ψσv . Then RminS\{v} is formally smooth over O, and it follows
exactly as in Proposition 3.5.1 of [BD14] that the action of R on Mmin∞ (σ) factors
through Rmin,ψσ .
Now, since RminS\{v} is formally smooth overO, the ring R∞⊗ORmin,ψσ is formally
smooth over R,ψσv ; so the functor which assigns M
min
∞ (σv ⊗O L) to each object σv
of CvZ is a fixed determinant patching functor with unramified coefficients.
It only remains to check that Mmin∞ is minimal. In order to see this, it suf-
fices to check that if τv is an inertial type for IFv with det τv = ε det ρ|IFv , then
M(σ◦(τv)⊗O L)[1/p] is locally free of rank one over T(σ◦(τv)⊗O L)′[1/p]; but this
follows from the definition of L, cf. Proposition 3.5.1 of [BD14].
6.6. Unitary groups. We now give a concrete construction of a patching func-
tor (without fixed determinant), by applying the Taylor–Wiles–Kisin method to
forms of U(2). The construction is extremely similar to the arguments above with
quaternion algebras, and we content ourselves with sketching the details, following
Section 4 of [GK12].
Let F be an imaginary CM field with maximal totally real subfield F+, and
suppose that the prime p is odd and is unramified in F , and that all places of F+
lying over p split in F . Assume further that ζp /∈ F , that F/F+ is unramified at all
finite places, and that [F+ : Q] is even. Then there is an algebraic group G/OF+ as
in Section 3.1 of [GK12]. This group is a quasisplit form of U(2), and is compact
mod centre at the infinite places. If v is a finite place of F+ which splits at wwc in
F , then there is an isomorphism ıw : G(OF+v )
∼−→ GL2(OFw) which extends to an
isomorphism G(F+v )
∼−→ GL2(Fw).
Fix an absolutely irreducible representation r¯ : GF → GL2(F) with r¯c ∼= r¯∨ε−1.
We assume that r¯ is automorphic in the sense of Section 3.2 of [GK12], that
r¯(GF (ζp)) is adequate in the sense of [Tho12], and that if w is a finite place of
F for which r¯|GFw is ramified, then w|F+ splits in F .
Let S be a set of finite places of F+ which split in F , and assume that S contains
the places dividing p and the places at which ρ is ramified. For each place v ∈ S,
choose a place v˜ of F lying over v, and let S˜ denote the set of these places. The
local fields Li in the definition of our patching functor will be the Fv˜ for v ∈ S, the
representations will be the ρ|GFv˜ , and in this section for consistency with [GK12]
we will write the various compact groups that occur as U rather than K, and in
particular we will write US for the group K in the definition of a patching functor.
By Lemma 4.11 of [DDT97] we can and do choose a finite place v1 /∈ S which
splits as w1w
c
1 in F , with the properties that
• Nw1 6≡ 1 (mod p),
• the ratio of the eigenvalues of r¯(Frobw1) is not equal to (Nw1)±1, and
• the residue characteristic of w1 is sufficiently large that for any non-trivial
root of unity ζ in a quadratic extension of F , w1 does not divide ζ+ζ
−1−2.
We consider compact open subgroups U =
∏
v Uv of G(A
∞
F+) with the properties
that
• Uv ⊂ G(OF+v ) for all v which split in F ;
• Uv is a hyperspecial maximal compact subgroup of G(F+v ) if v is inert in F ;
• Uv = G(OF+v ) if v|p or v /∈ S ∪ {v1};
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• Uv1 is the preimage of the upper triangular unipotent matrices under
G(OF+v1 )
ιw1
∼−→ GL2(OFw1 )→ GL2(kv1).
In particular, the assumptions on v1 and Uv1 imply that U is sufficiently small. Set
US =
∏
v|p Uv. Then for any σ ∈ C, we have a space of algebraic modular forms
S(U, σ∗)∗ defined as in Section 3.1 of [GK12]. We have a Hecke algebra TS∪{v1},univ
defined as in Section 3.2 of [GK12], with a maximal ideal m corresponding to r¯,
and we set M(σ) := S(U, σ∗)∗
m
.
Then in the same way as above, the Taylor–Wiles–Kisin patching method (as
explained in Section 4.3 of [GK12]) allows us to patch theM(σ) to obtain a covariant
exact functor σ → M∞(σ) from the category of finite length objects of C to the
category of R∞-modules, where R∞ is a power series ring over R. We extend this
to a functor on all of C by setting M∞(σ) = lim←−nM∞(σ/̟
n
Eσ), and regard M∞(σ)
as a coherent sheaf on X∞ = Spf R∞.
As in Section 6.4, it is easy to verify that this is a patching functor; in partic-
ular, the hypothesis on M∞(σ
◦(τ)) follows from local-global compatibility in the
same way as in Section 6.4, as does that on M∞(σ) (cf. the proof of Lemma 4.1.3
of [BLGG13a]).
7. Tame deformation spaces
The goal of this section is to describe the spaces of tamely potentially Barsotti–
Tate lifts of a given generic Galois representation ρ : GFv → GL2(F), where a lift
ρ of ρ is called tamely potentially Barsotti–Tate if ρ becomes Barsotti–Tate (that
is, crystalline of Hodge type 0) over a tame extension of Fv. For such a lift, the
inertial type τ underlying the potentially crystalline Dieudonne´ module of ρ will
correspond via inertial local Langlands to a tame type σ(τ), i.e. an irreducible
representation of GL2(Fq), and we restrict our attention to the case when σ(τ) is
principal series or cuspidal. (Thus we omit the case when σ(τ) is one-dimensional,
which is the case when a tame twist of ρ is actually Barsotti–Tate over Fv itself.)
For each such τ , our goal then is to describe the framed deformation space X
(
τ
)
of potentially Barsotti–Tate liftings of type τ .
In the case when τ is a principal series and ρ has only scalar automorphisms,
a precise calculation of X
(
τ
)
is given in [BM12, Thm. 5.2.1]. We will extend this
calculation to the case of arbitrary generic ρ, and also to the case of cuspidal τ .
Furthermore, we will give an identification of the various components of the special
fibre X
(
τ
)
with the mod p reductions of crystalline deformation rings (thus provid-
ing a concrete geometric interpretation of the matching between components and
Serre weights of ρ established in [BM12, Corollaire 5.2.2]).
Our proof will be in several stages. We will make use of some of the geometric
Breuil–Me´zard results of [EG14] (encapsulated in Theorem 7.1.1 below), and we
will use base-change arguments to deduce our result for cuspidal types from the
corresponding result for principal series types with a minimum of additional calcu-
lation. A key ingredient of our computation (as in the computation of [BM12]) is
the fact that a potentially Barsotti–Tate lift of ρ arises from a uniquely determined
strongly divisible module, and in fact we will follow [Sav05] in working with de-
formations of strongly divisible modules rather than directly with deformations of
Galois representations. Thus, in addition to considering framed deformations (i.e.
liftings) on the Galois side, we also consider framings of strongly divisible modules;
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it is not difficult to transfer information obtained in terms of framings of strongly
divisible modules back to the usual lifting spaces of Galois representations.
7.1. Deformation spaces of Galois representations. We fix a generic contin-
uous representation ρ : GFv → GL2(F) and a non-scalar tame inertial type τ . As
in Section 6.1, we let X
(
τ
)
denote the deformation space parameterising liftings
of ρ that are potentially Barsotti–Tate of type τ . Let Rτ be the universal lifting
ring for such deformations, so that X
(
τ
)
is the formal spectrum of Rτ . Fix a char-
acter ψ : GFv → O× lifting ε det ρ, with ψ|IFv = det τ , and consider the subspace
Xψ
(
τ
)
= Spf Rψ,τ corresponding to lifts with determinant ψε−1. For each Serre
weight σ we also have the spaces X
(
σ
)
and Xψ
(
σ
)
for crystalline lifts of Hodge
type σ.
7.1.1. Theorem. Assume p > 2. Let ρ be generic, and let τ be a non-scalar tame
inertial type. Then the mod ̟E fibre of the deformation space X
(
τ
)
is the union
of the mod ̟E fibres X
(
σ
)
where σ runs over the Jordan–Ho¨lder factors of σ(τ).
Furthermore, X
(
σ
)
is non-empty if and only if σ ∈ D(ρ).
The analogous statements also hold for Xψ
(
τ
)
.
Proof. The first part is a special case of [EG14, Thm. 5.5.4] (note that the as-
sumption that all predicted weights of ρ are regular follows from Lemma 2.1.6,
and the multiplicities na occurring in [EG14] are all zero or one by Lemma 3.1.1).
The analogous results for Xψ
(
τ
)
follow from those for X
(
τ
)
, because twisting by
the universal unramified deformation of the trivial character gives an isomorphism
Rτ ∼= Rψ,τ JXK, by Lemma 4.3.1 of [EG14]. 
The rest of this section is devoted to proving a refinement of this result (Theo-
rem 7.2.1 below) which gives explicit equations for the deformation rings involved;
Theorem 7.1.1 will be a key ingredient in the proof of this refinement. Before we
state this refinement, we need to introduce some terminology and notation.
7.2. The structure of potentially Barsotti–Tate deformation spaces. Let
L be an unramified extension of Fv, of degree f
′ over Qp. Suppose that L embeds
into the coefficient field E. (In applications, L will be either Fv or its quadratic
unramified extension Lv, so this supposition will hold; recall that our E is always
assumed to contain an embedding of Lv.) Fix a root π of the polynomial E(u) =
up
f′−1 + p.
A Dieudonne´ O-module is a free OL ⊗Zp O-module of finite rank M together
with an injective endomorphism ϕ :M →M which is O-linear and OL-semilinear,
and which satisfies pM ⊂ ϕ(M). We say that M is a Dieudonne´ O-module with
descent data if it is equipped with an OL⊗ZpO-linear action of Gal(L(π)/L) which
commutes with ϕ.
Given a p-divisible group H over OL[π] with an action of O and descent data
on the generic fibre to L, the contravariant Dieudonne´ module corresponding to
H×O F is a Dieudonne´ O-module with descent data. In particular, an O-point of
X
(
τ
)
gives a Dieudonne´ O-module with descent data of type τ .
The usual isomorphism OL ⊗Zp O ∼−→ O × · · · × O induces a decomposition
M = M0 × · · · ×Mf ′−1 such that ϕ(M i) ⊆M i+1. (We remark that we have used
the notation of [Bre12] instead of the notation of [BM12], so that the index set S
is a set of integers rather than the set of embeddings of kv into F; for a Dieudonne´
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O-module M = M0 × · · · ×Mf ′−1, the piece that we denote M j here corresponds
to the piece that would be denoted Mκj in [BM12].)
Since Gal(L(π)/L) has order prime to p, it follows that the O-linear action of
Gal(L(π)/L) on each M j is via a sum of characters, which is independent of j. We
refer to this sum of characters as the type of M , and indeed in the case that M
arises from a p-divisible group H over OL[π] with descent data on the generic fibre,
it has type τ if and only if the potentially Barsotti–Tate representation associated
to H has type τ (regarded as a representation of IFv ).
Let ι denote the involution ι(j) = f ′−1−j on {0, . . . , f ′−1}. Given a Dieudonne´
O-moduleM with descent data of type η⊕η′ with η 6= η′, we define the gauge (more
specifically, the η-gauge and the η′-gauge) of M as follows: fix a basis ej , e
′
j of M
j
on which Gal(L(π)/L) acts by η, η′ respectively (such a basis is well-defined up to
O×-scalars). Then we have ϕ(ej) = xjej+1, ϕ(e′j) = x′je′j+1 for some xj , x′j that are
well-defined up to O×, and we say that the j-part of the η-gauge (respectively the j-
part of the η′-gauge) of M is xι(j)O× (respectively x′ι(j)O×); cf. [Bre12, Eq. (13)].
We will also refer to {xι(j)O×}j (respectively {x′ι(j)O×}j) as the η-gauge of M
(respectively, the η′-gauge).
For the rest of this section we will freely identify characters of O×L and IL via
ArtL. The main theorem of this section is the following.
7.2.1. Theorem. Assume that p > 3. Continue to assume that ρ is generic and let
τ be a non-scalar tame inertial type. If σ(τ) is a principal series type, then we write
σ(τ) = σ(η⊗η′), and let L = Fv and f ′ = f in the above discussion. If σ(τ) = Θ(η)
is a cuspidal type, then we write η′ = ηq, so that BC (σ(τ)) = σ(η ⊗ η′), and we
let L = Lv (the quadratic unramified extension of Fv) and f
′ = 2f in the above
discussion. Recall that S = {0, . . . , f − 1} in either case.
(1) The deformation space X
(
τ
)
is non-empty if and only if σJ(τ) ∈ D(ρ) for
at least one J ∈ Pτ . If this is the case, then there are subsets Jmin ⊆
Jmax ⊆ S with Jmin, Jmax ∈ Pτ such that σJ(τ) ∈ D(ρ) if and only if
Jmin ⊆ J ⊆ Jmax. Moreover, all J ⊆ S with Jmin ⊆ J ⊆ Jmax are in Pτ .
(2) Assume that X
(
τ
)
is non-empty. If τ is cuspidal, assume further that F
is large enough for X
(
τ
)
to have a point over the ring of integers of some
finite extension of E with residue field F. Then the deformation space X
(
τ
)
is equal to the formal spectrum of a power series ring over
OJ(Xj , Yj)j∈Jmax\JminK/(XjYj − p)j∈Jmax\Jmin .
(3) If λ : Rτ → Zp is a point on X(τ), then for j ∈ Jmax \ Jmin the j-part of
the η′- and η-gauges of the Dieudonne´ module of the potentially Barsotti–
Tate representation associated to λ are represented by λ(Xj) and λ(Yj)
respectively.
(4) In the context of (2), the mod ̟E fibre X
(
τ
)
is the union of the mod ̟E
fibres X
(
σJ
)
, for each J such that Jmin ⊆ J ⊆ Jmax. Precisely, the compo-
nent X
(
σJ
)
of X
(
τ
)
is cut out by the equations Xj = 0 (for j ∈ J \ Jmin)
and Yj = 0 (for j ∈ Jmax \ J).
(5) The analogous results also hold for Xψ
(
τ
)
.
7.2.2. Remark. Since twisting by the universal unramified deformation of the trivial
character gives an isomorphism Rτ ∼= Rψ,τ JXK, part (5) of Theorem 7.2.1 follows
from the previous four parts, and we will ignore it in the below.
44 MATTHEW EMERTON, TOBY GEE, AND DAVID SAVITT
7.2.3. Remark. We comment briefly on the extra hypothesis on the residue field F
in part (2) of Theorem 7.2.1. In the principal series case, the explicit calculations
of [Bre12] show that our running hypotheses on F already guarantee the existence
of a point on X
(
τ
)
as in 7.2.1(2), and so no additional hypothesis on F is necessary
in this case. We expect that a similar explicit calculation in the cusipdal case
would eliminate the extra hypothesis here. We note that this extra hypothesis is
unimportant in our applications of Theorem 7.2.1 in Sections 8 and 10, where we
are free to choose F to be arbitrarily large.
7.3. Strongly divisible modules in the principal series case. We begin the
proof of Theorem 7.2.1 by briefly recalling the notion of a strongly divisible module
with coefficients and tame descent data; for the full details of this theory, see
Sections 3 and 4 of [Sav05]. Set e = pf
′−1, and let SOL,Zp be the p-adic completion
of OL[u, uie/i!]i≥0. Let R be a complete local noetherian OL-algebra, and let SOL,R
be the mR-adic completion of SOL ⊗Zp R. When L is clear from context we will
abbreviate SOL,Zp and SOL,R as S and SR, respectively. Define Fil
1 SR to be the
completion of the ideal of SR generated by the elements E(u)
i/i! for all i ≥ 1.
Let ϕ denote the endomorphism of SR that acts R-linearly and OL-Frobenius-
semilinearly, with ϕ(u) = up. Write c = p−1ϕ(E(u)). For each g ∈ Gal(L(π)/L)
we let ĝ be the linear endomorphism of SR with g(u) = (g(π)/π)u.
7.3.1. Definition. A strongly divisible module with tame descent data from L(π) to
L and R-coefficients is a finitely generated free SR-moduleM, together with a sub-
SR-module Fil
1M, a ϕ-semilinear map ϕ1 : Fil1M→M, and additive bijections
ĝ :M→M for each g ∈ Gal(L(π)/L), satisfying the following conditions:
(1) Fil1M contains (Fil1 SR)M,
(2) Fil1M∩ IM = I Fil1M for all ideals I in R,
(3) ϕ1(sx) = ϕ1(s)ϕ(x) for s ∈ Fil1 SR and x ∈M, with ϕ(x) := c−1ϕ1(E(u)x),
(4) ϕ1(Fil
1M) is contained in M and generates it over SR,
(5) ĝ(sx) = ĝ(s)ĝ(x) for all s ∈ SR, x ∈ M, g ∈ Gal(L(π)/L),
(6) ĝ1 ◦ ĝ2 = ĝ1 ◦ g2 for all g1, g2 ∈ Gal(L(π)/L),
(7) ĝ(Fil1M) ⊂ Fil1M for all g ∈ Gal(L(π)/L), and
(8) ϕ commutes with ĝ for all g ∈ Gal(L(π)/L).
This differs from the definition of strongly divisible modules with descent data
and coefficients in Definition 4.1 of [Sav05] in the following respects. First, we have
set k = 2 and F = L(π), F ′ = L (in the notation of [Sav05]), and we have not
required R to be flat over O. Second, we have equipped each strongly divisible
module with a map ϕ1 : Fil
1M→M rather than a map ϕ :M→M; when R is
p-torsion-free (as in [Sav05]) these notions are equivalent. Finally, we have ignored
the monodromy operator N : we can do this because the operator N will exist and
be unique for all strongly divisible modules that we consider. Existence follows
by the same argument as in [Bre00, Prop 5.1.3(1)] and [Bre00, Lem. 2.1.1.9] after
noting that Fil1M/(Fil1 SR)M is free over R ⊗Zp OL[π] for the strongly divisible
modules M that we consider; uniqueness is a consequence of the usual argument
as in [Bre00, Prop 5.1.3(1)].
Proposition 4.13 of [Sav05] and the remarks immediately preceding it (together
with the remarks in the previous paragraph) show that if R = O, the category of
strongly divisible modules with tame descent data and R-coefficients is equivalent
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to the category of GL-stable O-lattices in E-representations of GL which become
Barsotti–Tate over L(π).
In particular, if H is a p-divisible group over OL[π] with an action of O and
descent data on the generic fibre to L, then there is a strongly divisible O-module
with descent data M corresponding to H, and thus to the (descended) generic
fibre ρ of H. We recall that M ∼=M⊗S O where the O-algebra map S → O sends
the variable u and its divided powers to 0, and M is the contravariant Dieudonne´
module corresponding to H×O F discussed above. The usual isomorphism OL⊗Zp
O ∼−→ O × · · · × O induces a decomposition M =M0 × · · · ×Mf ′−1, compatible
with the decomposition ofM defined above, and since Gal(L(π)/L) has order prime
to p, it follows that the O-linear action of Gal(L(π)/L) on each Mj again is via a
sum of characters, which is independent of j.
The strongly divisible modules that arise in the two-dimensional principal series
case are studied in detail in [Bre12, §§5–8] and [BM12, §5], and we now recall some
of these results. We note that although [Bre12] and [BM12] assume that E contains
a splitting field of the polynomial up
2f−1+ p, this assumption is never used in their
study of strongly divisible modules, and so our weaker hypothesis on E is sufficient.
(In particular it is possible to take E to be unramified.)
Let η 6= η′ be characters of Gal(L(π)/L), and let τ = η ⊕ η′, a tame inertial
principal series type. As mentioned above, we identify η, η′ with characters of O×L ,
and we use the notation of Section 3.2, so that in particular we have an integer
c =
∑f−1
i=0 cip
i. Write c(j) :=
∑f−1
i=0 (p− 1− ci−j)pi. (Recall that ωf agrees with the
reciprocal of the composition of g 7→ g(π)/π with κ0; this is the reason for writing
p− 1 − ci−j rather than ci−j in the preceding definition.) We say that a strongly
divisible module M with tame descent data and R-coefficients has shape τ if there
is a decomposition S = Iη
∐
Iη′
∐
II such that M can be written in the following
form.
j ∈ Iη :

F˜il
1Mj = 〈ejη + ajuc
(j)
ejη′ , (u
e + p)ejη′〉
ϕ1(e
j
η + aju
c(j)ejη′) = e
j+1
η
ϕ1((u
e + p)ejη′) = e
j+1
η′
j ∈ Iη′ :

F˜il
1Mj = 〈(ue + p)ejη, ejη′ + ajue−c
(j)
ejη〉
ϕ1((u
e + p)ejη) = e
j+1
η
ϕ1(e
j
η′ + aju
e−c(j)ejη) = e
j+1
η′
j ∈ II :

F˜il
1Mj = 〈ajejη + uc
(j)
ejη′ ,−bjejη′ + ue−c
(j)
ejη〉
ϕ1(aje
j
η + u
c(j)ejη′) = e
j+1
η
ϕ1(−bjejη′ + ue−c
(j)
ejη) = e
j+1
η′
with aj ∈ R if j ∈ Iη, Iη′ , and aj , bj ∈ mR if j ∈ II, with ajbj = p. When j = f − 1
the right-hand side of the defining expressions for ϕ1 must be modified to αe
0
η and
α′e0η′ for some α, α
′ ∈ R×. Here F˜il1Mj := Fil1Mj/(Filp S)Mj , and the descent
data acts on ejη, e
j
η′ via η, η
′ respectively. It is not difficult to check that an object
of this form is indeed a strongly divisible module in the sense of Definition 7.3.1 (in
particular that the condition (2) is satisfied). We refer to the elements ejη and e
j
η′
in the above shape as a gauge basis of Mj .
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Fix a generic representation ρ. If ρ is a potentially Barsotti–Tate lift of ρ of
type τ , and M is the corresponding strongly divisible module with O-coefficients
and descent data, then by [Bre12, Prop. 5.2, Prop. 7.1] we see thatM has shape τ .
7.3.2.Remark. Recall that our conventions for Hodge–Tate weights differ from those
of [Bre12]. In particular where [Bre12] associates to M the Galois representation
TLst,2(M) (where TLst,2 is the functor defined between Remark 4.8 and Lemma 4.9
of [Sav05]), we instead have ρ = TLst,2(M)(−1). That is, our representations ρ and
ρ differ from those of [Bre12] by a twist by ε−1.
Note that this twist preserves genericity, even recalling that our fundamental
characters are the reciprocals of the ones in [Bre12]. In particular, items from
op. cit. such as [Bre12, Prop. 7.1], which concern intrinsic statements about the
shape of strongly divisible modules of type τ under the hypothesis that ρ is generic,
will remain true in our setting, without any changes.
By [BM12, Thm. 5.1.1] the sets Iη, Iη′ , II, and the indices j such that aj ∈ O×
are completely determined by ρ and the type τ ; note that in light of Remark 7.3.2
this statement remains true in our conventions. Similarly we remark that [Bre12,
Thm. 8.1] shows that we have ρ irreducible if and only if |II| is odd and valp(aj) > 0
for all j, non-split reducible if and only if some aj is a unit, and split if and only if
|II| is even and valp(aj) > 0 for all j.
7.4. Deformation spaces of strongly divisible modules. We continue to as-
sume that τ is a principal series type. If M is a strongly divisible module with
R-coefficients of shape τ , then the gauge bases ejη, e
j
η′ are determined by M up to
scalar multiplication. (This is [Bre12, Rem. 5.5(iv)] and [Bre12, Prop. 5.4] in the
case R = O, but the argument goes over unchanged to the general case.) Once a
choice of gauge basis e0η, e
0
η′ is fixed, then the gauge bases e
j
η, e
j
η′ and the aj , bj and
α, α′ are also uniquely determined.
We now consider a further three deformation problems. Fix ρ and τ such that ρ
has a potentially Barsotti–Tate lift of type τ . There is a unique strongly divisible
module M (with F-coefficients, of shape τ) that occurs as M/mM as M varies
over all strongly divisible modules with O-coefficients of shape τ corresponding to
potentially Barsotti–Tate lifts of ρ of type τ . (This is clear when ρ is reducible and
split, because aj = 0 for all j, while the parameters α, α
′ are determined by the
unramified parts of the characters comprising ρ [Sav08, Ex. 3.7]; when ρ has scalar
endomorphisms, the claim follows from the proof of [BM12, Prop. 5.1.2].) Fix a
choice of the gauge basis elements e¯0η, e¯
0
η′ forM
0
. We then let Rτ
M
be the complete
local noetherian O-algebra representing the functor which assigns to a complete
local noetherian O-algebra R the set of isomorphism classes of tuples (M, e0η, e0η′)
where M is a strongly divisible module with R-coefficients of shape τ lifting M,
and e0η, e
0
η′ are a choice of gauge basis lifting e¯
0
η, e¯
0
η′ . We write XM
(
τ
)
:= Spf Rτ
M
.
Given a strongly divisible module M with R-coefficients of shape τ , we obtain
a Galois representation ρM : GL → GL2(R) as follows. If R is Artinian, then
we set ρM := T
L
st,2(M)(−1), with TLst,2 as in Remark 7.3.2. In general, we set
ρM := lim←−n ρM/mnR .
We let R,τ
M
denote the complete local noetherian O-algebra representing the
functor which assigns to a complete local noetherian O-algebra R the set of iso-
morphism classes of tuples (M, e0η, e0η′ , ρ), where (M, e0η, e0η′) is as above, and ρ is
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a lifting of ρ such that ρ ∼= ρM (i.e. the same data as that parameterised by RτM,
together with a framing of ρM).
We also consider R
M
, the complete local noetherian O-algebra representing the
functor which assigns to a complete local noetherian O-algebra R the set of iso-
morphism classes of pairs (M, ρ), with M and ρ as in the previous paragraph.
Now, note that R,τ
M
is formally smooth over both Rτ
M
and R
M
(the additional
data being a choice of framing of ρM in the first case, and a choice of gauge
basis e0η, e
0
η′ in the second case). In addition, we claim that there is a natural
isomorphism Rτ
∼−→ R
M
, induced by the forgetful functor (M, ρ) 7→ ρ. To see this,
we argue as in the proof of The´ore`me 5.2.1 of [BM12]. This morphism certainly
induces an isomorphism on OE′ -points for each finite extension E′/E (this is just
the statement recalled above, that the strongly divisible module associated to a
potentially Barsotti–Tate lifting of ρ of type τ necessarily has shape τ), so it suffices
to show that it induces a surjection on reduced tangent spaces. This reduces to a
straightforward explicit calculation with filtered ϕ1-modules, exactly as in the last
paragraph of the proof of The´ore`me 5.2.1 of [BM12].
Thus parts (1) and (2) of Theorem 7.2.1 hold in the principal series case if and
only if the analogous statements hold with X
(
τ
)
replaced with the space XM
(
τ
)
.
Similarly we will be able to deduce parts (3) and (4) of Theorem 7.2.1 in the
principal series case from calculations on XM
(
τ
)
together with the description of
the relationship between X
(
τ
)
and XM
(
τ
)
. For these reasons, in the principal
series case we will work with XM
(
τ
)
in place of X
(
τ
)
from now on.
We will prove Theorem 7.2.1 via a series of lemmas.
7.4.1. Lemma. If σ(τ) is a principal series type, then parts (1), (2), and (3) of
Theorem 7.2.1 hold, with Jmin = ι(Iη′ ) and Jmax \ Jmin = ι(II) for the sets Iη′ , II
determined by M.
Proof. Parts (2) and (3) are straightforward from the form of a strongly divisible
module of shape τ . Define Jmin = ι(Iη′ ) and Jmax \ Jmin = ι(II), so we may
set Xj = aι(j), Yj = bι(j) for each j ∈ Jmax \ Jmin, and the unnamed formal
variables correspond to the other values of aj , and to α, α
′ (or more precisely
to aj − [aj ], where the brackets denote Teichmu¨ller lift, and similarly for α, α′).
Recall we have adopted the indexing from [Bre12] rather than the indexing from
[BM12]; this explains the presence of the involution ι. The argument in part (3) is
completed by noting that if we begin with a Zp-point λ ∈ X
(
τ
)
and pass to a point
λ′ ∈ XM
(
τ
)
by lifting to Spf(R,τ
M
) via formal smoothness and then projecting,
then λ′ corresponds to the strongly divisible module attached to the potentially
Barsotti–Tate representation associated to λ.
Part (1) will follow from Proposition 4.3 of [Bre12] but requires a comparison
of the conventions of our paper with the conventions of [Bre12]. Note that from
[Bre12, Eq. (26)] the sets Jmin, Jmax defined above are the complements of the sets
Jmax, Jmin from [Bre12]. By [Bre12, Thm. 8.1], the Serre weights of ρ(1) that are
Jordan–Ho¨lder factors of the representations that Breuil calls σ(χs) (and using the
definition of being modular of some weight from [Bre12]) are exactly the weights
that Breuil calls σJ , for J
c
max ⊆ J ⊆ Jcmin (in our conventions for these sets). We
translate to our conventions. Note that because our normalization of the inertial
local Langlands correspondence is opposite to that of [Bre12], the representation
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denoted σ(χs) in op. cit. is our representation σ(η−1 ⊗ (η′)−1), or in other words
our σ(η′ ⊗ η)⊗ det(τ)−1. In particular Breuil’s σJ is our σ(τ)Jc ⊗ det(τ)−1.
On the other hand ρ(1) ∼= ρ∨ ⊗ det(τ). Now ρ has Serre weight σ (in our
conventions for being modular of some weight) if and only if ρ∨ has Serre weight σ
(in Breuil’s conventions for being modular of some weight), if and only if ρ(1) has
Serre weight σ⊗det(τ)−1 (in Breuil’s conventions for being modular of some weight,
but our conventions for local Langlands). It follows that the Serre weights of ρ that
are Jordan–Ho¨lder factors of σ(τ) are precisely the σ(τ)Jc for J
c
max ⊆ J ⊆ Jcmin, or
in other words the σ(τ)J for Jmin ⊆ J ⊆ Jmax. 
Note that the proof of Lemma 7.4.1 gives a construction of the universal strongly
divisible module on XM
(
τ
)
in the same spirit as the construction (for ρ not split-
reducible) of the universal strongly divisible module on X
(
τ
)
in the proof of [BM12,
Thm. 5.2.1].
7.4.2. Lemma. If σ(τ) is a principal series type, and ρ is reducible, then part (4)
of Theorem 7.2.1 holds.
Proof. Fix a set Jmin ⊆ J ⊆ Jmax. Write mτM for the maximal ideal of RτM, and
let IJ ⊆ RτM be the ideal generated by ̟E and (mτM)2, together with the variables
Xj for j ∈ J \ Jmin, Yj for j ∈ Jmax \ J , and all of the unnamed extra power
series variables of Theorem 7.2.1(2). Let FJ be the quotient RτM/IJ , so that FJ
is an Artinian local ring, and write ρJ for the deformation of ρ corresponding to
the natural quotient map Rτ
M
→ FJ . The deformation ρJ lies on the component
of XM
(
τ
)
cut out by the equations Xj = 0 (for j ∈ J \ Jmin) and Yj = 0 (for
j ∈ Jmax \ J), and only that component, and so by Theorem 7.1.1 (and from the
relationship between X
(
τ
)
and XM
(
τ
)
) it suffices to show that ρJ also lies on
X
(
σJ
)
.
We will carry this out by showing that a twist of ρJ is the generic fibre of
a suitable Fontaine–Laffaille module with FJ -coefficients. We refer the reader to
Appendix A for a discussion of what we need about (unipotent) Fontaine–Laffaille
theory, and in particular for some of the notation used in this argument.
Fix a compatible system of pnth roots of −p in F v and let Fv,∞ be the extension
of Fv that they generate. Since ρ is generic, the following lemma shows that both
ρJ and ρ are uniquely determined by their restrictions to Gal(F v/Fv,∞), and so in
the remainder of the proof it suffices to consider these restrictions. (We thank Fred
Diamond for simplifying our original proof of the following lemma.)
7.4.3. Lemma. Suppose that A is a local Artin Fp-algebra with maximal ideal mA,
and χ : GFv → A× is a character such that χ (mod mA) is neither trivial nor
cyclotomic. Then the restriction map res : H1(GFv , χ)→ H1(GFv,∞ , χ) is injective.
Proof. We note that our proof will work for any finite extension Fv/Qp (not just
unramified Fv). Write χ for χ (mod mA), and let F̂v be the Galois closure of Fv,∞.
By inflation-restriction, it suffices to show that H1(Gal(F̂v/Fv), χ
GF̂v ) = 0. Since
χGF̂v is a successive extension of copies of χGF̂v , by de´vissage it suffices to show
that H1(Gal(F̂v/Fv), χ
GF̂v ) = 0.
If χGF̂v 6= 0, then χ is trivial on GF̂v (so χ
GF̂v = χ), and so also on G =
Gal(F v/Fv(µp∞)). Another application of inflation-restriction gives
1→ H1(Gal(Fv(µp∞)/Fv), χ)→ H1(Gal(F̂v/Fv), χ)→ H1(G,χ)Gal(Fv(µp∞ )/Fv).
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Since G ∼= Zp(1), the rightmost term is HomGal(Fv(µp∞)/Fv)(Zp(1), χ), and this
is nontrivial if and only if χ is cyclotomic. As for the leftmost term, one more
application of inflation-restriction shows that H1(Gal(Fv(µp∞)/Fv), χ) injects into
H1(Gal(Fv(µp∞)/Fv(µp)), χ)
Gal(Fv(µp)/Fv) ∼= HomGal(Fv(µp)/Fv)(Zp, χ), and this is
non-zero if and only if χ is trivial. The lemma follows. 
We resume the proof of Lemma 7.4.2. From the construction of the universal
strongly divisible module on XM
(
τ
)
described above, the representation ρJ is the
generic fibre of a strongly divisible moduleMJ =M0J×· · ·×Mf−1J of shape τ with
FJ -coefficients and descent data. In particular the structure of MJ is described as
follows.
j ∈ Iη :

F˜il
1MjJ = 〈ejη + ajuc
(j)
ejη′ , u
eejη′〉
ϕ1(e
j
η + aju
c(j)ejη′) = e
j+1
η
ϕ1(u
eejη′) = e
j+1
η′
j ∈ Iη′ :

F˜il
1MjJ = 〈ueejη, ejη′ + ajue−c
(j)
ejη〉
ϕ1(u
eejη) = e
j+1
η
ϕ1(e
j
η′ + aju
e−c(j)ejη) = e
j+1
η′
j ∈ IIX :

F˜il
1MjJ = 〈Xι(j)ejη + uc
(j)
ejη′ , u
e−c(j)ejη〉
ϕ1(Xι(j)e
j
η + u
c(j)ejη′) = e
j+1
η
ϕ1(u
e−c(j)ejη) = e
j+1
η′
j ∈ IIY :

F˜il
1MjJ = 〈uc
(j)
ejη′ ,−Yι(j)ejη′ + ue−c
(j)
ejη〉
ϕ1(u
c(j)ejη′) = e
j+1
η
ϕ1(−Yι(j)ejη′ + ue−c
(j)
ejη) = e
j+1
η′
Here our notation is as in the definition of “shape τ” in 7.3.1, except that we have
decomposed II as IIX
∐
IIY with IIX = ι(Jmax \J) and IIY = ι(J \Jmin). Recall
also that by Lemma 7.4.1 we have Jmin = ι(Iη′ ) and S \ Jmax = ι(Iη). As usual,
when j = f − 1 the right-hand side of the defining expressions for ϕ1 should be
modified to αe0η and α
′e0η′ . For the remainder of this argument it is convenient for
us to define efη := αe
0
η and e
f
η′ := α
′e0η′ so that from now on we can ignore this last
complication.
The generic fibre of the strongly divisible module MJ is also the generic fibre
of a certain e´tale ϕ-module; we show this following the method in the proof of
Proposition 7.3 of [Bre12]. The first step is to note that by [Bre12, Prop. A.2(i)]
the object MJ comes from a unique ϕ-module MJ of type χ over kv ⊗Fp FJuK (see
the discussion preceding loc. cit., which in particular gives the recipe for recovering
MJ fromM). By functorialityMJ has an action of FJ . SetDJ = MJ [1/u]; this is a
ϕ-module of type χ in the sense of [Bre12, De´f. A1]. There is a decomposition DJ =
D0J × · · · ×Df−1J where DjJ = FJ((u))ejη ⊕ FJ((u))ejη′ and Gal(Fv,∞( e
√−p)/Fv,∞)
acts on ejη, e
j
η′ via η, η
′ respectively, and one calculates that
j ∈ Iη :
{
ϕ(ej−1η ) = u
eejη − ajuc
(j)
e
j
η′
ϕ(ej−1η′ ) = e
j
η′
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j ∈ Iη′ :
{
ϕ(ej−1η ) = e
j
η
ϕ(ej−1η′ ) = u
ee
j
η′ − ajue−c
(j)
ejη
j ∈ IIX :
{
ϕ(ej−1η ) = u
c(j)e
j
η′
ϕ(ej−1η′ ) = −Xjejη′ + ue−c
(j)
ejη
j ∈ IIY :
{
ϕ(ej−1η ) = u
c(j)e
j
η′ + Yje
j
η
ϕ(ej−1η′ ) = u
e−c(j)ejη.
with a suitable modification when j = f − 1. (To check this, it suffices to define
MJ by the same formulas, and then follow the recipe for recoveringMJ from MJ .)
By [Bre12, Prop. A.2(ii)] the generic fibre of DJ is ρ
∨
J |Gal(Fv/Fv,∞). Set ej = ejη
and fj = uc
(j)
e
j
η′ ; one checks that with respect to the basis e
j , fj , the action of ϕ
involves only powers of ue; it follows from the isomorphism [Bre12, Eq. (47)] that
replacing ue with u gives a ϕ-module
∏
j FJ((u))e
j⊕FJ((u))fj without descent data
whose generic fibre is (ρ∨J ⊗ η)|Gal(Fv/Fv,∞); the action of ϕ is given by
j ∈ Iη :
{
ϕ(ej−1) = uej − ajfj
ϕ(fj−1) = up−1−cf−j fj
j ∈ Iη′ :
{
ϕ(ej−1) = ej
ϕ(fj−1) = up−cf−j (fj − ajej)
j ∈ IIX :
{
ϕ(ej−1) = fj
ϕ(fj−1) = −Xjup−1−cf−j fj + up−cf−j ej
j ∈ IIY :
{
ϕ(ej−1) = fj + Yje
j
ϕ(fj−1) = up−cf−j ej .
Define
vf−j =

p− 1 if f − j ∈ J
cf−j if f − j 6∈ J, f − j − 1 6∈ J
cf−j − 1 if f − j 6∈ J, f − j − 1 ∈ J.
Note that vf−j has been chosen so that vi = sJ,i+tJ,i with sJ,i, tJ,i as in Section 3.2.
Write ω˜f for the extension of ωf to Gal(F v/Fv) given by composing g 7→ (g(π)/π)−1
with κ0. We twist by ω˜
−
∑f−1
j=0 vjp
j
f ; as in the proof of [Bre12, Prop. 7.3], this has
the effect of multiplying ϕ(ej−1) and ϕ(fj−1) by uvf−j for all j. Make the change
of basis ( 1ue
j−1, 1u f
j−1) when f − j ∈ J and (ej−1, 1u fj−1) when f − j 6∈ J , and let
M be the resulting ϕ-module.
Now define a Fontaine–Laffaille module M = M0 × · · · × Mf−1 with M j =
FJej ⊕ FJf j and
j ∈ Iη, f − j ∈ J :
{
ϕ(ej) = ej+1 − ajf j+1
ϕp−cf−j−1(f
j) = f j+1
j ∈ Iη, f − j 6∈ J :
{
ϕcf−j+1(e
j) = ej+1 − ajf j+1
ϕ(f j) = f j+1
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j ∈ Iη′ , f − j ∈ J :
{
ϕ(ej) = ej+1
ϕp−cf−j (f
j) = f j+1 − ajej+1
j ∈ Iη′ , f − j 6∈ J :
{
ϕcf−j (e
j) = ej+1
ϕ(f j) = f j+1 − ajej+1
j ∈ IIX , f − j ∈ J :
{
ϕ(ej) = f j+1
ϕp−cf−j−1(f
j) = −Xjf j+1 + ej+1
j ∈ IIX , f − j 6∈ J :
{
ϕcf−j+1(e
j) = f j+1
ϕ(f j) = −Xjf j+1 + ej+1
j ∈ IIY , f − j ∈ J :
{
ϕ(ej) = f j+1 + Yje
j+1
ϕp−cf−j (f
j) = ej+1
j ∈ IIY , f − j 6∈ J :
{
ϕcf−j (e
j) = f j+1 + Yje
j+1
ϕ(f j) = ej+1.
It is easy to check that M and M are unipotent in the sense of Definitions A.1.3
and A.1.7 respectively, and that Θp−1(M) ∼= Fp−1(M) (see Appendix A for the
functors Θp−1,Fp−1). By Theorem A.3.1 we see that Θp−1(M) ∼= Fp−1(M) is
unipotent in the sense of Definition A.1.5, and so combining Propositions A.3.2
and A.3.3 shows that
T (M)|Gal(Fv/Fv,∞) ∼= T (M) ∼= (ρ∨J ⊗ ηω˜
−
∑f−1
j=0 vjp
j
f )|Gal(Fv/Fv,∞).
Recalling that f−j−1 ∈ J if and only if j ∈ Iη′∪IIY , we see thatM corresponds
to a point on the deformation space of crystalline liftings of ρ∨ ⊗ ηω˜−
∑f−1
j=0 vjp
j
f of
Hodge type (−~s− ~1,~0) where
sj = sJ,j =
{
p− 1− cj − δJc(j − 1) if j ∈ J
cj − δJ (j − 1) if j 6∈ J.
Note that ρ∨ ⊗ ηη′ε−1 ≃ ρ. Similarly, since ρJ lies on XM
(
τ
)
we must have
ρ∨J ⊗ ηη′ε−1ν ≃ ρJ for some unramified character ν. We conclude that
ρJ ≃ ρ∨J ⊗ ηη′ε−1ν ≃ (ρ∨J ⊗ ηω˜
−
∑f−1
j=0 vjp
j
f )⊗ ω˜
∑f−1
j=0 vjp
j
f η
′ε−1ν
comes from a point on the deformation space of crystalline liftings of ρ of Hodge
type σ~v−~s,~s ⊗ (η′ ◦ det) = σ~t,~s ⊗ (η′ ◦ det) = σJ(τ). 
Proof of Theorem 7.2.1. We use the theory of base change explained in Section 3.
The first sentence of Theorem 7.2.1(1) is a consequence of Theorem 7.1.1, so we
may assume throughout the argument that X
(
τ
)
is non-empty. Recall that Lv
denotes the quadratic unramified extension of Fv. Then τ
′ := BC(τ) is a principal
series representation, and ρ′ := ρ|GLv is reducible, so Theorem 7.2.1 holds for ρ′
and τ ′ by Lemmas 7.4.1 and 7.4.2.
We take L = Lv, f
′ = 2f from now on. Given a strongly divisible module (with
tame descent data and coefficients)M′ such thatM′ has shape τ ′, we define another
strongly divisible module c(M′) of shape τ ′ in the following way. Let ϕf denote
the Frobenius on L/Fv. Then we take (c(M′),Fil1 c(M′)) = (M′,Fil1M′) as sets
and as strongly divisible SOFv ,R-modules; we let OL act on c(M′) through ϕf ; and
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the additive bijection ĝ : c(M′) → c(M′) is given by ϕ̂fgϕf : M′ → M′ for each
g ∈ Gal(L(π)/L). (In particular the roles of η, η′ are exchanged if τ is cuspidal,
and preserved if τ is principal series.) The identity map on underlying sets gives
a ϕf -semilinear map cM′ : M′ → c(M′) and a natural identification (M′)j ∼−→
c(M′)j+f . Furthermore, there is a natural isomorphism ρc(M′) ∼= ρϕ
f
M′ , where ρ
ϕf
M′
is the conjugate of ρM′ by the generator ϕ
f of the Galois group Gal(Lv/Fv). (To
see this last statement, it suffices to consider the case that R is Artinian. In this
case ρM′ = T
L
st,2(M′)(−1) = Homφ,Fil1(M′, Aˆst,∞)∨, and it is easily checked that
the map
Homφ,Fil1(M′, Aˆst,∞)→ Homφ,Fil1(c(M′), Aˆst,∞)
sending h 7→ ϕf ◦ h ◦ c−1M′ (where φ is the Frobenius on Aˆst,∞ as in Section 2.2.2
of [Bre99a]) is Galois equivariant after conjugating the left hand side by ϕf .)
WriteM′ for the strongly divisible module (with F-coefficients and descent data)
of shape τ ′ corresponding to ρ′. In the principal series case, note that M′ =
lv ⊗kv M, with the action of Gal(Fv(π)/Fv) on M extended lv-linearly to give
the action of Gal(L(π)/L) on M′. In particular there is a canonical SOL,R-linear
isomorphism γ : M′ ∼−→ c(M′) given by the generator of Gal(lv/kv) on the first
factor ofM′ = lv⊗kvM and the identity on the second factor. In the cuspidal case
we no longer a priori have an M, but there still exists a canonical isomorphism
γ : M′ ∼−→ c(M′) as above. By hypothesis there exists an O′-point x ∈ X(τ)
for the ring of integers O′ in some finite extension E′/E with residue field F. Let
x′ ∈ X(τ ′) be the point arising from x by restriction to GLv . If M,M′ are the
strongly divisible modules corresponding to x, x′, then M′ is obtained from M
by restricting the descent data. In particular there is an involutive isomorphism
γ˜ : M′ ∼−→ c(M′) coming from the action on M of the element of Gal(Lv(π)/Fv)
lifting ϕf and fixing π. Then γ is the reduction of this map modulo mE′ . In any
case we see that cM′γ
−1cM′ = γ. For the remainder of this argument we write c
for cM′ and c¯ for cM′ .
We have the universal deformation rings Rτ
′
M′
and R,τ
′
M′
considered in Sec-
tion 7.4, which depended on our choice of gauge basis elements e¯0η, e¯
0
η′ for (M′)0.
Then we let Rτ
′,f
M′
be the complete local noetherian O-algebra representing the
functor which assigns to a complete local noetherian O-algebra R the set of iso-
morphism classes of tuples (M′, e0η, e0η′ , ǫfη , ǫfη′), whereM′, e0η, e0η′ are as above, and
ǫfη , ǫ
f
η′ are a choice of gauge basis for (M′)f lifting {(γ−1c¯)(e¯0η), (γ−1c¯)(e¯0η′)}. We
write XM′,f
(
τ ′
)
:= Spf Rτ
′,f
M
. Similarly, R,τ
′,f
M′
represents the functor assigning to
R the set of isomorphism classes of tuples (M′, e0η, e0η′ , ǫfη , ǫfη′ , ρ′) with ρ′ a lifting
of ρ′ such that ρ′ ∼= ρM′ .
There is a natural involutive action of ϕf on each of Rτ
′,f
M′
, R,τ
′,f
M′
, R
M′
, and Rτ
′
by sending (M′, {e0η, e0η′}, {ǫfη , ǫfη′}) to (c(M′), {c(ǫfη), c(ǫfη′)}, {c(e0η), c(e0η′)}) and
conjugating ρ′ by ϕf . (Note that the latter will indeed define a point of each of
the deformation spaces we are considering, after identifying (c(M′), {γ(e¯0η), γ(e¯0η′)})
with (M′, {e¯0η, e¯0η′}) via γ−1.)
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Similarly if X,X ′ are the universal framed deformation spaces of ρ and ρ|GLv ,
then we have a natural map X → (X ′)ϕf which is easily seen to be an isomor-
phism since p > 2. Since the extension Lv/Fv is unramified, we see that a lift ρ
of ρ is potentially Barsotti–Tate of type τ if and only if ρ′ := ρ|GLv is potentially
Barsotti–Tate of type BC (τ), so that furthermore X
(
τ
)
= X
(
τ ′
)ϕf
. It is easy to
see that (Spf R,τ
′,f
M′
)ϕ
f
is formally smooth over both X
(
τ ′
)ϕf
and XM′,f
(
τ ′
)ϕf
.
Furthermore, in the principal series case the Dieudonne´ module with descent data
M ′ and strongly divisible module with descent dataM′ corresponding to ρ′ are ob-
tained from those corresponding to ρ by tensoring with OLv overOFv and extending
ϕ semilinearly; in the cuspidal case, the Dieudonne´ module for ρ′ is equal to the
one for ρ, and the strongly divisible module is obtained by restricting the descent
data from Gal(Lv(π)/Fv) to Gal(Lv(π)/Lv). Consequently, we see that in order to
establish parts (1) and (2) of Theorem 7.2.1, it is enough to prove the analogous
statements for XM′,f
(
τ ′
)ϕf
; parts (3) and (4) will also follow from considerations
on this latter space.
Choose a gauge basis e¯0η, e¯
0
η′ for (M′)0, and recursively define e¯jη, e¯jη′ for 0 <
j < 2f by the formulas of Section 7.3. Define ǫ¯j+fη and ǫ¯
j+f
η′ to be (γ
−1c¯)(e¯jη) and
(γ−1c¯)(e¯jη′) respectively if τ is principal series, and non-respectively if τ is cuspidal.
For 0 ≤ j < f we write (M′)j in terms of the gauge basis e¯jη, e¯jη′ as in Section 7.3
(denoting the structure constants in the type I filtrations as a¯j ; note that the struc-
ture constants in type II filtrations are 0 here). For f ≤ j < 2f we instead write
(M′)j in terms of the gauge basis ǫ¯jη, ǫ¯jη′ (again denoting the structure constants as
a¯j). In view of the fact that γ : M′ → c(M′) is an isomorphism, we see that the
sets Iη, Iη′ , II for M′ are invariant under translation by f if τ is principal series,
and II is similarly invariant under translation by f if τ is cuspidal while Iη, Iη′ are
interchanged; that a¯j+f = a¯j for all j; and that in this basis, if the right-hand side
of the defining expressions for ϕ1 for j = 2f − 1 are written as β¯e¯0η and β¯′e¯0η′ , then
the right-hand side of the defining expressions for ϕ1 for j = f − 1 can be written
as β¯ǫ¯fη and β¯
′ǫ¯fη′ .
Consider an arbitrary point x = (M′, {e0η, e0η′}, {ǫfη , ǫfη′}) of XM′,f
(
τ ′
)
. Recur-
sively define ejη, e
j
η′ for 0 ≤ j < f and ǫjη, ǫjη′ for f ≤ j < 2f by the formulas of
Section 7.3. As we did withM′, we writeM′ in terms of the gauge basis ejη, ejη′ for
0 ≤ j < f (denoting the structure constants in the filtration as aj , bj), and in terms
of the gauge basis ǫjη, ǫ
j
η′ for f ≤ j < 2f (here denoting the structure constants as
a′j, b
′
j). In this basis, let the right-hand side of the defining expressions for ϕ1 for
j = f − 1 and 2f − 1 be βǫfη , β′ǫfη′ and β˜e0η, β˜′e0η′ respectively. In particular β, β˜
are both lifts of β¯, and similarly β′, β˜′ are both lifts of β¯′.
Then ϕf (x) = x if and only if there is an isomorphism c(M′) ∼−→ M′ lifting
γ−1 and sending {c(ǫfη), c(ǫfη′)}, {c(e0η), c(e0η′)} to {e0η, e0η′}, {ǫfη , ǫfη′} respectively.
It follows immediately from the above description that this is the case precisely
when β = β˜, β′ = β˜′, aj = a
′
j+f for all 0 ≤ j < f , and bj = b′j+f for all
j ∈ II ∩ {0, . . . , f − 1}, except that if τ is cuspidal we have aj = −b′j+f and
bj = −a′j+f for all j ∈ II ∩ {0, . . . , f − 1}.
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Now rewrite M′ entirely in terms of the gauge bases ejη, ejη′ for 0 ≤ j < 2f , as
in Section 7.3. By the change-of-basis formulae in the proof of [Bre12, Prop. 5.4]
we obtain aj+f = aj(β/β
′)γj for some γj ∈ {±1} for all 0 ≤ j < f , except that
again if τ is cuspidal and j ∈ II ∩ {0, . . . , f − 1} we have aj = −bj+f (β/β′)γj and
bj = −aj+f (β/β′)−γj . (The exponents γj are determined by the sets Iη, Iη′ , II, and
so by ρ and τ .) Furthermore we have α, α′ equal to β2, (β′)2 if II ∩ {0, . . . , f − 1}
is even, and α = α′ = ββ′ if II ∩ {0, . . . , f − 1} is odd.
For the remainder of this proof we will use ι for the involution ι(j) = f − 1 − j
on {0, . . . , f − 1}, and ι′ for the analogous involution on {0, . . . , f ′ − 1}. Write
J0 = ι(II ∩ {0, . . . , f − 1}). It follows easily from the previous paragraph and from
the description of XM′,f
(
τ ′
)
given by Lemma 7.4.1 that XM′,f
(
τ ′
)ϕf
is the formal
spectrum of a ring R equal to a power series ring over OJ(Xj , Yj)j∈J0K/(XjYj −
p)j∈J0 , where the variables Xj , Yj for j ∈ J0 are taken to be the restrictions to
XM′,f
(
τ ′
)ϕf
of the variables Xj , Yj on XM′,f
(
τ ′
)
. (Note that when |J0| is even we
use the hypothesis that p 6= 2, so that (1 + Z)1/2 ∈ OJZK.) This gives part (2) of
the Theorem.
Part (3) now follows by an argument similar to that in the proof of Lemma 7.4.1
(if a Zp-point λ ∈ X
(
τ
)
leads to a point λ′ ∈ XM′,f
(
τ ′
)ϕf
, and if λ corresponds to
the potentially Barsotti–Tate representation ρ, then λ′ corresponds to the strongly
divisible module associated to ρ|GL) together with the behavior of η- and η′-gauges
under base change; for the latter one considers the principal series and cuspidal
cases separately.
Now let J ′min and J
′
max be the sets from part (1) of the Theorem applied to
ρ′ and τ ′, so that J ′min = ι
′(Iη′ ) and J
′
max = ι
′(Iη′ ∪ II). Define Jmin = J ′min ∩
{0, . . . , f − 1} and Jmax = J ′max ∩ {0, . . . , f − 1}. Observe that the set J0 from the
previous paragraph is precisely Jmax \ Jmin.
Write J ′ for BC cusp(J) or BC PS(J) depending on whether τ is a cuspidal or
principal series inertial type; it is easy to verify that if J ⊆ S then Jmin ⊆ J ⊆ Jmax
if and only if J ′min ⊆ J ′ ⊆ J ′max.
Now, by Lemma 3.4.1 and the definition of D(ρ), we see that if σJ(τ) ∈ D(ρ)
then σJ′(τ
′) ∈ D(ρ′). In particular, we have J ′min ⊆ J ′ ⊆ J ′max, or equivalently
Jmin ⊆ J ⊆ Jmax. Conversely, we claim that if J is such that J ′min ⊆ J ′ ⊆ J ′max,
then σJ(τ) ∈ D(ρ). In order to see this, we need to check that ρ has a crystalline
lift of Hodge type σJ(τ). In addition, we need to verify the assertion of Theorem
7.2.1(4), by identifying explicit equations for X
(
σJ(τ)
)
.
In fact, we can verify these conditions simultaneously, as follows: let XJ be the
component of X
(
τ
)
cut out by the equations Xj = 0 (for j ∈ J \ Jmin) and Yj = 0
(for j ∈ Jmax \ J). From Lemma 7.4.2, from the relationship between X
(
τ ′
)
and
XM′
(
τ ′
)
, and by the discussion above, we see that XJ = X
(
σJ′(τ
′)
)ϕf
. On the
other hand, by Theorem 7.1.1 we know that we must have XJ = X
(
σ(τ)K
)
for
someK, and we then haveXJ ⊆ X
(
BC(σ(τ)K)
)ϕf
by definition. By Lemma 3.4.1,
this means that XJ ⊆ X
(
σ(τ ′)K′
)ϕf
, so that K ′ = J ′, and K = J , as required. 
We note the following useful corollary of the proof of Theorem 7.2.1.
7.4.4. Corollary. Assume that ρ is generic, and that σ is a Serre weight. Then
σ ∈ D(ρ) if and only if BC(σ) ∈ D(ρ|GLv ).
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7.4.5. Remark. Observe that in the principal series case we have given two construc-
tions of the space X
(
τ
)
: once in Lemma 7.4.1 (i.e. once from [BM12, Thm. 5.2.1])
and then again by the base change argument in the proof of Theorem 7.2.1 (i.e.
by applying Lemma 7.4.1 to the case of principal series types over the quadratic
extension). We caution that we have not checked that these two constructions give
precisely the same formal variables Xj , Yj (rather than differing by a unit).
8. Breuil’s lattice conjecture
We now use the results of the preceding sections to prove the main conjecture of
[Bre12], as well as its natural analogue for cuspidal representations.
8.1. Patched modules of lattices. Assume that p > 3. Let Fv be an unramified
extension of Qp, let ρ : GFv → GL2(F) be a generic representation, and let M∞
be a (possibly fixed determinant) patching functor indexed by a set of places and
representations which includes (Fv , ρ).
Let τ be a non-scalar tame inertial type for GFv , which we assume is either
principal series or regular cuspidal. Recall from Section 5.2 that for each subset
J ∈ Pτ we have fixed a lattice σ◦J (τ) in σ(τ) with the property that the cosocle
of σ◦J(τ) is precisely σJ(τ). We have also fixed a subset Jbase ⊆ S and defined
the involution ı(J) := J△Jbase on the subsets of S; if τ is principal series, then
Jbase = ∅ and ı is just the identity.
We assume that we have fixed inertial types at all places in the indexing set for
M∞ other than v, and we drop these places from the notation from now on, so
that, if L denotes the tensor product of the fixed inertial types at all places in the
indexing set other than v, then we simply write (for example) M∞(σ
◦
J (τ)), rather
than M∞(σ
◦
J (τ) ⊗ L).
It follows from Theorem 5.2.4 that if ı(J) ∈ Pτ then we have inclusions
p|J|σ◦ı(J)(τ) ⊆ σ◦ı(∅)(τ) ⊆ σ◦ı(J)(τ),
and therefore inclusions
p|J|M∞(σ
◦
ı(J)(τ)) ⊆M∞(σ◦ı(∅)(τ)) ⊆M∞(σ◦ı(J)(τ)).
Since p > 3 and ρ is assumed to be generic, we can apply Theorem 7.2.1, so we
have subsets Jmin ⊆ Jmax ⊆ S, and elements Xj , Yj of R,τv for each j ∈ Jmax\Jmin,
which we regard as elements of Rτ∞ via the natural map R
,τ
v → Rτ∞. It will be
convenient for us to also consider the subsets
J ′min := (J
c
base ∩ Jmin) ∪ (Jbase ∩ Jcmax), J ′max := (Jcbase ∩ Jmax) ∪ (Jbase ∩ Jcmin).
Note that we have Jmin ⊆ ı(J) ⊆ Jmax if and only if J ′min ⊆ J ⊆ J ′max, and that if
τ is principal series, then we have J ′min = Jmin, J
′
max = Jmax. Observe also that in
all cases we have J ′max \ J ′min = Jmax \ Jmin.
For each j ∈ S, we define an element ̟j ∈ Rτ∞ according to the prescription
̟j :=

p if j ∈ J ′min
Yj if j ∈ (J ′max \ J ′min) ∩ Jbase
Xj if j ∈ (J ′max \ J ′min) ∩ Jcbase
1 if j 6∈ J ′max.
If J ∈ ı(Pτ ), then we define ̟J :=
∏
j∈J ̟j.
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Similarly, for each j ∈ S we define ̟′j ∈ Rτ∞ according to the prescription
̟′j :=

1 if j ∈ J ′min
Xj if j ∈ (J ′max \ J ′min) ∩ Jbase
Yj if j ∈ (J ′max \ J ′min) ∩ Jcbase
p if j 6∈ J ′max,
and if J ∈ ı(Pτ ), then we define ̟′J :=
∏
j∈J ̟
′
j . Note that ̟J̟
′
J = p
|J|.
8.1.1. Proposition. Suppose that τ is either a principal series inertial type or a
regular cuspidal inertial type. For each J ∈ ı(Pτ ), we have equalities
̟JM∞
(
σ◦ı(J)(τ)
)
= M∞
(
σ◦ı(∅)(τ)
)
and
̟′JM∞
(
σ◦ı(∅)(τ)
)
= p|J|M∞
(
σ◦ı(J)(τ)
)
.
Proof. To begin with, fix J and j ∈ Jc with the property that ı(J), ı(J ∪{j}) ∈ Pτ .
By Theorem 5.2.4(4) there is an inclusion of lattices σ◦ı(J)(τ) ⊆ σ◦ı(J∪{j})(τ), and the
cokernel of this inclusion is a successive extension of the weights σı(J′)(τ), where J
′
runs over subsets of S such that j ∈ J ′ and ı(J ′) ∈ Pτ . Note also that this cokernel
is annihilated by p.
The cokernel M∞
(
σ◦ı(J∪{j})(τ)/σ
◦
ı(J)(τ)
)
of
(8.1) M∞
(
σ◦ı(J)(τ)
) →֒M∞(σ◦ı(J∪{j})(τ))
is thus a successive extension of the corresponding modules M∞(σı(J′)(τ)), and
is annihilated by p, and so its scheme-theoretic support is generically reduced,
with underlying reduced subscheme equal to
⋃
J′
min
⊆J′⊆J′max
j∈J′
X
(
σı(J′)(τ)
)
. Since the
patched moduleM∞
(
σ◦ı(J∪{j})(τ)/σ
◦
ı(J)(τ)
)
is Cohen–Macaulay, by the definition of
a patching functor, it follows from [Mat89, Thm. 17.3(i)] that its scheme-theoretic
support has no embedded associated primes, and so is in fact equal to⋃
J′
min
⊆J′⊆J′max
j∈J′
X
(
σı(J′)(τ)
)
.
If j /∈ J ′max, we see that this support is trivial, and hence this cokernel is triv-
ial, i.e. is annihilated by multiplication by 1. If j ∈ J ′max \ J ′min, then by Theo-
rem 7.2.1(4) this cokernel is annihilated by multiplication by Yj if j ∈ Jbase and
by Xj if j ∈ Jcbase. If j ∈ J ′min, then this cokernel is annihilated by p. Thus in all
cases, we find that the cokernel of (8.1) is annihilated by ̟j.
Similarly, we deduce that the cokernel of pM∞
(
σ◦ı(J∪{j})(τ)
) →֒ M∞(σ◦ı(J)(τ))
is annihilated by ̟′j , since the cokernel of the inclusion pσ
◦
ı(J∪{j})(τ) ⊆ σ◦ı(J)(τ) is
a successive extension of the weights σı(J′)(τ), where J
′ runs over the subsets of S
such that j /∈ J ′.
We conclude that there are inclusions
(8.2) ̟jM∞
(
σ◦ı(J∪{j})(τ)
) ⊆M∞(σ◦ı(J)(τ))
and
(8.3) ̟′jM∞
(
σ◦ı(J)(τ)
) ⊆ pM∞(σ◦ı(J∪{j})(τ)).
LATTICES IN THE COHOMOLOGY OF SHIMURA CURVES 57
Multiplying (8.2) by ̟′j , we find that also
pM∞
(
σ◦ı(J∪{j})(τ)
) ⊆ ̟′jM∞(σ◦ı(J)(τ)),
and hence that (8.3) is in fact an equality. Multiplying this equality by ̟j (and
recalling that M∞
(
σ◦(τ)
)
is p-torsion free), we deduce that (8.2) is also an equal-
ity. The statement of the Proposition now follows by induction on |J |, using
Lemma 5.2.1. 
8.2. Breuil’s lattice conjecture. We now apply Proposition 8.1.1 to the partic-
ular fixed determinant patching functors constructed in Section 6.2. (Of course,
it could be applied in a similar way to the unitary group patching functors con-
structed in Section 6.6.) Continue to fix a prime p > 3, let F be a totally real field
in which p is unramified, and fix a continuous representation ρ : GF → GL2(F)
with the property that ρ|GF (ζp) is absolutely irreducible. If p = 5, assume further
that the projective image of ρ|GF (ζ5) is not isomorphic to A5. Fix a place v|p, and
assume that ρ|GFv is generic. Let τ be some tame inertial type.
We now adopt the notation of Sections 6.2 and 6.3, fixing in particular a quater-
nion algebra D, a finite set of finite places S, and the maximal ideal m ⊂ TS,univ
corresponding to ρ. For each place w ∈ S \ {v}, choose an inertial type τw and a
lattice σ◦(τw) in σ(τw), and let σ
v := ⊗w∈S\{v}σ◦(τw) be the corresponding repre-
sentation of Kv =
∏
w∈S\{v}Kw. Let λ : Tm → E′ be the system of Hecke eigenval-
ues corresponding to some minimal prime ideal of Tm, where Tm := T(σ
vσ◦(τ))m
in the notation of Section 6.3 (note that this is independent of the choice of lat-
tice σ◦(τ)), and where E′ is a finite extension of E. Set Kv = GL2(OFv ). Let
π := (Mv(σv)∗[1/p])[λ], which by strong multiplicity one for D× is an irreducible
tame representation of GL2(Fv). Then the eigenspace M
v(σv)∗[λ] is a lattice in π,
and the intersection
σ◦(π) := (σ(τ) ⊗E E′) ∩Mv(σv)∗[λ]
inside π defines a Kv-stable OE′ -lattice in σ(τ) ⊗E E′.
Let ρ : GF → GL2(OE′) be the Galois representation associated to π. We now
define a GL2(OFv )-stable OE′-lattice σ◦(ρ) in σ(τ) ⊗E E′. Suppose first that τ is
an irregular cuspidal type. Then by Lemmas 2.1.6 and 3.3.1, D(ρ|GFv ) ∩ JH(σ(τ))
contains a single weight σJ(τ), and we set σ
◦(ρ) := σ◦,J (τ) ⊗O OE′ .
Now suppose that τ is a principal series or regular cuspidal type. For each
J ∈ ı(Pτ ), we let ̟J(λ) denote the image of ̟J under the composite of λ and the
homomorphism Rτ∞ → Tm induced by the composite R∞ → RunivS → Tm. Define
σ◦(ρ) :=
∑
J∈ı(Pτ )
̟J(λ)σ
◦
ı(J)(τ).
8.2.1. Theorem. Continue to maintain the above assumptions, so that in partic-
ular we have p > 3, and ρ|GFv is generic. Then the lattices σ◦(π) and σ◦(ρ) are
homothetic.
Proof. Suppose first that τ is an irregular cuspidal type. By Lemma 4.1.1 and
the definition of σ◦(ρ), we must show that the only Serre weight occurring in the
socle of σ◦(π) is σJ(τ); but this is an immediate consequence of Corollaries 5.6.4
and 4.5.7 of [GK12] (the Buzzard–Diamond–Jarvis conjecture).
Suppose now that τ is either a principal series type or a regular cuspidal type. By
Proposition 4.1.4 we may write σ◦(π) =
∑
J∈ı(Pτ )
pvJσ◦ı(J)(τ), where p
vJ denotes
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an element of OE′ of some valuation vJ . Rescaling if necessary, we further assume
that vı(∅) = 0.
We now apply the results of Subsection 8.1 to the fixed determinant patching
functor M∞ of Subsection 6.4. It follows from (6.1) that for any subset J ∈ ı(Pτ )
there is a natural isomorphism
HomKv
(
σ◦ı(J)(τ), σ
◦(π)
)∗ ∼−→M(σ◦ı(J)(τ))/λ,
and so (noting that M
(
σ◦ı(J)(τ)
)
is p-torsion free) Proposition 8.1.1 shows that
HomKv
(
σ◦ı(J)(τ), σ
◦(π)
)
= ̟J(λ)HomKv
(
σ◦ı(∅)(τ), σ
◦(π)
)
.
Proposition 4.1.4 then shows that pvJ = ̟J(λ) for each J ∈ ı(Pτ ) (or more pre-
cisely, that they have the same valuation, which is all we need). 
8.2.2.Remark. In the case that τ is a principal series type andD is a definite quater-
nion algebra, this is precisely Conjecture 1.2 of [Bre12], under the mild additional
assumptions that we have imposed in order to use the Taylor–Wiles–Kisin method.
(See displayed equation (13) in Section 3 of [Bre12] together with [Bre12, Cor. 5.3],
and note that our normalisations differ from those of [Bre12].) Note that while
Breuil does not fix types at places other than v, the fact that Theorem 8.2.1 shows
that the homothety class of the lattice is independent of the choices of types away
from v means that Breuil’s apparently more general conjecture is an immediate
consequence of our result.
9. The generic Buzzard–Diamond–Jarvis conjecture
9.1. The support of a patching functor. We now explain how the results of
the earlier sections can be applied to the weight part of Serre’s conjecture, by an
argument analogous to the arguments made to avoid the use of Ihara’s lemma in
[Tay08]. Fix an unramified extension Fv/Qp, and a continuous representation ρ :
GFv → GL2(F). For simplicity, we consider (fixed determinant) patching functors
indexed by just the single field Fv.
9.1.1. Theorem. Suppose that p > 3 and that ρ is generic, let M∞ be a fixed
determinant patching functor for ρ, and let σ be a Serre weight. Then M∞(σ) 6= 0
if and only if σ ∈ D(ρ).
Proof. First, suppose that M∞(σ) 6= 0. Since M∞(σ) is supported on Xψ
(
σ
)
by
the definition of a fixed determinant patching functor, we have X
ψ(
σ
) 6= 0. By
Theorem 7.1.1, this implies that σ ∈ D(ρ).
We now prove the converse. Let τ be an inertial type such that D(ρ) ⊂ JH(σ(τ)),
as in Proposition 3.5.2. We certainly have M∞(σ
′) 6= 0 for some Serre weight σ′,
and this implies that M∞(σ
◦(τ)) 6= 0 (because we have shown that σ′ ∈ D(ρ), so
that σ′ is a Jordan–Ho¨lder factor of σ◦(τ)). By Theorem 7.1.1 and the choice of τ ,
it suffices to show that M∞(σ
◦(τ)) is supported on all of X
ψ(
τ
)
.
In order to see this, note that by Theorem 7.2.1 the generic fibre of Xψ
(
τ
)
is
irreducible, so that M∞(σ
◦(τ)) is supported on the whole generic fibre of Xψ
(
τ
)
.
Since M∞(σ
◦(τ)) is maximal Cohen–Macaulay over Xψ
(
τ
)
, it follows (cf. Lemmas
2.2(1) and 2.3 of [Tay08]) thatM∞(σ
◦(τ)) is supported on all ofX
ψ(
τ
)
, as required.

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9.1.2. Remark. Of course the analogous result also holds for patching functors with-
out fixed determinant, and can be proved in the same way. The same analysis also
goes through for patching functors indexed by a collection of fields, provided that
at the fields of residue characteristic p, the fields are absolutely unramified over Qp,
and the Galois representations are generic.
Applying Theorem 9.1.1 to the specific fixed determinant patching functors con-
structed in Section 6 recovers cases of the Buzzard–Diamond–Jarvis conjecture
([BDJ10]). Of course, as written this proof depends on the results of [GLS12],
[GK12], etc. which were used in Section 6 to construct our patching functors, but
it is possible to prove enough properties of the patching functors to recover Theo-
rem 9.1.1 without using these results, and in particular without using the potential
diagonalizability of potentially Barsotti–Tate representations proved in [Kis09b],
[Gee06] — see Section B.1 below.
10. Freeness and multiplicity one
In this section we examine multiplicity one questions for cohomology with coef-
ficients in the lattices under consideration.
10.1. Freeness of patched modules. Fix Fv, an unramified extension of Qp, and
fix a continuous representation ρ : GFv → GL2(F). Let Mmin∞ be a minimal fixed
determinant patching functor with unramified coefficients, indexed by (Fv, ρ). As
noted in Subsection 5.2, the lattices σ(τ)◦J may be defined over the ring of integers
in an unramified extension of Qp, and we take our unramified coefficient field E to
be large enough for all these lattices to be defined over its ring of integers O. Our
main theorem is then the following.
10.1.1. Theorem. Assume that p > 3 and that ρ is generic, and let τ be a non-
scalar tame inertial type for IFv . Fix some J ∈ Pτ . Then the coherent sheaf
Mmin∞ (σ
◦
J (τ)), regarded as a finitely generated module over R
ψ,τ
∞ , is free of rank
one.
10.1.2. Remark. As usual, the analogous result also holds for minimal patching
functors without fixed determinant, with an essentially identical proof.
In the case when the local deformation space Xψ
(
τ
)
is regular, such a result
follows from the method of Diamond [Dia97], and indeed we will use Diamond’s
method as an ingredient in our proof via Lemma 6.1.4. However, the deformation
spaces Xψ
(
τ
)
are typically not regular, and so more work is required than solely
applying this method.
By Theorem 7.2.1, there are subsets Jmin ⊆ Jmax ⊆ S with Jmin, Jmax ∈ Pτ such
that Rψ,τ∞ is a formal power series ring over
OJ(Xj , Yj)j∈Jmax\JminK/(XjYj − p)j∈Jmax\Jmin .
Since Mmin∞ is assumed to have unramified coefficients, this ring is regular if and
only if |Jmax \ Jmin| ≤ 1. In addition, the Jordan–Ho¨lder factors of σ(τ) which are
elements of D(ρ) are precisely the σJ′(τ) with Jmin ⊆ J ′ ⊆ Jmax, and the equations
Xj = 0 (j ∈ J ′\Jmin) and Yj = 0 (j ∈ Jmax\J ′) cut out the componentXψ
(
σJ′(τ)
)
of X
ψ(
τ
)
.
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For the remainder of this section we fix J as in Theorem 10.1.1. It will be
convenient for us to reindex the σJ′(τ) and the Xj , Yj as follows. Set σ
′
J′(τ) :=
σJc△J′(τ), so that in particular σ
′
S(τ) = σJ(τ). Set
J ′min := (J ∩ Jmin) ∪ (Jc ∩ Jcmax), J ′max := (J ∩ Jmax) ∪ (Jc ∩ Jcmin).
As in Section 8, note that J ′min ⊂ J ′ ⊂ J ′max if and only if Jmin ⊂ Jc△J ′ ⊂ Jmax,
and that J ′max\J ′min = Jmax\Jmin. For each i ∈ J ′max\J ′min, we setX ′i = Xi, Y ′i = Yi
if i ∈ J , and X ′i = Yi, Y ′i = Xi if i /∈ J , so that the equations X ′j = 0 (j ∈ J ′ \J ′min)
and Y ′j = 0 (j ∈ J ′max \ J ′) cut out the component X
ψ
∞
(
σ′J′(τ)
)
of X
ψ
∞
(
τ
)
.
In fact, we will be more interested in the special fibre R
ψ,τ
∞ , where R
ψ,τ
∞ =
Rψ,τ∞ /pR
ψ,τ
∞ is a formal power series ring over
FJ(X ′j , Y
′
j )j∈J′max\J′minK/(X
′
jY
′
j )j∈J′max\J′min.
We let W := {J ′ | J ′min ⊆ J ′ ⊆ J ′max}. If J ⊆ W , then we let IJ denote the
radical ideal in R
ψ,τ
∞ which cuts out the reduced induced structure on the closed
subset ∪J′∈JXψ∞
(
σ′J′(τ)
)
. If J1,J2 ⊆ W , then evidently IJ1∪J2 = IJ1 ∩ IJ2 . On
the other hand, while there is an inclusion IJ1 + IJ2 ⊆ IJ1∩J2 , it is not generally
an equality (although it is an equality generically on X
ψ
∞
(
τ
)
).
10.1.3. Example. Suppose that |J ′max \ J ′min| = 2, and write J ′max \ J ′min = {j1, j2}.
(1) If we let J1 := {J ′max},J2 := {J ′min}, then we have IJ1 = (X ′j1 , X ′j2), IJ2 =
(Y ′j1 , Y
′
j2), and IJ1 + IJ2 = (X
′
j1 , X
′
j2 , Y
′
j1 , Y
′
j2 ), while IJ1∩J2 = I∅ is the
unit ideal.
(2) If we let J1 := {J ′max, J ′max \ {j2}},J2 := {J ′min ∪ {j2}, J ′min}, then IJ1 =
(X ′j1), IJ2 = (Y
′
j1
), and IJ1 + IJ2 = (X
′
j1
, Y ′j1), while IJ1∩J2 = I∅ is again
the unit ideal.
(3) If we let J1 := {J ′max, J ′max \ {j2}},J2 := {J ′max, J ′min}, then we have
IJ1 = (X
′
j1
), IJ2 = (X
′
j1
Y ′j2 , X
′
j2
Y ′j1 ), and IJ1 + IJ2 = (X
′
j1
, X ′j2Y
′
j1
), while
IJ1∩J2 = I{J′max} = (X
′
j1
, X ′j2).
10.1.4. Definition. We say that a subset J ⊆ W is an interval if whenever J1 ⊆
J ′ ⊆ J2 with J1, J2 ∈ J , then J ′ ∈ J . We say that J is a capped interval if it
contains a unique maximal element, which we then refer to as the cap of J .
10.1.5. Definition. If J1 ⊆ J2 are elements of W , then we define
F(J1, J2) := {J ′ ∈ W | J1 ⊆ J ′ ⊆ J2}
and
F(J1, J2)× := F(J1, J2) \ {J1} = {J ′ ∈ W | J1 ( J ′ ⊆ J2}.
10.1.6. Lemma. The quotient IF(J1,J2)×/IF(J1,J2) is isomorphic to R
ψ,τ
∞ /I{J1} (and
so in particular is cyclic), and is generated by the image of the element
∏
j∈J2\J1
X ′j.
Proof. The ideals IF(J1,J2) and IF(J1,J2)× admit simple descriptions, namely
IF(J1,J2) = ({X ′j}j∈J1\J′min, {Y ′j }j∈J′max\J2),
while
IF(J1,J2)× =
({X ′j}j∈J1\J′min, {Y ′j }j∈J′max\J2 , ∏
j∈J2\J1
X ′j).
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Thus IF(J1,J2)×/IF(J1,J2) is generated by
∏
j∈J2\J1
X ′j , as claimed. Furthermore,
this quotient is supported precisely on the component X
(
σ′J1(τ)
)
, and so its anni-
hilator is I{J1}. 
10.1.7.Remark. The preceding lemma can be rephrased more geometrically, namely
that the quotient IF(J1,J2)×/(IF(J1,J2)× ∩I{J1}) ∼= (IF(J1,J2)×+I{J1})/I{J1} is prin-
cipal, which is to say that the component X
ψ
∞
(
σ′J1(τ)
)
intersects the union of
components ⋃
J′∈F(J1,J2)×
X
ψ
∞
(
σ′J′(τ)
)
in a Cartier divisor on X
ψ
∞
(
σ′J1(τ)
)
.
10.1.8. Lemma. If J1 and J2 are two capped intervals in W that share a common
cap, then IJ1 + IJ2 = IJ1∩J2 .
Proof. Write J := J1 ∩ J2, and let Jcap denote the common cap of J1 and J2.
If J = J1 then the statement of the lemma is trivial, and so we may assume
that J ( J1. We begin by assuming in addition that |J1 \ J2| = 1, and write
J1 \ J2 = {J1}.
The evident inclusion IJ2 ⊆ IJ implies that
(IF(J1,Jcap)+ IJ2)∩ IJ = (IF(J1,Jcap) ∩ IJ )+ IJ2 = IF(J1,Jcap)∪J + IJ2 = IJ1 + IJ2 .
Since furthermore IJ ⊆ IF(J1,Jcap)× , we see that in order to deduce the lemma in
the case we are considering, it suffices to prove that
IF(J1,Jcap) + IJ2 = IF(J1,Jcap)×
(that is, it suffices to prove the result in the case that J1 = F(J1, Jcap)), or equiv-
alently, it suffices to prove that IJ2 surjects onto IF(J1,Jcap)×/IF(J1,Jcap) under the
quotient map R
ψ,τ
∞ → R
ψ,τ
∞ /IF(J1,Jcap). Now Lemma 10.1.6 shows that the quotient
IF(J1,Jcap)×/IF(J1,Jcap) is cyclically generated by (the image of)
∏
j∈Jcap\J1
X ′j , and
so it suffices to note that this element also lies in IJ2 , since J1 6∈ J2.
We now proceed by induction on |J1\J2|, assuming that it is greater than 1. Let
J1 be a maximal element of J1 \J2, and write J ′ = J ∪ {J1} and J ′2 = J2 ∪ {J1}.
The maximality of J1 assures us that J ′ and J ′2 are again both intervals. Since
J1 ∩ J ′2 = J ′, we may assume by induction that
IJ1 + IJ ′2 = IJ ′ .
Adding IJ2 to both sides of this equality yields
IJ1 + IJ2 = IJ ′ + IJ2 .
Thus we are reduced to proving that IJ ′ + IJ2 = IJ . But |J ′ \ J2| = |J ′ \ J | = 1,
and so we have reduced ourselves to the situation already treated. This completes
the proof of the lemma. 
10.1.9. Remark. We remind the reader that as the examples of 10.1.3 show, some
sort of hypothesis on J1 and J2 as in Lemma 10.1.8 is necessary for that lemma to
hold.
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10.1.10. Remark. Note that Theorem 10.1.1 implies Lemma 10.1.8. To see this,
apply Theorem 10.1.1 to the set J ′′ ∈ Pτ such that Jc△J ′′ is the common cap of J1
and J2. Then there are submodulesM1,M2 of σ◦J′′(τ) such that the Jordan–Ho¨lder
factors of σ◦J′′(τ)/Mi are precisely the weights σ
′
J′(τ) with J
′ ∈ Ji. Then IJ1 is the
annihilator of Mmin∞ (σ
◦
J′′ (τ)/M1), IJ2 is the annihilator of M
min
∞ (σ
◦
J′′ (τ)/M2), and
IJ1∩J2 is the annihilator of M
min
∞ (σ
◦
J′′(τ)/(M1+M2)), and the result is immediate.
Before we begin the proof of Theorem 10.1.1, we check the following proposition.
10.1.11. Proposition. Suppose that ρ is generic, and that for some σ, σ′ ∈ D(ρ),
there is a non-trivial extension θ of σ by σ′. Then there is a tame inertial type τ ′
and a K-stable O-lattice σ◦(τ ′) in σ(τ ′) such that JH(σ(τ ′)) ∩D(ρ) = {σ, σ′}, and
the extension θ is realised in the cosocle filtration of σ◦(τ ′).
Proof. First, note that since Ext1F[GL2(kv)](σ
′, σ) is one-dimensional (by Proposi-
tion 5.1.3), it suffices to find σ◦(τ ′) which realises a non-split extension of σ′ by σ.
In fact, we claim that it suffices to find τ ′ such that JH(σ(τ ′))∩D(ρ) = {σ, σ′}.
To see this, suppose that such a τ ′ exists, and take σ◦(τ ′) to be the lattice σ(τ ′)σ
provided by Lemma 4.1.1. It suffices to prove that σ′ necessarily lies in the first
layer of the cosocle filtration of σ◦(τ ′) (since the extension of σ by σ′ must be
nontrivial, as the socle of σ◦(τ ′) is just σ); but this follows from Theorem 5.1.1 and
Proposition 5.1.3.
We now find such a type τ ′. Since D(ρ) ⊂ D(ρss), we may assume that ρ is
semisimple. Without loss of generality we may assume that σ = σ~t,~s, σ
′ = σ~t′,~s′
as in the statement of Proposition 5.1.3, so that there is some k with sj = s
′
j
if j 6= k, k + 1, s′k = p − 2 − sk, and s′k+1 = sk+1 ± 1. Let ρ′ := BC (ρ). By
Corollary 7.4.4, it is enough to find a tame inertial type τ ′ such that if τ ′′ := BC (τ ′),
then BC (σ),BC (σ′) are Jordan–Ho¨lder factors of σ(τ ′′), and no other elements of
JH(σ(τ ′′)) ∩ D(ρ′) are in the image of BC . We will construct τ ′′ directly as a
principal series representation, and it will be immediate by the construction that
τ ′′ is in the image of BC .
The construction of such a τ ′′ (and thus of τ ′) is an easy exercise; we sketch the
details. Suppose first that ρ is reducible, so that we may write
ρ|IFv ∼= ω
∑f−1
j=0 tjp
j
f
ω∑j∈K (sj+1)pjf 0
0 ω
∑
j /∈K(sj+1)p
j
f

for some subset K ⊆ S; then we let K ′ = BC PS(K) ⊆ S ′. If on the other hand ρ
is irreducible, then we may write
ρ|IFv ∼= ω
∑f−1
j=0 tjp
j
f
ω∑j∈K(sj+1)pj2f 0
0 ω
∑
j /∈K(sj+1)p
j
2f
 ,
and we let K ′ = K ⊆ S ′.
In either case we let J ′ = K ′△{k + 1, . . . , k + f}, so that J ′ is antisymmetric
if ρ is reducible, and symmetric if ρ is irreducible. Define τ ′′ := I(η ⊗ η′), where
η′ = [·]
∑2f−1
j=0 xjp
j
, η(η′)−1 = [·]
∑2f−1
j=0 cjp
j
, with
xi =
{
ti + si + 1− p if i ∈ J ′
ti if i /∈ J ′,
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ci =
{
p− 1− si − δ(J′)c(i− 1) if i ∈ J ′
si + δJ′(i− 1) if i /∈ J ′.
.
Note by Lemma 2.1.6 that each ci is in the range [0, p− 1]; observe also that if ρ is
reducible (respectively irreducible) then there is a cuspidal (respectively principal
series) inertial type τ ′ with BC (τ ′) = τ ′′.
Now, by definition we have σJ′(τ
′′) = BC (σ), and σ(τ ′′)J′△{k,k+f} = BC (σ
′).
It is elementary to check (as an application of Proposition 4.3 of [Bre12], and
especially equation (19) from its proof) that there are precisely two other Jordan–
Ho¨lder factors of σ(τ ′′) which are contained in D(ρ′), namely σ(τ ′′)J′△{k} and
σ(τ ′′)J′△{k+f}, neither of which is in the image of BC . The result follows. 
Proof of Theorem 10.1.1. Since Mmin∞ (σ
◦
J (τ)) is a faithful R
ψ,τ
∞ -module (as by
Lemma 6.1.4 the moduleMmin∞ (σ
◦
J (τ))[1/p] is locally free over R
ψ,τ
∞ [1/p]), the mod-
uleMmin∞ (σ
◦
J (τ)) is free of rank one if and only if it is cyclic. By Nakayama’s lemma,
Mmin∞ (σ
◦
J (τ)) is cyclic if and only if M
min
∞ (σ
◦
J(τ)) is cyclic.
It follows easily from Theorem 5.1.1 that for each interval J ⊆ W , there is
a subquotient σJ of σ◦J(τ) uniquely characterized by the property that its set of
Jordan–Ho¨lder factors is precisely the set {σ′J′(τ)}J′∈J .
We will prove, by induction on |J |, that for each capped interval J ⊆ W , the
patched module Mmin∞ (σ
J ) is cyclic, with annihilator equal to IJ . (The assump-
tion that J be capped is crucial; see Remark 10.1.14 below.) The theorem will
follow by taking J = W ; indeed, although Mmin∞ (σW) is a priori a subquotient
of Mmin∞ (σ
◦
J(τ)), in fact the two are canonically isomorphic, because M
min
∞ (σ
′
J′(τ))
vanishes if J ′ 6∈ W , by Theorem 7.1.1.
The induction begins with the following lemmas.
10.1.12. Lemma. If J is an interval with |J | ≤ 2, then Mmin∞ (σJ ) is cyclic, with
annihilator IJ .
Proof. Since J is an interval with at most two elements, it is either empty (in which
case Mmin∞ (σ
J ) = 0 and the lemma is trivially true), consists of a single element,
or consists of two adjacent sets J1 and J2. Suppose that J is non-empty.
Since |J | ≤ 2, by Propositions 3.5.1 and 10.1.11 we may find an inertial type τ ′
such that JH(σ(τ ′))∩D(ρ) = {σ′J′(τ)}J′∈J . Since Xψ∞
(
τ ′
)
is regular,Mmin∞ (σ
◦(τ ′))
is free of rank one over Xψ∞
(
τ ′
)
for any choice of lattice σ◦(τ ′), by Lemma 6.1.4.
Note that by Theorem 7.1.1, IJ cuts out the reduced induced structure on the
subset X
ψ
∞
(
τ ′
)
of X
ψ
∞
(
τ
)
.
We claim that we can choose σ◦(τ ′) so that Mmin∞ (σ
◦(τ ′)) = Mmin∞ (σ
J ), from
which the lemma will follow. In the case that J is a singleton, this is trivial. In the
case that J = {J1, J2}, it follows from Proposition 10.1.11 and Theorem 5.2.4. 
We will also require the following lemma.
10.1.13. Lemma. Let R be a local ring, and let M ′′ (M ′ ⊆M be R-modules such
that M ′ and M/M ′′ are both cyclic. Then M is cyclic.
Proof. Letm be a lift toM of a cyclic generator ofM/M ′′. We claim thatM = Rm.
In order to see this, it suffices to show that M ′′ ⊆ Rm, and thus it suffices to show
that M ′ ⊆ Rm.
Choose r ∈ R such that m′ := rm generates the cyclic submodule M ′/M ′′ of
M/M ′′, so that Rm′ ⊆ M ′. Since M ′/M ′′ is non-zero, we see by Nakayama’s
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lemma that m′ is in fact a generator of M ′, so M ′ = Rm′. Thus M ′ = Rm′ ⊆ Rm,
as required. 
We now complete the induction, using Lemma 10.1.12 to provide the base case
|J | ≤ 2. Suppose then that |J | > 2. We consider two cases: when J has a unique
minimal element, and when J has at least two minimal elements.
Suppose first that J contains a unique minimal element J0, and let J ′ be
a minimal element of J \ {J0}. Then we have (by Theorem 5.1.1) inclusions
σ{J0} ( σ{J0,J
′} ⊆ σJ , and an equality σJ /σ{J0} = σJ\{J0}, which induce (since
Mmin∞ is an exact functor) inclusions M
min
∞ (σ
{J0}) ( Mmin∞ (σ
{J0,J
′}) ⊆ Mmin∞ (σJ )
(the first inclusion being strict since Mmin∞ (σ
{J′}) 6= 0, as J ′ ∈ W), and an equal-
ity Mmin∞ (σ
J )/Mmin∞ (σ
{J0}) = Mmin∞ (σ
J\{J0}). By induction, we know that each
of Mmin∞ (σ
{J0,J
′}) and Mmin∞ (σ
J\{J0}) is cyclic, and hence by Lemma 10.1.13 we
deduce that Mmin∞ (σ
J ) is cyclic.
It remains to determine the annihilator ofMmin∞ (σ
J ). If we denote this annihila-
tor by I, then certainly I ⊆ IJ , and IJ\{J0}/I ∼−→ Mmin∞ (σ′J0(τ))
∼−→ Rψ,τ∞ /I{J0}.
Thus to show that I = IJ , it suffices to prove that IJ\{J0}/IJ
∼−→ Rψ,τ∞ /I{J0}. For
this, note that (letting Jcap denote the cap of J )
IJ\{J0}/IJ = IJ\{J0}/IJ\{J0} ∩ IF(J0,Jcap) ∼−→ (IJ\{J0}+ IF(J0,Jcap))/IF(J0,Jcap)
= IF(J0,Jcap)×/IF(J0,Jcap)
∼−→ Rψ,τ∞ /I{J0}
(the first and second equalities being evident, the third being an application of
Lemma 10.1.8, and the isomorphism being provided by Lemma 10.1.6), as required.
Suppose now that J contains at (at least) two distinct minimal elements, say J1
and J2. Write J1 := J \{J1}, J2 := J \{J2}. Then σJ is naturally identified with
the fibre product of σJ1 and σJ2 over σJ1∩J2 , and soMmin∞ (σ
J ) is naturally identi-
fied with the fibre product ofMmin∞ (σ
J1) andMmin∞ (σ
J2) overMmin∞ (σ
J1∩J2) (since
Mmin∞ is an exact functor). By induction, there are isomorphisms M
min
∞ (σ
J1)
∼−→
R
ψ,τ
∞ /IJ1 , M
min
∞ (σ
J2)
∼−→ Rψ,τ∞ /IJ2 , and Mmin∞ (σJ1∩J2) ∼−→ R
ψ,τ
∞ /IJ1∩J2 . From
Lemma 10.1.8 we know that IJ1∩J2 = IJ1 + IJ2 , while clearly IJ1 ∩IJ2 = IJ1∪J2 =
IJ . Since the fibre product of R
ψ,τ
∞ /IJ1 and R
ψ,τ
∞ /IJ2 over R
ψ,τ
∞ /(IJ1 + IJ2) is
R
ψ,τ
∞ /(IJ1 ∩ IJ2 ), we conclude that indeed Mmin∞ (σJ ) is isomorphic to R
ψ,τ
∞ /IJ ,
completing the inductive step, and so completing the proof of the theorem. 
10.1.14.Remark. The assumption in the preceding proof that J be a capped interval
is crucial for deducing that Mmin∞ (σ
J ) is cyclic. Indeed, if J admits two distinct
maximal elements J1 and J2, then σ
J admits a surjection onto σ′J1(τ) ⊕ σ′J2(τ),
and hence Mmin∞ (σ
J ) admits a surjection onto Mmin∞ (σ
′
J1
(τ))⊕Mmin∞ (σ′J2(τ)); thus
it cannot be cyclic.
10.1.15. Remark. By Proposition 8.1.1 and Theorem 10.1.1, we see that if the tame
inertial type τ is either principal series or regular cuspidal, then the restriction
of Mmin∞ to the category of subquotients of lattices in σ(τ) is independent of the
particular choice of Mmin∞ . Indeed, we can explicitly define a particular choice of
Mmin∞ with no formal variables in the following way: we fix some J ∈ Pτ , and
we let Mmin∞ (σ
◦
J (τ)) be the structure sheaf of R
ψ,τ . Then the other Mmin∞ (σ
◦
J′ (τ))
are uniquely determined by Proposition 8.1.1, and since any lattice in σ(τ) is in
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the span of the σ◦J′(τ) by Proposition 4.1.4, we see that this determines M
min
∞
completely. Any other choice of Mmin∞ is then equivalent to one obtained from this
one by base extension to Rψ,τ∞ .
10.2. Application to a conjecture of Dembe´le´. We now give a proof of a
conjecture of Dembe´le´ ([Dem]; see also the introduction to [Bre12]), by applying
Theorem 10.1.1 with Mmin∞ the minimal fixed determinant patching functor of Sec-
tion 6.5, and τ a principal series type. (Using the construction of Section 6.6, a
similar result could also be proved for unitary groups.)
We put ourselves in the setting of Section 6.2. In particular, we have a prime
p ≥ 5, a totally real field F in which p is unramified, and a modular representation
ρ : GF → GL2(F) such that ρ|GF (ζp) is absolutely irreducible, and if p = 5 then we
assume further that the projective image of ρ(GF (ζ5)) is not isomorphic to A5. We
also have a quaternion algebra D with centre F which is ramified at all but at most
one of the infinite places of F , and which is ramified at a set Σ of finite places of F
that does not contain any places lying over p. We assume further that
• ρ|GFw is generic for all places w|p, and
• if w ∈ Σ, then ρ|GFw is not scalar.
Let S be the union of Σ, the set of places dividing p, and the places where ρ is
ramified. Fix a place v|p of F ; then for each place w ∈ S\{v}, we defined a compact
open subgroup Kw of (OD)×w in Section 6.5, and a finite free O-module Lw with
an action of Kw. At some places w ∈ S \ {v} we also defined Hecke operators Tw
and scalars βw ∈ F×. We then set Kv = GL2(OFv ), K =
∏
wKw, and defined a
space Smin(σv)m := S(σv ⊗ (⊗w∈S,w 6=vLw))m′ for each σv a finitely generated O-
module with a continuous action of GL2(OFv ), having a central character which lifts
(εdet ρ|IFv ) ◦ArtFv . By definition, Smin(σv)m is a space of modular forms (strictly
speaking, it is a localisation of a space of modular forms). We then constructed
Mmin(σv) by taking a dual, and additionally by factoring out the Galois action in
the indefinite case.
We extend this definition slightly in the following way. We write Iv for the
Iwahori subgroup of GL2(OFv ) consisting of matrices which are upper triangular
modulo p, and for each character χ : Iv → F× such that detχ = εdet ρ|IFv , we
define a space Smin(KvIv, χ) := S(K
vIv, χ(⊗w∈S,w 6=vLw))m′ exactly as above. By
factoring out the Galois action in the indefinite case, and then taking duals, we also
define a module Mmin(KvIv, χ).
10.2.1.Theorem. With the above notation and assumptions (so in particular p ≥ 5,
ρ|GFw is generic for all places w|p, and if w ∈ Σ, then ρ|GFw is not scalar), we have
dimFM
min(KvIv, χ)
∗[m′] ≤ 1.
Proof. If Mmin(KvIv, χ) = 0 then there is nothing to prove. Otherwise, we must
show that dimFM
min(KvIv, χ)
∗[m′] = 1. By Frobenius reciprocity, we have
Mmin(KvIv, χ)
∗[m′] =Mmin(IndKvIv χ)
∗[m′] = Mmin(σ◦S(χ))
∗[m′].
Suppose first that χ is not scalar (that is, we can write χ = η ⊗ η′ with η 6=
η′). Then, applying Theorem 10.1.1 with σ(τ) = σ(χ), J = S, and Mmin∞ the
patching functor of Section 6.5, we see that Mmin∞ (σ
◦
S(χ)) is a cyclic R
ψ,τ
∞ -module.
By construction, Mmin(σ◦S(χ))
∗[m′] is dual to the cyclic k-module
Mmin∞ (σ
◦
S(χ))/mRψ,τ∞ M
min
∞ (σ
◦
S(χ)),
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and we are done in this case.
It remains to deal with the case that χ is scalar. Twisting, we may without loss
of generality assume that χ is trivial. Then the Jordan–Ho¨lder factors of σ◦S(χ) are
σ~0,~0 and σ~0,~p−~1, so we have M
min(σ◦S(χ)) = 0 by Lemma 2.1.6 and Theorem 7.1.1,
and we are done. 
10.2.2. Remark. The relationship of this result to Conjecture B.1 of [Dem] is as
follows. Our condition that there are no places w ∈ Σ with ρ|GFw scalar follows from
Dembe´le´’s assumption that there are no places w ∈ Σ with Nw ≡ 1 (mod p), and
our only additional restrictions are that p ≥ 5 and ρ|GF (ζp) is absolutely irreducible.
Conjecture B.1 of [Dem] predicts the dimension of a certain space of mod p modular
forms at pro-p Iwahori level (note that while the statement of the conjecture does
not specify this, it is intended that the mod p modular forms considered are new
at places away from p). There is a natural variant of this conjecture in our setting
(with our slightly different choice of tame level), and this conjecture follows from
Theorem 10.2.1 and [BP12, Proposition 14.7] (which shows that the number of
characters χ with Mmin(KvIv, χ)
∗[m′] 6= 0 is precisely the dimension conjectured
in [Dem]).
10.2.3. Corollary. Maintaining the assumptions of Theorem 10.2.1, the GL2(Fv)-
representation lim−→Kv M
min(Kv,F)∗m′ contains one of the representations constructed
in [BP12].
Proof. This follows immediately from Theorem 10.2.1, because if I1v denotes the pro-
p Sylow subgroup of Iv, then M
min(KvI1v , χ)
∗[m′] is stabilised by
(
0 1
p 0
)
(cf. the
discussion between The´ore`mes 1.4 and 1.5 of [Bre12]). 
10.2.4. Remark. Breuil has shown that Corollary 10.2.3 can also be deduced from
Theorem 8.2.1, without using the results of this section; see the proof of The´ore`me
10.1 of [Bre12].
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Appendix A. Unipotent Fontaine–Laffaille modules and φ-modules
A.1. Unipotent objects. Recall that results in p-adic Hodge theory that are valid
in the Fontaine–Laffaille range can often be extended slightly to the so-called unipo-
tent case (see below for specific examples of what we mean by this). In the proof
of Lemma 7.4.2, we need to compare the Galois representations associated to cer-
tain unipotent ϕ-modules with the Galois representations associated to unipotent
Fontaine–Laffaille modules. Breuil makes a similar comparison (without allowing
the unipotent case) in the proofs of [Bre12, Prop. 7.3] and [Bre12, Prop. A.3], mak-
ing use of certain results from [Bre99b]. In this appendix we will extend those
results to the unipotent case, so that we can carry out the same argument. Since
these extensions are minor, we will generally indicate where the proofs of [Bre99b]
need to be changed, rather than repeating any proofs in their entirety. We attempt
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to keep our notation as consistent as possible with that of [Bre99b]; for instance we
write φ in this appendix where we wrote ϕ in the body of the paper.
A.1.1. Remark. As in Appendix A of [Bre12], there exist F-coefficient versions of
all of the following results (rather than just Fp-coefficients); in fact we can take
the coefficients to be any Artinian local Fp-algebra (such as the the ring FJ in the
proof of Lemma 7.4.2). These more general results follow entirely formally from
their Fp-coefficient versions, and so to simplify our notation we will omit coefficients
in what follows.
Throughout this appendix we let k be a perfect field of characteristic p > 0, and
let K0 denote the fraction field of W (k). Fix a uniformizer π of K0. We begin by
recalling the definitions of several categories of objects that we wish to consider.
A.1.2. Definition. Suppose that 0 ≤ h ≤ p − 1. We define the category MFf,hk
(the category of mod p Fontaine–Laffaille modules of height h) to be the category
whose objects consist of:
• a finite-dimensional k-vector space M ,
• a filtration (FiliM)i∈Z such that FiliM = M for i ≤ 0 and FiliM = 0 for
i ≥ h+ 1, and
• for each integer i, a semi-linear map φi : FiliM →M such that φi|Fili+1 M =
0 and
∑
Imφi =M .
Morphisms in MFf,hk are k-linear maps that are compatible with filtrations and
commute with the φi.
When h ≤ p − 2, there is an exact and fully faithful functor from the category
MFf,hk to the category of Fp-representations of the absolute Galois group of K0;
this is no longer the case when h = p− 1, but as we will see, it remains true if we
restrict to a certain subcategory of MFf,p−1k .
A.1.3. Definition. We say that an object M of MFf,hk is multiplicative if Fil
hM =
M ; we say that M is unipotent if it has no nontrivial multiplicative quotients. Let
MFu,p−1k denote the full subcategory of MF
f,p−1
k consisting of the unipotent objects.
We turn next to strongly divisible modules. Let S = k〈u〉 be the divided power
polynomial algebra in the variable u, and let Filh S be the ideal generated by γi(u)
for i ≥ h. Write c for the element −γp(u) − (π/p) ∈ S×, and for 0 ≤ h ≤ p − 1
define φh : Fil
h S → S by setting φh(γh(u)) = ch/h! and φh(γi(u)) = 0 for i > h,
except that when h = p− 1 we set φp−1(γp(u)) = cp/(p− 1)! ∈ S×. Set φ = φ0.
A.1.4. Definition. Suppose that 0 ≤ h ≤ p− 1. We define the category Mh0,k (the
category of mod p strongly divisible modules of height h) to be the category whose
objects consist of:
• a free, finite rank S-module M,
• a sub-S-module FilhM of M containing (Filh S)M
• a φ-semi-linear map φh : FilhM→M such that for each s ∈ Filh S and x ∈
M we have φh(sx) = c
−hφh(s)φh(u
hx) and such that φh(Fil
h
M) generates
M over S.
Morphisms in Mh0,k are S-linear maps that are compatible with filtrations and
commute with φh.
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A.1.5. Definition. An object of Mh0,k is called multiplicative if Fil
h
M = M, and
unipotent if it has no non-zero multiplicative quotients. Let Mu,p−10,k denote the full
subcategory of Mp−10,k consisting of the unipotent objects.
Finally we define several categories of e´tale φ-modules.
A.1.6. Definition. Let D be the category whose objects are finite-dimensional
k((u))-vector spaces D equipped with an injective map D → D that is semilinear
with respect to the pth power map on k((u)); morphisms in D are k((u))-linear maps
that commute with φ.
Let M be the category whose objects are finite-dimensional kJuK-modules M
equipped with an injective map M→M that is semilinear with respect to the pth
power map on kJuK; morphisms in M are kJuK-linear maps that commute with φ.
Write φ∗ for the kJuK-linear map Id ⊗ φ : kJuK ⊗φ M → M. We say that an
object M of M has height h if M/Im(φ∗) is killed by uh. Write Mh for the full
subcategory of M of objects of height h, and Dh for the full subcategory of D
consisting of objects isomorphic to M[ 1u ] for some M ∈Mh.
A.1.7.Definition. We say that an objectM ofMh is unipotent if it has no non-zero
quotients M′ such that φ(M′) ⊂ uhM′. Let Mu,p−1 denote the full subcategory of
Mp−1 consisting of the unipotent objects; let Du,p−1 denote the full subcategory
of Dp−1 consisting of objects isomorphic to M[ 1u ] for M ∈Mu,p−1.
We recall the following fundamental result of Fontaine.
A.1.8. Theorem. ([Fon90, B.1.7.1]) The functor M ❀ M[ 1u ] is an equivalence of
categories from Mh to Dh for 0 ≤ h ≤ p− 2, as well as from Mu,p−1 to Du,p−1.
A.2. Generic fibres. We fix an algebraic closure K0 of K0, and write GK0 =
Gal(K0/K0). We also fix a system of elements πn inK0, for n ≥ 0, such that π0 = π
and πpn = πn−1 for n ≥ 1. We write K∞ = ∪nK0(πn), and G∞ = Gal(K0/K∞).
For each of the categories in Definitions A.1.2–A.1.7 we will now define a “generic
fibre” functor to k-representations of GK0 (for Fontaine–Laffaille modules) or G∞
(for strongly divisible modules and φ-modules).
Let Acris be the ring (of the same name) defined in [Bre98, §3.1.1]. The ring Acris
has a filtration FilhAcris for h ≥ 0 and an endomorphism φ with the property that
φ(FilhAcris) ⊂ phAcris for 0 ≤ h ≤ p− 1; for such h we may define φh : FilhAcris →
Acris to be φ/p
h. By [Bre98, Lem. 3.1.2.2] the ring Acris/pAcris is the ring denoted
RDP in [Bre99b]. We have an induced filtration on Acris/pAcris as well as induced
maps φh : Fil
h(Acris/pAcris)→ Acris/pAcris for 0 ≤ h ≤ p−1. The ring Acris (and so
also Acris/pAcris) has a natural action of GK0 that commutes with all of the above
structures. We regard Acris/pAcris as an S-algebra by sending the divided power
γi(u) to γi(π), where π ∈ Acris/pAcris is the element defined in [Bre99b, §3.2]; then
the group GK∞ acts trivially on the image of S in Acris/pAcris.
A.2.1. Definition. We define the following functors.
(1) If M ∈MFf,hk for 0 ≤ h ≤ p− 2 or M ∈MFu,p−1k , we set
T (M) = HomFil•,φ•(M,Acris/pAcris),
the k-linear morphisms that preserve filtrations and commute with the φi’s.
This is a GK0 -representation via g(f)(x) = g(f(x)) for g ∈ GK0 , f ∈ T (M),
and x ∈M .
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(2) If M ∈Mh0,k for 0 ≤ h ≤ p− 2 or M ∈Mu,h0,k with h = p− 1, we set
T (M) = HomFilh,φh(M, Acris/pAcris),
the S-linear morphisms that preserve filtrations Filh and commute with φh.
This is a G∞-representation via g(f)(x) = g(f(x)) for g ∈ G∞, f ∈ T (M),
and x ∈M.
(3) If D ∈ D, we set
T (D) = Homφ(D, k((u))
sep),
the k[[u]]-linear morphisms that commute with φ. This is naturally a G∞-
representation by the theory of corps des normes (which gives an isomor-
phism between Gal(k((u))sep/k((u))) and G∞; see [Win83, 3.2.3]).
(4) If M ∈Mh for 0 ≤ h ≤ p− 2 or M ∈Mu,p−1, we set T (M) := T (M[ 1u ]).
We refer to T (M) (respectively T (M), T (D), T (M)) as the generic fibre of M
(respectively M, D, M).
A.2.2. Proposition. We have the following.
(1) If M ∈ MFf,hk for 0 ≤ h ≤ p− 2 or M ∈ MFu,p−1k , then
dimk T (M) = dimkM.
(2) If M ∈Mh0,k for 0 ≤ h ≤ p− 2 or M ∈Mu,p−10,k , then
dimk T (M) = rankS M.
(3) If D ∈ D, then
dimk T (D) = dimk((u))D.
Proof. Parts (1) and (3) are classical: for instance, (1) is [FL82, Thm. 6.1], and
(3) is [Fon90, Prop. 1.2.6]. (In (3) the functor T is even an anti-equivalence of
categories.)
As for (2), the case 0 ≤ h ≤ p − 2 is [Bre99b, Lem. 3.2.1]. The proof for
M
u,p−1
0,k is exactly the same, except that the reference to [Wac97, 2.3.2.2] must be
supplemented with a reference to [Wac97, Lem. 2.3.3.1]. 
A.3. Equivalences. Regard kJuK naturally as a subring of S. Following [Bre99b,
§4], if 0 ≤ h ≤ p − 1 we define a functor Θh : Mh → Mh0,k as follows. If M is an
object of Mh, we define Θh(M) to be the object M constructed as follows:
• M = S ⊗φ M,
• FilhM = {y ∈M : (Id⊗ φ)(y) ∈ (Filh S)⊗φ M},
• φh : FilhM → M is the composition of Id ⊗ φ : FilhM → (Filh S) ⊗φ M
with φh ⊗ Id : (Filh S)⊗φ M→ S ⊗φ M ∼= M.
A.3.1. Theorem. The functor Θh induces an equivalence of categories from M
h
to Mh0,k for 0 ≤ h ≤ p− 2, as well as an equivalence of categories from Mu,p−1 to
M
u,p−1
0,k .
Proof. For 0 ≤ h ≤ p − 2 this is [Bre99b, Thm. 4.1.1], while the unipotent case
is explained in the proof of Theorem 2.5.3 of [Gao]. (Note, however, that some of
our terminology is dual to that of [Gao]: what we call a multiplicative object of
M
h
0,k or MF
f,h
k , Gao calls e´tale.) We briefly recall the argument from [Gao]. If A
is the matrix of φ on M with respect to some fixed basis, the condition that M is
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unipotent is precisely the condition that the product
∏∞
n=1 φ
n(up−1A−1) converges
to 0, and this is exactly what is required for the proof of full faithfulness in [Bre99b,
Thm. 4.1.1] to go through (as well as to show that Θh(M) is actually unipotent);
the essential surjectivity in [Bre99b, Thm. 4.1.1] is true when h = p − 1 without
any unipotence condition. 
A.3.2. Proposition. If M ∈ Mu,p−1, we have a canonical isomorphism of G∞-
representations T (M) ∼= T (Θp−1(M)).
Proof. The same statement for Θh : M
h → Mh0,k with 0 ≤ h ≤ p − 2 is [Bre99b,
Prop. 4.2.1]. The proof in the unipotent case is identical, noting that the condition∏∞
n=1 φ
n(up−1A−1) = 0 is precisely what is needed for the last two sentences of the
argument in [Bre99b] to go through. 
Following [Bre99b, §5], if 0 ≤ h ≤ p− 1 we define a functor Fh : MFf,hk →Mh0,k
as follows. If M is an object of MFf,hk , we define Fh(M) to be the object M
constructed as follows:
• M = S ⊗k M ,
• FilhM =∑hi=0 Fili S ⊗k Filh−iM ,
• φh =
∑h
i=0 φi ⊗ φh−i.
While we expect it to be true that if M is unipotent then so is Fp−1(M), and
that the resulting functor Fup−1 : MF
u,p−1
k → Mu,p−10,k is fully faithful, we will not
need these assertions, and so we do not prove them. Instead, we note the following.
A.3.3. Proposition. If M ∈ MFu,p−1k and Fp−1(M) is unipotent, then we have a
canonical isomorphism of G∞-representations T (M)|G∞ ∼= T (Fp−1(M)).
Proof. The same argument as in the paragraph before Lemme 5.1 of [Bre99b] (i.e.,
the proof of [Bre98, 3.2.1.1]) shows that the natural map T (M)→ T (Fp−1(M)) is
injective. Now the result follows by parts (1) and (2) of Proposition A.2.2 together
with the assumption that Fp−1(M) is unipotent. 
Appendix B. Remarks on the geometric Breuil–Me´zard philosophy
In this appendix we will explain some variants on the arguments of the main part
of the paper, which are either more conceptual, or which avoid the use of results
from papers such as [GK12], [BLGG13a], and [GLS12]. Since nothing in the main
body of the paper depends on this appendix, and since a full presentation of the
arguments would be rather long, we only sketch the proofs.
B.1. Avoiding the use of results on the weight part of Serre’s conjecture.
In this section we will indicate how the main results of the paper (namely, the
application of the results of Sections 8–10 to the specific examples of patching
functors constructed from spaces of modular forms in Section 6) could be proved
without relying on the main results of [GK12], and without using the potential
diagonalizability of potentially Barsotti–Tate representations proved in [Kis09b]
and [Gee06], but rather just the explicit computations of potentially Barsotti–Tate
deformation rings in Section 7. Of course, the results of Section 7 depend on
[GK12] (via Theorem 7.1.1, which depends on [GK12] via [EG14]), so we will need
to explain how to prove the results of both Sections 6 and 7 (or at least enough of
them to prove the main results of Sections 8–10) without using these results. We
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will still make use of [GLS12] in order to prove Theorem 7.1.1, but we remark that
it should be possible to establish all of the results of Section 7 by directly extending
the computations of Section 5 of [BM12] to the tame cuspidal case, so it should
ultimately be possible to remove this dependence as well.
In fact, if we examine Sections 6 and 7, we see that there are two things that
need to be established: Theorem 7.2.1 (which only depends on the above items via
Theorem 7.1.1), and the claim that if σ is a Serre weight andM∞ is constructed from
the spaces of modular forms for a quaternion algebra using the Taylor–Wiles–Kisin
method as in Section 6.2, then the action of the universal lifting ring R on M∞(σ)
factors through Rψ,σ (or in fact through its reduction mod ̟E). (We recall that
this is not immediately deducible from local-global compatibility because of parity
issues: if σ denotes the algebraic representation of GL2(OFv ) lifting σ, then the
weights of σ may not satisfy the parity condition necessary for constructing a local
system on the congruence quotients associated to our given quaternion algebra.)
Note that we only need to prove these claims under the assumption that ρ is generic
(in the local case), or that ρ|GFv is generic for all v|p (in the global case), and we
will make this assumption from now on.
The claim aboutM∞(σ) will follow from the results of Section 7, in the following
fashion. Suppose first that σ /∈ D(ρ); we will show thatM∞(σ) = 0 by an argument
similar to those used in [GK12]. To do this, note that by Lemma 4.5.2 of [GK12]
(and its proof), in the Grothendieck group of mod p representations of GL2(kv) we
can write σ as a linear combination
∑
τ nτσ(τ) where τ runs over the tame inertial
types (allowing for the moment τ to be the trivial or small Steinberg type). Then
if e denotes the Hilbert–Samuel multiplicity of a coherent sheaf on Xψ∞, we have
e(M∞(σ)) =
∑
τ
nτe(M∞(σ(τ))).
By the argument of Lemma 4.3.9 of [GK12], and the irreducibility of the generic
fibres of the deformation spaces (see the discussion below),
∑
τ nτe(M∞(σ(τ))) is a
multiple of
∑
τ nτe(R
ψ,τ ) (and the constant of proportionality is independent of σ),
so it suffices to check that this last quantity is zero.
To see this, note that the e(Rψ,τ ) are completely determined by Theorem 7.2.1
and the observation that since ρ is assumed generic, Rψ,τ = 0 if τ is the trivial or
Steinberg type (this reduces to checking that the reduction mod p of a semistable
(possibly crystalline) Galois representation of Hodge type 0 is not generic, which is
clear). In fact, we see that e(Rψ,τ ) = | JH(σ(τ))∩D(ρ)|. Applying the argument of
the previous paragraph to all σ simultaneously, and noting that again by Lemma
4.5.2 of [GK12] (and its proof) the e(M∞(σ(τ))) determine the e(M∞(σ)), we see
that there must be some constant c such that for any σ, we have e(M∞(σ)) = c
if σ ∈ D(ρ), and 0 otherwise. In particular, if σ /∈ D(ρ), then M∞(σ) = 0, as
required.
Now suppose that σ ∈ D(ρ). Then by Proposition 3.5.1 there is a tame inertial
type τ such that JH(σ(τ))∩D(ρ) = {σ}, so by the result of the previous paragraph
we haveM∞(σ
◦(τ)) =M∞(σ) for any lattice σ
◦(τ) in σ(τ). Also, by Theorem 7.1.1,
the reduction mod ̟E of R
ψ,σ is equal to the reduction mod ̟E of R
ψ,τ , so it
suffices to note that the action of R on M∞(σ
◦(τ)) factors through Rψ,τ .
It remains to prove Theorem 7.1.1. Examining the proof of [EG14, Thm. 5.5.4],
we see that we have to establish the existence of a suitable globalization in the
sense of Section 5.1 of [EG14]), and we have to avoid the use of Lemma 4.4.1
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of [GK12] (the potential diagonalizability of potentially Barsotti–Tate representa-
tions.). (Note that we still appeal to Lemma 4.4.2 of [GK12], and that this is
where we make use of [GLS12].) However, Lemma 4.4.1 of [GK12] is only used
to establish that certain patched spaces of modular forms are supported on every
component of the generic fibre of each local deformation ring which we consider,
and this will be automatic provided we know that these generic fibres are domains.
By a standard base change argument, it suffices to know this after a quadratic base
change, so we can reduce to the case of tame principal series types, which follows
from Lemma 7.4.1 (the proof of which makes no use of Theorem 7.1.1).
It remains to check the existence of a suitable globalization, which amounts to
checking Conjecture A.3 of [EG14], the existence of a potentially diagonalizable
lift of ρ. In the proof of [EG14, Thm. 5.5.4], this is done by appealing to results
of [GK12], which use the potential diagonalizability of potentially Barsotti–Tate
representations. However, as we are assuming that ρ is generic, if we choose some
weight σ ∈ D(ρ) then a crystalline lift of ρ of Hodge type σ is Fontaine–Laffaille
and thus potentially diagonalizable, as required.
B.1.1.Remark. We suspect that the above analysis would make it possible to remove
the assumption that when p = 5 the projective image of ρ(GF (ζ5)) is not isomorphic
to A5 from our main global theorems, but we have not attempted to check the
details.
B.1.2. Remark. In particular, if we apply the above analysis to Theorem 9.1.1, we
see that we can reprove the main result of [Gee11] without making use of the results
on the components of Barsotti–Tate deformation rings proved in [Kis09b], [Gee06],
and without needing to make an ordinarity assumption. (Of course, this ordinarity
assumption was already removed by [BLGG13b].)
B.2. Deformation rings and the structure of lattices. The main theme of
this paper is the close connection between the structure of the lattices in tame
types for GL2(Fv), and the structures of the corresponding potentially Barsotti–
Tate deformation rings for generic residual representations. We believe that this
connection is even tighter than we have been able to show; in particular, we suspect
that it should be possible to use explicit descriptions of the deformation rings to
recover Theorem 5.1.1 without making use of the results of [BP12].
Unfortunately, we have not been able to prove this, and our partial results are
fragmentary. One difficulty is that in general there will be irregular weights oc-
curring as Jordan–Ho¨lder factors of the reductions of the lattices, and it would be
necessary to have an explicit description of the deformation rings for non-generic
residual representations. However, even in cases where all the Jordan–Ho¨lder fac-
tors are regular, we were still unable to prove complete results. As an illustration
of what we were able to prove, we have the following modest result, whose proof
will illustrate the kind of arguments that we have in mind.
Let p > 3 be prime, let Fv be an unramified extension of Qp, let τ be a tame
type, and consider the lattice σ◦J (τ) for some J ∈ Pτ .
B.2.1. Proposition. Suppose that σJ1(τ), σJ2(τ) are two weights in adjacent lay-
ers of the cosocle filtration of σ◦J(τ), and that there exists a nonsplit extension
between σJ1(τ), σJ2(τ) as GL2(Fv)-representations. Then the extension induced by
the cosocle filtration of σ◦J(τ) is also nonsplit.
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Proof. By an explicit (but tedious) computation “dual” to that used in the proof
of Proposition 10.1.11, the existence of a nonsplit extension between σJ1(τ), σJ2(τ)
implies that there is a semisimple generic representation ρ such that JH(σ(τ)) ∩
D(ρ) = {σJ1(τ), σJ2(τ)}. Since ρ is semisimple, it is easy to globalise it as the local
mod p representation corresponding to some CM Hilbert modular form, and the
constructions of Section 6.5 then give a minimal fixed determinant patching functor
Mmin∞ with unramified coefficients O, indexed by (Fv, ρ).
As was already noted in Subsection 5.2, it follows from Lemmas 4.1.1 and 3.1.1
that σ◦J (τ) is defined over the ring of integers of an unramified extension of Qp, so
extending scalars if necessary, we can assume that it is defined over O. By Theo-
rem 7.2.1, and the assumptions that | JH(σ(τ)) ∩ D(ρ)| = 2 and O is unramified,
we see that the deformation space Xψ
(
τ
)
is regular, so by Lemma 6.1.4 we see that
Mmin∞ (σ
◦
J (τ)) is free of rank one over X
ψ
∞
(
τ
)
, and thus in particular Mmin∞ (σ
◦
J (τ))
is free of rank one over X
ψ
∞
(
τ
)
.
Now, if the extension between σJ1(τ), σJ2(τ) induced by the cosocle filtration on
σ◦J(τ) were split, we would have
Mmin∞ (σ
◦
J (τ)) = M
min
∞ (σJ1(τ)) ⊕Mmin∞ (σJ1(τ))
which would not be free of rank one, which is a contradiction; so the extension must
be nonsplit, as claimed. 
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