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Abstract
In this work, we integrate different computational tools based on multi-phase-field simulations to account for the evolution
of morphologies and crystallographic defects of Cu/Sn/Cu sandwich interconnect structures that are widely used in three
dimensional integrated circuits (3DICs). Specifically, this work accounts for diffusion-driven formation and disappearance
of multiple intermetallic phases during accelerated electromigration and takes into account the non-equilibrium formation
of vacancies due to electromigration. The work compares nucleation, growth, and coalescence of intermetallic layers
during transient liquid phase bonding and virtual joint structure evolution subjected to accelerated electromigration
conditions at different temperatures. The changes in the rate of dissolution of Cu from intermetallics and the differences
in the evolution of intermetallic layers depending on whether they act as cathodes or anodes are accounted for and are
compared favorably with experiments. The model considers non-equilibrium evolution of vacancies that form due to
differences in couplings between diffusing atoms and electron flows. This work is significant as the point defect evolution
in 3DIC solder joints during electromigration has deep implications to the formation and coalescence of voids that
ultimately compromise the structural and functional integrity of the joints.
Keywords: Multi-phase-field modeling, Solder interconnection, Electromigration, Point defects, Non-equilibrium vacancy
evolution
1. Introduction
Currently, there exist five major low-temperature bonding
techniques that address the bonding needs in Three Dimen-
sional Integrated Circuit (3DIC) devices: direct, surface
activated, eutectic, adhesive, andnano-metalbonding. Each
bonding technology uses different approaches and material
combinations. Some of these potential technologies are good
candidates for mass production applications, and among
them, the low temperature hybrid bonding by eutectic solder
seems to have significant advantages due to less damage to
the device. Cu-Sn system has become a popular material
system for 3D integration. It overcomes the issues related to
the eutectic systems (Au-ln, ln-Sn, etc.), where achieving
a good performance is highly process-dependent and diffi-
culties such as freezing may occur during reflow, leading to
poor wetting and strength. It also overcomes the environ-
mental issues related to the Pb-Sn systems enabling more
than Moore system scaling in the 3DICs [1, 2, 3].
Overall, the system down-scaling induces the transition
from soft sphere-shaped solders to hard cylindrical inter-
metallic (IMC) solders as shown in fig. 1(a). While the soft
sphere-shaped solders form thin IMC layers over Cu metal-
lization layers, the second type (narrow interconnections)
have near-bamboo grain structures due to similar line widths
or narrower than the average grain diameter of the original
interlayer [4]. This dimensional transition also enforces an
IMC-mediated packaging system where its integrity is con-
trolled by the structure and morphology of theCu6Sn5 and
Cu3Sn IMC layers [5].
While thermomigration (TM) is not a major concern in
conventional electronic interconnections, electromigration
(EM) is known to be the main failure mechanism in Cu-based
Through Silicon Via (TSV) technology [6, 7, 8], since inter-
connections are required to carry current densities on the
order of 0.1 MA/cm2 at temperatures above 100◦C. These
large current densities induce significant mass transport
(due to electromigration coupling), resulting in considerable
changes in the interconnect microstructure during opera-
tion, and early failure of the device prominently due to the
formation of voids [6, 9].
The experimental studies by Gan et. al [10], Orchard et. al
[11], and the recent study by Yao et al. [12] show the distinct
characteristics of the EM/TM-mediated IMC growth at
the anode and cathode layers and depict the morphological
changes due to large mass fluxes. The analytical discussion
on the impact of EM flux on the evolution of IMC layers by
above studies does not distinguish the distinct nature of the
interchange between the Cu3Sn and Cu6Sn5 layers. Our
previous phase-field study [13] on EM-mediated ripening
treatstheanodeandcathodeIMClayersonseparatedomains
and neglects the complexities of the interchange between
these layers. Chao et. al [8] and Gurov et. al [14] analyzed
the kinetics of the diffusion of the dual IMC layers under EM
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conditions and emphasized the complexities of the current-
driven transport.
EM also induces enhanced exchange of atoms/vacancies
in the materials. This quickly induces rapid migration of
the atoms and possible generation of voids due to vacancy
condensationincertainphases/regionsofthemicrostructure,
as it is observed in the Cu3Sn IMCs during service [5, 15].
The EM reliability issue in flip-chip systems is now known
to be a design issue and increasing the Cu Under Bump
Metallization (UBM) thickness to 50 µm primarily solves
the current density issue by enabling better distribution
of the current [6]. However, dimensional constraints in
3DIC technologies preclude the same strategy from being
used to ameliorate the more considerable EM-induced void
formation issues in microjoints.
A summary of the experimental microstructures of the
Cu/Sn/Cu sandwich interconnection is provided in Table 1.
Apart from the experimental studies, numerous numerical
models (FDR [16], LSW [17], phase-field [18, 19]) have been
utilized to study the growth and ripening process of IMCs
during soldering and conventional transient liquid phase
bonding (TLPB) processes. This work specifically covers the
EM-mediated growth of individual IMCs and distinguishes
the distinct nature of the interchange between the anode
and cathode layers by carrying out the simulations in one
domain. This addresses the influence of the top/bottom
layer on each other and the difference in the rate of growth
of IMCs on both sides. In addition, it enables addressing
the EM-mediated vacancy transport from one side to the
other by considering vacancy generation/annihilation in
the structure and studying the impact of microstructureal
components on vacancy transport. The work is also moti-
vated by the necessity of establishing reliable, scale-bridging
numerical methods [20] for studying the microstructural
phenomena in the materials, in order to characterize their re-
sponse under service conditions. This is essential in the case
of metallic microjoints such as the ones used in 3DIC pack-
aging systems [7]. This goal makes it necessary to consider
different, potentially multi-scale microstructural processes
[21] in the materials to gain an understanding of the un-
derlying physical phenomena responsible for the observed
responses while breaking the evolving discontinuities among
these scales [22].
Accordingly, we have built an integrated computational
framework to incorporate the multi-phase-field method
[18, 19], addressing the microstructural evolution in the
Cu/Sn/Cu sandwich structure during complex liquid and
solid state reactions with the EM and vacancy evolution
models. In this way, we couple the modified phase-field
approach with the electric charge continuity equation to
study the evolution of the miscrostructure of the intercon-
nection under external electric fields. In contrary to several
EM studies in the literature and our previous study [13], we
take different effective nuclear chagre values for the various
components of the microstructure. Furthermore, we analyze
the crystal structure of the IMCs using Density Functional
Theory (DFT) method [23] coupled with a thermodynamic
framework [24] to calculate the thermodynamics of the point
defects and solute site preferences in the Cu/Sn/Cu system.
Accordingly, we study the vacancy transport by consider-
ing vacancy generation/annihilation in the structure. This
work utilizes the foundations of Integrated Computational
Materials Engineering (ICME) methodology [25, 26] to il-
lustrate the application of different computational tools to
analyze the microstructures across different scales ranging
from atomic to micro scales as it is the nature of the problem
in this study.
2. Methods
2.1. Multi-Phase-Field Method
In this study, a multi-phase-field formalism is used to study
the evolution of microstructure at isobaric and isothermal
states. The components of the material system evolve based
on the variational principles of total free energy of the ma-
terial. A set of non-conserved (φ) and conserved variables
(c) describe the components of the microstructure, where
the non-conserved variables define the spatial fraction of
available phases over the domain (Ω) and the conserved
variables define the phase compositions. We start from a
general model of total free energy of a chemically heteroge-
nous system that involves interfacial, bulk and electrical
interactions:
F tot =
∫
Ω
F int + F bulk + F elec (1)
where the three contributing factors are respectively formu-
lated as:
F int =
∑
j>i
∑
i
[2ij
2
∇φi.∇φj + ωijφiφj
]
(2)
F bulk =
∑
i
φif
0
i (ci) (3)
F elec =
∑
i
φif
elec
i (ci) = NAeψ
∑
i
Z∗i ci (4)
with ij as gradient energy coefficient representing the en-
ergy penalty in interface between ith and jth phases, and
ωij as a double-well potential accounting for the transfor-
mation barrier of the phase transition. The gradient energy
coefficient (ij) and the barrier height (ωij) are functions
of the interface energy (σij) and the interface width (wij).
f0 is the free energy of the homogenous system and ci is
the molar concentration of the phases. In this study, all
concentrations are based on molar concentration of Sn in
each phase. NA is the Avogadro number, e is the natural
charge of an electron, ψ is the electronic potential, and Z∗ is
the the effective nuclear charge of the phases.
Using the model of the total free energy as a function of the
field variables (φi) and (c), we postulate the following form
of the kinetic equations (phase-field and diffusion) as the
governing equations:
∂φi
∂t
= −
∑
i 6=j
Mij
Np
[
δF tot
δφi
− δF
tot
δφj
]
(5)
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Table 1: Summary of recent experimental studies on the formation of Cu/Sn/Cu microjoints
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10 3× 3× 0.3 260,300,350 No data 5
∂ci
∂t
= ∇.
[
D(φi)
∑
i
φi∇ci
]
(6)
whereMij is the interface mobility, andNp is the number of
coexisting phases at the neighboring grid points. The phase-
field equation works only in the interface where φi changes
between 0 and 1. Defining the interdiffusion parameter
D(φi) as a function of the phase-field order parameter in the
diffusion equation (eqn. 6) allows to easily take into account
the diffusivity in various features of the microstructure (i.e.,
interfaces, GBs, and bulk phases).
We solve the governing equations over a two-dimensional
domainusingafinitedifferencesolverdiscretized inspaceand
time. The selecteddomain shapeandthe relativedimensions
are based on the recent trend in evolution of the size and
shape of the solder bumps in 3DIC industry, where the
thickness of the microjoint is less than 10 µm (refer to Table
1). TLPB requires that the atoms in the bulk substrate
dissolve into the Sn interlayer [31]. Consequently, a thin
Cu/Sn amorphous solution, (see [32] for details) as it is
observed experimentally, forms over the substrate. In this
study, a molten Sn layer in the middle, and two Cu substrates
at the top and bottom along with two thin (2 grid points)
Cu/Sn solution layers in between the Sn and Cu sections are
set as the initial condition of the material system. The initial
state of the microstructural domain, prior to the nucleation
of the secondary phases, is shown in fig. 1(a). The system is
supposed to adjust itself to reach a steady-state regime by
nucleation and growth of the interfacial IMCs according to
thermodynamics and kinetics of the system. The boundary
conditionsareperiodicattherightandleft sideof thisdomain
and Neumann with zero flux at the top and bottom. The
grid points in the solution domain may comprise a mixture
of different phases. The coexisting phases in the interface
is stated by the condition of equality of chemical potentials
and the mass conservation as [33]:
f1c1 [c1(x, t)] = f
2
c2 [c2(x, t)] = ... = f
i
ci [ci(x, t)] (7)
c(x, t) =
N∑
i=1
φici (8)
where f ici stands as the derivative of the free energy with
respect to the composition of the phase i. The free energies
have the form of the CALPHAD functional expression for a
binary system, fulfilling the thermodynamic requirements
as a function of composition and temperature [34]:
f i(ci, T ) =
∑
i
ciG
0
i +RT
∑
i
ciln(ci)+
∑
i
∑
j>i
cicj
∑
ν
Lνij(ci−cj)ν
(9)
withR as the ideal gas constant, and Lνij the excess binary
interaction parameter which is dependent on the value of ν.
In this study, ν = 0 and the system is regular. The reference
Gibbs energy term,G0i and L
ν
ij , are obtained from [35]. The
system of nonlinear equations shown in eqns. 7 and 8 are
solved at each iteration of the main solver.
The instability in the pure Cu/Sn/Cu material system starts
around the melting point of Sn (220◦C) where the diffusion is
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considerable. By increasing the process temperature, liquid
viscosity and subsequently the surface tension decreases [36].
Both of these parameters assist the spreadability of the IMCs
over the substrate. Hence, we investigate the evolution of
the low volume solder interconnection during three common
reflowing temperatures of 260◦C, 300◦C and 340◦C. The
same simulations are repeated for different values of the
Cu6Sn5/Sn interface energy (σηL) to investigate its impact
on the evolution of IMCs.
2.1.1. Nucleation of the Intermetallics
The phase-field method is a self-consistent field theory and
an additional nucleation theory is essential to consider the
nucleation of new grains. We use the classical nucleation
theory with the discrete Poisson probability distribution to
facilitate the likelihood of independent nucleation events
at fixed intervals of time and/or space with an average
occurrence rate. The approach is initially developed by
Simmons et al. [37] in the context of phase-field modeling to
avoid the use of Langevin noise term in the classical phase-
field formulation. The Poisson nucleation probability, Pn,
and the rate of the nucleation events, I, in an undercooled
liquid is given by
Pn = 1− exp
[
− (I.v.∆t)
]
(10)
I = I0exp
[
− 16piσ
3
3kBT (∆Gv)2
cos3 θ − 3 cos θ + 2
4
]
(11)
with ∆t as the time interval of nucleation, v as volume of a
nucleus, and I as the nucleation rate. I0 is the nucleation
rate constant (a kinetic prefactor), altered in between the
suggested values on the order of (1031 ± 1m−2s−1) for the
surface based nucleation. σ is the interface energy, ∆Gv
is the barrier height of the nucleation, and θ is the contact
angle. The detailed study of the impact of the nucleation
parameters on the microstructure can be found in [18].
2.2. Solid State Growth of the IMCs During Accelerated
Electromigration
The net flux of the atoms due to the chemical potential
gradients (∇µ) and the external electric field ( ~E = −∇ψ)
is:
~Jnet = ~Jchem + ~Jem (12)
~Jnet = −D(φi)
∑
i
φi∇ci + D(φi)ci
kBT
∑
i
ciφi.eZ
∗(φi)ψ
(13)
Similar to the diffusion constant, the effective charge param-
eter,Z∗, is defined as a function of the phase-field variable at
each grid point. kB is the Boltzmann constant and T is op-
eration temperature. In the context of phase-field modeling,
the respective diffusion equation for studying the evolution
of the microstructure under an external electric field with
the constraint, c =
∑
i ciφi is:
∂c
∂t
= ∇.
[
D(φi)
∑
i
φi∇ci − D(φi)
kBT
∑
i
ciφi.eZ
∗(φi)ψ
]
(14)
Equation 14 is coupled with the phase-field equation (eqn.
5) for modeling the solid state growth of the IMCs under the
influence of external electric field.
The initial microstructure is selected from the phase-field
simulations when no electrical flow is present. Accordingly,
the isothermally reflowed virtual microstructures at elevated
temperatures of 260◦C, 300◦C and 340◦C undergo acceler-
ated EM conditions at 130◦C, 150◦C and 180◦C reaction
temperatures.
We assume that the applied electric field and the solid media
are quasi-static and isotropic, respectively. Consequently,
the distribution of the electrostatic potential over the do-
main is calculated assuming the quasi-stationary conduction
process. In thisway, the continuity equation (∂ρ∂t +∇. ~Je = p˙i)
for the charge conduction simplifies to ∇. ~Je = 0. Hence,
the equation below (also called Ohm’s equation) is used to
obtain the electrostatic potential over the domain:
∇.
[
κ(ci, φi)∇ψ
]
= 0 (15)
where κ is the conductivity of the material. Equation 15
is solved separately during each iteration of the phase-field
solver by using the following boundary and initial conditions:
∂ψ
∂x
∣∣
top
= −Je.κ(ci, φi)
∂ψ
∂x
∣∣
bottom
= −Je.κ(ci, φi)
Periodic at left and right sides.
ψ
∣∣
t=0
= 0.95 (V )
(16)
This initial condition is the common working potential for
the Xilinx 20nm 3DIC (UltraScale series) according to [38].
Consequently, the electrostatic field, electric field, current
density distribution and mass flux and their vector gradients
along with chemical evolution of the material system are
calculated. Additionally, EM induces a minor change in
the equilibrium concentration values. Hence, the equilib-
rium concentration values under the influence of the elec-
trical fields are re-calculated by construction of the electro-
chemical potentials due to the addition of
∑
i f
i
em(ci) term
to the total free energy.
2.3. Vacancy Transport During Electromigration
Point defects influence many physical properties and have
role in many diffusion controlled processes. Due to the
lack of experimental studies ( e.g., positron annihilation
spectroscopy, lattice parameter or electrical resistivity mea-
surements) on the characterization of vacancy formation and
migration in the Cu/Sn/Cu system, we use a DFT approach
[23] in combination with a dilute solution thermodynamic
formalism [24] in order to determine the equilibrium prop-
erties of the point defects and the solute site preferences in
IMCs. Later, based on the obtained information, we employ
4
Figure 1: a) The domain schematic used in the phase-field model prior to the nucleation of the IMCs. The transition from soft
solder to the IMC-mediated joint is shown in the top of (a). b) Illustration of the initial microstructures in EM and vacancy
evolution studies. c) The orthorombic crystal structure of Cu3Sn and the monoclinic crystal structure of Cu6Sn5 used in DFT
calculations (small spheres represent Cu atoms and larger spheres represent Sn atoms).
a vacancy transport model to analyze the transient evolution
of vacancies during the evolution of the microstructures.
2.3.1. DFT Calculation and the Equilibrium Concentra-
tion of the Point Defects
DFT [23] framework, as implemented in the Vienna ab-
initio simulation package (VASP) [39, 40] is used to calculate
the energy spectrum in the IMCs. Generalized gradient
approximation (GGA) is used as the DFT functional as it is
proposed by Perdew, Burke, and Ernzerhof [41]. The GGA
appears to be more reliable in Sn-based IMCs [42]. The
electronic configurations of the elements in the system (Cu
and Sn) are determined by the projector augmented-wave
(PAW) [43]. Brillouin zone integrations were performed
using a Monkhorst-Pack mesh [44] with at least 3000 k
points per reciprocal atom. Full relaxations were realized by
using the Methfessel-Paxton smearing method [45] of order
one and a final self-consistent static calculation with the
tetrahedronsmearingmethodwithBlo¨chlcorrections [46]. A
cutoffenergyof533eVwasset forall calculationsandthespin
polarizations were taken into account. The relaxations were
carried out in three stages: first stage by allowing changes
in shape and volume, corresponding to the (VASP) ISIF =
7 tag, second stage by additionally allowing the relaxation
of atoms, corresponding to the (VASP) ISIF = 2 tag and a
final self-consistent static calculation run. The equilibrium
concentration of the vacancies and their formation energies
are investigated by the grand-canonical, dilute-solution
thermodynamic formalism proposed in Ref. [24].
2.3.2. Transient Evolution of Vacancies in the System
Forasufficientlydilute systemwheremass transport involves
diffusion via vacancies, it is convenient to introduce vacancy
as an additional component to balance the transport of the
moving atoms with respect to a reference system fixed to the
average atomic velocity:
Jv = −
∑
i
Ji ( i=1,2, . . . ) (17)
where i stands as the number of the distinct atoms in the
material system, andthe vacancies are supposed to be in ther-
mal equilibrium everywhere. Large electric fields or thermal
gradients are necessary to impose considerable deviation of
the vacancy concentration from equilibrium. In addition,
the electrochemical flux of the vacancies is combined with a
vacancy sink term accounting for the rate of the change in
vacancy concentration due to diffusion to a fixed number of
sinks (annihilation). It is already known that point defects
canbeproduced/annihilated inexcessof thethermodynamic
equilibrium vacancies [47]. There exists a thermodynamic
driving force to cut the concentration of the defects to the
equilibrium concentration of the crystal. Excess defects
may disappear from a crystal by two different mechanisms,
migration to the sinks or recombination. Hence, the rate at
which vacancies can accumulate at particular points in the
sandwich interconnection is expressed as:
∂cv
∂t
= ∇. ~Jv − (cv − ceq(φi))× (Γ
n
) (18)
where ~Jv is the vacancy flux due to the chemical and electri-
cal interactions. The second term is the rate of change of
vacancies due to diffusion to a fixed number of sinks when
vacancy concentration is out of the equilibrium. cv is the
vacancy concentration in the sample at a certain time t out of
equilibrium vacancy concentration ceq. Γ is the jumping fre-
quency of the vacancy at temperature T and n is the average
number of jumps needed for a vacancy to overtake to reach
a sink. Γ is given by Γ = ν × exp( − EMkBT ) where ν is the
average effective vibration frequency andEM is the vacancy
migration energy. Substitution into eqn. 18 results into the
following partial differential equation for the evolution of
the vacancies:
∂cv
∂t
= ∇.
[
D1v(φi)∇cv − D
2
v(φi)
kBT
cv.eZ
∗(φi)ψ
]
− ν
n
(
cv − ceq(φi)
)× exp(−EM (φi)
kBT
)
(19)
5
whereDv is the true statistical vacancy diffusion coefficient
under EM condions, which are related to the intrinsic diffu-
sion constants via a correlation factor (f). Here, we avoid the
discussion on the difficulty of obtaining the value of f . In a
dilutebinary system, thechemicaldiffusionofvacancies (D1v)
can be approximated byDSn-DCu and the electrical diffu-
sivity of vacancies (D2v) can be approximated byDSn+DCu
[8]. DSn andDCu are the intrinsic diffusivities of Cu and Sn
in the phases and the values are shown in Table. 2.
Table 2: Intrinsic diffusion constants used in the vacancy
transport model [48, 49].
aaaaaaaaaaElement
Phase
Cu Cu3Sn Cu6Sn5 Sn
Cu 2.95×10−5e−43.89RT 1.80×10−8e−78.8RT 6.20×10−8e−80.5RT 2.4×10−11e−33.02RT
Sn 3.40×10−5e−43.89RT 7.90×10−10e−79.9RT 5.80×10−7e−85.2RT 1.2×10−9e−43.89RT
3. Results and Discussion
We studied the formation of a Cu/Sn/Cu microjoint in the
3DIC packaging systems suitable for manufacturing condi-
tions. This step forms the necessary initial microstructures
to be used for studying the impact of EM and the subsequent
morphological changes in the microjoint which are explained
in section 3.2. The crystal structure of the IMCs are investi-
gated in terms of the formation of equilibrium intrinsic point
defects in section 3.3. Next, the migration of vacancies in the
microstructure due to the applied external field is studied. In
each section, an overview of the subsequent computational
observations is provided, and the key comparisons with the
experiments are pointed out.
3.1. Formation and Morphology of the TLPB joint (In-
terface energy impact)
In this section, we explore the rate and the extent of growth
of the IMCs by changing the temperature and the model pa-
rameters, specifically the IMC-liquid (σηL) interface energy.
Temperature variation subsequently affects the system ther-
modynamics and diffusion parameters (Arrhenius diffusivity
relations are used). Interfacial mobilities are defined as a
function of the diffusivity parameters. However, interfacial
energies are temperature invariant constant values which
are defined based on our previous knowledge in this system.
We used similar values as estimated by our previous studies
for larger size solder systems. The assumption by [50] for
σηL interface energy is one order of magnitude smaller than
what we already used in our previous phase-field modeling
study [18]. The Arrhenius diffusivity relations, interfacial
mobilities, interfacial energies and other material properties
used in our simulations are summarized in Table 3.
Figure 2 demonstrates the isothermal growth of the IMCs
after reflowing for 25 minutes at 260◦C, 300◦C and 340◦C.
Similar to our previous TLPB joint formation study, the
simulations follow two stages, the first stage of the evolu-
tion contains both liquid and solid state reactions while the
second state entirely consists of solid state reactions. Each
reaction type implies different equilibrium conditions, which
will be satisfied by solving a set of non-linear equations,
subjected to the equal chemical potential (eqn. 7) and mass
conservation (eqn. 8) constraints at the interface. The initial
Cu6Sn5 and Cu3Sn nuclei are imposed uniformly in the
system in a square shape by means of the nucleation mod-
ule. These phases grow in scallop and planar morphologies,
respectively. During the initial stages of the evolution, the
Cu6Sn5 IMCs grow fast into the Sn and consume the Sn layer
entirely while the Cu3Sn layer thickness remains almost in-
tact. Later, equiaxed islands of the Cu6Sn5 grains form
when the two Cu6Sn5 layers meet with each other entirely.
At this point, the reaction changes due to full consumption of
the Sn interlayer and the system enters the sequence of solid
state reactions. The growth rate is considerably slow for
this stage. Later, the Cu3Sn grains dominate the material
system by consumingCu6Sn5 grains and covering the entire
interlayer. Compositions of phases in different interfaces
and the reaction exponent (n) for average thickness of the
IMC layers during liquid stage reactions for different simu-
lations are reported in Table 4. The study shows that the
reaction rate is independent of solder volume or substrate
area fraction and it is more dependent on the amount of bulk
and interfacial diffusive features in the microstructure. We
avoid providing further details of the reaction process during
TLPB here, and readers may refer to our previous work [18].
An example morphological comparison between the current
phase-field study and the experimental study of Cu/Sn/Cu
sandwich interconnection with 15 µm interlayer thickness is
illustrated in fig. 3.
We have already shown that the diffusivity values, particu-
larly along the interfaces and GBs affect the growth rate and
morphology of the IMCs rather than the amount of the solder
material [18]. However, the interfacial energy variation has
not been addressed before. Whether the effect of σηL inter-
face energy and Cu6Sn5 GB diffusivity rate are dependent
or independent requires sensitivity analysis. Both these
parameters promote the growth ofCu6Sn5 IMCs, and their
growth rate has significant impact on the morphology of this
IMC. Hence, based on our previous studies on determina-
tion of working parameters for the phase-field model and
also with current set of Arrhenius diffusivities, σηL interface
energy value should be roughly 0.1< σηL <0.15. The value
of the interface energy in between the Cu3Sn IMCs should
always be 2 to 3 times higher compared to that of theCu6Sn5
IMCs, in order to obtain a planar morphology of theCu3Sn
layer.
Figure 2 depicts how increasing the value of σηL parameter
from 0.1 to 0.15 J/m2 decreases the wetting angle. While
the nucleus starts as a square in tangent contact with the
substrate, its height then rises as the capillary wave initiated
from the triple line arrives at the top of the nucleus. Contact
angle hysteresis is observed in the phase-field modeling as
it is often seen in practice. Oscillations may occur in the
triple-line position and the largest contact angle oscillation
is roughly close to 1.5 radian for the case of 0.1 J/m2. The
Cu6Sn5 IMCs grow with bamboo-like morphologies when
the interfaceenergy is0.1J/m2. Thisbehaviour isverysimilar
to the effect of the Cu6Sn5 GB diffusion where IMCs grow
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Table 3: The material parameters for different components of the microstructure.
Microstructure Components Type Material Properties
Bulk phases
Sn
D
iff
u
si
v
it
y
(m
2
/s
)
2.47× 10−11exp(− 33020kBT )
M
o
b
il
it
y
(m
2
/s
)
n/a
In
te
r
fa
c
e
E
n
e
r
g
y
(J
/m
2
) n/a
E
ff
e
c
ti
v
e
C
h
a
r
g
e
(Z
∗ ) -17.97
R
e
si
st
iv
it
y
(1
⁄ κ)
(Ω
.m
) 1.10× 10−7
Cu 5.90× 10−5exp(− 138.8kBT ) n/a n/a -9.10 1.70× 10−8
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Interfaces
Sn/Cu6Sn5(σηL) 0.2×DSn (1.0× 106)DSn 0.1, 0.125, 0.15 -8.98 2.775× 10−7
Cu6Sn5/Cu3Sn 1.5×DCu6Sn5 (7.0× 103)DSn 0.5 -6.96 2.495× 10−7
Cu3Sn/Cu 1.5×DCu3Sn (7.0× 103)DSn 0.5 -7.87 1.763× 10−7
Grain Boundaries
Cu6Sn5 8×DCu6Sn5 (7.0× 103)DSn 0.3 -2.78 2.697× 10−7
Cu3Sn 10×DCu3Sn (7.0× 103)DSn 0.3 -3.15 2.184× 10−7
Figure 2: The microstructure of the Cu/Sn/Cu sandwich interconnection after reflowing at (a,d,g) 260◦C (b,e,h) 300◦C and (c,f,i)
340◦C for 25 minutes. The corresponding interfacial energies are (a,b,c)=0.1 J/m2 (d,e,f)=0.125 J/m2 and (g,h,i)=0.15 J/m2. A
video clip is available online. Supplementary material related to this article can be found online at (***).
faster into the liquid with higher rates, although an increase
inCu6Sn5 GB diffusivity value never yields bamboo-shaped
structure.
The variation of σηL interface energy points out the ques-
tion that when and how the coalescence in Cu6Sn5 IMCs
occurs. As experiments also suggest, careful tracing of the
coalescence of Cu6Sn5 IMCs with the neighboring grains
show that an IMC should be at least twice the size of the
neighboring grain in order to absorb it. From a simulation
point of view, this only happens when the σηL interface
energy is higher than 0.125 J/m2. On the contrary, there is
no coalescence when σηL = 0.1 J/m2. Hence, we hypothesize
the effect of dynamic interface energy on the evolution of
Cu6Sn5 IMCs. This can be confirmed by looking at the
experimental observations in fig. 1 of the study by Choi et al.
[51]. The micrographs in this figure clearly show that the
interface energy should be around 0.1 J/m2 upto 120 seconds
of the reaction time, while for elongated reaction times the
value seems to be more on the side of (0.125 to 0.15) J/m2. In
the later cases, the coalescence continues while the Cu6Sn5
top and bottom layers touch each other. At this point, the
formed islands of IMCs change the growth regime in favor
of the touching Cu6Sn5 phases and ultimate formation of a
singleCu6Sn5 layer. On the other hand, computations indi-
cate that the penetration of the Sn liquid into the Cu6Sn5
triple junctions increases by increasing the value of σηL from
(0.1 to 0.15) J/m2.
The Cu3Sn IMCs also merge with each other, while main-
taining the planar layer morphology during the initial liquid
state period. When the top and bottomCu6Sn5 layers fully
touch, the extent of growth of the Cu3Sn layer alters. Con-
sequently, the Cu3Sn gets dominant in the microstructure
by consuming the entireCu6Sn5 IMCs as it is shown in fig. 3.
Significant calibration of the parameters is necessary to cap-
ture the exact behaviour in the Cu3Sn IMC layer. Also, we
have not observed any quantitative morphological changes
due to the variation of the temperature. This is mainly due to
the application of temperature invariant interfacial energies
for the various components of the microstructures.
3.2. Microstructure Evolution During Accelerated EM
It is experimentally shown that EM damage in Cu(Sn) alloys
increases non-linearly as a function of the Sn content in the
Cu matrix. In addition, the drift velocity measurements in
Cu alloys show that Sn drastically reduces the Cu migration
rate [52]. The wind force and the subsequent current stress-
ing enhance diffusion and the subsequent reaction kinetics
in the direction of electric field, resulting in a new dominant
kinetic mechanism. In other words, EM changes the IMC
growth trend in the multi-layered interconnection systems
as observed in the study of Gan et al. [10]. This study con-
sistently showed that under (4×107A/m2) or higher current
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Figure 3: Comparing the simulations with experiments [28] in terms of the kinetics of evolution and obtained morphology. TLPB
experimental results at 250◦C after a) 20 b) 40 and c) 60 minutes. phase-field simulations at 260◦C after d) 20 e) 40 and f) 60
minutes.
Table 4: The summary of calculated equilibrium concentration in the interfaces, and EM free reaction exponents for the Cu6Sn5
IMCs growth rate at different temperatures and σηL energy values.
Reflowing condition Concentration in the interface of each phase (Molar Sn) Reaction exponent
Temp (◦C) σηL (J/m2) CCu(Cu/Sn) C
Sn
(Cu/Sn) C
Cu6Sn5
(Cu6Sn5/Sn)
CSn(Cu6Sn5/Sn) C
Cu3Sn
(Cu3Sn/Cu6Sn5)
CCu6Sn5(Cu3Sn/Cu6Sn5) C
Cu
Cu/Cu3Sn
CCu3SnCu/Cu3Sn n
260
0.1
0.562 0.958 0.439 0.973 0.247 0.433 0.0287 0.226
0.307
0.125 0.282
0.15 0.221
300
0.1
0.550 0.941 0.435 0.958 0.246 0.432 0.034 0.226
0.393
0.125 0.186
0.15 0.194
340
0.1
0.537 0.920 0.434 0.937 0.246 0.432 0.039 0.226
0.493
0.125 0.192
0.15 0.372
densities, the IMCs in the anode side grow faster than the
IMCs in the cathode side. The growth of anode is amplified
further with increasing current density. Similarly, the study
by Hu et al. [53] shows the extensive dissolution of Cu in the
cathode layer and failure of the flip-chip bump only after 95
minutes, under 2.5×108 A/m2, while Joule heating effect also
caused a temperature increase up to 157◦C at the backside
of the chip. This dissolution of Cu atoms from the IMCs in
the cathode layer has been confirmed to occur at a average
rate of about 1 µm/min [53].
A similar trend in growth of the IMC layers was also con-
firmed computationally in [13] on the impact of EM on IMC
evolution. However, the work was not successful in address-
ing the dissolution of Cu at the cathode side as it is observed
experimentally. Unlike that work, the whole anode and
cathode layers are integrated in one simulation domain in
this paper. This enables direct comparison and realization
of the interactions of the top and bottom layers and further
study of vacancy evolution when current passes through the
joint. Such a realization can be observed in the first row of
fig. 4, where under 4×107 A/m2 current density, the shape of
the IMCs is affected by the complicated nature of current
routes from the bottom layer to the top side. In the next
paragraphs, we will elaborate the performed computational
experiments and the observed behaviour of the IMC layers.
Considering the above fact about the effect of Sn amount on
EMdamage, two typesof initial conditions (microstructures)
are selected for studying the evolution of the IMCs under
the accelerated EM conditions. A microstructure consisting
of all phases, including the unreacted Sn interlayer as the
first case study and a Sn-exhausted microstructure fully
composed of the IMCs as the second case, is selected. In the
firstcase, thethermodynamicstateof theunreactedSnphase
is changed to the solid state. The first case consists of the
grains in the form of scallops with perpendicular GBs to the
electric field; and in the second case, the equiaxed grains with
low and high angle GBs are present in the interlayer. The
secondcase is also theoneoftenobserved in3DICmicrojoints
due to small dimensions and multiple reflows [1]. To reveal
theeffectof electricfieldontheTLPBjoints, differentcurrent
densities were employed by increasing the temperature from
130 to 180◦C. In particular, the evolution of the IMC layers
are investigated under 4× 106, 4× 107, 4× 108 and 4× 109
A/m2 current densities. Among the several results on the
morphology of the cathode and anode IMC layers according
to the current density and temperature variations, we report
four significant observations of morphological evolution
at 180◦C for all current densities in fig. 4. The obtained
morphologies at 130◦C and 150◦C are similar to the case of
180◦C.
In this section, the diffusivities are based on the same Arrhe-
nius relations shown in Table 3. We assume that the main
contribution to the EM flux is due to the effective nuclear
charge (Z*) of different components of the microstructure,
rather than the change in the value of diffusivity. Moreover,
the early simulations on detecting the impact of diffusiv-
ity/interface energies did not produce a noticeable change in
the results. On the other side, Z* variation showed apparent
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contributions in the driving force for EM induced migration
and subsequent morphological changes. The range of pro-
posed Z* values to some extent is wide in the literature. In
the case of Sn, the example values are −80f [54] and
−18
f ±2
[55] where f is the estimated correlation factor (f ≈ 0.5) ,
while in the case of Cu, the example values are−4.8± 1.5
and −5.5 ± 1.5. The values of Z* in GBs and bulk phases
usually do not differ by more than one order of magnitude
[56]. In this work, unlike our previous study [13] where all
components of the microstructure were assumed to have a
constant Z* value; Z* is described as a function of the phase
composition (c) and the phase fraction (φ) in the continuum
space by means of the Clementi-Raimondi rule [57]. In the
pure phases and the IMCs, the values are calculated from
the linear combination of the constituents of each phase.
The Z* and resistivity values of the main components of the
microstructure are reported in Table 3.
The first row of fig. 4 illustrates the growth pattern of the
Sn-retained microstructure under different current density
conditions at 180◦. In this case, the evolution proceeds as
usual by applying 4× 106 A/m2 current density to the joint.
TheCu6Sn5 IMCs at the cathode and the anode side evolve
into the Sn interlayer with almost similar growth rates as if
therewasnoapplied electricfield. When4×107 A/m2 current
density is applied, the evolution is considerably influenced
by the electric field due to the imposed momentum on the
atoms. The thickness of Cu6Sn5 IMC layer at the cathode
side diminished and the growth rate significantly reduced,
while the same IMCs at the anode side started to grow faster
by consuming Sn. When 4×108 A/m2 is applied, theCu6Sn5
IMCs at the cathode side dissolved rapidly in the Sn, while
thesameIMCsattheanodesidegrewfasterthantheprevious
case. This is believed to be due to the release of Cu atoms
from the IMCs at the cathode layer and the subsequent
migration toward the anode layer. Accordingly, the separate
treatment of the anode and cathode layers by Park et al. [13]
ignores the impact of the critical interlayer length [10, 58]
on causing EM damage in shorter interconnections.
On the other hand, the Sn-exhausted microstructure (sec-
ond row of fig. 4) was intact under 4× 106 and 4× 107 A/m2
current densities and no EM-induced change was observed.
The Cu3Sn IMCs at the anode layer started to grow faster
by applying a current density of 4 × 108 A/m2 or higher at
the expense ofCu6Sn5 IMCs. At the same time, theCu3Sn
IMCs at the cathode side shrinked. Under 4 × 108 A/m2
current density, the rate of overall growth of IMCs is very low
compared to the earlier case where Sn phase is still present
in the domain. While 4 × 108 A/m2 current density acts
destructively by causingCu6Sn5 IMCs dissolve rapidly in
the first case, the dissolution is slow in the second microstruc-
tural case. Since the rate of evolution of the microstructure
is low in the second case compared to the Sn-retained mi-
crostructure, we also apply 4 × 109 A/m2 in Sn-exhausted
microstructural case. Accordingly, the results show that the
overall rate of dissolution of Cu from Cu3Sn IMC layer is
fairly low compared to Sn-retained microsture. The studies
show that the service life of the second microstructural case
under accelerated EM conditions could be higher than the
case where Sn phase is present. Although one should also
take into account the impact of vacancy migration and void
formation under EM conditions.
Figure. 5(a) depicts the rate of mass flux in the Sn-retained
microstructure under EM conditions. The locations where
the mass flux is at pick are also identified by quivers; and
the direction and size of the quivers imply the rate of this
growth at the specific points in the IMC layers. A close
look at the flux quivers reveals a high mass flux upward
in the Sn/Cu6Sn5 interface (anode side) compared to the
slightly lower, downward flux at the same interface in the top
layer (cathode side). This result infers faster growth of the
Cu6Sn5 IMCs at the anode and the corresponding shrinkage
at the cathode side. This behavior is due to the competition
between the chemical and electrical fluxes at the cathode
versus the cooperation of these fluxes in the anode layer.
These results differentiate the impact of different diffusion
routes in the microstructure, indicating that the interfaces
which are horizontal to the current direction induce the
highest changes in the microstructure by confronting the
flux flow. Figure 5(b) illustrates a similar trend of evolution
during TM condition [30] where the IMCs in one side grow
faster thantheother side. ThephysicalnatureofEMandTM
and their impacts are known to be similar. The schematics in
fig. 5(c) and fig. 5(d) illustrate such a trend in the evolution
of IMCs under EM/TM conditions.
The flux curves along a vertical line (line(*)) in the mi-
crostructures are illustrated in fig. 7(e) and 7(f). In the case
where Sn phase is still present, there is a considerablse mass
transport in the Sn/Cu6Sn5 interface, inducing consider-
able change in the microstructure. The simple analogy of the
flux through ideal GBs versus the bulk structure under EM
circumstances in the polycrystalline materials also suggests
abnormal mass flux through GBs, specially at the elevated
temperatures (T > 0.5Tm). The quivers shown in fig. 5 also
show that mass flux divergences occur at the intersection
between the Sn phase and Cu6Sn5 IMCs where the tran-
sition between the fast and slow diffusing components of
the microstructure occurs. In the second microstructual
case, the flux is very high in the Cu3Sn/Cu6Sn5 interface
(fig. 7(f)). Also, the GBs of the Cu6Sn5 IMCs evolve in the
direction of the applied electric field to fulfill the tendency of
the microstructure in reducing the amount of interface and
reaching a steady state condition [9].
The computational experiments in this work show that the
response of each of theCu3SnandCu6Sn5 IMClayersunder
electric field is dramatically different than the previous work,
and one IMC type may resist the current crowding more
than the other. This can be confirmed by checking the
microstructures in fig. 4. For example, theCu3Sn IMC layer
is still stable while Cu6Sn5 dissolves in Sn in the case of
4× 107A/m2 current density. Under the EM conditions, the
IMC growth exponent deviates from the parabolic growth
regime (n ≈ 1/2) to a linear growth regime (n ≈ 1) at
4×108 A/m2 current density. This infers that the growth of
the overall Cu3Sn and Cu6Sn5 anode IMC layer changes
from diffusion controlled regime to the chemical reaction-
dominant mechanism, indicating that the mass transfer
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Figure 4: The resistance of the two microstructures against Cu dissolution under different current densities at 180◦C. Top row
(Case 1 or Sn-retained microstructure) from left to right: a) Initial state, b) 4× 106 A⁄m2 after 125 hours, c) 4× 107 A⁄m2 after 8
hours, d) 4× 108 A⁄m2 after 20 minutes. Bottom row (case 2 or Sn-exhausted microstructure) from left to right: e) Initial state, f)
4× 106 A⁄m2 after 80 hours, g) 4× 107 A⁄m2 after 80 hours, h) 4× 108 A⁄m2 after 80 hours, i) 4× 109 A⁄m2 after 36 hours.
from/to the anode IMC layer is controlled not by the long-
range diffusion but by the rate at which the reactants are
put into contact.
Figure 5: a) Microstructure case I: High upward mass flux in
the bottom IMC layer and low downward mass flux in the top
IMC layer during the early stages of the EM under 4×107A/m2
current density at 180◦C. b) Similar trend in growth of IMC
layers observed in 6µm Cu/Sn/Cu interconnection during TM
[30]. c) and d) schematic of rival fluxes during EM conditions.
3.3. Vacancy generation in the layers
3.3.1. Intrinsic point defect concentrations
In this section, the equilibrium characteristics of the point
defects in the crystal structure of the bulk phases in the
sandwich interconnection is discussed. The equilibrium fea-
tures of the point defects of pure metals are well addressed
in the literature. In particular, the vacancy formation en-
ergy (ECuF = 0.85-1.1 eV ) and equilibrium concentration
(CCueq =(1.9±0.5)×10−4 at1075◦C)ofvacancies inCuare
calculated experimentally and computationally [59]. It is dif-
ficult tomeasure these information forSn, due tonon-evident
response of pure Sn to positron trapping [60]. However, the
dilatometry results show that the vacancy concentration is
low (<3×10−5) even close to melting temperature [61].
To the best of authors’ knowledge, the equilibrium prop-
erties of point defects in the IMCs present in this study
are rarely addressed in the literature. Hence, we study the
thermodyanmic/crystallographic aspects of the equilibrium
point defects in the IMCs. The C2/c-Cu6Sn5 monoclinic
andPmmn-Cu3Sn orthorhombic crystal structures [62], as
shown in fig. 1(c) are used to study the behaviour of the point
defects in these systems. TheCu6Sn5 IMCs transform to η
′
monoclinic super lattice from high temperature η hexagonal
close-packed superlattice at 186◦C, and the transition is an
order-disorder phase transformation. Both of the Cu6Sn5
and Cu3Sn IMCs have narrow composition ranges. The
Cu3Sn crystal structure has two distinct Cu lattice sites and
one Sn site in the primitive cell. In the IMCs that have rela-
tively close packed crystal structures, the dominant intrinsic
point defects are expected to be substitutional anti-sites
and the vacancies. Different sublattices may have differ-
ent concentration of defects, making the diffusion process
complex. Four different defect types are assumed in the
crystal structure of the IMCs: vacancy in Cu sites (VCu),
vacancy in Sn sites (VSn), Cu antisite in Sn lattice points
(SnCu), and Sn antisite in Cu lattice points (CuSn), and the
formation energy and equilibrium concentration of these
defects at 130◦C, 150◦C and 180◦ are calculated using the
PyDII framework [24]. This framework is based on the DFT
approach and it has already been applied to a range of IMCs
such as L12 Al3Sc [63], NiAl [24], etc. to study the energy
of constitutional and thermal point defects with promising
results.
The equilibrium vacancy concentration profiles for Cu3Sn
and Cu6Sn5, at 180
◦C, around the ideal stoichiometric
concentrations of these IMCs are illustrated in fig. 6. The
point defect concentration values at 130◦C and 150◦C follow
exactly the same trend in this figure, except the fact that the
amount of equilibrium point defect concentration is slightly
lower at lower temperatures. Hence, we limit the discussions
to the results obtained for 180◦C. At 180◦C, VCu value in
Cu3Sn IMC increases by three orders of magnitude up to
≈ 0.1 as the alloy goes from Cu to Sn rich. This trend is very
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similar for Cu6Sn5 IMC. The value of VSn in both IMCs is
considerably low. Hence, we restrict the discussions to VCu.
The calculations show that the dominant point defect for
both Cu3Sn and Cu6Sn5 IMCs for Cu-rich concentrations
is CuSn antisite, while for Sn-rich side is VCu. Depending on
the structure, the excess Sn preferentially sits at a specific
lattice site.
In both IMCs, the vacancy defects are present in Sn-rich
side, while the amount of antisite defects are 12 to 15 order
of magnitude lower. Under EM conditions, the chance to
produce VCu sites seems to be higher than VSn due to easier
migration of Cu atoms. There is no way the crystal structure
can sustain the saturated cluster of Cu vacancies by either
creating more antisite defects or point defect annihilation
mechanisms. The results in fig. 6 also infer that under normal
circumstances the amount of antisite defect is significantly
low inCu3Snwhere the Kirkendall voids are always forming.
(a)
(b)
Figure 6: a) The point defect equilibrium concentration and b)
formation energy (EF) in selected lattice sites of Cu3Sn and
Cu6Sn5 IMCs at 180
◦C
The formation energies of the point defects in the IMCs are
shown in fig. 6(b) and confirm the observed concentration
trend in the IMCs. The energetic comparisons also confirm
that the chance of formation of high amounts of vacancies in
Cu sites are higher. Accordingly, this can also get amplified
under the external electric fields due to the enforced electron
forces. After all, the formation of the vacancy point defects in
the Sn sites involve a relatively high relaxation in the lattice
structure. Hence, the calculations support the experimental
observation of the formation of voids in the Cu3Sn IMCs
and we can conclude that the Cu3Sn IMCs are vulnerable
to the formation of vacancies and the subsequent voids.
3.3.2. Transient Evolution of the Vacancies Prior to Void
Nucleation
The equilibrium point defect concentration calculations in
the previous section paves the path for understanding the
characteristics of the EM-mediated vacancy migration in
the sandwich interconnection system. Similar to the work of
Rosenberg-Ohring [64], the vacancy transport is determined
by the vacancy concentration gradients due to the chemical
interactions (Fick's second law) and the drift due to the EM
induced forces when the metal is under a direct current. The
vacancy sinks/sources are taken into account by means of the
thermodynamic formulation for vacancy evolution shown in
equation 19. The value of the second term in eqns. 18 or 19
is negative when cv > ceq, meaning vacancy concentration
decreases. In certain cases, when a microstructural feature
acts as vacancy generator, cv < ceq. This can be compared
to the γ term in Korhonen et. al [65] study describing the
vacancy recombination in dislocations or the ad-hoc term
in the Rosenberg-Ohring model [64]. None of the earlier
models consider the impact of moving boundaries in the
microstructure.
The same microstructures that are used in section 3.2 are
restudied for the evolution of the non-equilibrium vacancies.
Figures 7(a) and 7(b) illustrate the distribution of non-
equilibrium vacancies in the microstructures under 4×107
A/m2 at 180◦C. Assuming a uniform vacancy distribution
at the beginning, the vacancy migration in the opposite
direction of the electron wind toward the cathode layer is
shown in this figure. The direction of this flux is indicated
by the arrow on the left hand side of this figure. With the
unidirectional current flow, vacancy accumulation occurs at
the blocking boundaries and depletion occurs at the other
areas by means of severe difference in the diffusive ranges in
the components/phases of the microstructure.
On the other hand, figs. 7(c) and 7(d) depict the distribution
of EM fluxes in the microstructures indicating a severe EM
flux toward anode in the interlayer phases of both microstruc-
tures. The quivers are indicating the location, direction and
extent of this high flux. Hence, a considerable EM-mediated
flux in the reverse direction of flux of vacancies is present in
the Sn phase of Sn-retained microstructure. On the other
hand, there is a considerable EM flux in the GBs of the Sn-
exhausted microstructure which are parallel to the current
direction. The vacancy evolution trend agrees with the theo-
retical vacancy evolution in the literature where an increase
in the vacancy amount in theCu3Sn layer at the cathode side
is expected (red region in figs. 7(a) and 7(b)). On the other
hand, the vacancy amount in the Cu3Sn layer at the anode
side decreases (blue region in the same figures). Figures 7(e)
and 7(f) illustrate the amount of total mass flux along the
line (*) for the respective microstructures shown in fig. 7(a)
and 7(b). The change on the order of EM-mediated mass flux
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Figure 7: (a and b) Distribution of non-equilibrium vacancies in the microstructures emphasizing the role of the Cu6Sn5/Cu3Sn
interface on generation of the vacancies at the anode and annihilation at the cathode layer. (c and d) EM flux in the microstructures.
(e and f) EM and total mass flux along line (*) for Sn-retained and Sn-exhausted microstructures. (g and h) Normalized current
density and electric field with corresponding concentration along line (*). The EM conditions are 180◦C and 4×107A/m2.
from TSV to the Sn phase (interlayer) is more than fourteen
orders of magnitude in the Sn-retained structure. However,
the flux only changes about eight orders of magnitude in the
Sn-exhausted microstructure. In the mean time, there is an
increase in the amount of current density in the Cu/Cu3Sn
interface of cathode layer with respect to other interfaces as
shown in figs. 7(g) and 7(h). In the case where the applied
current density is 4×107 A/m2, the maximum current densi-
ties are 1.3×108 A/m2 and 1.9×108 A/m2 for Sn-retained and
Sn-exhausted microstructures, respectively.
The constituent elements of binary IMCs usually have large
differences in both size and electronegativity. As in this case,
the atomic radius of Sn and Cu are very different, while the
electronegativity is close. In Pauling’s list of electronegativ-
ity, the values for Cu and Sn are 1.9 and 1.96, respectively.
When the electron transfer takes place, the size of the atoms
will change towards an ideal ratio. In the case of IMC, the
electron being transferred from the hyperelectronic element
(more electronegative) to the hypoelectronic element, caus-
ing the atomic volume to shrink [66]. This charge transfer
affects the local electron density and moves ions in the di-
rection of the transfer, leaving vacancy spots which should
be soon filled by other atoms. Otherwise, the process can
lead to large clusters of vacancies and ultimate formation of
macroscopic voids. EM mediated diffusion also accelerates
the vacancy jumps in reverse direction of the current and the
rate of this jump is directly proportional to Atomic Packing
Factor (APF)of thecrystal structureof the respectivephases.
The APF of monoclinic Cu6Sn5 and orthorhombic Cu3Sn
are 0.707 and 0.764, respectively. The high value of APF
in Cu3Sn indicates a possible slowdown in the migration of
vacancies inside this IMC with respect to Cu6Sn5.
The experimental observations confirm the formation of
voids after certain amount of time in theCu3Sn IMCs of the
cathode layer. This whole scenario plus the calculations in
the previous section suggest that the migration of Cu atoms
from cathode side to the anode side will leave vacancies
behind. However, it is important to consider the rate of
such a migration. Obviously, the rate is not consistent in
the entire path and changes from one phase to the other one.
In addition, the interfaces play different roles in this path,
as they act as generators or annihilators of vacancies. This
makes such a transport mechanism very complex.
While the experiments suggest that the short-circuit chan-
nels and their quantity play important role as vacancy sink
locations in prevention of the formation of Kirkendall voids,
the distinct role of each of these channels are rarely addressed
in the literature. This study illustrates that the horizontal
Cu6Sn5/Cu3Sn interface act as the vacancy generation source
in the cathode layer, while the same interfaces in the anode
side acts as a vacancy annihilation source. On the other
hand, other vertical interfaces and the GBs serve as the rapid
pathways for the migration of atoms along the direction of
the applied current.
4. Conclusions
A multi-phase-field model for the joint formation and mi-
crostructure evolution in Cu/Sn/Cu joint of 3DIC systems
is coupled with the equation of the continuity of charge
and vacancy transportation to simulate major physical phe-
nomena during the evolution of the interconnections. The
particular characteristics of the morphological evolution
are determined to be the fast transient in the establishment
of the final equilibrium and are largely governed by the
short-circuit diffusive channels, the characteristics of the
interlayer phase, and the overall jump rate of the vacancies.
In the presence of liquid Sn, the growth of the IMC layers is
proportional to dn with 0.2 < n < 0.3, and after exhaustion
of the entire Sn (liquid) phase by the IMCs, the Cu-rich
IMCs grow at the expense of each other by a slight deviation
from the parabolic growth law. This growth rate is neither
affected by the amount of solder material nor by the area
fraction of the Cu substrate, and it is mostly dominated by
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the diffusive characteristics such as amount of fast diffusive
channels and interfaces.
The sub-micron sized interconnection joints in the 3DIC
systems are very narrow lines (thickness < 15 µm) and
are mostly composed of the IMCs due to successive reflow
conditions. Thehorizontal interfacesalongeach IMClayerof
these interconnections have a great role in creating diverging
flux rates and ultimately shaping the growth pattern of
the system. Under EM conditions, the low angle GBs of
Cu6Sn5 IMCs get oriented toward the current direction and
the interconnection forms a bamboo-shaped microstructure.
Also, the locations where one type of IMC layer meets the
other type are sites of a large divergence in the atomic flux.
Atoms deplete at the upwind end of a polygranular cluster
and accumulate at the downwind end, giving rise to tensile
and compressive stresses, respectively.
Our results show that the interconnection covered with
IMCs with grain sizes comparable to its structural dimension
(e.g., widths) is less prone to the EM-induced changes in
the structure. The dissolution of Cu atoms and hence the
shrinkage in the cathode IMC layer or the faster growth
in the anode IMC layer is the direct consequence of the
rival fluxes in these interconnections under severe EM
conditions. Also, the concentration of non-equilibrium
vacancy complexes in Cu3Sn increases overtime under EM
conditions due to different diffusive characteristics of the
Cu/Cu3Sn/Cu6Sn5 layers. A solution to this problem can
be investigated by forming a one grain IMC phase of certain
orientation and mechanical properties in between the Cu
TSVs. While the integrated computational framework
developed in this study addresses many of the challenging
circumstances in the 3DIC interconnections, the calculation
of residual stresses upon evolution of the microstructure is
also necessary. Overall, to overcome the diffusion-driven
issues in Cu/Sn/Cu interconnections, we suggest that
the amount of interfaces that are perpendicular to the
current direction should be significantly reduced to allow
easier flux of Cu and Sn atoms in the joint structure. In
addition, constructing highly coherent interfaces by growing
secondary phases over the TSVs in the desired orientations
may also result in less diffusion-driven failures due to
enhanced flux capabilities.
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