Introduction
The problem of determining when the dimension of a state space realization for a given input-output map is minimal is a fundamental problem in systems. It connects to many other topics in realization theory like controllability and observability properties, similarity invariants, balanced realizations and model reduction. The theory is quite complete in the case of linear systems. For example, it is well known that minimality is equivalent to joint controllability and observability, and for stable systems, this is further equivalent to the positive definiteness of the controllability and observability Gramians. These Gramian matrices naturally appear in balanced realization theory and optimal control problems. In the nonlinear setting, minimality theory is not nearly as well developed. For example, there are several existing theories for minimality depending on the exact nature in which the input-output mapping is described, i.e., in terms of a set of input-output differential equations (see [20] and the references therein), a Volterra series [6, 11, 12] or a formal power series/Chen-Fliess functional expansion [6] . At present, the exact connections between @ This research was supported in part by the North Atlantic Treaty Organization through the NATO Collaborative Research Grant CRG-971135. these different approaches are not completely understood. Furthermore, motivated by the linear case, we might expect that minimality should have connections to the nonlinear extensions of the Gramians, which have been developed for nonlinear balancing [3, 4, 14, 15, 16] . But these connections are also largely unknown at present.
The primary purpose of this paper is to develop a set of sufficient conditions in terms of controllability and observability functions under which a given state space realization of a formal power series is minimal. Specifically, it will be shown that positivity of these so called energy functions, plus a few technical conditions, implies minimality. Of course there exists well known necessary and sufficient conditions for minimality in terms of Kalman type rank conditions on the accessibility and observability distributions [6, 11] . So the novelty of the approach taken here is in establishing a connection between these differential geometric type minimality conditions and properties of energy functions, which are connected with Hamilton-Jacobi type optimal control theory. Then, using the nonlinear analogue of the Kalman decomposition, we establish connections between minimality, singular value functions and the various notions of reachability and observability for nonlinear systems which preliminary appeared in [16] .
The paper is organized as follows. In Section 2, the background material pertaining to all the relevant subjects is briefly reviewed, specifically: the definitions and known properties of controllability and observability functions, balanced realizations for nonlinear systems, and minimality theory for state space realizations of formal power series. In Section 3 we then develop relationships between positivity of the energy functions and the accessibility/observability rank conditions. This section concludes with the main result of the paper involving minimality. Then in Section 4 we introduce as an application of the new minimality results, the decomposition material. Section 5 concludes with two examples: an academic example that is meant to demonstrate the main ideas of the paper, and an example with more physical relevance.
Notation
The mathematical notation used throughout is fairly standard. Vector norms are represented by
aI bP represents the set of Lebesgue measurable functions, possibly vector-valued, with finite 
Background

Controllability and observability functions for stable nonlinear systems
Controllability and observability functions play an important role in balancing and model reduction for stable nonlinear systems [14] . In this section we give a brief review of the results that are important for the minimality theory presented in Section 3.
Consider a smooth, i.e., C i , nonlinear system of the forṁ Definition 2.1 [14] The controllability and observability function of a system (1) are defined as
For the analysis in this paper the definitions of local reachability, (strong) accessibility, and observability are needed. We refer to standard references like [5, 6, 11, 13] . These definitions are usually given in the context where only piecewise constant inputs are admissible. However, the effects of approximations of more general inputs by piecewise constant inputs has been considered in earlier work [18] , and statements about these properties holding for larger classes of inputs can be found in [17, 19] . For clarity we give the definition of a special case of observability, though also well-known, it is less standard.
Definition 2.5 Consider the system (1).
The system is zero-state observable if any trajectory where u
The system (1) is locally zero-state observable, if there exists a neighborhood W of 0 such that for all x
The following theorem is closely related to results that appear in [5, 13] . It reveals an important relationship between zero-state observability and positive definiteness of the observability function. 
For local observability one can give well known sufficient conditions in terms of Lie derivatives. Furthermore, the local accessibility and local strong accessibility properties can be characterized by well-known conditions in terms of Lie brackets (e.g., [11] ). The only extension needed here is the definition of the zero-observability space. 
and it homogeneous counterpart always have the same observability spaces, and thus have basically the same observability properties. Consider the following definition.
Definition 2.8 [3, 4] The natural observability function for the system (1) is defined as
where 
Balanced realizations
Balanced realizations play an important role in a variety of realization and control problems. The classic linear case was first introduced by Moore in [10] . The extension to the nonlinear case appears in [14, 15] .
Consider a nonlinear system of the form (1) 
From Morse's Lemma, e.g. [8] , one can bring the system into input normal form. Furthermore, by applying the Fundamental Theorem of Integral Calculus and smoothness results from [7] , the following inputnormal/output-diagonal results are obtained.
Theorem 2.10 [14]
Consider system (1) with certain technical conditions (see [7, 8] The form of the controllability and observability function is not yet entirely balanced. For that we need a simple additional coordinate transformation. We refer to [14] for the details on this matter.
Minimal realizations via formal power series
In this section we briefly review a theory of minimal state space realizations for input-output systems that can be represented by a formal power series (Chen-Fliess functional expansion). A detailed treatment may be found in [6] . Ultimately this leads to the well-known rank conditions, which are necessary and sufficient conditions for a realization to be minimal.
Let S be a given input-output map represented by a convergent generating series
where I s is the set of multi-indices for the index set I
, and 
. Now define the sets: 
for every 3 Minimality and energy functions
The controllability function and the accessibility rank condition
In this section we develop connections between the controllability function and the accessibility rank condition in order to apply Theorem 2.14. It is assumed throughout that the system (1) is asymptotically stable on a neighborhood Y of 0.
The following relation is easily deduced (following the lines of the proof of Theorem 13 in [13] ).
L c
and thus reachability from x 0 implies well-definedness of L r for all x E M, and likewise for L c . However, reachability is not implied from a well-defined and positive definite L c . For our application it is sufficient (as observed from Theorem 2.4) to consider only the anti-stabilizability of the solution of the HamiltonJacobi equation (5), which is a condition that can be seen as reachability from 0 in infinite time (so called asymptotic reachability from 0). This notion is formally defined below. Definition 3.1 A system (1) is said to be asymptotically reachable from x 0 on a neighborhood W of x 0 if
x. A system (1) is said to be locally asymptotically reachable from x 0 if there exists a neighborhood W of x 0 such that the system is asymptotically reachable from x 0 on every neighborhood V W of x 0 .
Clearly, this notion of asymptotic reachability corresponds to the notion of anti-stabilizability, which is related to the positivity and finiteness of L c in Remark 2.3 and Theorem 2.4. In the following theorem, we obtain the relation between local asymptotic reachability from x 0 and local accessibility from x 0 .
Theorem 3.2
Assume that the accessibility distribution C has constant dimension about x 0 . Then local asymptotic reachability from x 0 implies that the system is locally accessible from x 0 .
Proof Suppose that the system is not locally accessible from x 0 , then we know from standard results in the literature (e.g., [11] ) that dimC
Hence from Proposition 3.12 in [11] there must exist a neighborhood V of x 0 and local coordinates
V of x 0 and for all T 0. This implies that all q E V such that q E S x 0 are not asymptotically reachable from x 0 on V , and thus the local asymptotic reachability from x 0 is contradicted.
Our main aim now is to relate the positive definiteness and finiteness of the controllability function to the accessibility rank condition. 
Remark 3.4
The above corollary is restricted by local requirements on L c , since we need local asymptotic reachability from 0 in order to use Theorem 3.2. Only asymptotic reachability on a neighborhood W of 0 does not suffice. An example of a smooth system that is asymptotically reachable on a neighborhood W of 0 and that is not locally accessible is easy to construct. However, if we assume that the system (1) is analytic, then we can relax the local requirements on L c to requirements on a neighborhood W of 0. This is due to the fact that asymptotic reachability from x 0 implies local accessibility from x 0 for analytic systems, e.g., [17] . Analyticity is actually not a strong restriction in our setting, since it is also a standing assumption for the realization theory in Section 2.4. 
So far, the focus has been on the concept of local accessibility. However, for the state space analysis presented in Section 4, we use the nonlinear counterpart of the Kalman decomposition, and thus we need to use the concept of local strong accessibility (see Definition 2.5). The local strong accessibility version of Theorem 3.2 is given below.
Theorem 3.6
Assume that the strong accessibility distribution C 0 has constant dimension about x 0 . Then local asymptotic reachability from x 0 implies that the system is locally strongly accessible from x 0 .
Proof Suppose that the system is not locally strongly accessible from x 0 , then we know from standard results in the literature (e.g., [11] ) that dimC 0
Hence from Proposition 3.22 in [11] there are two possibilities:
, then the proof here follows similar to the proof of Theorem 3.2. This theorem gives rise to corollaries similar to Corollary 3.3 and 3.5, except with accessibility replaced by strong accessibility.
The observability function and the observability rank condition
For the observability counterpart of the previous section we consider the observability functions as defined in (3) and (6) . It is assumed throughout that the system (1) is asymptotically stable on a neighborhood Y of 0. We start with the observability function in (6) for which observability with respect to the input class B α plays an important role. The corresponding results for the observability function (3) then follow as a special case when α Motivated by the minimality conditions of Theorem 2.14, we next obtain the following corollary, which follows straightforwardly from the previous lemma and some standard results from [6, 11] .
Corollary 3.8 Assume that the observability co-distribution d d has constant dimension about 0. If the natural observability function (6) is smooth, finite and satisfies L
n. Now, if we let α B 0, then we obviously return to the observability function of (3), and the observability with respect to the input class B α becomes zero-state observability. The following special case of Corollary 3.8 is useful in Section 4.
Corollary 3.9 Assume that the zero-observability co-distribution d d 0 has constant dimension about 0. If the observability function (3) is smooth, finite and satisfies L o
H xP 0, x E W , x B 0, then dimdd 0 H 0P 8 B n.
Remark 3.10
It is interesting to compare the results of this section to those of the previous section. They do not completely follow along similar or "dual" lines. Specifically, the results related to the observability functions as given by (3) and (6) are given in terms of the zero-state observability and observability rank condition, respectively. Starting with the rank conditions the converse of Corollary 3.8 and Corollary 3.9 also hold by applying Theorem 2.6. However, for the controllability function, we are considering asymptotic reachability which implies local accessibility, which in turn can be related to the accessibility rank condition. The reverse direction is far less obvious in this case, however, because accessibility from 0 is not sufficient for asymptotic reachability from 0. If asymptotic reachability can somehow be assumed for a given system, then the converse of Corollary 3.3 and Corollary 3.5 would follow for the controllability function.
Sufficient conditions for minimality
Briefly summarized below is a main result of the paper. 
Theorem 3.11 Assume that the observability co-distribution dd (or the zero-observability co-distribution d d 0 , respectively) and the accessibility distribution C of a system
is a minimal realization of c.
These conditions are not necessary due to the fact that, contrary to the linear case, accessibility and controllability are not equivalent in general. Only under additional assumptions can a converse result be obtained.
Local state decompositions
For linear systems it is well known that the Hankel singular values are independent of the chosen state space realization and only depend on the input-output behavior of the system. In fact, they are the singular values of the Hankel operator of the system (e.g., Glover [2] ). If we consider a non-minimal linear state space system with controllability Gramian W and observability Gramian M, the non-zero eigenvalues of MW correspond exactly to the squared Hankel singular values, and the number of zero eigenvalues of MW equals the difference between the state space dimension of the given system and the state space dimension of any minimal representation. In this section we extend these observations to the nonlinear setting. We are interested in the Hankel structure of the system and the related nonlinear balancing concept presented in Section 2.3. Since the system Hankel operator corresponds to the mapping from past inputs to future outputs (where the input is zero for positive time) we consider the controllability function as defined in (2) and the observability function as defined in (3).
Consider the nonlinear system (1) and assume that it is locally asymptotically stable. In this section we do not assume local zero-state observability, and hence the observability function is not necessarily positive definite. Furthermore, we do not assume that
is locally asymptotically stable (or in other words: we do not assume asymptotic reachability from 0), and thus the controllability function need not be finite for all x.
One can use Frobenius' Theorem to construct the zero-state observable 'part' of the system. In order to be able to do the same for the asymptotically reachable 'part' of the system, one must consider the part of the state space system that is asymptotically reachable from 0, i.e., where
is asymptotically stable. In the linear case this part equals the controllable part of the system. In the nonlinear case, the converses of Theorem 3.2 and Theorem 3.6 are not always true. So, in order to be able to construct a decomposition analogous to the known nonlinear generalization of the Kalman decomposition (e.g., Theorem 3.51 in [11] ), we must consider the strongly accessible part of the system. . The system takes the forṁ
Proof The proof is similar to that given in Theorem 3.51 of [11] , which uses Frobenius' Theorem. The primary difference is that here we deal with the zero-observable part instead of the observable part. Therefore, for this proof it is enough to observe that the co-distribution dd 0 is invariant for the dynamicsẋ
ker dh, the theorem is proven.
Remark 4.2
Another way to view the difference between the decomposition above and that given by Theorem 3.51 in [11] is in the form of the input vector field in (12) . For zero-state observability, the input vector field does not matter, while for the more general concept of observability it may matter. That means that x 1 and x 3 are zero-state observable, and thus observable, and that x 2 and x 4 are not zero-state observable, but they still may be observable! However, since we are interested only in the Hankel structure, and specifically in the singular value functions of the nonlinear system, the above decomposition is the most suitable.
Let n i be the dimension of x i , i B 1I 2I 3I 4, and let Y be a neighborhood of 0 where the decomposition above is valid. Then clearly (12) , (14) and (16) form the zero-state observable part of the system, while (12) and (13) is the strongly accessible part of the system. To assure that for (12) , (14) and (16) the observability function exists, we assume that in these local coordinates equation (4) in Theorem 2.2 has a smooth solution for
T is asymptotically stable, and by the form of (14) and (15) it is impossible for
to be asymptotically stable on Y . To assure that for (12) and (13) the controllability function exists, we assume that in these local coordinates equation (5) has an anti-stabilizing solution as in Theorem 2.2 for
In fact, the assumption on the existence of the controllability function for the strongly accessible part of the system implies that the part of the system that is asymptotically reachable from 0 corresponds exactly to the strongly accessible part of the system. 
Proof Proof of 1 and 2: It is clear that h
0 for all τ 0. By the form of (12) and (14) we obtain that
for u 0, and for all
Again, by the form of (12), (14), and (16) we then have
0, whereĽ o is the observability function of (12), (14), and (16 
0I 0P . Proof of 3 and 4: The controllability function L c must satisfy equation (2) . Since the system formed by (14) and (15) is asymptotically stable, it follows immediately that L c
Remark 4.4 L c is infinite on the subsystem that is not strongly accessible. Hence, that subsystem is also not asymptotically reachable from 0. This in essence yields another proof of Theorem 3.6.
Remark 4.5
Now assume that the full system is locally accessible (remember that this is, together with local observability, a condition that implies minimality), but not locally strongly accessible. We know from Theorem 4.3 that the states which are not locally strongly accessible force the controllability function L c to become infinite. Thus, one can conclude, contrary to the linear case, that minimality for a nonlinear system as discussed in the previous sections does not insure that the controllability function is finite.
Remark 4.6
The observability counterpart to Remark 4.5 is similar, but in fact easier to describe. Assume that the full system is locally observable, but not locally zero-state observable. We know from Theorem 4.3 that the part of the system which is not locally zero-state observable corresponds to the observability function L o being zero. Thus one can conclude, again contrary to the linear case, that minimality for a nonlinear system does not insure the observability function to be positive. However, we have introduced the natural observability function L N o in Section 2.2. For this function to be positive definite, we only need observability with respect to B α , and not the more restrictive zero-state observability. If observability with respect to B α is equivalent to observability (which is not very restrictive, since we only require the input to have finite energy), we can repeat the analysis of this section for L N o with zero-state observability replaced by observability. The new analysis results in the generalized Kalman decomposition as found in [11] , and straightforwardly we obtain similar results as for L o , with the additional property that for L N o the results do coincide with the usual results for the observability function in the linear case.
If additionally one assumes that 
. This is analogous to the linear case, where the unobservable part corresponds to zero Hankel singular values. Note that it is not possible to transform the whole system into the form of Theorem 2.10, since L c
is infinite. This is still in agreement with the linear theory, since here we are dealing with the 'inverse of the controllability Gramian'. Hence that part of the system that is not strongly accessible yields an 'inverse of the controllability Gramian' that is infinite, and thus a 'controllability Gramian' that is singular.
Examples
The first example is an academic one meant to simply illustrate the basic theory presented in this paper. The second example is physical in nature and reveals some computational issues related to solving HamiltonJacobi equations.
Example 5.1 Consider the following system (1), where:
This system is asymptotically stable and analytic on a neighborhood of 0. The rank of the accessibility distribution C at 0 is 2 (it is easily seen that the Lie bracket directions are already given by g 1 The system then transforms intȯ
Obviously, z 3 is the non-accessible and non-observable part of the system. By Theorem 4.3, we have that Example 5.2 Consider a frictionless double pendulum (or two-link robot manipulator) with control torque u applied at the first joint, see Figure 1 . The dynamics of such a double pendulum may be obtained via the Hamiltonian formalism. We derive the equations for the simple Hamiltonian form in order to be able to consider the associated gradient system, which is of smaller order, and therefore computationally easier to handle, but still captures the physical properties of the system. Furthermore, the frictionless system is only Lyapunov stable, but not asymptotically stable, while the associated gradient system is asymptotically | | | (17) . We obtain that the output map C is given by C and L c , for the gradient system (20) . Specifically, equations (4) and (5) , are solved up to order 4 using an iterative procedure from Lukes [9] 
respectively. Examining these functions near the origin (see Figure 2 ) it is evident that they are strictly positive, and hence, the system is minimal. This corresponds to our physical intuition. Observe that the observability function is quite close to zero at some values. This gives us a kind of measure for "weak" zero-observability. Likewise, for the controllability function we can make a similar observation for "weak" asymptotic reachability.
