ABSTRACT In this study, we propose a non-data-aided algorithm of the cycle slip self-correcting carrier phase estimation (CSSC-CPE) which mitigates the cycle slips caused by blind CPE in the coherent wireless optical communication (WOC) system. The CSSC-CPE uses the output of CPE for cumulative averaging and selects the difference δ between two cumulative average segments as the discriminant parameter. The location and direction of cycle slips are determined by identifying the position and sign of the peak value of δ. The optimal thresholds for cycle slip detection could be derived from the probability density function (PDF) of δ obtained by calculation and deduction. Finally, numerical simulations and indoor experiments are carried out. The results show that CSSC-CPE can effectively eliminate cycle slips under weak turbulence condition. Compared with relative non-data-aided cycle slip correction algorithms, the CSSC-CPE achieves a better performance in suppressing the phase noise generated by atmospheric turbulence and laser linewidth, which enhances the accuracy of the cycle slip identification and lowers the SNR requirement when the cycle slip is not allowed.
I. INTRODUCTION
The coherent WOC system has been extensively studied due to its superiority to the conventional direct detection system in sensitivity and spectral efficiency [1] , [2] . Since information transmission mainly relies on the amplitude and the phase of the carrier, phase noise suppression plays a crucial role in the improvement of system performance. Phase noise is chiefly attributed to the wavefront distortion caused by atmospheric turbulence, laser linewidth, additive white Gaussian noise generated by the receivers and residual carrier frequency offset (CFO). With the development of high-speed digital signal processing (DSP), the method of phase estimation and correction utilizing DSP has become the optimal means to The associate editor coordinating the review of this article and approving it for publication was Zhaoqing Pan. suppress phase noise [3] - [6] . Meanwhile, some CPE algorithms have emerged [7] - [9] . The commonly used blind CPE algorithms based on Viterbi-Viterbi phase estimation (VVPE) contain a phase unwrapping (PU) module to solve inherent phase ambiguity. Unfortunately, cycle slips occur accordingly, which do harm to phases of constellation points [10] - [13] . For the quadrature phase-shift keying (QPSK) system, the cycle slip will cause the decision values of the slip symbol and subsequent symbols to deviate from the correct constellation points by integer multiples of π/2, thereby leading to consecutive estimation errors and serious degradation of the performance of the communication system.
To cope with the problem of cycle slips, numerous studies have been carried out. Currently, three popular methods are summarized, and they are differential encoding/decoding, data-aided cycle slip correction, independent cycle slip VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ correction stage without data assistance, respectively. Firstly, differential encoding/decoding converts permanent phase errors into instantaneous ones at the cost of optical SNR [14] . In Ref [15] , it has been discovered that the disadvantages produced by differential encoding/decoding can be avoided by turbo differential decoding. Nevertheless, it has to be guaranteed that cycle slip probability should be no more than 10 −4 in order to ameliorate the error floor. Secondly, the dataaided cycle slip correction realizes phase estimation by estimating a carrier without cycle slips based on the auxiliary data [16] , [17] . As a result, there is no need for differential encoding/decoding, which helps to refrain from additional optical SNR penalties. The third method uses a stage paralleling to CPE to assist in correcting the cycle slips that occur during the CPE process [6] , [13] , [18] . Ref. [18] proposed a novel cycle slip correction algorithm by calculating discriminant parameters, which not merely avoided the shortcomings of additional optical SNR penalty and the auxiliary data, but also further improved the accuracy of cycle slip correction in combination with other two methods, thereby becoming one of the most promising methods to solve cycle slip issues. Motivated by the third method, we propose a new algorithm CSSC-CPE which can correct cycle slips without the need of either data assistance or differential encoding/decoding in this paper. The CSSC-CPE performs a second cumulative averaging through the results of CPE, and determines the occurrence of the cycle slip by the difference between two average segments. It is worth noting that the short-time subtraction can also reduce the slowly varying laser linewidth noise to a certain extent, and the phase noise caused by atmospheric turbulence can be better suppressed by two times average of the CPE stage and the cycle slip correction stage. These features enable CSSC-CPE to more accurately find where cycle slip occurs. In the simulation, we take into consideration the time-varying statistical characteristics of the log-normal atmospheric turbulence channel, and introduce the cycle slip correction algorithm proposed in Ref. [18] for comparison. The results illustrate that the frequency of the cycle slip will increase with the rise of atmospheric turbulence intensity. Moreover, compared with the one-time sliding average algorithm, the CSSC-CPE can achieve a lower post-correction cycle slip probability, which means that the proposed algorithm has more advantages in the WOC system. The conclusion was subsequently verified by indoor experiments. Besides, the CSSC-CPE can determine cycle slip direction while identifying the position of the cycle slip, which simplifies the correction process for the reason that no further judgment is required for cycle slip direction.
For brevity, the reminder of this paper is organized as follows. In Section II, the mathematical model of the atmospheric turbulence channel is furnished, as well as the receiver model of the coherent WOC system. In Section III, we discuss the calculation process and the PDF of discriminant parameters in the CSSC-CPE algorithm, and then the issue of optimal thresholds is determined. Section IV includes Monte-Carlo simulation results and analyses of the cycle slip probability and the symbol error rate (SER). Section V introduces the construction of the indoor experimental system and analyzes the experimental results. The conclusions are drawn in the last section.
II. SYSTEM MODEL A. CHANNEL MODEL
For the coherent WOC system, uneven atmospheric temperature and pressure will result in atmospheric turbulence, thereby causing flux irradiance on the receiver plane to fluctuate randomly with time and space. The most common channel model to describe atmospheric turbulence is the log-normal distribution model [19] . The PDF of the received irradiance I under weak fluctuations can be expressed as follows
where I 0 is the flux irradiance in the case of no atmospheric turbulence; σ R 2 = 1.23C 2 n κ 7/6 z 11/6 denotes the Rytov variance under the Kolmogorov turbulence theory [20] ; C 2 n is the atmospheric structure constant; κ = 2π/λ represents the wave number; z means the link length.
Atmospheric turbulence can also lead to the random fluctuation of atmospheric refractivity, thereby causing random optical phase deviation. The deviation can be represented as a zero-mean Gaussian variable whose variance is pre- [21], [22] , where D stands for the aperture diameter and r 0 is the coherence diameter, describing the spatial correlation between phase fluctuations on the receiver plane. The coefficient C J is equal to 1.0299 when no modal compensation is performed for terms correction at the receiver [23] . In the light of the Kolmogorov turbulence theory, the coherence diameter of plane waves is r 0 = 1.68 C 2 n κ 2 z −3/5 [24] . Considering that the aperture diameter is far smaller than the coherence diameter (D r 0 ), beams on the receiver plane are spatially coherent at a single moment.
B. RECEIVER THEORY
For the single-polarization QPSK coherent WOC system, as shown in Fig. 1 
where R represents the responsivity of the photodiode and E L stands for the amplitude of local oscillator beams. [25] . θ φ [k] is the Gaussian phase fluctuation caused by atmospheric turbulence. n [k] stands for the compound additive white Gaussian noise generated by the receivers, such as amplified spontaneous emission (ASE) noise, shot noise and thermal noise.
The sampled symbols are first normalized and I/Q balanced in the DSP, then after clock recovery and CFO correction, the phase information will eventually be recovered by the CPE with randomly occurring cycle slips. The cycle slips will cause phase offset as described in (4) of Section III-A. The proposed CSSS-CPE algorithm will be utilized to solve this problem, which will be depicted in Section III.
III. PRINCIPLES A. THE STRUCTURE OF CSSC-CPE ALGORITHM
The k th input symbol of the CSSC-CPE can be represented as
considers the combined influences of the laser linewidth, atmospheric turbulence and receivers. Without loss of generality, other signal damages are assumed to be ignored or compensated, such as dispersion and nonlinearity, which are not the emphasis of this paper. Hence, the main obstacle is supposed to be θ N [k], which will be estimated and compensated by the CSSC-CPE proposed in this paper. The CSSC-CPE consists of two cascaded stages, which are phase estimation stage and cycle slip correction stage. The flow chart is shown in Fig. 2 .
The strategy of CSSC-CPE algorithm is depicted as follows. The phase noise θ N [k] in r [k] will be estimated through the VVPE algorithm at first, the phase noise estimate x [k] is revealed as (3), where N and M represent the average length of the CPE and the modulation order separately, (for QPSK modulation M = 4). · and · denote the operations of rounding up and down to an integer. Besides, the operator arg(·) extracts its phase.
After dividing x [k] by M , the phase noise could be equalized, which was enlarged to M times when removing the modulation information, but this operation also narrows the estimation range. In order to recover the phase wandering trajectory, the full-range estimate x [k] is deduced from a phase unwrapping progress performed on x [k] . And x [k] can be approximated as the true phase noise value θ N [k] of the k th symbol. However, due to the effects of residual phase noise, phase unwrapping can also cause cycle slips while extending the estimation range. In that case, x [k] will deviate from the true value θ N [k] by ±π/2 and therefore cause consecutive estimation errors, which is
The cycle slip correction stage will be utilized to solve this problem. Specifically, in parameter calculation step, x [k] is firstly processed by using the cumulative average method to obtain y [k], which is
where L represents the cumulative length. Secondly, the average output is subtracted from the L-symbol delayed value to obtain the discriminant parameter δ [k], which is 
B. THEORETICAL ANALYSIS AND OPTIMAL THRESHOLDS
The setting of thresholds has an important impact on cycle slip detection performance of CSSC-CPE. False judgment may occur when the thresholds are too low and cycle slips may be missed when the thresholds are too high. Assuming that no cycle slip occurs in the window centered on the k th symbol (length of the window being 2L + N − 1), the output value δ[k] noCS of CSSC-CPE can be expressed as In the light of Lemma 1. (7) can be further simplified as
After removing the modulated data, it can be concluded that the phase noise caused by atmospheric turbulence and receivers can be well suppressed by the two average stages of CSSC-CPE. Therefore, the phase noise in δ[k] noCS is mainly caused by the combined laser linewidth, so δ[k] noCS can be derived in (9).
where c i represents the number of increments from the i th symbol to the (i + 1)
The phase difference between any two adjacent symbols obeys zero-mean Gaussian random variables with variance σ LW 2 = 4π vT , and then δ[k] noCS can be expressed as
It could be derived from (10) that the coefficients {c i } is the only barrier to overcome. Thus we propose a method to obtain the whole set {c i }, thanks to a moving mask.
As shown in the Fig. 4 , we can arrange the elements ''1''s in N columns and L rows into an array, and start with the second row, aligning the first element of each row with the second element of the previous row.
The bracket in the same color could be assumed as a removable data mask. For an arbitrary integer i ranging from 1 to 2L+N −2, c i is equal to the output of the mask in location c i by calculating the total number of elements ''1''. Both the length and height of the mask are L. The initial position of the mask lies in the first element on the leftmost side. The mask slides one column to the right every time until only one element on the rightmost side is included. After obtaining all the 2L + N − 2 outputs {c i }, the probability density function f δ k |noCS of δ[k] noCS can be calculated by (10) .
Similarly, f δ k |CS+ and f δ k |CS− could be derived, which represent the PDFs of positive slip δ[k] CS+ and negative slip δ[k] CS− at symbol k, respectively. It needs to mention that the subscript ''CS+'' represents a positive cycle slip scenario, while the subscript ''CS-'' denotes that a negative cycle slip occurs. As can be seen from Fig. 5 , the theoretical values well confirm with the results of 3 × 10 8 independent Monte Carlo simulations. This result can help to set thresholds more reasonably, and also verify the accuracy of the approximation adopted in Section III-B. The cycle slip probability after CSSC-CPE P CS can be expressed as P CS = 1 − P CS|CPE · P fal + P CS|CPE · (P mis + P rev ), where P CS|CPE represents cycle slip probability after phase estimation stage; P fal indicates the probability of false judgment in the case of no cycle slip; P mis and P rev stand for the probability of missing judgment and misjudgment of slip direction, respectively when a cycle slip occurs. P fal , P mis and P rev are formulated in (11),
As shown in the left half of Fig. 6 . The thresholds are established to lower the value of P CS . The optimal positive and negative threshold ±δ th could be derived from the intersection points of f δ k |CS+ , f δ k |CS− and f δ k |noCS , which is
where σ 2 δ can be obtained by (10) through the known L, N and v, which is usually a value of order 10 −3 . Take the forward cycle slip as an example, it's apparent that P CS|CPE 1 − P CS|CPE < 1. The upper and lower bounds of δ th could be derived in (13) , with the help of the nature of false fractions, represented as
where P CS|CPE represents the typical value of the cycle slip probability after phase estimation stage. P CS|CPE could be considered as the correction coefficient denoting the deviation between the actual cycle slip probability and the typical value. When P CS|CPE = 10 −3 , the deviation of the optimal threshold δ th caused by P CS|CPE can be expressed as δ th = − 2σ 2 δ π ln P CS|CPE . When the actual cycle slip probabilities are respectively 10 −2 , 10 −4 , 10 −5 , that is, when P CS|CPE is respectively 10, 1/10, 1/100, the probability changes caused by can be expressed as
It's revealed that P CS stays with the magnitude of 10 −8 , as also shown by the red shading in the right half of Fig. 6 . The change of P CS caused by the difference of P CS|CPE is small enough, so in the following simulation, under any condition of different σ 2 δ , the optimal threshold at P CS|CPE = 10 −3 VOLUME 7, 2019 could be considered as the universal threshold to identify cycle slips.
IV. SIMULATION RESULTS AND DISCUSSIONS
To verify the performance of the proposed algorithm, simulations are carried out on 100 M continuous single-polarization QPSK data with the symbol rate of 2 GBaud. The parameters are shown in Table 1 .The cycle slips will be identified by a sliding SER calculation window of 200 symbols [18] . When the SER of the window is higher than 0.2, all the symbols after the middle of the window will be rotated with three other possible phases. If the SER after a certain rotation is significantly reduced, for example, less than 0.1, the result of the rotation will be considered as the actual phase estimate and one cycle slip will be counted. The whole data set will be processed by this method, and P CS or P CS|CPE can be obtained by the ratio of the number of the cycle slips to the length of the symbol stream. With the sampled symbols entering the DSP module, the proposed algorithm CSSC-CPE will be utilized for phase estimation and cycle slip correction. Fig. 7 compares the cycle slip probability after phase estimation stage P CS|CPE and after cycle slip correction stage P CS under different average electrical SNRs and CPE average lengths. The average length in the cycle slip correction stage is L = 50. It is manifest from the simulation results that P CS|CPE can be reduced by enhancing SNR or increasing CPE average length N . When N is longer than 40, the CSSC-CPE can reduce the cycle slip probability by more than two orders of magnitude and completely eliminate cycle slips when the SNR is higher than 10 dB. When N is shorter than 25, the cycle slip after CPE stage can no longer be completely eliminated by improving the SNR. However, when the SNR is higher than 14 dB, the CSSC-CPE can still realize the detection and correction of all cycle slips, and even when the SNR is as low as 8 dB, CSSC-CPE can reduce the cycle slip probability P CS to less than 10 −4 , which satisfies the requirement of turbo differential decoding [15] .
The cycle slip probability can be reduced by extending the CPE average length, however, the phase tracking capability will be weakened in that case, thereby increasing phase deviations and SERs [10] , [11] , [26] . For this reason, we compared the noise estimation performance of the CPE with different average lengths when the cycle slips are completely corrected. Fig. 8a and Fig. 8b respectively demonstrate the influences of the CPE average length N on SER and error vector magnitude (EVM) under different average electrical SNRs. It is found that the SER increases with the increase in N under the same SNR. When the SNR is 20 dB, the SER of CPE with N = 10 is only 41.26% of that with N = 55. Another performance measure for advanced modulation formats, EVM [27] , also demonstrates that CPE estimates more accurately in shorter average lengths. Moreover, the cycle slip probability after CPE P CS|CPE will be greater when the CPE average length is shorter, which can validate the performance of the CSSC-CPE algorithm more effectively. Thus, in the subsequent analysis, we mainly analyze the cycle slip correction ability of the proposed algorithm under N = 10 and N = 25 separately.
In addition to the CPE average length, the cycle slip probability after CPE P CS|CPE is also related to the laser linewidth and the turbulence intensity. Fig. 9 shows the effect of different laser linewidths on the P CS|CPE under different atmospheric turbulence intensities. The CPE average length in the simulation is N = 10. As can be seen from the figure, whether the average electrical SNR is 14 dB or 20 dB, the cycle slip probability will increase as the laser linewidth becomes larger. However, in the case where the laser linewidth is less than 500 kHz, the rise in the P CS|CPE is not significant. In contrast, the increase in atmospheric turbulence intensity will evidently higher the probability of cycle slip, so we can consider that the atmospheric turbulence has a greater impact on the probability of cycle slip in the actual situation.
In order to verify the ability of the proposed CSSC-CPE to detect cycle slips under diverse turbulence intensities, simulations are carried out under different σ φ 2 . In the simulation, another cycle slip correction algorithm CS-DC proposed by Ref. [18] is compared, which also needs no data assistance and uses the discriminant parameters to determine the slip position. The average length of the cycle slip correction stage of both algorithms is 50. In Fig. 10 , the dotted line indicates the cycle slip probability before correction, and the cycle slip probability after correction by CS-DC or CSSC-CPE is represented by a solid line containing squares or stars, respectively. It can be concluded from the results that under the premise of the same P CS|CPE , when the average length of CPE N is 10, the P CS corrected by CSSC-CPE is 67.21% of that corrected by CS-DC. The ratio drops to 63.35% in FIGURE 11. The relationship between SER and average electrical SNR after cycle slips are corrected by CS-DC in [18] or CSSC-CPE with σ φ 2 = 0.07.
the case of N = 25. The above phenomena indicate that the CSSC-CPE can more effectively eliminate cycle slips in atmospheric channel, which is mainly due to the fact that the short-time subtraction and two times average in CSSC-CPE can well suppress the phase noise caused by laser linewidth and atmospheric turbulence. Furthermore, we evaluated the SER of the system under different average electrical SNRs after cycle slips are corrected by the two algorithms. The parameters are set in the same way as in Fig. 10 . It can be seen from Fig. 11 , with a satisfying SNR, both algorithms can make the processed SER almost reach the degree of no cycle slip occurrence, which means that both algorithms can accurately find the position where the cycle slip occurs. But it's worth noting that when the average length of the CPE stage is 10 or 25, compared with CS-DC, the SNR requirement of CSSC-CPE can be reduced by 0.6 dB when the cycle slip can be completely eliminated. Therefore, the CSSC-CPE can be considered to be more advantageous for coherent WOC systems.
Then we simulated the cycle slip probability after CSSC-CPE P CS of different average lengths in the cycle VOLUME 7, 2019 FIGURE 12. Cycle slip probability versus phase noise variance under different average lengths. slip correction stage L under different atmospheric turbulence intensities. The average length of the CPE stage in the simulation is N = 10, and the average electrical SNR is 14 dB. As can be seen from Fig. 12 , when the linewidth of the laser is 100 kHz, P CS decreases slightly with the increase of L. However, when the linewidth of the laser is as high as 1 MHz, the rise of L causes an increase in P CS . This is because as the average length increases, the correlation between the two average segments is weaker. When the laser linewidth is large, the phase noise caused by the laser linewidth in the discriminant parameter cannot be well offset by the difference between the two segments.
For the coherent WOC system, the CFO correction needs to be performed before phase estimation. In the actual system, however, CFO usually cannot be completely corrected. The phase noise caused by residual CFO will affect the performance of CSSC-CPE. Therefore, it is necessary to study the CFO tolerance of the proposed algorithm. Fig. 13 shows the relations between cycle slip probability the normalized mean square error (MSE, defined as E | f · T s | 2 ) of residue CFO. The simulation considers the influences of the average electrical SNR and the average length N in CPE. It can be seen from Fig. 13 that no matter N = 10 or N = 25, there is almost no influence on P CS|CPE or P CS when the MSE is less than 4 × 10 −8 . Considering that the MSE of the residual CFO of the commonly used CFO correction algorithm can reach 10 −10 or less [28] , it is safe to conclude that the CSSC-CPE has sufficient residual CFO tolerance.
Finally, we compared the complexity of two non-dataaided cycle slip correction algorithms. Since the phase estimation and the phase unwrapping are the common premise of cycle slip correction algorithms with the same complexity, it makes more sense to analyze the number of computations required to obtain the discriminant parameters. Compared with CS-DC in Ref. [18] , the proposed algorithm omits some adders and multipliers because it contains only a simple cumulative averaging process of angle values and has no steps of square or modulus for complex variables. However, since the discriminant parameters obtained from each calculation need to be compared with two thresholds, the proposed algorithm needs an additional comparator. Table 2 lists the complexity comparisons between the two algorithms, where L represents the cumulative length in calculating the discriminant parameters.
V. EXPERIMENTAL RESULTS
In order to verify the performance of the CSSC-CPE in the practical WOC system, indoor experiments were performed. Fig. 14a and Fig. 14b respectively show the structural block diagram and scene of the experimental system. In the experiment, a 1550 nm precise tunable laser source is used at the transmitter, the wavelength tuning accuracy is 10 pm and the linewidth is less than 10 kHz. The laser can be precisely adjusted to maintain the same frequency as the local oscillator laser at the receiver. The 4 Gbps rate data sequence is first generated by the arbitrary waveform generator (AWG) and then amplified by the driver amplifier to a certain electrical level (5 V). The laser will be modulated by the data sequence in a two-channel Mach-Zehnder modulator (MZM) and entered into the WOC system by the transmitting antenna.
In the WOC link, we use a laboratory turbulence generator to simulate the actual atmospheric environment. The laboratory turbulence generator is a partially sealed box with two glass plates at each side that allows optical signals to propagate inside. The temperature and the air velocity in the box can be adjusted by the internal heating device and the top connected blower to simulate atmospheric turbulence.
The laser beam will be collected by another antenna at the receiver and coupled into the fiber link. Then the optical signal will beat with 1550 nm local oscillator in a 2 × 4 90 • optical hybrid, and the output signals will be detected by two high-speed balance photodetectors with 40 GHz bandwidth. The data acquisition unit will be implemented by a 100 GS/s high-speed oscilloscope with a bandwidth of 33 GHz. The sampled data will be displayed on the oscilloscope and sent to the computer for subsequent digital signal processing.
In the experiment, the instantaneous receiving power is measured first. Fig. 15 shows the optical power changes received in one minute with and without turbulence when the transmitted power is −5 dBm. It can be seen from the red line in the figure that the instantaneous receiving power is about -19 dBm when no turbulence is introduced, which means that the path loss of the entire optical link is about 14 dB. The curve represented by the yellow-green gradient color indicates that the turbulence generated by the laboratory turbulence generator causes fluctuations in light intensity. A piecewise probability density analysis of instantaneous receiving power is also carried out, and the probability at a certain power is expressed by the background color. It can be considered that the received intensity through turbulence is approximately obeys log-normal distribution, and the subsequent experiments will be performed in the same environment. Fig. 16a and Fig. 16b respectively show the constellation of the estimated phase noise before and after the cycle slip correction stage of the CSSC-CPE. It can be seen that the constellation points in the Fig. 16b converge near the zero phase. That is to say, the cycle slip that causes the estimated phase noise to shift by an integer multiple of π/2 can be effectively eliminated by the algorithm.
The symbol error rate after two kinds of non-data-aided cycle slip correction algorithms are compared with different transmitted power. As can be seen from Fig. 17 , when the cycle slip can be completely corrected, the CSSC-CPE has a lower minimum optical power requirement relative to the CS-DC no matter N = 10 or N = 25. The experimental results are basically consistent with the simulation curves in Fig. 11 , and the results also demonstrate the feasibility and effectiveness of the CSSC-CPE in WOC system.
VI. CONCLUSION
This paper proposes an improved phase estimation algorithm CSSC-CPE for coherent WOC systems, which can detect and correct the cycle slips generated in the CPE process by the discriminant parameter δ without data assistance. The PDF of δ is systematically deduced and the optimal thresholds are determined. In addition, numerical simulations are carried out under weak turbulence condition. The results show that the CSSC-CPE can efficaciously reduce the cycle slip probability about two orders of magnitude in low SNR scenarios and completely eliminate cycle slips when the SNR is greater than 14 dB. Meanwhile, when the average length N of CPE is 10, CSSC-CPE can lessen the cycle slip probability to 67.21% compared with the related algorithm, and reduce the SNR requirement of eliminating the cycle slip completely by 0.6 dB. These performances will also increase as N becomes larger. Hence, after the indoor experiment verification, we have reason to believe that CSSC-CPE can be applied to coherent WOC systems and provide a novel approach to deal with cycle slip problems.
APPENDIX
In this appendix, the proof and explanation of Lemma 1 are depicted. The approximation to be prove can be given in (A1).
At first, efforts are made to simplify the left side of (A1). For any integer p ranging from 1 to n, all the α p s are demonstrated as (A2)
. . .
With the help of (A2), the left side of (A1) becomes (A3), as shown at the top of this page, where L denotes the left side of (A1).
After using α = tan tan −1 (α) and some derivation, (A4) could be derived. We assume R to be the right side of (A1), which is derived in (A5). 
To the best of the authors' knowledge, (A6) is still too sophisticated to be proven. But it's noted that the left side of (A6) could be reformulated as tan −1 (n − 1) 1 n + (n − 2) 2 n + . . . + n−1 n , with the help of sin p ≈ p and cos p ≈ 1. That is to say, either side of (A6) is conceived to be equal to the other side when p ≈ 0. Considering it's not a strict proof, the simulation method is utilized to testify (A6). Due to the Gaussian distribution with mean µ and variance σ 2 , we could obtain P p − µ < 3σ ≈ 99.73%. When T takes 5 × 10 −10 s and v takes a typical value of 10 5 Hz, we derive P −7.52 × 10 −2 < p < 7.52 × 10 According to the PauTa criterion, we can remove exceptional data and approximate it as p ∈ (−7.52 × 10 −2 , 7.52 × 10 −2 ). In this range, we get the probability of error value of the following formula by 10 8 independent Monte Carlo simulations. ξ is defined as the normalized difference between the left side and right side of (A6), which is given as 
The computation results of ξ are listed in shown in Table A1 . It could be concluded that the left and right sides of (A1) can be approximately equal by simulation. 
