This paper studies the complexity of computing solution concepts for a cooperative game, called the minimum base game (MBG) (E; c), where its characteristic function c : 2 E 7 ! < is dened as c(S) = (the weight w(B) of a minimum weighted base B S), for a given matroid M = (E; I) and a weight function w : E 7 ! <. The minimum base game contains, as a special case, the minimum spanning tree game (MSTG) in an edge-weighted graph in which players are located on the edges. By interpreting solution concepts of games (such as core, -value and Shapley value) in terms of matroid theory, we obtain: The core of MBG is nonempty if and only if the matroid M has no circuit consisting only of edges with negative weights; Checking the concavity and subadditivity of an MBG can be done in oracle-polynomial time; The -value of an MBG exists if and only if the core is not empty, the -value of MSTG can be computed in polynomial time while there is no oracle-polynomial algorithm for a general MBG; Computing the Shapley value of an MSTG is #P-complete, and there is no oracle-polynomial algorithm for computing the Shapley-value of an MBG.
Clearly, a game (N; c) has an imputation if and only if P e2N c(feg) c(N) holds. Finding the most fair way to allocate the entire cost (or benet) to each player is a central issue in the cooperative game theory, and many solution concepts, such as core, -value and Shapley value have been proposed so far; see Shubik (1981) and Tijs (1981) .
To study the computational complexity of these solution concepts, we think that the number of players jNj is a good measure. Therefore we assume that c has a description of a polynomial size in jNj, instead of in 2 jNj . From the description, c(S) is eciently computed for any S N. Without such a succinct description, for example, if c is given as a table of fc(S) j S Ng, a matroid M = (E; I) and a weight function w : E 7 ! < by dening a characteristic function c : 2 E 7 ! < as c(S) = minf X e2B S w(e)jB s is a maximal independent set of Sg: This paper concentrates on three solution concepts, the core, the Shapley value and the -value (Shubik (1981) and Tijs (1981) ), which have been well studied in game theory. Those concepts have dierent uniqueness and nonemptyness conditions. For example, it is known that Shapley and -values uniquely determine an imputation (while the core may not do so), and Shapley value always exists for any game (while core and -value may not exist (or not be well dened) unless c meets some additional conditions). By interpreting these solution concepts in terms of matroid theory, we study the complexity of computing these solutions in our game, including the complexity of testing subadditivity and concavity of our game. Interestingly, algebraic structure of matroids reveals substantially dierent computational complexity of these three concepts, in which we can observe that having uniqueness and/or nonemptyness properties makes it harder to be computed.
2. Preliminaries. Throughout the paper, a singleton set feg may be simply written as e, and for a set S and an element e, S [ feg may also be written as S + e.
2.1. Minimum spanning tree game on graphs. We formulate in this section a cooperative game on an edge-weighted graph, after reviewing some basic notions in graph theory. An undirected graph G = (V; E) is a pair of a set V of nodes and a set E of edges. A graph is called a forest if it is acyclic, and a forest is called a tree if it is connected. For a graph G = (V; E), a graph G Given a weighted graph (G = (V; E); w), the minimum spanning tree game (MSTG) (E; c) is dened by E and a characteristic function c : 2 E 7 ! <, which is dened as c(S) minfw(B S ) j G[B S ] is a maximal forest on Sg; S E: 2.2. Minimum base game on matroids. The MSTG introduced in the previous section can be generalized by using the notion of matroids (Welsh, 1976) . A matroid M is a pair of a nite set E and a family I of subsets of E (i.e., I 2 E ) such that following axioms (I0){(I2) are satised.
(I0) ; 2 I. (I1) If Y 2 I and X Y hold, then X 2 I. (I2) If there are X; Y 2 I with jXj < jY j, then there exists an x 2 Y 0X such that X +x 2 I. A subset S 2 I (resp. S 6 2 I) is called independent (resp. dependent). For a subset S E, an independent set B S S is called maximal on S if B S + e is no longer independent for any e 2 S 0B S . A maximal independent set B S on S E is called a base on S. This paper assumes that testing if a given S E belongs to I or not can be done by an independence test oracle in f (M ) time, which depends on how matroid M is dened or described. We say that a problem is solved in oracle-polynomial time in a parameter n if the number of calls to the oracle and the number of other computational steps are bounded from above by a polynomial in n.
A weighted matroid is the pair of a matroid M = (E; I) and a weight function w : E 7 ! < (which is naturally extended to w : 2 E 7 ! < by w(S ) = P e2S w(e) for S E, where w(;) = 0 is assumed for convenience). A base B S with the minimum weight w(B S ) on S is called a minimum base on S .
Given a weighted matroid (M = (E; I); w), the minimum base game (MBG) (E; c) on (M; w) is dened by E and a characteristic function c : 2 E 7 ! <, which is dened as c(S) ( the weight w(B S ) of a minimum base B S on S); S E: (2.1)
Since the set I of all forests in a graph G = (V; E ) satises the independency axioms (I0){(I2), MSTG is a special case of MBG. In the rest of this section, we review some basic properties of matroid theory that are necessary to study MBG.
A dependent set C is called minimal if C 0 e is no longer dependent for any e 2 C , and a minimal dependent set is called a circuit.
Lemma 2.1 (Welsh (1976) ) Let C 1 and C 2 be two distinct circuits of a matroid M . For any elements e 2 C 1 \ C 2 and e 0 2 C 1 0 C 2 , there exists a circuit C such that e 0 2 C C 1 [ C 2 0 e.
For any base B S on S and e 2 S 0 B S , there exists a unique circuit in B S + e, which is called the fundamental circuit of e in B S , and is denoted by C (B S je).
Lemma 2.2 (Welsh (1976) ) Let (M = (E; I); w) be a weighted matroid. A base B S on S E is a minimum base if and only if w(e) w(e 0 ) holds for any e 2 S 0 B S and e 0 2 C (B S je).
It is known that a minimum base B S on S E can be constructed by a greedy algorithm, i.e., starting with B S = ;, elements e are chosen from S in the nondecreasing order of weights w(e) and added to B S unless B S + e becomes dependent. Therefore, a minimum base can be computed in O(jEj log jEj + jEjf(M)) time, including the time to sort all elements in E in advance. Also from this greedy construction, it is easy to see that for any circuit C S and an element e with the maximum weight in C , there is a minimum base B S on S such that e 6 2 B S .
In the case of the minimum spanning tree game dened on graph G = (V; E), on the other hand, it is known (Fredman and Tarjan, 1987 ) that a minimum spanning tree can be obtained in O(jEj + jV jlogjV j) time.
In this paper, a circuit C is called an all-negative circuit if w(e) < 0 holds for all e 2 C .
Lemma 2.3 Let (M = (E; I); w) be a weighted matroid which has no all-negative circuit. Then any minimum base B S on S E contains all the elements e 2 S with w(e) < 0. (E; c) be the minimum base game on a weighted matroid (M = (E; I);w). The characteristic function c : 2 E 7 ! < of (E; c) is subadditive if and only if (M = (E; I);w) has no all-negative circuit.
Proof. Necessity : Assume that (M; w) has a all-negative circuit C . Let e be an element with the maximum weight on C . Then C 0 e is a minimum base on C . Therefore c(C ) = c(C 0 e) > c(C 0 e) + c(e) from c(e) = w(e) < 0. In other words, for R = feg and S = C 0 e, we have c(R [ S) = c(S) > c(R) + c(S ). This does not satisfy subadditivity. holds.
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The next corollary is immediate from this theorem.
Corollary 3.1 The minimum base game (E; c) on a weighted matroid (M = (E; I);w) is subadditive if and only if E 0 2 I, where E 0 = fe 2 E j w(e) < 0g. This condition can be tested in O(jEj + f (M)) time. In particular, subadditivity of the minimum spanning tree game (E; c) on a weighted graph (G = (V; E); w) can be checked in O(jV j + jEj) time.
4. Core. The core is one of the most intuitive solution concepts of a cooperative game (E; c), which is dened (see Shubik (1981) ) as the set of all imputations x : E 7 ! < that satisfy Note that the core may possibly be empty. S ja) is a circuit C 3 satisfying (i) C 3 B [ C (B 3 S ja); (ii) a 2 C 3 ; (iii) there exists an element b 2 C 3 0 B such that a 6 2 C (Bjb). Let C 1 be a circuit also satisfying (i), (ii) and (iii) but with the minimum number of jC 3 0 B j. By (ii) and ( where the last relation is because of (4.3) and a 2 B . If a 2 C (Bjb 2 ) then w(a) w(b 2 ) by Lemma 2.2, which contradicts (4.2) because of (4.4). Therefore C 2 also satises (iii). However, by (4.3), C 2 0B C 1 0B and b 1 2 C 1 0C 2 therefore jC 2 0Bj < jC 1 0Bj, which contradicts the minimality of jC 1 0 B j. The contradiction shows that B \ S B 3 S actually holds which proves the lemma.
Lemma 4.2 Let (E; c) be the minimum base game on a weighted matroid (M = (E; I);w) with no all-negative circuit. For a minimum base B on E, dene x : E 7 ! < by Then this x belongs to the core of (E; c).
Proof. Obviously, x(E) = w(B ) = c(E ), and x(e) = w(e) = c(e) for e 2 B , while x(e) = 0 w(e) = c(e) for e 6 2 B by Lemma 2.3. This implies that x is an imputation of (E; c). Now we prove that x satises (4.1). For a given S E , there exists a minimum base B S on S such that 
Theorem 4.1 The minimum base game (E; c) on a weighted matroid (M = (E; I;w)) has non-empty core if and only if (M; w) has no all-negative circuit.
Proof. Suciency : Immediate from Lemma 4.2. Necessity : Let (M; w) have a all-negative circuit in C , and let e be an element with the maximum weight on C . Then there is a minimum base B on E such that e 6 2 B , as observed in Section 2. Thus, c(E) = c(E 0 e). For any imputation x, we have c(E 0 e) = c(E) = x(E) = x(E 0 e) + x(e) x(E 0 e) + c(e) (from x(e) c(e)) <
x(E 0 e) (from c(e) = w(e) < 0), implying that (4.1) does not hold. Therefore the core is empty.
2 By Lemma 4.2 and the complexity result for nding a minimum base mentioned in Section 2.2, we easily have the next complexity result.
Corollary 4.1 An imputation in the core of the minimum base game (E; c) on a weighted matroid (M = (E; I); w) can be found in O(jEj log jEj + jEjf(M)) time. An imputation of the core of the minimum spanning tree game (E; c) on a weighted graph (G = (V; E); w) can be computed in O(jEj + jV j log jV j) time.
5. Concavity. Concavity of a game has also been well studied. One reason is that the existence of a nonempty core is guaranteed in a concave game (Shapley, 1971) . is concave if and only if c(R + e) 0 c(R) c(S + e) 0 c(S ); for all e 2 E; and R S E 0 e: Given a subset S E and a base B S , fundamental circuits C (B S ja) were dened in Section 2.2 only for a 2 S 0 B S . From now on, we extend this concept to a 2 E 0 S such that S + a has a circuit containing a. The next lemma shows that this extension is quite natural.
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Lemma 5.1 For a weighted matroid (M = (E; I); w), let B S be a minimum base on S E. Then for any element a 2 E 0 S such that S + a has a circuit containing a, properties (i) and (ii) below hold.
(i) B S + a is dependent and contains the unique circuit C (B S ja), which is also called the fundamental circuit.
(ii) For (ii) Clearly, S +a = S [C(B S ja), and B S (resp. C (B S ja)0b) is a base on S (resp. C (B S ja)). Proof. Let B S be any minimum base on S.
(i Let B S (resp. B R ) be a minimum base on S (resp. R). By Lemma 5.1(i), B S + a (resp. B R + a) contains the fundamental circuit C (B S ja) (resp. C (B R ja)). By Lemma 5.2 and the assumption, w(a) 0 maxfw(e) j e 2 C (B R ja)g = c(R + a) 0 c(R) < c(S + a) 0 c(S ) = w(a) 0 maxfw(e) j e 2 C (B S ja)g; from which maxfw(e) j e 2 C (B R ja)g > maxfw(e) j e 2 C (B S ja)g follows. Therefore, C 1 = C (B R ja) and C 2 = C (B S ja) satisfy that a 2 C 1 \ C 2 6 = ; and C 2 C 1 [ C 2 0 D 6 2 I for D = fe 2 C 1 [ C 2 j w(e) = maxfw(e 0 ) j e 0 2 C 1 [ C 2 gg. This proves suciency. 2 11 Remark 5.1 An MBG game with the same weight for every element of matroid M is concave.
5.2. Checking concavity. Let M = (E; I) be a matroid. It is known that, for three distinct elements e 1 ; e 2 ; e 3 2 E , if there is a circuit C 12 containing e 1 ; e 2 and there is a circuit C 23 containing e 2 ; e 3 then there is a circuit C 13 containing e 1 ; e 3 ; see Welsh (1976) . We then dene a relation R between elements of E by xRy if and only if there is a circuit C containing both x and y. By denition, R is symmetric and reexive, and furthermore transitive by the above property, therefore R is an equivalence relation. An equivalence class S E is called a component under R; see also Welsh (1976) . Once all components S are identied, condition (ii 0 ) for each S can be checked in O(f (M )) time, where f (M ) is the time required by the independence test oracle. All components of M can be obtained as follows. First construct a base B on E in O(jE jf(M)) time, and compute the fundamental circuits C (Bje) for all e 2 E 0B, where each C (Bje) can be found in (jBj+1)f(M) time. Let C be the set of all the fundamental circuits C (Bje), e 2 E 0 B, for which jCj jEj holds. To nd the component S a containing a specied element a, start with C a := fC(Bja)g and S a := C (Bja) (if C (Bja) does not exist, S a := fag) and update C a and S a by C a := C a [ fCg and S a := S a [ C as long as there is a circuit C 2 C 0 C a such that C \ S a 6 = ;. It is easy to see that S a = S C2Ca C is a component of M . Since jS a j jEj, checking whether a circuit C has nonempty intersection with S a can be done in O(jEj 2 ) time. Furthermore, since jCj jEj, For the case of the minimum spanning tree game (E; c) on a weighted graph (G = (V; E); w), a component under R corresponds to a block (or 2-connected component) of G. A linear time algorithm for computing all blocks in a graph is known (Tarjan, 1972) . Summarizing the above, we have the next. 6. -Value. In Section 4, we identied a necessary and sucient condition for the core to be nonempty. But the core may contain innite number of imputations when it is nonempty. This section studies the -value and shows that the condition for the existence of the -value is the same as the condition for the existence of the core. An important feature of the -value is that it is always unique if it exists.
Existence of -value.
For a game (E; c), the lower vector m : E 7 ! < and the upper vector m : E 7 ! < of c are respectively dened as follows: for e 2 E, m(e) = c(E) 0 c(E 0 e); m(e) = min Proof. Suciency : If (M; w) has no all-negative circuit, then the core of (E; c) is not empty by Theorem 4.1. It is known (Tijs, 1981) that any game (E; c) is quasi-balanced if its core is not empty. From this fact, (E; c) is quasi-balanced.
Necessity : Assume that (M; w) has a all-negative circuit C. For an element e with the maximum weight in C, m(e) = c(E) 0 c(E 0 e) = 0 and m(e) c(e) (take S = feg in (6.1)) = w(e) < 0 hold, and therefore (E; c) is not quasi-balanced.
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By this theorem, the quasi-balancedness of our game can be eciently checked.
6.2. Complexity of computing -value. Now we consider how to compute the -value when it exists, i.e., (M; w) has no all-negative circuit. For any e 2 E, applying Lemma 5.2 to S = E 0 e, we see that the lower vector m(e) = c(S + e) 0 c(S) can be easily computed by nding a minimum base in (M; w).
Lemma 6.1 Let (E; c) be the minimum base game on a weighted matroid (M = (E; I);w). For an element e 2 E, m(e) is given as follows: (i) If no circuit in E contains e, then m(e) = w(e), (ii) If there is a circuit in E containing e, then m(e) = w(e) 0 maxfw(a) j a 2 C(B E0e je)g, where B E0e is any minimum base of E 0 e.
We here dene a new weight vector w 0 by w 0 (e) = w(e) 0 m(e) for e 2 E: (6.3)
Corollary 6.1 Let (E; c) be the minimum base game on a weighted matroid (M = (E; I);w) containing no all-negative circuit. Then, (i) w 0 (e) 0 for all e 2 E, and (ii) if there is a minimum base on E which does not contain e, then w 0 (e) = w(e).
14 Proof. (i) For any circuit C , which is not all-negative, maxfw(a) j a 2 C g 0. This shows w(e) 0 m(e) 0 for all e 2 E by Lemma 6.1 (i) and (ii).
(ii) If there is a minimum base B on E which does not contain e, B is a minimum base on E 0 e. By Lemma 6.1 (ii), m(e) = w(e) 0 maxfw(a) j a 2 C (Bje)g = w(e) 0 w(e) = 0 from the optimality of B .
Now consider how to compute the upper vector m.
Lemma 6.2 Let (E; c) be the minimum base game on a weighted matroid (M = (E; I);w) containing no all-negative circuit. For an element e 2 E, if no circuit contains e, then m(e) = w(e). Otherwise, let C 3 be a minimum weight circuit with respect to weight w 0 of (6.3), which Fortunately, the upper vector m can be easily computed in the case of the minimum spanning tree game.
Corollary 6.2 For the minimum spanning tree game (E; c) on a weighted graph (G = (V; E); w), the -value can be computed in O(jEj Proof. For each e 2 E, m(e) can be obtained by nding a minimum spanning tree B E0e on E 0 e in O(jEj + jV jlogjV j) time. Note that C 3 0 e of Lemma 6.1 is a shortest path between the two end nodes of edge e with respect to a nonnegative weight w 0 . Hence m(e) is also found by an O(jEj + jV j log jV j) time shortest path algorithm; see Fredman and Tarjan (1987) . From these, m and m are computed in O(jEj 2 + jEjjV j log jV j) time, and the -value is determined in the same time complexity, according to (6.2).
Contrary to this, we have a negative result for the general minimum base game.
Theorem 6.2 There is no oracle-polynomial algorithm for computing the -value of the minimum base game (E; c) dened on a weighted matroid (M = (E; I); w) containing no all-negative circuit.
Proof. It is known (Jensen and Korte, 1982) that there is no oracle-polynomial algorithm for nding the girth g(M ) (i.e., the minimum cardinality of circuits) of a matroid M . This means that no oracle-polynomial algorithm can compute the minimum cardinality g a of circuits containing a specied element a 2 E. Let M = (E; I) be a given matroid with jEj > 1. Without loss of generality we assume that M consists of a single component in the sense of Section 5.2. Therefore, for any a 2 E, there exists a circuit containing a. We describe how to modify M without changing the girth, so that, repeatedly, we see that M a = (E a ; I a ) is a matroid and that the time f(M a ) of the independence test oracle of M a is given by f(M) after modifying S into S 3 . By (i), for any d k 2 D, there exists a circuit fd k ; d 0 k g containing d k but a. Therefore by Lemma 2.1, for any e 2 E a , E a 0 e has a circuit C containing a. Moreover, the minimum cardinality g a of circuits containing a 2 E remains unchanged in M a .
For this matroid M a , dene weight w as w(e) = 1 for e 2 E a 0 a and w(a) = 2jEj. Since for any e 2 E a 0 a, E a 0 e has a circuit C containing a, and w(a) = 2jEj > jE a j > P e 0 2Ea0a w(e 0 ), no minimum base B Ea0e on E a 0 e contains a by Lemma 2.2. Since w(e) = 1 for all e 2 E a 0 a, it implies that a minimum base of E a 0 e is also a minimum base of E a . By Corollary 6.1 (ii), w 0 (e) = w(e) = 1 holds for e 2 E a 0 a, and hence by Lemma 6.2, we have m(a) = min 8 < : In other words, the minimum cardinality g a of circuits containing a specied element a 2 E is given by g a = m(a) + w(a) in (M a ; w). Now if the -value for the MBG of matroid M a can be computed in oracle-polynomial time, then m(a) can also be computed in oracle-polynomial time, as shown below. For any e 2 E a 0a, m(e) = 0 holds because a minimum base of E a 0 e is also a minimum base of E a . According to Lemma 6.2 and Corollary 6.1 (ii), m(e) = w(e) = 1 > m(e). Since the lower vector m for all elements can be computed by an oracle-polynomial algorithm according to Lemma 6.1, by choosing an arbitrary e 2 E a 0 a, we can compute the of (6. This means that the g a can be computed in oracle polynomial time, contradicting the result that the girth of M cannot be computed in oracle polynomial time. This completes our proof. 2 7. Shapley value. The Shapley value is also one of the most important solution concepts. It always exists and is uniquely determined. Deng and Papadimitriou (1994) show that computing the Shapley value is easy for their game on a weighted graph, but is #P-complete (i.e., computationally intractable) for the weighted majority game dened in their paper. This section shows that computing the Shapley value of our games is also #P-complete.
The Shapley value : E 7 ! < of a game (E; c) is dened as: where m = jEj. It can be shown that the Shapley is the unique solution satisfying four plausible axioms: (1) eciency, (2) a dummy player gets nothing, (3) symmetry and (4) additivity; See Shapley (1953) and Shubik (1981) .
There is the following alternative denition of the Shapley value (Shapley, 1971 Proof. Since all of the weights are 1, c(S !(e) )0c(S !(e) 0e) is 1 if S !(e) has no circuit containing e, and 0 otherwise. That is, x ! of (7.1) is given by To prove the only-if part, consider M t , t = 2; . . . ; m, of Lemma 7.1. From (7.5), (7.3) and jE t j = m + t 0 1, we have, for t = 2; . . . ; m, is not zero for p 1 Proof. For a given graph G = (V;E) and two nodes s; t 2 V , let k (s;t;G) denotes the number of subsets F E with jFj = k such that s and t are connected in G[F ] . It is known (Valiant, 1979) that computing all k (s;t;G) (1 k jEj) is #P-complete. Let G 0 = (V;E 0 ) be G = (V;E) if s and t are adjacent by an edge e 1 in G, and G 0 be (V;E + e 1 ) if s and t are not adjacent, where e 1 is a new edge between s and t. Let Proof. There is no oracle-polynomial algorithm for determining the girth g(M) of a given matroid M = (E; I); see Jensen and Korte (1982) . By Lemma 7.2, if the Shapley value of (E; c) on a weighted matroid (M; w) with w = 1 is oracle-polynomially computable, then all k (e; M) for 0 k jEj 0 1 and e 2 E can be computed in oracle polynomial time. Then the girth g(M) is easily determined by g(M) = minfk + 1 j k (e; M) > 0 for some e 2 Eg. This proves the theorem. 2 8. Concluding Remarks. As discussed in Section 1, it is preferable for a solution concept of a game (E; c) to have: (i) nonemptyness (it always exists for any c), (ii) uniqueness (it is uniquely determined if exists), and (iii) polynomial time complexity. The results in this paper are summarized in Tables 1 and 2.  Table 1 lists the computational complexity of the following ve problems for our games MSTG (minimum spanning tree game) (E; c) on a weighted graph (G; w), and MBG (minimum base game) on a matroid M = (E; I) with a weight function w. Table 2 lists two properties about the nonemptyness and the uniqueness of three solution concepts, the core, the -value and the Shapley value. For the game in an edge-weighted graph (G = (V; E); w) studied by Deng and Papadimitriou (1994) , the Shapley value can be computed in O(jV j 2 ) time, while deciding nonemptyness of the core is shown to be NP-complete. They also proved that the problem (say, MEMBER-CORE) of testing if a given imputation x belongs to the core can be solved in polynomial time if weight function w is nonnegative. In our games, it is still open whether MEMBER-CORE can be solved in polynomial time for MSTG (or in oracle polynomial time for MBG) even if c is concave. However, it should be noted that if c is concave (i.e., submodular) and integer valued, MEMBER-CORE in the minimum base game can be solved in oracle-polynomial in jEj and max jc(S)j; see Gr otschel, Lov asz and Schrijver (1981) . In particular, MEMBER-CORE can be solved in oracle-polynomial time in jEj if c : E 7 ! < is the rank function of a matroid M ; see Cunningham (1984) .
