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This paper develops new robust delay-dependent ﬁlter design for
a class of linear systems with time-varying delays and convex-
bounded parameter uncertainties. The design procedure hinges
upon the constructive use of an appropriate Lyapunov functional
plus a free-weighting matrices in order to exhibit the delay-
dependent dynamics. The developed approach utilizes smaller
number of LMI decision variables thereby leading to less con-
servative solutions to the delay-dependent stability and ﬁltering
problems. Subsequently, linear matrix inequalities (LMIs)-based
conditions are characterized such that the linear delay system is
robustly asymptotically stable with an γ -level L2-gain. All the
developed results are tested on representative examples.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The ﬁltering problem of time-delay systems has been the subject matter of numerous research
activities in the past three decades. By and large, the published results can be categorized into three
distinct approaches depending on the ﬁltering performance criteria. The ﬁrst category deals with
Kalman (or H2) ﬁltering [3,1,12,14] by developing a recursive algorithm to minimize the variance of
the state estimation error given that the power spectral density of the process andmeasurement noise
is known for constant delays. The second category treats H∞ ﬁltering in which the input signal is
assumed to be energy-bounded and the main objective is to minimize the energy of the estimation
error for the worst possible bounded energy disturbance. In the literature, there have been different
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approaches to solve theH∞ ﬁltering problem [2–13,21]. A convexoptimization approach to robustH∞
ﬁltering was developed in [8,20]. By considering the developed conditions of H∞ ﬁlters, it turns out
that the results are generally conservative due to two sources: one introduced after using ﬁnite ﬁlters
for inﬁnite-dimensional systems like time-delaysystemsandtheother sourcearose fromuncertainties.
To reduce overdesign conservatism, a new approach toH∞ ﬁltering was introduced using a bounded-
real lemma (BRL) derived for the corresponding adjoint system. This approach was further reﬁned in
[2] using overbounding inequalities. The third category, on the other hand, concerns the L2 − L∞
ﬁltering problem where the objective is to minimize the peak value of the estimation error for all
possible bounded energy disturbances.
On another research direction, investigations into dynamical systems with time-delays have been
intensiﬁed leading to reﬁned delay-dependent sufﬁcient conditions [5,6,7,9,10,11,19,18] and their
references. In spite of the considerable advantages of the H∞ ﬁltering design results, it still entails
some appreciable amount of conservatism due to the majorization procedure in ﬁlter design.
In this paper, we contribute to the further development of robust H∞ ﬁlter design methods of a
class of linear systems with time-varying delays and convex-bounded parameter uncertainties. Our
approachhingesupon theconstructiveuseof anappropriate Lyapunov functional plus a free-weighting
matrices in order to exhibit the delay-dependent dynamics. The developed approach utilizes smaller
number of LMI decision variables. Newand less conservative solutions to the delay-dependent stability
and ﬁltering problems are established in terms of feasibility-testing of newparametrized linearmatrix
inequalities (LMIs). We consider the time-delay factor as a differentiable time-varying function satis-
fying some bounding relations and derive the solution criteria for nominal and polytopic models to
guarantee that the ﬁltered system enjoys the delay-dependent robust stability with anL2 gain smaller
that a prescribed constant level. The developed results are tested on representative examples.
Notations and facts: In the sequel, the Euclidean norm is used for vectors. We use Wt andW−1 to
denote the transpose and the inverse of any square matrixW , respectively. We useW > 0 (,<, 0)
to denote a symmetric positive deﬁnite (positive semideﬁnite, negative, negative semideﬁnite matrix
W and I to denote the n × n identity matrix. Let+ andN denote, respectively, the non-negative real
numbers and the ﬁnite set of integers {1, . . . , N}. Matrices, if their dimensions are not explicitly stated,
are assumed to be compatible for algebraic operations. In symmetric blockmatrices or complexmatrix
expressions, we use the symbol • to represent a term that is induced by symmetry.
Sometimes, the arguments of a function will be omitted when no confusion can arise.
2. Problem statement
In this paper, we consider a general class of linear time-delay (LTD) systems of the form:
x˙(t) = Aox(t) + Adox(t − τ) + Γow(t),
y(t) = Cox(t) + Cdox(t − τ) + ow(t),
z(t) = Gox(t) + Gdox(t − τ) + ow(t), (1)
where x(t) ∈ n is the state vector, w(t) ∈ q is the disturbance input which belongs to L2[0,∞),
y(t) ∈ pis the measured output and z(t) ∈ q is the signal to be estimated. The initial condi-
tion ω(φ) is a differentiable vector-valued function on [−τ , 0] where τ > 0 is a time-delay fac-
tor. The matrices Ao ∈ n×n, Bo ∈ n×m, Go ∈ q×n, Gdo ∈ q×n, Co ∈ p×n, Cdo ∈ p×n, Ado ∈n×n, o ∈ q×q, o ∈ p×q, Γo ∈ n×q are real and known constant matrices.
In the sequel, it is assumed that the delay τ(t) is a differentiable time-varying function satisfying
0 < τ(t) 	, τ˙ (t)  μ, (2)
where the bounds 	 and μ are known constant scalars.
Our purpose in this paper is to develop robust criteria for delay-dependent asymptotic stability
and ﬁltering of system (1) with a prescribed performance measure. This criteria aims at reducing the
design conservatism usually encountered in time-delay systems. One possible ﬁlter realization is the
linear state-space form:
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x˙f (t) = Af xf (t) + Bf y(t), (3)
zf (t) = Gf xf (t), xˆ(0) = 0 (4)
to estimate the signal z(t) from the measurement history of y(t). In (3) and (4), xf (t) ∈ n is the
state vector of the ﬁlter, zf (t) ∈ q is the estimate of z(t) and Af ∈ n×n, Bf ∈ n×m, Gf ∈ q×n are
unknown ﬁlter matrices to be determined.
2.1. Filtered error dynamics
In terms of the estimation error z˜(t) := z(t) − zf (t), we get from system (1) and ﬁlter (3) and (4)
the time-delay ﬁltered (TDF) system:
˙˜x(t) = A˜ox˜(t) + A˜dox˜(t − τ) + Γ˜ow(t),
z˜(t) = G˜ox˜ + G˜dox˜(t − τ) + ow(t), (5)
where
x˜ =
[
x(t)
xf (t)
]
, Γ˜o =
[
Γo
Bfo
]
,
G˜o = [Go −Gf ] , G˜do = [Gdo 0] ,
A˜o =
[
Ao 0
Bf Co Af
]
, A˜do =
[
Ado 0
Bf Cdo 0
]
. (6)
In this regard, the robustH∞ ﬁlteringproblemof system (1) canbephrased as follows:Given the ﬁltered
system (5) and a prescribed performance bound γ > 0, determine the unknown matrices Af , Bf , Gf of
the ﬁlter (3) and (4) such that the ﬁltered system (5) is asymptotically stable and satisﬁes ‖˜z(t)‖2 <
γ ‖w(t)‖2, ∀w ∈ 
2[0,∞).
3. Delay-dependent stability analysis
In the sequel, we develop new criteria for LMI-based characterization of delay-dependent asymp-
totic stability and L2 gain analysis. The criteria includes some parameter matrices aims at expanding
the range of applicability of the developed conditions. Given the availability of the ﬁlter gain matrices,
the following theorem establishes the main result for the TDF system:
Theorem 3.1. Given 	 > 0 and μ > 0. System (5) is delay-dependent asymptotically stable with L2-
performance bound γ if there exist weighting matricesP , Q, R, W , parameter matrices N̂aN̂c and a scalar
γ > 0 satisfying the following LMI
Ξ =
⎡⎣Ξo 	N Ξx• −	W 0
• • −Ξy
⎤⎦ < 0, (7)
where
Ξo =
⎡⎢⎣Ξo1 Ξo2 N̂a• Ξo3 N̂c
• • −R
⎤⎥⎦ ,
Ξo1 = PA˜o + A˜toPt + Q + R + N̂a + N̂ta
Ξo2 = PAdo − 2N̂a + N̂tc ,
Ξo3 = −(1 − μ)Q − 2N̂c − 2N̂tc ,
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N =
⎡⎣N̂aN̂c
0
⎤⎦ , Ξy =
⎡⎣γ 2I −to 	Γ˜ toW• I 0
• • 	W
⎤⎦ ,
Ξx =
⎡⎣PΓ˜o G˜to −	AtoW0 G˜tdo −	A˜tdoW
0 0 0
⎤⎦ . (8)
Proof. See the Appendix. 
Remark 3.1. It is signiﬁcant to recognize that our method employs smaller number of LMI decision
variables thereby leading to less conservative solutions to the delay-dependent stability and ﬁltering
problems. In addition, the numerical implementation requirements are evidently reduced implying
saving in the computer storage requirements.
3.1. Uncertain systems
Suppose now that system (1) has state-space model
x˙(t) = Ax(t) + Adx(t − τ) + Γw(t),
y(t) = Cx(t) + Cdx(t − τ) + w(t),
z(t) = Gx(t) + Gdx(t − τ) + w(t), (9)
whose matrices containing uncertainties which belong to a real convex bounded polytopic model of
the type⎡⎣A Ad ΓC Cd 
G Gd 
⎤⎦

⎧⎨⎩
⎡⎣Aoλ Adλ ΓoλCoλ Cdλ λ
Goλ Gdλ oλ
⎤⎦
=
N∑
j=1
λj
⎡⎣Aoj Adj ΓojCoj Cdj j
Goj Gdj oj
⎤⎦ , λ ∈ Λ
⎫⎬⎭ , (10)
where Λ is the unit simplex
Λ
⎧⎨⎩(λ1, . . . , λN) :
N∑
j=1
λj = 1, λj  0
⎫⎬⎭ . (11)
Deﬁne the vertex set N = {1, . . . , N}. We use {Ao, . . . ,o} to imply generic system matrices and{Aoj, . . . ,oj, j ∈ N } to represent the respective values at the vertices.
Employing the linear ﬁlter (3) and (4) with (9), we obtain the time-delay uncertain ﬁltered (TDUF)
system
˙˜x(t) = Âoj˜x(t) + Âdj˜x(t − τ) + Γ̂ ojw(t),
z˜(t) = Ĝoj˜x + Ĝdj˜x(t − τ) + ̂w(t), (12)
where j = 1, . . . , N and
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x˜ =
[
x(t)
xf (t)
]
, Γ̂o =
[
Γoj
Bfoj
]
,
Ĝoj = [Goj −Gf ] , Ĝdj = [Gdj 0] ,
Âoj =
[
Aoj 0
Bf Coj Af
]
, Âdj =
[
Adj 0
Bf Cdj 0
]
. (13)
Similarly, the robustH∞ ﬁltering problem of uncertain system (9) subject to polytopic representation
(10) and (11) can be phrased as follows: Given the uncertain ﬁltered system (12) and a prescribed per-
formance bound γ > 0, determine the unknown matrices Af , Bf , Gf of the ﬁlter (3) and (4) such that the
ﬁltered system (12) is asymptotically stable and satisﬁes ‖˜z(t)‖2 < γ ‖w(t)‖2, ∀w ∈ 
2[0,∞).
It is a straightforward task to show that the following results hold.
Theorem 3.2. Given 	 > 0 and μ > 0. System (9) with polytopic representation (10) and (11) is delay-
dependentasymptotically stablewithL2-performanceboundγ if thereexistweightingmatrices P , Q, R, Z ,
parameter matrices N̂aN̂c and a scalar γ > 0 satisfying the following LMIs⎡⎣Ξoj 	N Ξxj• −	W 0
• • −Ξyj
⎤⎦ < 0, (14)
where j = 1, . . . , N and
Ξoj =
⎡⎣Ξo1j Ξo2j Na• Ξo3 Nc• • −R
⎤⎦ , Ξo2j = PAdj − 2Na + Ntc,
Ξo1j = PAoj + AtojPt + Q + R + Na + Nta + σα2FtF,
Ξyj =
⎡⎢⎣γ 2I −toj 	Γ tojW• I 0
• • 	W
⎤⎥⎦ ,
Ξxj =
⎡⎢⎣PΓoj G
t
oj −	AtojW
0 Gtdj −	AtdjW
0 0 0
⎤⎥⎦ . (15)
4. Filter design
Our objective now is to determine the unknown ﬁltered gains for the the time-delay ﬁltered (TDF)
system (5). For simplicity in the exposition, we introduce
X = P−1
[Xo 0
Xo Xf
]
, Z =
[Zo 0
Zo Zf
]
,
G =
[Go 0
Go Gf
]
, S =
[So 0
So Sf
]
,
M̂a =
[
Mao 0
Mao Maf
]
, M̂c =
[
Mco 0
Mco Mcf
]
,
M = W−1
[Mo 0
Mo Mf
]
. (16)
The main design results are summarized by the following theorem:
Theorem 4.1. Given 	 > 0 and μ > 0. System (5) is delay-dependent asymptotically stable with
L2-performance bound γ if there exist positive-deﬁnite weighting matrices Xo, Xf , Go, Gf , Zo, Zf ,
So, Sf , Mo, Mf and parameter matrices Bf , Yo, Yc , Ye, Yf , M̂a M̂c and a scalar γ > 0 satisfying the
following LMI
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 =
⎡⎣o 	n x• −	S 0
• • −y
⎤⎦ < 0, (17)
where
o =
⎡⎣o1 o2 M̂a• −o3 M̂c• • −G
⎤⎦ , o1 = [o11 o12• o13
]
,
o11 = AoXo + XoAto + Zo + Go + M̂ao + M̂tao,
o12 = Yto + Mtao, o13 = Yf + Ytf + Zf + Gf + Maf + Mtaf ,
o2 =
[
AdoXo − 2Mao + Mtco Mtco
Yc − 2Mao −2Mao + Mtco
]
,
o3 =
[
o31 2M
t
co
o32 o33
]
, o31 = (1 − μ)Zo + 2Mco + 2Mtco,
o32 = (1 − μ)Zo + 2Mco, o33 = (1 − μ)Zf + 2Mtcf + Mtcf ,
n =
⎡⎣M̂aM̂c
0
⎤⎦ , y =
⎡⎣γ 2I −to 	Γ˜ to• I 0
• • 	W
⎤⎦ ,
x =
⎡⎣Γ˜o x1 −	x20 o3 −	x4
0 0 0
⎤⎦ , x1 =
[
XoGto
XoGto − Ytg
]
x2 =
[
XoAto Yte
XoAto Yte + Ytf
]
, x3 =
[XoGtdo
XoGtdo
]
,
x4 =
[XoAtdo Ytc
0 0
]
. (18)
Moreover, the ﬁlter gain matrices are given by Af = X−1f Yf , Bf , Gf = YgX−1f .
Proof. See the Appendix. 
Extension to the time-delay uncertain ﬁltered (TDUF) system is established by the following theo-
rem:
Theorem 4.2. Given 	 > 0 and μ > 0. System (9) with polytopic representation (10) and (11) is delay-
dependent asymptotically stable with L2-performance bound γ if there exist positive-deﬁnite weighting
matricesXo, Xf , Go, Gf , Zo, Zf , So, Sf , Mo, Mf and parameter matrices Bf , Yo, Yc , Ye, Yf , M̂a M̂c
and a scalar γ > 0 satisfying the following LMI
 =
⎡⎣oj 	n xj• −	S 0
• • −yj
⎤⎦ < 0, (19)
where j = 1, . . . , N and
oj =
⎡⎣o1j o2j M̂a• −o3 M̂c• • −G
⎤⎦ , o1j = [o11j o12• o13
]
,
o11j = AojXo + XoAtooj + Zo + Go + M̂ao + M̂tao,
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o12 = Yto + Mtao, o13 = Yf + Ytf + Zf + Gf + Maf + Mtaf ,
o2j =
[
AdjXo − 2Mao + Mtco Mtco
Yc − 2Mao −2Mao + Mtco
]
,
o3 =
[
o31 2M
t
co
o32 o33
]
, o31 = (1 − μ)Zo + 2Mco + 2Mtco,
o32 = (1 − μ)Zo + 2Mco, o33 = (1 − μ)Zf + 2Mtcf + Mtcf ,
n =
⎡⎣M̂aM̂c
0
⎤⎦ , yj =
⎡⎣γ 2I −to 	Γ˜ to• I 0
• • 	W
⎤⎦ ,
xj =
⎡⎣Γ˜o x1j −	x2j0 o3j −	x4j
0 0 0
⎤⎦ , x1j =
[
XoGtoj
XoGtoj − Ytg
]
,
x2j =
[
XoAtoj Yte
XoAtoj Yte + Ytf
]
, x3j =
[
XoGtdj
XoGtdj
]
,
x4j =
[
XoAtdj Ytc
0 0
]
. (20)
Moreover, the ﬁlter gain matrices are given by Af = X−1f Yf , Bf , Gf = YgX−1f .
Remark 4.1. In implementation, the bounds of the time-delay factor 	 and μ and speciﬁed initially.
Then, the LMI solver is invoked to yield a feasible solution. The process is continued till the feasibility
testing fails at which the maximum bounds are recorded. Eventually, several feasible ﬁlter designs are
produced and reported.
5. Examples
Several examples will be solved to show the effectiveness of our design approach.
5.1. Example 1
Consider a third-order system of the type (1) described by the following coefﬁcients
Ao =
⎡⎣ 0 0.2 0.3 + σ1−0.3 0 0.2
−0.1 0.4 + σ2 0
⎤⎦ , Γo =
⎡⎣0.10.5
0
⎤⎦ ,
Gdo = [−0.1 0 −0.01] , Go = [−0.3 0 0.7] ,
Ado =
⎡⎣0.1 −0.2 + δ1 0.40 0.2 −0.3
0.5 0.1 + δ2 0
⎤⎦ , o = 0.2, o = 0.1,
Co = [0.8 0.2 0.2] , Cdo = [−0.1 −0.2 0.1] ,
|σ1| 0.15, |σ2| 0.10, |δ1| 0.10, |δ2| 0.15.
In thenominal conditions, the feasible results of implementing Theorem3.1 such that the above system
is asymptotically stable are given by
γ = 0.4317, Gf = [−2.8874 −0.8225 2.8795] ,
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Table 1 H∞-performance bound for
	 = 0.8865, μ = 1.1035.
σ1 σ2 δ1 δ2 γ
0.15 0.1 0.1 0.15 0.6273
−0.15 −0.1 −0.1 −0.15 0.7145
0.15 −0.1 0.1 −0.15 0.5677
−0.15 0.1 −0.1 0.15 0.5703
Table 2 Delay-dependent
stability behavior.
	 μ γ
0.8865 1.1035 0.7145
0.9244 1.1079 0.6473
0.9613 1.1113 0.5745
0.9875 1.1125 0.4317
Af =
⎡⎣−0.6110 1.5279 −1.4688−1.6789 3.6755 −3.1187
−1.6333 4.1765 −3.8337
⎤⎦ ,
Bf =
⎡⎣−0.3753−0.4955
−0.4675
⎤⎦ , 	 = 0.9875, μ = 1.1125.
In Table 1, a computational summary of the ﬁlter performance bound is recorded.
The delay-dependence stability behavior with
σ1 = −0.15, σ2 = −0.1, δ1 = −0.1, δ2 = −0.15
is summarized in Table 2.
The values of four-different runs are listed which show clearly that the behavior of the ﬁltered
system depends on the bounds of the time-delay factor. The variations of the corresponding norms of
gain matrices, plotted in Fig. 1, indicate that the developed ﬁlter method yields gains that vary in the
range 4–7%. Thus, the developed design method has been capable to yield appropriate results.
5.2. Example 2
Consider a second-order system treated in [2]:
Ao =
[
0 0
0 1
]
, Γo =
[
1 0
1 0
]
, o = 0.2, o = 0.1,
Gdo = [−0.1 −0.1] , Ado = [−1 −10 −0.9
]
,
Co = [0 1] , Cdo = [−0.1 0.1] , Go = [1 0] .
The application of our ﬁlter design method yields
γ = 1.2534, Gf = [0.0224 −0.2615] ,
Af =
[−1.6022 2.7952
−3.6443 −1.1385
]
,
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Fig. 1. Variation of norms of ﬁlter gains – Example 1.
Bf =
[−0.8883
−3.0495
]
, 	 = 0.9975, μ = 1.1025,
which provides a substantially improved performance over the high-gain observer-type designed in
[2].
5.3. Example 3
Consider a fourth-order system of the type (1) described by the following coefﬁcients
Ao =
⎡⎢⎢⎣
−10 1 0 0.7
2 −12 1 −0.1
0 −3 −2 −0.5
−4 0 −5 0.5
⎤⎥⎥⎦ , Γo =
⎡⎢⎢⎣
0 1 0
0 0 0
4 −1 1
2 1 0
⎤⎥⎥⎦ ,
Ado =
⎡⎢⎢⎣
−1 0 0 0.2
0 −1 −0.1 −0.6
−1 −1 −1 0
0 0 −2 0.2
⎤⎥⎥⎦ , Cto =
⎡⎢⎢⎣
−2 1
0 1
1 0
0 1
⎤⎥⎥⎦ ,
Cdo =
[−0.2 0 0 0.1
0.1 0.1 0 0.1
]
, o =
[−0.5 0.1 0.1
0.2 0 0.3
]
,
Gdo =
[
0.2 0.1 0 −0.1
0.3 0.5 0 0
]
, o =
[−0.3 0.2 0
0.1 0 0.2
]
,
Go =
[
0 1 −10 1
1 −1 2 0.5
]
.
The feasible results of implementing Theorem 3.1 such that the above system is asymptotically stable
are given by
γ = 0.4317,
Gf =
[
1.8954 1.8725 1.6068 −0.2137
2.8624 0.3068 1.1271 −0.0806
]
,
‖Gf ‖ = 4.1802,
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Fig. 2. Variation of γ with delay bounds – Example 3.
Af =
⎡⎢⎢⎢⎣
−4.4929 −14.5157 −1.1848 −0.2608
−1.9318 5.5113 −0.1677 −0.2138
−1.2064 1.0175 −3.8344 1.1354
−10.6783 −1.9642 0.1738 −1.1848
⎤⎥⎥⎥⎦ , ‖Af ‖ = 16.8924,
Bf =
⎡⎢⎢⎢⎣
−2.7625 −1.7936
−0.1934 −0.0261
1.2064 −0.3348
−0.2849 −1.0705
⎤⎥⎥⎥⎦ , ‖Bf ‖ = 3.4995,
	 = 0.8975, μ = 1.1215.
In Fig. 2, the variability of the H∞-performance bound γ for different values of 	 and μ is depicted.
Had we attempted another simulation run with different time-delay bounds, we would obtained
γ = 0.4468,
Gf =
[
1.9046 1.7923 1.5989 −0.2306
2.9013 0.3144 1.1302 −0.0799
]
, ‖Gf ‖ = 4.1883,
Af =
⎡⎢⎢⎣
−4.5033 −13.6615 −1.1932 −0.2821
−1.7203 4.5222 −0.1455 −0.1934
−1.1704 1.0145 −3.3464 1.1347
−8.8343 −1.7472 0.1668 −1.1744
⎤⎥⎥⎦ , ‖Af ‖ = 15.6584
Bf =
⎡⎢⎢⎣
−2.6824 −1.8009
−0.1894 −0.0255
1.2104 −0.3411
−0.2901 −1.0665
⎤⎥⎥⎦ , ‖Bf ‖ = 3.4399,
	 = 0.9164, μ = 1.1305.
It is observed that the variation in the respective norms of ﬁlter gainmatrices is relatively small which
support the effectiveness of the design method.
1090 M.S. Mahmoud / Linear Algebra and its Applications 434 (2011) 1080–1093
6. Appendix: Proofs of theorems
6.1. Proof of Theorem 3.1
Consider the Lyapunov–Krasovskii functional (LKF):
V(t) = Vo(t) + Vm(t) + Vc(t) + Va(t),
Vo(t) = x˜t(t)P x˜(t), Va(t) =
∫ t
t−τ(t)
x˜t(s)Qx˜(s)ds,
Vc(t) =
∫ t
t−	
x˜t(s)Rx˜(s)ds,
Vm(t) =
∫ 0
−	
∫ t
t+s
˙˜xt(α)W ˙˜x(α)dα ds, (21)
where 0 < P = Pt , 0 < W = Wt , 0 < Q = Qt , 0 < R = Rt are weighting matrices of appropri-
ate dimensions. Theﬁrst term in (21) is standard to thedelay-less nominal systemwhile the secondand
fourth terms correspond to the delay-dependent conditions and the third term is introduced to com-
pensate for the enlarged time interval from t − 	 → t to t − τ → t. A straightforward computation
gives the time-derivative of V(x) along the solutions of (1) with w(t) ≡ 0 as:
V˙o(t) = 2˜xtP[Aox˜(t) + Adox˜(t − τ)], (22)
V˙a(t) = x˜t(t)Qx˜(t) − (1 − τ˙ ) x˜t(t − τ(t))Qx˜(t − τ(t))
 x˜t(t)Qx˜(t) − (1 − μ)˜xt(t − τ(t))Qx˜(t − τ(t)), (23)
V˙c(t) = x˜t(t)Rx˜(t) − xt(t − 	)Rx˜(t − 	), (24)
V˙m(t) = 	 ˙˜xt(t)W ˙˜x(t) −
∫ 0
t−	
˙˜xt(s)W ˙˜x(s)ds. (25)
In terms of
ξ(t) = [˜xt(t) x˜t(t − τ(t)) x˜t(t − 	)]t
and using the classical Leibnitz rule x˜(t − θ) = x˜(t) − ∫ tt−θ ˙˜x(s)ds for any matrices N̂a, N̂c of appro-
priate dimensions and usingN as in (8), the following equations hold:
2ξ t(t)(2N )
[
−
∫ t
t−τ(t)
˙˜x(s)ds + x˜(t) − x˜(t − τ)
]
= 0,
2ξ t(t)(−N )
[
−
∫ t
t−	
˙˜x(s)ds + x˜(t) − x˜(t − 	)
]
= 0. (26)
From (21)–(25) and using (26), we have
V˙(t)|(1)  x˜t[PA˜o + A˜toP + Q + R
+Na + Nta]˜x(t) − x˜t(t − 	)Rx˜(t − 	)
+ 2˜xt[PA˜do − 2N̂a + N̂tc ]˜x(t − τ)
+ 2˜xtN̂ax˜(t − 	) + 2˜xt(t − τ)N̂c x˜(t − 	)
− x˜t(t − τ)[(1 − μ)Q + 2N̂c + 2N̂tc ]˜x(t − τ(t))
− 2ξ t(t)(2N )
∫ t
t−τ
˙˜x(s)ds −
∫ t
t−	
˙˜xt(s)W ˙˜x(s)ds
+ 2ξ t(t)N
∫ t−τ
t−	
˙˜x(s)ds
+ 	ξ t(t)
[
A˜o A˜do 0
]t
W
[
A˜o A˜do 0
]
. (27)
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V˙(x)|(1) deﬁnes the Lyapunov derivative along the solutions of system (1). Regrouping terms of (27), it
follows that there exist scalars σ > 0, κ > 0 such that bymanipulating (27) and Schur complements,
leads to:
V˙(t)|(1) = ξ t(t)Ξoξ(t) −
∫ t
t−	
x˙t(s)W x˙(s)ds
− ξ t(t)
⎡⎣ 	Ato	Atdo
0
⎤⎦W
⎡⎣ 	Ato	Atdo
0
⎤⎦t ξ(t)
− 2ξ t(t)N
∫ t
t−τ(t)
x˙(s)ds − 2ξ t(t)(−N )
∫ t−τ(t)
t−	
x˙(s)ds, (28)
where matrices Ξo, N are given in (8) with Go ≡ 0, Gdo ≡ 0, Γo ≡ 0 and o ≡ 0. Further manipu-
lations of (28) yields:
V˙(t)|(1)  χ t(t, s) Ξ̂ χ(t, s)
−
∫ t
t−τ
[ξ tN + x˙tWc]W−1c [ξ tN + x˙tWc]tds
−
∫ t
t−	
[−ξ tN + x˙tW]W−1[−ξ tN + x˙tW]tds
χ t(t, s) Ξ̂ χ(t, s), (29)
χ(t, s) = [xt(t) xt(t − τ(t)) x˙t(s)]t . (30)
Inviewof (7)withGo ≡ 0, Gd ≡ 0, Γo ≡ 0, andSchurcomplements, it follows from(29) that V˙(t)|(1) <
0 which establishes the internal asymptotic stability.
Consider the performance measure
J =
∞∑
0
(
zt(s)z(s) − γ 2wt(s)w(s)
)
ds
For any w(t) ∈ L2(0,∞) /= 0 and zero initial condition x(0) = 0, we have
J 
∫ ∞
0
(
zt(s)z(s) − γ 2wt(s)w(s) + V˙(x)|(1)
)
ds.
Proceeding as before, we get
zt(s)z(s) − γ 2wt(s)w(s) + V˙(s)|(1)
= χ¯ t(t, s)Ξ¯ χ¯(t, s),
χ¯(t, s) = [χ¯ t(t, s) wt(s)]t ,
where Ξ¯ corresponds to Ξ in (7) by Schur complements. It is readily seen from (7) by Schur comple-
ments that
zt(s)z(s) − γ 2wt(s)w(s) + V˙(s)|(1) < 0
for arbitrary s ∈ [t,∞), which implies for anyw(t) ∈ L2(0,∞) /= 0 that J < 0 leading to ‖z(t)‖2 <
γ ‖w(t)‖2 and the proof is completed. 
6.2. Proof of Theorem 4.1
Applying the congruent transformation
diag[X , X , X , X , I, I, I]
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to inequality (7) using the linearizations
Yf = AfXf , S = XWX , G = XRX ,
Z = XQX , Yo = Ye + AfXo, Ye = Bf CoXo
M̂a = X N̂aX , M̂c = X N̂cX , Yc = Bf CdoXo,
Yg = Xf Gf ,
we obtain LMI (17) by Schur complements subject to (18). 
7. Conclusions
We have established new robust L∞ delay-dependent ﬁlter design for a class of linear systems
with time-varying delays and convex-bounded parameter uncertainties. An appropriate Lyapunov
functional has been constructed a set of free-weighting matrices has been introduced in order to
exhibit the delay-dependent dynamics. It has been shown that the developed approachutilizes smaller
number of LMI decision variables. Subsequently, linearmatrix inequalities (LMIs)-based conditions are
characterizedsuch that theﬁlteredsystemis robustlyasymptotically stablewithanγ−levelL2 − gain.
All the developed results are tested on representative examples.
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