Abstract. This paper shows that for unitary Hessenberg matrices the QR algorithm, with (an exceptional initial-value modification of) the Wilkinson shift, gives global convergence; moreover, the asymptotic rate of convergence is at least cubic, higher than that which can be shown to be quadratic only for Hermitian tridiagonal matrices, under no further assumption. A general mixed shift strategy with global convergence and cubic rates is also presented.
Introduction
The QR algorithm has been known as a standard method for computing the eigenvalues of a dense matrix [5, 17, 1, 13, 6] . One remarkable feature in the development of QR is Wilkinson's discovery that the algorithm, when incorporated with his efficient shift strategy, gives fast convergence for all real symmetric tridiagonal matrices [18, 8] . In this paper we extend Wilkinson's famous results to the unitary case. We show that for unitary Hessenberg matrices the QR algorithm, with an exceptional initial-value modification of the Wilkinson shift, gives global convergence in exact arithmetic. The proof is based on the Schur parameterization of unitary Hessenberg matrices [6] and a residual estimation for the shifted QR decomposition of these matrices. Furthermore, we show that the asymptotic rate of convergence with the Wilkinson shift is at least cubic in the unitary case. A general mixed shift strategy with global convergence and cubic rates is also included for reference. A special case of this general strategy (with parameter θ = √ 2) was shown to have global convergence by Eberlein and Huang [4] , in which the rate of convergence was claimed to be only quadratic. The analysis we consider here is purely theoretical. Numerical testing and experiments are prepared in a later paper.
We adhere to the following notational conventions: upper case letters for matrices, lower case Latin letters for column vectors (except for i, j, k, and n, which are used as indices), and lower case Greek letters for scalars. The conjugate transpose of a vector a and of a matrix A is denoted by a * and A * , respectively, while the conjugate of a complex number α is denoted byᾱ. We use the Euclidean norm ||a|| := ||a|| 2 for vectors and the spectral norm ||A|| := ||A|| 2 for matrices. Throughout, A ∈ C n×n will represent an upper Hessenberg matrix of order n with entries α jk := e * j Ae k , 1 ≤ j ≤ k ≤ n, in the upper triangular section and positive elements β k := e * k+1 Ae k , 1 ≤ k < n, on the subdiagonal, where e k denotes the kth column vector of an identity matrix with appropriate dimension. The leading principal submatrices of A will be expressed by A j := E * j AE j ∈ C j×j , 1 ≤ j ≤ n, where E j := [e 1 , e 2 , . . . , e j ] ∈ C n×j . Same structure and similar symbols apply toÂ and A (k) , which will be defined in later sections. Iteration indices are usually indicated by superscript k in parentheses. In case A (orÂ or A (k) ) is unitary we use letter U (orÛ or U (k) ) to represent the matrix. We let λ(A) be the set of the eigenvalues of A. To avoid triviality we assume that n, the order of A, is at least 3.
Schur parameterization
It is straightforward to see that every unitary (upper) Hessenberg matrix U ∈ C n×n with positive subdiagonal elements {β k } n−1 k=1 can be uniquely factorized into a product of n elementary unitary matrices [4, 6] :
where
G n (α n ) := diag I n−1 , −α n , |α n | = 1.
Here, I j denotes the j × j identity matrix, and α 1 , α 2 , . . . , α n are called the Schur parameters of U [6] . These parameters can be determined from the top row and the subdiagonal of U :
To see this, we can multiply out the product G 1 (α 1 )G 2 (α 2 ) · · · G n (α n ) and obtain 2) where α 0 := 1. We refer to the representation (2.1) as the Schur parametric form of U .
The shifted QR algorithm
Given an upper Hessenberg matrix A ∈ C n×n and a shift parameter λ ∈ C, we form the QR factorization of
with Q unitary and R upper triangular with nonnegative diagonal elements. Here Q is obtained by performing the Gram-Schmidt orthonormalizing process on the columns of A − λI from left to right, and hence is also upper Hessenberg. This factorization is unique if λ ∈ λ(A), and this is the case we usually assume hereafter. From Q we defineÂ, the QR transform of A, by settinĝ
The shifted QR algorithm iterates the QR transformation A →Â, with an appropriate shift λ chosen at each step:
It is well known that the Hessenberg structure of A (k) and Q (k) is preserved and that all the A (k) are unitarily similar to each other. The efficiency of this algorithm depends critically on the choice of the shift sequence λ (k) . In particular, if λ (k) could be chosen close to an isolated eigenvalue of A, then β (k) n−1 (the last subdiagonal element of A (k) ) would eventually decrease rapidly. As soon as β
n−1 becomes negligible to working precision, α (k) nn (the last diagonal element of A (k) ) may be taken as a computed eigenvalue; we can then delete the last row and column, and proceed with a matrix of lower order [1, 17, 18, 13] . In fact if any of the subdiagonal elements of A (k) vanishes, then the eigenproblem splits into that for two or more smaller Hessenberg matrices. An upper Hessenberg matrix is said to be unreduced if its subdiagonal elements are all nonzero [11] . For the convenience of theoretical analysis, there is no loss of generality in assuming that all the β j of A are positive and hence by the following lemma that, if
Lemma 1 (Basic relations in QR). LetÂ be the QR transform of
where β k ,β k , and σ k are, respectively, the subdiagonal elements of A,Â, and Q, and ρ k are the nonnegative diagonal elements of R ; (b)
Proof. (a) This is straightforward by equating the corresponding subdiagonal elements on each side of the matrix equations (3.1) and (3.2), respectively.
(b) The implications are direct consequences of the relations stated in (a) and the fact that λ ∈ λ(A) ⇐⇒ ρ 1 ρ 2 · · · ρ n > 0, where {ρ j } n j=1 are chosen nonnegative in the factorization A − λI = QR, and that
Setting k = n − 1 and k = n − 2 we get (i) and (ii), respectively. Multiplying (ii) with (i) side by side we obtain (iii).
3.1. Shift strategies. To achieve rapid convergence (for the definition of convergence see Section 5) it is essential to incorporate an efficient strategy into the algorithm. We consider, in each step of the QR transformation from A toÂ, the following choices of the shift parameter λ [18, 4, 13, 10]:
1) The Rayleigh shift (R-shift).
λ := α nn , the last diagonal element of A.
2) The Wilkinson shift (W-shift).
λ is taken as an eigenvalue of α n−1,n−1 α n−1,n β n−1 α nn , the trailing 2 × 2 submatrix of A, which is closer to α nn ; that is, we choose λ to satisfy
λ is taken as the R-shift if θβ n−2 ≥ β n−1 , the W-shift if θβ n−2 < β n−1 , where θ is a positive parameter to be determined.
In case A is unitary, it can be written in the Schur parametric form A =:
. . , α n ), as expressed by (2.2). Hence the R-shift has the form
and the W-shift is chosen as an eigenvalue λ of
which satisfies the following characteristic relations: If we follow the conventional definition for either R-or W-shift to determine λ, then λ = 0 and the unshifted QR transformation produces no change of the matrix at all; that is,Û = U . This is indeed the case for any unitary Hessenberg matrices with β n−1 = 1 when the R-shift is applied, and with β n−2 = β n−1 = 1 when the W-shift is applied. (A thorough investigation of the invariant Hessenberg form under the QR algorithm with Francis' double shift was given by Parlett [11] .) To avoid any such invariant cycling we make the following modification for the shift in the QR transformation [4] :
For unitary matrices in case the shift λ following the usual rule is null, we take it to be any nonzero number with modulus equal to unity; for definiteness, we choose λ = 1. The R-, W-, and Mshift with such modification will be denoted as the R -, W -, and M -shift, respectively. Note that throughout the entire QR iteration this modification on the shift sequence λ (k) , if necessary, has only to be made at the very initial step, k = 1; subsequent values of λ (k) will never be null again (in fact, |λ
. The detailed analysis is given in Sections 6, 7, and 8.
The QR factorization of A − λI
In this section our attention is focused on the QR factorization of a shifted Hessenberg matrix A − λI. Useful expressions and formulas that are crucial to the proof of global convergence will be derived.
Characteristic polynomials.
First we express the characteristic polynomials of the leading principal submatrices A k of A in terms of entries of the conformal sections of the factor matrices Q and R. Partition A − λI = QR as
where A k − λI k , Q k , and R k are square submatrices of size k, and the X's are irrelevant submatrices of appropriate sizes. Clearly, from the upper triangularity of R,
Since Q is unitary Hessenberg with positive subdiagonal elements {σ j } n−1 j=1 , by (2.1) it can be written in the product form
and from (4.1) we obtain the following formula:
Here χ k is the (monic) characteristic polynomial of A k , ρ 1 , ρ 2 , . . . , ρ k are the leading k diagonal elements of R, and γ k is the kth Schur parameter of Q. Putting (4.2) in modulus form, we have
4.2. Recurrence relations. Next we introduce a specific form (see (4.9)) of the Szegö recurrence relations, which play a fundamental role in the convergence proof of the unitary QR iteration.
We begin with the relations that the χ k satisfy for an upper Hessenberg A [17, p. 411]:
and, using this expression in (4.4), we get
where we have assignedχ k−1 . Hencẽ
Summarizing (4.5) and (4.6), we get the Szegö recurrence relations for the unitary Hessenberg matrix U (α 1 , α 2 , . . . , α n ):
The characteristic polynomials {χ k (λ)} n k=0 of the successive leading principal submatrices of U are also called the (monic) Szegö polynomials associated with the Schur parameters {α k } n k=1 of U [6] . It can be shown by induction that the auxiliary polynomials
, with the superscript c denoting complex conjugation of the coefficients of a polynomial. Note that α k = χ k (0). For further applications of these polynomials, see [7] .
We may putχ k in product form similar to that obtained in (4.2) for χ k [6] :
can be replaced by
where σ n := 0. To see why |γ k | 2 +|λ| 2 σ 2 k = 1, we can make use of the two recurrence formulas presented in (4.9) (subtracting the square of the modulus form of one from that of the other), together with
from which an inductive argument, with the use of |γ k | 2 + σ 2 k = 1, proves the second identity in (4.10).
A residual estimate.
In the Hermitian tridiagonal case a constructive proof for the global convergence of the shifted QR algorithm was obtained by exploiting the connection between QR and inverse iteration [3, 8, 13] . We generalize this approach and derive a residual bound for normal Hessenberg matrices.
Let A be normal Hessenberg. Take the conjugate transpose of A − λI = QR and postmultiply by Q to get
Equating the last column on each side gives
where q n := Qe n and
* q n || = ρ n , and λ, q n is an eigenpair of A if and only if ρ n = 0. Assume λ ∈ λ(A) and hence ρ n > 0. Put x := q n /ρ n so that
Partition A − λI and let
We look for an upper bound on ρ n (or a lower bound on ||x|| = 1/ρ n ) by considering only the last two equations of (4.11) , that is,
and calculating the norm of the "minimal solution"x of this underdetermined system in the sense that ||x|| ≤ ||x|| for all the solutions x of (4.14). This can easily be done by forming the QR factorization of B 2 . Let
where Q 2 ∈ C n×n is unitary and R 2 ∈ C 2×2 is upper triangular with positive diagonal elements. Then (4.14) is equivalent to
the length of the minimal solutionx is obtained by setting y 2 = 0 and computing ||y 1 || from y 1 , which is the unique solution of the triangular system 
where, from the triangularity of R 2 and the unitariness of Q 2 , 
and the X's are irrelevant submatrices of appropriate sizes. From (4.18) and (4.19) we obtain an upper bound for ρ 
Remark. The bound we obtain in (4.20) is in fact a least upper bound, which can be attained in extreme cases. For example, let
where α ∈ C, β ≥ δ > 0 (cf. [9, p. 132] ). Clearly A is normal (Hessenberg). If we choose λ = α (which is both the R-and W-shift), then it is easy to see that
and that equality holds in this case: ||(A − λI)q n || = ρ n = β. Actually, with shift λ = α, matrix A is invariant under the QR transformation defined by (3.1) and (3.2).
Properties related to convergence
We say the QR algorithm is convergent if the last subdiagonal element β
of A (k) in the iterating process converges to zero; in other words, the last row of A (k) tends to a limit form λ [3, 13] . As we shall see, convergence of β (k) n−1 depends on how we choose the shift sequence λ (k) , and the selection of an efficient shift strategy is of crucial importance to the implementation of the algorithm. The lemmas and theorem presented in this section will be applied repeatedly later when we discuss convergence of the algorithm with the various shift strategies. The next lemma is a modification of [18, Lemma 1] used for tridiagonal QR. 
Lemma 3 (Boundedness property). With any of the shift strategies mentioned before, all elements α
are bounded for all k and 1 ≤ j ≤ n.
Proof. It is clear that |α
it is chosen as an eigenvalue of a submatrix of
ij be the ith component of the jth column vector r
, and ρ
are bounded and |χ
To estimate the rate of convergence for β
n−1 → 0, we need a relation between β n−1 and β n−1 . Jiang and Zhang [10, Lemma 2] proposed a relation for real symmetric tridiagonal matrices. In the next lemma we extend the relation to Hessenberg matrices; at this stage normality of the matrix A is not required.
Lemma 4 (Relations for the subdiagonal elements). LetÂ be the QR transform of
. . , 1, we get, with δ 0 := 1 = χ 0 (λ),
Lemma 5 (Basic facts from normality). Let A be normal. Then (a) the eigenvalues of A are mutually distinct and
It is clear that the eigenvalues of an unreduced Hessenberg matrix have unit geometric multiplicity. Since normal matrices are unitarily diagonalizable, the eigenvalues of an unreduced normal Hessenberg matrix can only be mutually distinct.
(b) From the recurrence relation for χ k in (4.4), we have
, by applying the Cauchy-Schwarz inequality,
, from Lemma 4(a) after shifting the index j.
Now let k = n; since A is normal, the last factor (
1/2 = β n−1 and the inequality is proved.
Theorem 6 (Convergence properties for the QR iteration). Assume A is normal.
Let A (k) be the unreduced QR iterates of A with either the R-shift or the W-shift, n , which may depend on k; that is, 
Therefore, |α
nn | → 0 and, since the eigenvalues of A are mutually distinct (Lemma 5(a)), the sequence α (k) nn converges to a fixed eigenvalue λ n of A. So does λ (k) , the shift sequence, by (5.2); that is,
. . , λ n−1 be the remaining distinct eigenvalues in any order so that for λ ∈ C
nn → λ n , as proved in (a), and |χ
Comparing (5.4) with (5.3) we have, as β
n−1 → 0, this gives, for a sufficiently small ε,
where σ := min
(c) This is a direct consequence of (a), (b) and Lemma 3: As β
Finally in this section, we examine, for unitary Hessenberg matrices with β n−1 = 1, howβ n−1 can change after one QR step if a nonzero shift is taken. Eberlein and Huang [4, Lemma 1] showed thatβ n−1 < 1 by a plane-rotation argument; we prove this instead through a constructive inequality which is useful for the analysis of numerical decrease ofβ n−1 from unity.
Lemma 7 (Nonzero shift in the extreme case). LetÛ be the QR transform of U with any nonzero shift λ, 0 < |λ| ≤ 1. Assume β n−1 = 1. Then
where σ n−2 := e * n−1 Qe n−2 . Proof. From the recurrence relations (4.7) we have
and hence, after taking modulus on each side and eliminating the common factor
gives, with the modulus on each side squared,
Combining this relation with the identity 
Therefore,
) by applying the triangle inequality and the identities (4.10) in tandem. To show that the right-hand side of the above inequality is less than 1, we square both sides and obtain, after some calculations,
since 0 < |λ| ≤ 1 and 0 < σ n−2 ≤ 1.
Remark. To obtain the result (5.6) of Lemma 7, we have used the triangle inequality. By varying α n in (5.7) we see that, for a given fixed shift, say λ = 1, the bound can be attained. (However, in the usual shift strategies, λ will depend on α n .) Let us examine, with λ = 1 in (5.6), how close to unity the right-hand side of
could conceivably be. Asymptotically, as σ n−2 → 0, n−2 could easily not be detected by the computer. Consequently, the numerical value ofβ n−1 could stay at 1 with the nonzero special shift λ = 1. However, if the W-shift were used in this exceptional case (i.e., β n−1 = 1, β n−2 = ε),β n−1 would drop to a small value ≤ ε in one QR step (using the inequalityβ n−1 ≤ β n−2 given later in Lemma 11(d)).
Convergence with the Rayleigh shift
There is an intimate connection between the Rayleigh quotient iteration (RQI) and the QR algorithm with the Rayleigh shift, and the convergence properties of RQI can be translated (with a proper selection of the initial vector) into statements about QR with the R-shift [13, pp.144-148] . Extensive analyses and rigorous proofs about convergence of RQI were given by Ostrowski, Kahan, and Parlett; for details and further references, see [12, 13] . In the QR language, results were given by Wilkinson [18] for symmetric tridiagonal matrices and by Eberlein and Huang [4] for unitary Hessenberg matrices. In fact, more general (but weaker) convergence results for normal Hessenberg matrices, closely related to the minimal residual property of the Rayleigh quotient, were given in Buurema's thesis [2] ; see also the results obtained by Watkins and Elsner [16] using nested subspace iteration analysis. Here we derive some of these properties through the use of recurrence formulas, and summarize them for comparison with those from the W-shift, which is analyzed in the next section. These results will again be used in the final section to establish the convergence of QR with a mixed shift strategy.
For normal matrices, the monotonicity propertyβ n−1 ≤ β n−1 with the R-shift is well known [12] , and can be readily seen from (5.1). In the unitary case (with the R -shift), we derive a strict inequality betweenβ n−1 and β n−1 (and thus, in exact arithmetic, a stationary state of β n−1 will not occur), and from which global convergence of either β n−1 or β n−2 to zero is a direct consequence.
Lemma 8 (Monotonicity property).
LetÛ be the QR transform of U with the Rshift λ. Thenβ n−1 < β n−1 ; more precisely,
Proof. (a) If β n−1 < 1, then λ = −ᾱ n−1 α n = 0 and
after using (4.2),(4.8) and Lemma 1(a). Therefore,
(b) If β n−1 = 1, then λ = 1 by definition of the R -shift and the result is just a special case of (5.6).
The result given in the following theorem is already known [4, Lemma 2] , and here we prove it in a different way by using formulas derived from the recurrence relations.
Theorem 9 (Global convergence). Let U (k) be the QR iterates of U with the ex-
clusive use of the R -shift. Then either β
Proof. By Lemma 8 the sequence β (k)
n−1 decreases monotonically and thus tends to a limit δ, say. If δ = 0, then β
and the left-hand side tends to unity since β
n−2 → 0 on the right-hand side, and therefore β
n−2 is bounded, by Lemma 3.
In practice, convergence of β
is exceedingly slow as compared to that of β (k) n−1 → 0 which, if it occurs, has a cubic rate as we provide a simple proof in the next theorem. Note that a proof for the more general case, namely, that for normal matrices (indeed, for matrices with properties weaker than normality) the QR iteration with the generalized Rayleigh-quotient shift has cubic rates if it converges, was given by Watkins and Elsner [16] using subspace iteration technique.
Theorem 10 (Local convergence). Assume A is normal. LetÂ be the QR transform of A with the
, that is, the asymptotic rate of convergence is cubic.
Proof. 
Convergence with the Wilkinson shift
We now arrive at the main results of this paper: global convergence (Theorem 12) and local convergence (Theorem 13) of the QR iteration with the (modified) Wilkinson shift for unitary Hessenberg matrices [14] . We begin with a technical lemma in which a constructive analysis for the decrease of β n−2 β 
Lemma 11 (One-step changes and relations). LetÛ be the QR transform of U with the
, and 1 in (b) , we obtain, with ω(β n−2 , 1) = β n−2 , trivial from (3.4) . Finally, to prove (f), substitutions of the recurrence relations from (4.7) give
, where, for the last equality to hold, we apply (3.3), the characteristic equation for the W-shift.
Theorem 12 (Glocal convergence). Let U (k) be the QR iterates of U with the
which is monotonically convergent to zero with a substantially decreasing ratio ω(β
, and hence β 
by Lemma 11(c). So β
n−1 form a bounded monotonically decreasing sequence which has a limit, say δ.
But from properties (7.1) and (7.2), for k ≥ 2,
a fixed number which is strictly less than unity, a contradiction. Therefore,
Since from Lemma 11(a) and (b)
n−1 which converges monotonically to zero with a ratio ω(β
We now examine the asymptotic behavior of β (k) n−1 as it converges to zero with the use of the W-shift. The iteration index k is usually suppressed and, to represent |ψ
we use the notation ψ ↔ φ.
Theorem 13 (Local convergence). LetÛ be the QR transform of U with the
, that is, the rate of convergence is cubic in β n−1 . Proof. (a) We claim, as β n−1 → 0, the following asymptotic relations: 
, and Remark. Let us take a closer look at why, with the Wilkinson shift, the asymptotic rate of convergence for unitary Hessenberg matrices is cubic. (That for Hermitian tridiagonal matrices can only be shown to be quadratic [18] .) From the characteristic relations (3.4) and (3.3) for the W-shift λ, we have
We see directly from (7. 3) that, as β n−1 → 0, |λ +ᾱ n−1 α n | = O(β n−1 ) at least ; however, in the unitary case, the factor |λ +ᾱ n−2 α n−1 | in (7.4) is always bounded away from zero (without any further assumption like β n−2 → 0, as is usually made in the tridiagonal case [8, 13] , in order to guarantee cubic convergence of β n−1 , see the analysis given below); consequently |λ +ᾱ n−1 α n | = O(β 
For the rest of the sequence, β
eventually, by (7.5). We conclude from (7.6) and (7.7) that, as β n−1 → 0,
that is, |λ +ᾱ n−2 α n−1 | is always bounded below from zero.
Convergence with the mixed shift
For theoretical interest we propose a general mixed shift strategy, with which the QR iteration has global convergence and cubic rates at least, and of which the modified Wilkinson shift (in Section 7) and the Eberlein-Huang shift [4] can be viewed as special cases.
Theorem 14 (Global convergence). Let θ be a real number
be the QR iterates with the following shift strategy:
n−1 can be majorized by a sequence which is monotonically convergent to zero,
Proof. Similarly with the argument given in the proof of Theorem 12, we may assume the starting β (1) n−1 =: β < 1 in all cases, and thereafter the R -and Wshifts are the same as the R-and W-shifts. The implication of (a) is trivial from (8.1), because 0 < β Therefore,
by the same argument as stated in the proof of Theorem 12.
(c) We show, for θ ≥ 1, β
n−1 and β
0. Clearlyβ n−1 < β n−1 if the R-shift is used. For the W-shift (i) The W-shift is applied infinitely many times. In this case
if the R-shift is used
if the W-shift is used,
is a fixed number less than unity, because from (8.2) we know
n−1 is decreasing and β := β From the modified version of the shifts defined in Section 3 (i.e., R-shift ≡ 1 instead of 0 when β n−1 = 1, and W-shift ≡ 1 instead of 0 when β n−2 = β n−1 = 1) this shift strategy can essentially be considered (with (i) included in (iii)) as a special case of the general shift strategy given in Theorem 14 with parameter θ = √ 2. In numerical computation, Eberlein-Huang's shift strategy may have the following drawback: If β n−1 = 1 and β n−2 is very small, then, from the Remark following Lemma 7, there is a possibility that the shift under (i) may employ no decrease of β n−1 from unity at all, on a digital computer with finite precision arithmetic. We do not worry about this if strategy (8.1) with 0 ≤ θ < 1 (or strategy (8.4)) is applied, because then the W-shift is used and in one stepβ n−1 becomes very small, by Lemma 11(d) . In other words, one should always use the W-shift, instead of the R-shift or a nonzero shift, in case β n−2 is much smaller than β n−1 , even when β n−1 = 1.
Finally we show, for all the mixed shift strategies considered in this section, that the rate of convergence is at least cubic, rather than just quadratic, as was claimed in [4, p.104] 
