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Abstract
For stochastic di2erential equations re&ecting on the boundary of a general convex domain the
convergence in Lp and almost surely for recursive projection and discrete penalization schemes
are considered. Earlier results by Liu (Ph.D. Thesis, Purdue University), Pettersson (Stochastic
Process. Appl. 59 (1995) 295; Bernoulli 3(4) (1997) 403) and S lomi.nski (Stochastic Process.
Appl. 50 (1994) 197) are generalized and re:ned. The proofs are based on new estimates for
solutions of the Skorokhod problem associated with general semimartingales. c© 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Consider a d-dimensional stochastic di2erential equation (SDE) on a domain D with
re&ecting boundary condition
Xt = X0 +
∫ t
0
(Xs) dWs +
∫ t
0
b(Xs) ds− Kt; t ∈ R+: (1.1)
Here x0 ∈ AD=D ∪ @D, X is a re&ecting process on AD, K is a bounded variation process
with variation |K | increasing only when Xt ∈ @D, W is a d-dimensional standard Wiener
process, and  : Rd → Rd ⊗ Rd, b : Rd → Rd are continuous functions such that
‖(x)‖2 + |b(x)|2 6 L(1 + |x|2); x ∈ Rd: (1.2)
Eq. (1.1) is called the Skorokhod SDE with the analogy to the one-dimensional case
:rst discussed in Skorokhod (1961) for D=R+. The Skorokhod SDE on a domain more
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general than a half-line or a half-space has been discussed :rstly in Tanaka (1979),
where D is any convex domain in Rd, and then by Lions and Sznitman (1984), Saisho
(1987), Dupuis and Ishii (1993), Storm (1995) and many others in case D satis:es
some weaker conditions.
In this paper we assume that D is a general convex domain in Rd and we investigate
the approximations { AX n} and {X n} of X de:ned to be the solutions of the SDEs with
re&ecting boundary conditions of the form
AX
n
t = X0 +
∫ t
0
( AX
n
s−) dW
n
s +
∫ t
0
b( AX
n
s−) d
n
s − AKnt ; t ∈ R+; (1.3)
(see Section 2 for the precise de:nition), and the solutions of the SDEs
X nt = X0 +
∫ t
0
(X ns−) dW
n
s +
∫ t
0
b(X ns−) d
n
s
−n
∫ t
0
(X ns− −(X ns−)) dns ; t ∈ R+; (1.4)
respectively, where nt = max{k=n; k∈N ∪ {0}; k=n6t}, W
n
t is a discretization of W ,
i.e. W
n
t = Wk=n for t ∈ [k=n; (k + 1)=n); k ∈ N ∪ {0}; n ∈ N and (x) is a projection
of x on AD. We will see in Sections 3 and 4 that { AX n}, {X n} can be computed
by simple recurrent formulas. Therefore (1.3), (1.4) de:ne two di2erent numerical
schemes to the SDE (1.1). Since in the case D = Rd the processes { AX n}, {X n} are
classical Euler’s approximations to the equation without re&ecting boundary, we call
them Euler’s approximations to (1.1).
Note that (1.3) is a well known projection scheme considered earlier in Chitashvili
and Lazrieva (1981), S lomi.nski (1994) and Pettersson (1995, 1997), whereas (1.4) is
an Euler approximation for the appropriate penalizing SDE introduced in Liu (1993)
and investigated later in Pettersson (1997). For simplicity, as in Pettersson (1997) we
call (1.4) a discrete penalization scheme. The papers cited above contain some results
concerning the rate of convergence of schemes (1.3), (1.4). Unfortunately, these results
are proved under rather restrictive conditions like boundedness of domain, condition
() from the paper of Tanaka (1979) as well as boundedness and Lipschitz continuity
of coeLcients. In the present paper we assume that D is a general convex domain in
Rd with nonempty interior and we prove some new theorems on convergence and on
the rate of convergence in Lp and almost surely of { AX n} and {X n} to X . It is worth
pointing out that our results on the rate of convergence in Lp for p¿ 2 are better even
in the case of bounded convex domains. In the proofs we use the estimates in Lp of
|Xt | and of variation |K |t , which are also new.
The paper is organized as follows. In Section 2 we collect some basic de:nitions and
facts concerning Skorokhod problem and equations with re&ecting boundary conditions.
In particular, we consider a solution (X; K) associated with a general semimartingale
Y of the form Yt = Y0 + Mt + Vt; where Y0 ∈ AD, M is a local martingale, V is a
process with bounded variation, M0 = V0 = 0. In Theorem 2:2 we give new estimates
of variation |K |q in the case of a general convex domain D. We prove that there exists
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a universal constant Cp depending only on p such that for every a ∈ AD \@D
E|K |pq 6 (dist(a; @D))−pCp{|a− Y0|2p + E([M ]pq + |V |2pq )}; q ∈ R+:
This estimation will prove to be extremely useful in Sections 3 and 4.
In Section 3 we consider the projection scheme. In Theorem 3.1 we prove that if
(1.2) is satis:ed and the SDE (1.1) is pathwise unique then limn→∞ E supt6q| AX
n
t −
Xt |p = 0, q ∈ R+; p ∈ N: If, in addition, ; b are Lipschitz continuous, i.e.
‖(x) − (y)‖2 + |b(x) − b(y)|2 6 C|x − y|2; x; y ∈ Rd; (1.5)
we give also some results on the rate of convergence. More precisely, in Theorem 3:2
we prove that if D is a general convex domain then
E sup
t6q
| AX nt − Xt |2p = O
((
ln n
n
)p=2)
; q ∈ R+; p ∈ N: (1.6)
If D is a convex polyhedron, i.e. D =
⋂N
i=1 Di; where Di is a closed half-space, we
prove even more, namely that
E sup
t6q
| AX nt − Xt |2p = O
((
ln n
n
)p)
; q ∈ R+; p ∈ N: (1.7)
Next, in Section 3 we consider almost sure convergence of { AX n}. In Corollary 3:3 we
prove that in general case
n(1=4)−! sup
t6q
| AX nt − Xt | → 0; P-a:s:; !¿ 0; q ∈ R+;
and
n(1=2)−! sup
t6q
| AX nt − Xt | → 0; P-a:s:; !¿ 0; q ∈ R+;
provided that D is a convex polyhedron. Note here that Pettersson (1995, 1997) proved
(1.6) and (1.7) for p = 1 and bounded . For p¿ 1 S lomi.nski (1994) obtained
slower rate O((1=n)p=2−!) for a domain satisfying additionally the condition (), and
O((1=n)p−!) for a convex polyhedron.
Section 4 is devoted to the penalization scheme. We begin by proving in Theo-
rem 4:1 the estimates of |X nt | and of |X nt − (X nt )| in Lp. Next, in Theorem 4:2 we
assume pathwise uniqueness of the SDE (1.1) and we prove that for every p ∈ N,
limn→∞ E supt6q| AX
n
t − X nt |p = 0, q ∈ R+. If, in addition, (1.5) is satis:ed we prove
that for a general convex domain D, for every p ∈ N,
E sup
t6q
| AX nt − X nt |2p = O
((
ln n
n
)p)
; q ∈ R+ (1.8)
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and for every !¿ 0
n(1=2)−! sup
t6q
| AX nt − X nt | → 0; P-a:s:; q ∈ R+:
From this we deduce that the penalization scheme is asymptotically equivalent to the
appropriate projection scheme and the rate of convergence of discrete penalization
and projection schemes are the same. Thus, in particular, we strengthen the result by
Liu (1993), who proved that for bounded convex domain the rate of mean square
convergence for discrete penalization scheme equals O((1=n)1=2−!), and by Pettersson
(1997), who obtained the rate O((ln n=n)1=2).
For the convenience of the reader we prove in appendix some basic results con-
cerning Lp-modulus of continuity of Itoˆ processes and convergence of solutions to the
Skorokhod problem for semimartingales in general convex domains.
Let us introduce now some de:nitions and notations used further on. D(R+;Rd) is
the space of all mappings x : R+ → Rd, which are right continuous and admit left-hand
limits with the Skorokhod topology J1. In this paper we consider exclusively processes
X with trajectories in D(R+;Rd). For a given process X we write PXt = Xt − Xt−,
t ∈ R+, PXk+1 = X(k+1)=n − Xk=n, k ∈ N ∪ {0} and X n is the discretization of X , i.e.
X 
n
t = Xk=n for t ∈ [k=n; (k + 1)=n); k ∈ N ∪ {0}; n ∈ N. If X = (X 1; : : : ; X d) is a local
martingale then [X ]t stands for
∑d
i=1 [X
i]t , where [X
i] is a quadratic variation process
of X i, i = 1; : : : ; d. If K = (K1; : : : ; Kd) is a process with locally :nite variation then
|K |t =
∑d
i=1 |Ki|t , where |Ki|t is a total variation of Ki on [0; t]. Finally, →D and →P
denotes convergence in law and in probability, respectively.
2. Main estimates
Let D be a general convex domain in Rd and let Nx denote a set of outward normal
unit vectors at x∈ @D (see e.g. Tanaka, 1979). The remark below is to be found in
Menaldi (1983) and Storm (1995).
Remark 2.1. (i) n ∈Nx if and only if 〈x − y; n〉 ¿ 0 for every y ∈ AD, where 〈· ; ·〉
denotes the usual inner product in Rd.
(ii) If dist(x; AD)¿ 0, then there exists a unique (x) ∈ @D such that |x − (x)| =
dist(x; AD). Moreover, (x −(x))=|x −(x)| ∈N(x).
(iii) For every a ∈ AD \ @D,
|x −(x)|6 1
r
〈x − a; x −(x)〉; x ∈ Rd;
where r = dist(a; @D).
(iv) −〈x − y; x −(x)〉¿6 −|x −(x)|2; for all x ∈ Rd; y ∈ AD:
Let Y be an (Ft) semimartingale with initial value in AD, i.e.
Yt = Y0 + Mt + Vt; t ∈ R+; (2.1)
L. S lomi"nski / Stochastic Processes and their Applications 94 (2001) 317–337 321
where Y0 ∈ AD, M is an (Ft) adapted local martingale, V is an (Ft) adapted process
with bounded variation, M0 = V0 = 0. We recall that a pair (X; K) of (Ft) adapted
processes is called a solution to the Skorokhod problem associated with Y if
Xt = Yt − Kt; t ∈ R+; (2.2)
X is AD-valued; (2.3)
K is a process with locally bounded variation such that K0 = 0 and
Kt =
∫ t
0
ns d|K |s; |K |t =
∫ t
0
1{Xs∈@D} d|K |s; t ∈ R+; (2.4)
where ns ∈NXs if Xs ∈ @D.
We can now formulate our main estimates of |Xt |, |K |t , which are essential in the
proofs in Sections 3 and 4.
Theorem 2.2. Assume (X; K) is a solution to the Skorokhod problem associated with
a semimartingale Y of the form (2:1). For every p ∈ N there exists a constant Cp
such that for every (Ft) stopping time $ and a ∈ Rd;
E sup
t6$
|Xt − a|2p 6 Cp {|a− Y0|2p + E([M ]p$ + |V |2p$ )}: (2.5)
If moreover a ∈ AD\@D; then
E|K |p$ 6 (dist(a; @D))−pCp {|a− Y0|2p + E([M ]p$ + |V |2p$ )}: (2.6)
Proof. Due to Corollary 1 in S lomi.nski (1994), if Yˆ is other (Ft) adapted semimartin-
gale of the form Yˆ t =Y0 + Mˆ t + Vˆt and (Xˆ ; Kˆ) is a solution to the Skorokhod problem
associated with Yˆ then there is a constant C(p) such that for every (Ft) stopping
time $,
E sup
t6$
|Xt − Xˆ t |2p 6 C(p) {E([M − Mˆ ]p$ + |V − Vˆ |2p$ )}: (2.7)
Taking Yˆ t = Y0 (2.5) follows. To prove (2.6) let us consider a sequence {(X n; Kn)}
of solutions of the Skorokhod problem associated with a sequence of discretizations
{Y n}. For every n ∈ N; k ∈ N ∪ {0},
|PKnk+1| = |X nk=n + PYk+1 −(X nk=n + PYk+1)|:
Therefore, by Remark 2.1(iii), for a ∈ AD \ @D and r = dist(a; @D),
|Kn|t =
∑
{k; (k+1)=n6t}
|PKnk+1|6
1
r
∑
{k; (k+1)=n6t}
〈X nk=n + PYk+1 − a;PKnk+1〉:
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Since |PKnk+1|6 |PYk+1|,
|Kn|t6 1r


∫ t
0
〈X ns− − a; dKns 〉 +
∑
{k; (k+1)=n6t}
〈PYk+1;PKnk+1〉


6
1
r

−
∫ t
0
〈X ns− − a; dX ns 〉 +
∫ t
0
〈X ns− − a; dY 
n
s 〉
+
∑
{k; (k+1)=n6t}
|PYk+1|2

 :
Moreover, an application of Itoˆ’s formula and the inequality |PX nk+1|6 |PYk+1| gives
−
∫ t
0
〈X ns− − a; dX ns 〉 =
1
2
([X n]t − |X nt − a|2 + |a− Y0|2)
6
1
2

 ∑
{k; (k+1)=n6t}
|PX nk+1|2 + |a− Y0|2


6
1
2

 ∑
{k; (k+1)=n6t}
|PYk+1|2 + |a− Y0|2

 :
Combining the last two estimates yields
|Kn|t 6 1r


∣∣∣∣
∫ t
0
〈X ns− − a; dY 
n
s 〉
∣∣∣∣+ 32
∑
{k; (k+1)=n6t}
|PYk+1|2 + 12 |a− Y0|
2

 :
On the other hand, by Corollary 5:2(ii) for every stopping time $,
(X n;$
?
ni ; Kn;$
?
ni ; Y 
n;$?ni )→
P
(X $i ; K$i ; Y $i) in D(R+;R3d);
where $?ni = min{k=n; k=n¿ $i}, $i = $ ∧ i, i ∈ N. Hence, by Jakubowski et al. (1989)
or Kurtz and Protter (1991), for every i ∈ N
∫ $?ni
0
〈X ns− − a; dY 
n
s 〉→
P
∫ $i
0
〈Xs− − a; dYs〉
and
∑
{k; (k+1)=n6$?ni}
|PYk+1|2 = [Y n ]$?ni→P [Y ]$i :
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Therefore, by the Lebesgue dominated convergence theorem,
E(|K |p$i ∧ j)6 lim infn→∞ E(|K
n|p
$?ni
∧ j)
6 r−pE
{(∣∣∣∣
∫ $i
0
〈Xs− − a; dYs〉
∣∣∣∣+ 32[Y ]$i + 12 |a− Y0|2
)p
∧ j
}
6 r−p3p−1
{
E
∣∣∣∣
∫ $i
0
〈Xs− − a; dYs〉
∣∣∣∣
p
+
(
3
2
)p
E[Y ]p$i
+
(
1
2
)p
|a− Y0|2p
}
: (2.8)
Observe that (2.5), the Burkholder–Davis–Gundy and Schwarz’s inequalities imply
existence of constants c(p); C1p; C
2
p depending only on p such that
E
∣∣∣∣
∫ $i
0
〈Xs− − a; dMs〉
∣∣∣∣
p
6 c(p)E
(∫ $i
0
|Xs− − a|2; d[M ]s
)p=2
6 c(p)
(
E sup
s6$i
|Xs − a|2p
)1=2
(E [M ]p$i)
1=2
6C1p {|a− Y0|2p + E([M ]p$i + |V |2p$i )} (2.9)
and
E
∣∣∣∣
∫ $i
0
〈Xs− − a; dVs〉
∣∣∣∣
p
6 E sup
s6$i
|Xs− − a|p |V |p$
6
(
E sup
s6$i
|Xs − a|2p
)1=2
(E |V |2p$i )1=2
6C2p {|a− Y0|2p + E([M ]p$i + |V |2p$i )}: (2.10)
Finally, by simple calculations,
E [Y ]p$i 6 E([M ]
1=2
$i + [V ]
1=2
$i )
2p
6 22p−1(E[M ]p$i + E[V ]
p
$i)
6 22p−1(E[M ]p$i + E|V |2p$i );
which when combined with (2.8)–(2.10) gives
E(|K |p$i ∧ j)6 (dist(a; @D))−pCp{|a− Y0|2p + E([M ]p$i + |V |2p$i )}:
Letting j; i ↑ ∞ completes the proof of part (2.6).
In the case a = Y0 = X0 the estimates (2.5) and (2.6) are much simpler.
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Corollary 2.3. Under the assumptions of Theorem 2:2; for every p ∈ N there exists
a constant Cp such that for every stopping time $
E sup
t6$
|Xt − X0|2p 6 Cp E([M ]p$ + |V |2p$ ):
Moreover; if Y0 ∈ AD\@D then
E|K |p$ 6 (dist(Y0; @D))−pCp E([M ]p$ + |V |2p$ ):
Using Corollary 5:2(ii) and the version of Metivier–Pellaumail inequality proved in
Pratelli (1983) we obtain estimates of |Xt |, |K |t up to the moment $−.
Corollary 2.4. Under the assumptions of Theorem 2:2 for every p ∈ N there exists
a constant Cp such that for every (Ft) stopping time $ and every a ∈ Rd
E sup
t¡$
|Xt − a|2p 6 Cp{|a− Y0|2p + E([M ]p$− + 〈M 〉p$− + |V |2p$−)}:
Moreover; if a ∈ AD\@D; then
E|K |p$−6(dist(a; @D))−pCp{|a− Y0|2p + E([M ]p$− + 〈M 〉p$− + |V |2p$−)}:
Let W be an (Ft) adapted Wiener process. We will say that the SDE (1.1) has a
strong solution if there exists a pair (X; K) of (Ft) adapted processes such that (X; K)
is the solution of the Skorokhod problem associated with
Yt = X0 +
∫ t
0
f(Xs) dWs +
∫ t
0
g(Xs) ds; t ∈ R+: (2.11)
Corollary 2.5. Assume (1:2) and let (X; K) be a strong solution to the SDE (1:1).
Then for every p ∈ N and every q ∈ R+,
E sup
t6q
|Xt |2p¡ +∞ and E|K |pq ¡ +∞:
Proof. The :rst estimate is a consequence of (1.2), (2.5) and classical Gronwall’s
lemma. The second follows from the :rst one and (2.6).
Let (F
n
t ) denote the discretization of (Ft) i.e. F
n
t =Fk=n, for t ∈ [k=n; (k + 1)=n).
We will say that the SDE (1.3) has a strong solution if there exists a pair ( AX
n
; AK
n
) of
(F
n
t ) adapted processes such that ( AX
n
; AK
n
) is the solution of the Skorokhod problem
associated with
AY
n
t = X0 +
∫ t
0
( AX
n
s−) dW
n
s +
∫ t
0
b( AX
n
s−) d
n
s ; t ∈ R+: (2.12)
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For every n ∈ N set
Yˆ
n
t = X0 +
∫ t
0
( AX
n
s−) dWs +
∫ t
0
b( AX
n
s−) ds; t ∈ R+: (2.13)
Corollary 2.6. Assume (1:2) and let ( AX
n
; AK
n
) (resp. (Xˆ
n
; Kˆ
n
)) be a solution to the
SDE (1:3) (resp. the Skorokhod problem associated with Yˆ
n
). Then for every p ∈ N
and every q ∈ R+;
sup
n∈N
E sup
t6q
| AX nt |2p¡ +∞; sup
n∈N
E sup
t6q
|Xˆ nt |2p¡ +∞; (2.14)
and
sup
n∈N
E| AKn|pq ¡ +∞; sup
n∈N
E|Kˆn|pq ¡ +∞: (2.15)
Proof. Follows easily from Theorem 2:2 and the arguments from the proof of Corollary
2:5.
3. Convergence of projection scheme
It is easy to prove that the solution AX
n
of (1.3) is given by the recurrent formula,
AX
n
0 = X0; AX
n
(k+1)=n = ( AX
n
k=n + b( AX
n
k=n)
1
n
+ ( AX
n
k=n)PWk+1); (3.1)
and AX
n
t = AX
n
k=n for t ∈ [k=n; (k + 1)=n), k ∈ N ∪ {0}; n ∈ N.
Theorem 3.1. Assume (1:2) and that the SDE (1:1) is pathwise unique. Then for
every p ∈ N;
E sup
t6q
| AX nt − Xt |2p → 0; q ∈ R+:
Proof. By (2.14) supn∈N E supt6q| AX
n
t |2p¡ +∞: Let {$n} be a sequence of (F
n
t )
stopping times and let {+n} be a sequence of constants such that $n + +n 6 q and
+n ↓ 0. Due to (2.7) for every n ∈ N
E| AX n$n++n − AX
n
$n |26C(1)
{
E
[∫ ·
0
( AX
n
s−) dW
n
]$n++n
$n
+
∫ $n++n
$n
|b( AX ns−)| dns
}
6Const E
∫ $n++n
$n
(
1 + sup
s6t
| AX ns−|2
)
dnt
6Const +n:
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Hence limn→∞ E| AX n$n++n − AX
n
$n |2 = 0 and by Aldous criterion (Aldous, 1978) { AX
n} is
tight in the Skorokhod topology J1. Moreover,
|P AX nt |6
∣∣∣∣P
(∫ t
0
( AX
n
s ) dW
n
s +
∫ t
0
b( AX
n
s ) d
n
s
)∣∣∣∣ ;
so as above we prove that limn→∞ E supt6q |P AX
n
t |2 = 0, which implies that { AX n} is
C-tight in D(R+;Rd), i.e. every limit point of { AX n} is a process with continuous
trajectories.
We next prove that { AX n} converges in probability. For this purpose, as GyTongy and
Krylov (1996), it is suLcient to show that from any subsequences (l) ⊂ (n); (m) ⊂
(n) it is possible to choose further subsequences (lk) ⊂ (l); (mk) ⊂ (m) such that
( AX
lk ; AX
mk ) →D ( AX ; AX ) in D(R+;R2d), where AX is a process with continous trajectories.
From the :rst part of the proof we deduce that
{( AX l; AXm;W )} is C-tight in D(R+;R3d):
Therefore we can choose subsequences (lk) ⊂ (l); (mk) ⊂ (m) such that
( AX
lk ; AX
mk ;W )→
D
( AX
′
; AX
′′
; AW ) in D(R+;R3d);
where AX
′
; AX
′′
are processes with continuous trajectories and AW is a Wiener process
with respect to the natural :ltration F AX
′ ; AX ′′ ; AW . Since supn∈N E supt6q| AX
n
t |2p¡ +∞,
{ AY n} is a sequence of semimartingales satisfying (5:1). Therefore, in view of Corollary
5:3, the processes AX
′
; AX
′′
are two solutions to the SDE (1.1) with AW instead of W .
Since the SDE (1.1) is pathwise unique X ′ =X ′′, and consequently { AX n} converges in
probability in D(R+;Rd) to some continuous process X . Hence, ( AX n;W ) →P (X;W ),
so using once again pathwise uniqueness property and Corollary 5:3 we show that X
is a unique strong solution to the SDE (1.1).
Theorem 3.2. Assume (1:5) and let (X; K) be the solution to the SDE (1:1). Then for
every p ∈ N;
(i) if D is a convex polyhedron then
E sup
t6q
| AX nt − Xt |2p = O
((
ln n
n
)p)
; q ∈ R+;
(ii) if D is a general convex domain then
E sup
t6q
| AX nt − Xt |2p = O
((
ln n
n
)p=2)
; q ∈ R+:
Proof. (i) Let Yt; AY
n
t and Yˆ
n
t be given by (2.11)–(2.13), respectively. Let (Xˆ
n
; Kˆ
n
) be
a solution of the Skorokhod problem associated with Yˆ
n
. By Theorem 2:2 from Dupuis
and Ishii (1991) there exists a constant C such that
sup
t6q
| AX nt − Xˆ
n
t |6 C sup
t6q
| AY nt − Yˆ
n
t |: (3.2)
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Therefore, in view of (2.14) and Lemma 5:4,
E sup
t6q
| AX nt − Xˆ
n
t |2p
6 C2pE sup
t6q
| AY nt − Yˆ
n
t |2p
6 Const E
{
sup
t6q
‖( AX nt−)‖2p|Wt −Wnt |2p + sup
t6q
|b( AX nt−)|2p|t − nt |2p
}
6 Const



E{sup
t6q
‖( AX nt−)‖4p


1=2(
E
{
!W
(
1
n
; q
)4p)1=2
+
(
1
n
)2p
E sup
t6q
|b( AX ns−)|2p


6 Const
(
ln n
n
)p
(3.3)
and
E sup
t6q
|Xˆ nt − Xt |2p6C2pE sup
t6q
|Yˆ nt − Yt |2p
6Const E
{
sup
t6q
∫ t
0
‖( AX ns−) − (Xs)‖2p ds
+ sup
t6q
∫ t
0
|b( AX ns−) − b(Xs)|2p ds
}
6Const
∫ q
0
E sup
s6u
| AX ns− − Xs|2p du
6Const
∫ q
0
E sup
s6u
| AX ns − Xs|2p du: (3.4)
Combining (3.3) with (3.4) gives
E sup
t6q
| AX nt − Xt |2p6 22p−1E sup
t6q
| AX nt − Xˆ
n
t |2p + 22p−1E sup
t6q
|Xˆ nt − Xt |2p
6Const
{(
ln n
n
)p
+
∫ q
0
E sup
s6u
| AX ns − Xs|2p du
}
(3.5)
and (i) follows by classical Gronwall’s lemma.
(ii) If D is a general convex domain then by Lemma 2:2 in Tanaka (1979),
sup
t6q
| AX nt − Xˆ
n
t |2 6 sup
t6q
| AY nt − Yˆ
n
t |2 + 4sup
t6q
| AY nt − Yˆ
n
t |(| AKn|q + |Kˆ
n|q): (3.6)
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Hence, and by Schwarz’s inequality,
E sup
t6q
| AX nt − Xˆ
n
t |2p6Const

E supt6q| AY nt − Yˆ nt |2p
+
(
E sup
t6q
| AY nt − Yˆ
n
t |2p
)1=2
(E| AKn|2pq + E|Kˆ
n|2pq )1=2

 ;
and consequently, by (2.15) and Lemma 5:4,
E sup
t6q
| AX nt − Xˆ
n
t |2p 6 Const
(
ln n
n
)p=2
: (3.7)
On the other hand (3.4) holds true in the case of general convex domains, because
of (2.7),
E sup
t6q
|Xˆ nt − Xt |2p
6 C(p)E
{[∫ :
0
〈( AX ns−) − (Xs); dWs〉
]
q
+
∣∣∣∣
∫ :
0
b( AX
n
s−) − b(Xs) ds
∣∣∣∣
2p
q
}
6 Const E
{
sup
t6q
∫ t
0
‖( AX ns−) − (Xs)‖2p ds + sup
t6q
∫ t
0
|b( AX ns−) − b(Xs)|2p ds
}
6 Const
∫ q
0
E sup
s6u
| AX ns − Xs|2p du:
Using (3.5), (3.7) and the arguments from the proof of part (i) completes the proof.
Corollary 3.3. Under the assumptions of Theorem 3:2 for every p ∈ N and !¿ 0;
(i) if D is a convex polyhedron then
n1=2−! sup
t6q
| AX nt − Xt | → 0; P-a:s:; q ∈ R+;
(ii) if D is a general convex domain then
n1=4−! sup
t6q
| AX nt − Xt | → 0; P-a:s:; q ∈ R+:
Proof. It is suLcient to use Theorem 3.2 (i), (ii) and the Borel–Cantelli lemma (see
also S lomi.nski (1994, p. 212).
4. Discrete penalization scheme
As in the case of the projection scheme, it is possible to write down the explicit
formulas for {X n}. Namely, we have X n0 = X0,
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X n(k+1)=n = X
n
k=n + b(X
n
k=n)
1
n
+ (X nk=n)PWk+1 − n(X nk=n −(X nk=n))
1
n
=(X nk=n) + b(X
n
k=n)
1
n
+ (X nk=n)PWk+1 (4.1)
and X nt = X
n
k=n for t ∈ [k=n; (k + 1)=n), k ∈ N ∪ {0}; n ∈ N. Observe also that
(X n(k+1)=n) −(X nk=n) = PY nk+1 − PKnk+1;
where
Y nt =
∫ t
0
(X ns−) dW
n
s +
∫ t
0
b(X ns−) ds
and
Knt =
∑
k; (k+1)=n6t
X n(k+1)=n −(X n(k+1)=n)
for t ∈ [k=n; (k + 1)=n), k ∈ N∪ {0}; n ∈ N. Since X n(k+1)=n−(X n(k+1)=n) is an outward
normal vector in (X n(k+1)=n), the pair ((X
n); Kn) satis:es (2.2)–(2.4), and hence is
a solution to the Skorokhod problem associated with Y n, D.
Theorem 4.1. Assume (1:2). Then for every p ∈ N
sup
n∈N
E sup
t6q
|X nt − X0|2p¡ +∞; sup
n∈N
E|Kn|pq ¡ +∞; (4.2)
and
E sup
t6q
|X nt −(X nt )|2p = O
((
ln n
n
)p)
(4.3)
for q ∈ R+.
Proof. We begin by proving that for every p ∈ N,
sup
n∈N
E sup
t6q
|X nt − X0|2p¡ + ∞; q ∈ R+: (4.4)
By the Itoˆ formula and Remark 2:1 (iv),
|X nt − X0|2 = 2
∫ t
0
〈X ns− − X0; dY ns 〉 + [X n]t
−2n
∫ t
0
〈X ns− − X0; (X ns− −(X ns−)) dns 〉
6 2
∫ t
0
〈X ns− − X0; dY ns 〉 + [X n]t :
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On the other hand, for every k ∈ N ∪ {0},
|X n(k+1)=n − X nk=n|6 |(X nk=n) − X nk=n| + |PY nk+1|
6 |(X n(k−1)=n) − X nk=n| + |PY nk+1|
6 |PY nk | + |PY nk+1|;
which implies that [X n]t 6 4[Y
n]t . Hence
E sup
t6q
|X nt − X0|2p 6 22p−1E sup
t6q
∣∣∣∣
∫ t
0
〈X ns− − X0; dY ns 〉
∣∣∣∣
p
+ 23p−1E[Y n]pq : (4.5)
By (1.2), Burkholder–Davis–Gundy and Schwarz’s inequalities we have
E[Y n]pq 6 2
2p−1E
{[∫ ·
0
(X ns−) dW
n
s
]p
q
+
[∫ ·
0
b(X ns−) d
n
s
]p
q
}
6Const E
{
sup
t6q
∣∣∣∣
∫ t
0
(X ns−) dW
n
s
∣∣∣∣
2p
+
∫ q
0
|b(X ns−|2p dns
}
6Const E
{
sup
t6q
∣∣∣∣
∫ t
0
(X ns−) dWs
∣∣∣∣
2p
+
∫ q
0
|b(X ns−|2p ds
}
6Const
(
1 +
∫ q
0
E sup
u6s
|X ns− − X0|2p ds
)
= Const
(
1 +
∫ q
0
E sup
u6s
|X ns − X0|2p ds
)
: (4.6)
Similarly,
E sup
t6q
∣∣∣∣
∫ t
0
〈X ns− − X0; dY ns 〉
∣∣∣∣
p
6 Const
{
E
(∫ q
0
|X ns− − X0|2d
[∫ ·
0
(X nu−) dW
n
u
]
s
)p=2
+E
∫ q
0
|X ns− − X0|p|b(X ns−)|p dns
}
6 Const
(
E sup
s6q
|X ns− − X0|2p
)1=2{(
E
[∫ ·
0
(X ns−) dW
n
t
]p)1=2
+
(
E
∫ q
0
|b(X ns−)|2p dns
)1=2}
:
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Therefore, using the inequality 2xy 6 !x2 + y2=! we obtain
E sup
t6q
∣∣∣∣
∫ t
0
〈X ns− − X0; dY ns 〉
∣∣∣∣
p
6 2−2pE sup
s6q
|X ns − X0|2p
+ Const
{
E
[∫ ·
0
(X ns−) dW
n
t
]p
q
+ E
∫ q
0
|b(X ns−)|2p dns
}
6 2−2pE sup
s6q
|X ns − X0|2p + Const
(
1 +
∫ q
0
E sup
u6s
|X nu − X0|2p ds
)
: (4.7)
Putting together (4.5)–(4.7) and using Gronwall’s lemma gives (4.4), which completes
the proof of (4.2), when combined with (1.2) and (2.6).
Since for every k ∈ N ∪ {0}
|X n(k+1)=n −(X n(k+1)=n)|6 |X n(k+1)=n −(X nk=n)|
6 |〈(X nk=n);PWk+1〉| + |b(X nk=n)|
1
n
;
we have
E sup
t6q
|X nt −(X nt )|2p6Const
(
E sup
t6q
|X nt |4p + 1
)1=2
×


(
E!W
(
1
n
; q
)4p)1=2
+
(
1
n
)2p
 :
Therefore, repeated application of (4.4) and Lemma 5:4 completes the proof of (4:3).
Theorem 4.2. Assume (1:2) and that the SDE (1:1) is pathwise unique. Then for every
p ∈ N
E sup
t6q
|X nt − AX nt |2p → 0; q ∈ R+: (4.8)
If; in addition; (1:5) is satis9ed then
E sup
t6q
|X nt − AX nt |2p = O
((
ln n
n
)p)
; q ∈ R+ (4.9)
and for every !¿ 0
n(1=2)−!sup
t6q
|X nt − AX nt | → 0; P-a:s:; q ∈ R+: (4.10)
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Proof. Let {$n} be a sequence of stopping times and let {+n} be a sequence of con-
stants such that $n + +n 6 q and +n ↓ 0. Due to (2.7), for every n ∈ N,
E|(X n$n++n) −(X n$n)|2
6 C(1)
{
E
[∫ ·
0
(X ns−) dW
n
]$n++n
$n
+
∫ $n++n
$n
|b(X ns−)| dns
}
6 Const E
∫ $n++n
$n
(
1 + sup
s6t
|X ns−|2
)
dnt
6 Const +n:
Hence, as in the proof of Theorem 3:1, Aldous’ criterion implies that {(X n)} is
C-tight in D(R+;Rd). Moreover, by Theorem 3:1 and (4.3),
{(X n; AX n;W )} is C-tight in D(R+;R3d):
Therefore we can choose a subsequence (kn) ⊂ (n) such that
(X kn ; AX
kn ;W )→
D
(X ′; X ′′; W ′) in D(R+;R3d):
where X ′; X ′′ are processes with continuous trajectories and W ′ is a Wiener process
with respect to the natural :ltration FX
′ ;X ′′ ;W ′ . Since {Y n} satis:es (5:1) as well, it
follows from Corollary 5:3 that X ′; X ′′ are solutions to the SDE (1.1) with W ′ in place
of W . By pathwise uniqueness of (1.1), X ′ = X ′′, and consequently,
sup
t6q
|X nt − AX nt |→
P
0; q ∈ R+;
which completes the proof of (4.8), when combined with (2.14) and (4.2).
Now assume that the coeLcients ; b are Lipschitz continuous. First we will show
that for every p ∈ N,
E sup
t6q
| AX nt −(X nt )|2p = O
((
ln n
n
)p)
; q ∈ R+: (4.11)
Indeed, by (2.7),
E sup
t6q
| AX nt −(X nt )|2p
6 CpE
{[∫ ·
0
( AX
n
s−) − (X ns−) dW
n
s
]p
q
+
[∫ ·
0
b( AX
n
s−) − b(X ns−) dns
]p
q
}
6 Const E
{
sup
t6q
∣∣∣∣
∫ t
0
( AX
n
s−) − (X ns−) dW
n
s
∣∣∣∣
2p
+
∫ q
0
sup
u6s
| AX nu− − X nu−|2p ds
}
= Const
∫ q
0
E sup
u6s
| AX nu − X nu |2p ds
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whence, by (4.3),
E sup
t6q
| AX nt −(X nt )|2p 6 Const
{(
ln n
n
)p
+
∫ q
0
E sup
u6s
| AX nu −(X nu )|2p ds
}
:
Therefore, (4.11) follows by Gronwall’s lemma. To complete the proof it suLces now
to use (4.3), Theorem 3:2 and Corollary 3:3.
From Theorem 4.2 and Theorems 3:1 and 3:2. we have
Corollary 4.3. Assume (1:2) and that the SDE (1:1) is pathwise unique. Then for
every p ∈ N
E sup
t6q
|X nt − Xt |2p→0; q ∈ R+:
Corollary 4.4. Assume (1:5). For every p ∈ N; q ∈ R+ and !¿ 0
(i) if D is a convex polyhedron then
E sup
t6q
|X nt − Xt |2p = O
((
ln n
n
)p)
and n1=2−! sup
t6q
|X nt − Xt | → 0; P-a:s:;
(ii) if D is a general convex domain then
E sup
t6q
|X nt − Xt |2p = O
((
ln n
n
)p=2)
and n1=4−! sup
t6q
|X nt − Xt | → 0; P-a:s:
Appendix
Assume that {Y n} is a sequence of processes de:ned on probability spaces (0n;Fn;
Pn ), n ∈ N and adapted to :ltrations (Fnt ); n ∈ N: For n ∈ N let (X n; Kn) denote
the solution of the Skorokhod problem associated with Y n, D. Due to Theorem 4 in
Anulova and Liptzer (1990), if a convex domain D satis:es the condition () from the
paper of Tanaka (1979), then the convergence Y n →P Y in D(R+;Rd) implies that
(X n; Kn)→
P
(X; K) in D(R+;R2d);
where (X; K) is a unique solution of the Skorokhod problem associated with Y , D. We
are going to prove similar result for a general convex domain D and for a sequence
of semimartingales {Y n} satisfying the condition (UT) introduced in Stricker (1985):
(UT) for every q ∈ R+ the family of random variables{∫
[0; q]
Uns dY
n
s ; n ∈ N; U n ∈ Unq
}
is tight in R;
where Unq is the class of discrete predictable processes of the form U
n
s = U
n
0 +∑k
i=0 U
n
i 1{ti¡s6ti+1} such that 0 = t0 ¡t1 ¡ · · ·¡tk = q, Uni is Fnti measurable and
|Uni |6 1 for every i ∈ N ∪ {0}; n ∈ N; k ∈ N:
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It is evident that if a sequence {Y n} is of the form Y nt = Y n0 +Mnt + Vnt , where Mn
is a square integrable martingale and Vn is a process with bounded variation such that
sup
n∈N
{|Y n0 | + E([Mn]q + |Vn|2q)}¡ +∞; q ∈ R+; (A.1)
then {Y n} satis:es (UT). Some other suLcient conditions for (UT) and some examples
of its applications can be found in Jakubowski et al. (1989), Kurtz and Protter (1991)
and S lomi.nski (1989, 1996).
Lemma A.1. Assume D is a general convex domain in Rd. Let {Y n} be a sequence of
semimartingales satisfying (UT) and let for every n ∈ N (X n; Kn) denote the solution
of the Skorokhod problem associated with Y n; D. If Y n →P Y in the Skorokhod
topology J1 then there exists a unique solution (X; K) of the Skorokhod problem
associated with Y; D and
(X n; Kn)→
P
(X; K) in D(R+;R2d):
Proof. Let {ci} be a sequence of constants such that ci ↑ +∞ and P(|PYt | = ci; t ∈
R+) = 0. Let 2ni = inf{t ¿ 0; |PY nt |¿ ci}; 2i = inf{t ¿ 0; |PYt |¿ ci}; n; i ∈ N. Then
|PY n;2ni−|6ci, |PY 2i−|6ci and by Proposition 2:7 in Jacod and Shiryayev (1987)
(2ni ; Y
n;2ni−)→
P
(2i; Y 2i−) in R×D(R+;Rd); i ∈ N
and
lim
i→∞
lim sup
n→∞
P(2ni 6 q) = 0; q ∈ R+: (A.2)
Therefore, we may and will assume that there exists a constant c ¿ 0 such that
|PY n|6c, |PY |6c. Set 3nj = inf{t¿0; [Mn]t + |Vn|2t¿j}, n; j ∈ N. Then [Mn]q∧3nj +
|Vn|2q∧3nj ¡ j + c2, n ∈ N; q ∈ R+; j ∈ N and, by (UT),
lim
j→∞
lim sup
n→∞
P(3nj 6 q) = 0; q ∈ R+: (A.3)
Now set DR =D∩{x ∈ Rd; |x|¡R}, R ∈ R+. Then, as observed in Tanaka (1979), DR
satis:es the condition () and hence by Theorem 4 of Anulova and Liptzer (1990),
there exists a unique solution (X R; KR) (resp. (X nR; KnR)) of the Skorokhod problem
in domain DR associated with Y (resp. with Y n). Moreover, (X nR; KnR) →P (X R; KR)
in D(R+;Rd). In view of Proposition 2:12 from Jacod and Shiryayev (1987) there
exists R′ ∈ (R − c − 1; R − c) such that ($R′n ; X nR;$
R′
n ; KnR;$
R′
n ) →P ($R′ ; X R;$R
′
; KR;$
R′
) in
R × D(R+;Rd), where $R′n = inf{ t; |X nt | ¿ R′ or |X nt−| ¿ R′}, $R
′
= inf{t; |X Rt | ¿
R′ or |X Rt−|¿ R′}. Since X nR;$
R′
n = X n;$
R′
n ,
($R
′
n ; X
n;$R
′
n ; Kn;$
R′
n ) →P ($R′ ; X R;$R
′
; KR;$
R′
) in R×D(R+;R2d): (A.4)
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Fix !¿ 0 and let j ∈ N be so large that lim supn→∞P(3nj 6 q)¡!. Since, by (UT),
supn|Y n0 |¡ +∞, using (2.5) and (A.3) yields
lim
R′→∞
lim sup
n→∞
P($R
′
n 6 q)6 lim sup
n→∞
P(3nj 6 q) + lim sup
n→∞
P($R
′
n 6 q ∧ 3nj )
6 ! + lim
R′→∞
lim sup
n→∞
R′−2E sup
t6q∧3nj
|X n;$R
′
n
t |2
6 ! + lim
R′→∞
lim sup
n→∞
R′−2
{|Y n0 |2 + E([Mn]q∧3nj + |Vn|2q∧3nj )}
6 !:
Since ! was arbitrarily small, limR′→∞ lim supn→∞P($
R′
n 6 q) = 0; q ∈ R+: Due to
(A.4) $R
′ ↑ +∞ P-a.s., so using once again (A.4) gives
(X n; Kn)→
P
(X; K) in D(R+;R2d); (A.5)
where (X; K) is a solution of the Skorokhod problem associated with Y de:ned by the
formula (Xt; Kt) = (X
R;$R
′
t ; K
R;$R
′
t ) for t ¡ $R
′
.
Corollary A.2. Let Y be a general semimartingale with initial value in AD; and let
(X n; Kn) be the solution of the Skorokhod problem associated with a discretization
Y 
n
. Then there exists a unique solution (X; K) of the Skorokhod problem associated
with Y and
(i) (X n; Kn; Y 
n
) →P (X; K; Y ) in D(R+;R3d);
(ii) for every stopping time $ and i ∈ N
(X n;$
?
ni−; Kn;$
?
ni−; Y n;$
?
ni−)→
P
(X $i ; K$i ; Y $i) in D(R+;R3d)
and
(X n;$
?
ni−; Kn;$
?
ni−; Y n;$
?
ni−)→
P
(X $i−; K$i−; Y $i−) in D(R+;R3d)
where $i = $ ∧ i; $?ni = min{k=n; k=n¿ $i}; n ∈ N.
Proof. (i) Follows immediately from Lemma 5:1 because due to the theorem of Bichteler,
Dellacherie and Mokobodzki (see, e.g., Theorem 2:5 in Dellacherie and Meyer (1980))
{Y n} satis:es (UT). (ii) is a consequence of (i) and of the convergence
($?ni ;PY
n
$?ni
)→
P
($i;PY$i) in R× Rd:
Corollary A.3. Assume D is a general convex domain in Rd. Let {Y n} be a sequence
of semimartingales satisfying (UT) and let for every n ∈ N (X n; Kn) denote the solu-
tion of the Skorokhod problem associated with Y n; D. If Y n →DY in the Skorokhod
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topology J1 then
(X n; Kn)→
D
(X; K) in D(R+;R2d);
where (X; K) is a unique solution of the Skorokhod problem associated with Y , D.
Proof. It is observed in Stricker (1985) that if {Y n} is a sequence of semimartingales
satisfying (UT) and Y n →DY in the Skorokhod topology then Y is a semimartingale
with respect to the natural :ltration FY . Therefore, to prove the corollary it suLces
to repeat the arguments from the proof of Lemma A.1.
For every x ∈ D(R+;Rd); q ∈ R+ denote
!x(+; q) = sup
{s; t∈[0; q];|s−t|6+}
|xt − xs|:
Lemma A.4. Let H;G be two adapted processes with values in Rd ⊗ Rd and Rd;
respectively; such that ‖Ht‖; |Gt |6L¡ +∞ for some constant L¿ 0 and let Y be a
process with continuous trajectories of the form Yt =
∫ t
0 Hs dWs +
∫ t
0 Gs ds; t ∈ R+:
Then for every p ∈ N
E!Y
(
1
n
; q
)2p
= O
((
ln n
n
)p)
; q ∈ R+:
Proof. Without loss of generality we may and will assume that d = 1, G = 0, H = 1
(see, e.g., S lomi.nski (1994, p. 218)). Since for every y¿ 0
P(!W (+; q)2p¿y)6
16
√
+(q=+ + 2)√
27y1=p
exp
(
−y
1=p
8+
)
;
(see, e.g., Utev (1981)), we have( n
ln n
)p
E!W
(
1
n
; q
)2p
6 1 +
( n
ln n
)p ∫ ∞
(n=ln n)−p
P
(
!W
(
1
n
; q
)2p
¿y
)
dy
6 1 +
( n
ln n
)p ∫ ∞
(n=ln n)−p
16(qn + 2)√
27ny1=p
exp
(
− ny
1=p
8
)
dy:
Hence, putting z = ny1=p( n
ln n
)p
E!W
(
1
n
; q
)2p
6 1 + C(p; q; 7)
n
(ln n)p
∫ ∞
ln n
exp
(
− z
p
)
zp−3=2 dz
= O(1);
which is the desired conclusion.
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