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ABSTRACT
In this research, we proposed to tackle navigation in a realistic environment for a
mobile robot by modelling it on the case of a tourist in an unfamiliar village. When
lost, tourists use a variety of strategies to reacquire their path. Initially, we aimed to
emulate these strategies to navigate a mobile robot. We sought to attempt to develop
an intelligent controller to cope with imprecise inputs. This controller was to use
fuzzy logic to make decisions based on data stored in a fuzzy map, represented as
sets of rules that it could use to localise and navigate towards a target.
An intelligent agent using the proposed controller needs to perceive its
environment with sufficient resolution to detect its features and, by referring to the
fuzzy map, ascertain its location and plan its next move along the path to its
destination. We published a theoretical approach (Antoun and McKerrow, 2006 and
2007). Core to our approach was sensing for navigation. We theorised that the key to
successful autonomous navigation is good sensing which involves reliable feature
extraction from sensor data.
We observed, that when deprived of sight, humans adapt and use other senses
for navigation. Most rely on touch (long cane), but some use auditory perception.
We learnt of a blind teenager echo-locating using clicks he makes with his mouth.
Other vision-impaired humans use an ultrasonic sensor as a navigational aid to
explore their path and environment. They interpret echoes that they perceive to form
an auditory scene where clear paths and obstacles are identified.

With this

information, they explore the space ahead and thread their way safely through it.
To verify this we sought to mimic a blind person using a sonar navigational
aid to traverse a long corridor. We used a commercially available ultrasonic mobility
aid to ensonify and capture echoes from a dynamic uncontrolled workspace. We then
attempted to correlate components of those echoes to geometric features in the
workspace. Our aim was to develop a perception system, which was capable of
interpreting the echoes in real time to discern these geometric features so that this
data could then be used to navigate a robot along a corridor.
Our investigation of how blind people use ultrasonic aids revealed that they
use directed sensing. This posed the problem of sensing in specific directions in
synchronisation with robot motion while avoiding collisions with objects in other
i

directions. We rebuilt a mobile robot, with the goal of mimicking a blind person
navigating with echolocation and directed sensing. To achieve this synchronisation
we experimented with a state machine based software.
Based on our understanding of ultrasonic echo characteristics, we set out to
develop an advanced wall-following algorithm, where the robot follows a wall using
a single, directed, continuous transmission frequency modulated (CTFM) ultrasonic
sensor. The sensor is mechanically panned to track the wall and check for navigable
space. We present results from our wall-following experiments. The experimental
work described demonstrates the effectiveness of the algorithms we developed.
Another research question of interest is whether blind people track the wall of
the corridor, the free space or a combination of the two. To study this question we
set up a wall tracking experiment to collect echo data as a mono-aural sensor was
moved parallel to a wall. This involved an investigation of the components of the
echo and the geometry that produced them. We developed feature extractors to
detect multiple objects from echoes.

The results indicate that more useful

information is contained in echo components than was previously thought. They also
substantiate our hypothesis by demonstrating that accurate wall-following with a
mono-aural ultrasonic sensor is possible. The goal of this thesis changed to: “how to
extract and track multiple component from echoes from a continuous landmark as an
ultrasonic sensor moves along that landmark”.
Our experimental work decoupled control from sensing by moving away
from the autonomous robot to a precision positioner that tracked parallel to a wall.
Then we analysed the backscattered echoes with the feature extractors we had
developed. The data we collected and present in this thesis shows that it is possible
to track a corridor wall as a continuous landmark by extracting multiple components
from echoes backscattered from the landmark, where each component represents a
geometric property of the landmark. The contribution this work offers to the field of
navigation and localisation is in offering an alternative to the current pervasive
sensing techniques that rely on rich information from high quality lasers and highresolution vision systems.

The limitation of these is that they quickly become

ineffective in dark or dusty environments. Ultrasonic sensing is robust in these harsh
environments and renders data rich echo acoustic signals suitable for real time
analysis.

Our work in modelling the ultrasonic beam characteristics and
ii

backscattered signal can be adapted to myriad of application in the field of robotics
autonomous navigation.

iii

GLOSSARY
Auditory perception: The ability to perceive the environment with sound only
as is reported by blind people.
Autonomous navigation: The programmed ability in an agent of self directing
the motion of an agent in a work environment by making decisions based on sensory
inputs.
Backscattered echo: The ultrasonic energy reflected back to a transducer as a
result of the transmitted sound colliding with a reflector.
Blind people: Humans with no measurable eyesight.
CTFM: Continuous Transmitted Frequency Modulated.
Directed Sensing: The mechanical positioning of a sensor so that its
transmitter is facing in a desired direction.
Echo Component: Region in an fft graph of backscattered echo that is of
interest.
Echolocating: Acoustic location, the general use of reflected sound to locate
objects.
Ensonify: To fill a volumetric area of medium with acoustic radiation, which
is then observed and analysed to study the medium or to locate objects within it.
Feature echo: The observed signature of an object in an ensonified area,
recorded by an ultrasonic sensor as observed by analysing and to studying the echoes
it backscatters.
Feature extractor: Software instruments designed to analyse the backscattered
echo for the purpose of analysing and studying it for reflectors’ acoustic signatures.
Fuzzy map: A graph of landmark vectors where each vector contains
information about a particular landmark including its location and the features used
to uniquely recognise it.
Intelligent agent: A device capable of applying programmed algorithmic logic
to sensory input, deriving an action plan and then issuing control commands for
movement.
Intelligent controller: A software instrument capable of applying programmed
algorithmic logic to sensory input, deriving an action plan and then issuing control
commands for movement.
iv

Localise: Ascertain location from observed features in the environment.
Mimics human navigation: Imitates human activities conducive to successful
navigation.
Navigation: The science of directing the motion of an agent in a work
environment.
Pan: Controlled horizontal mechanical rotation about a pivot.
Pan and tilt unit: An electromechanical device for coupled vertical angular
tilting and horizontal rotation.
Precision positioner: An electromechanical device for linear positioning with
high resolution. The one used in this research has a resolution of 15 helical rotations
of the drive axis per centimetre of horizontal displacement.
Scan: The examination of an fft graph of backscattered ultrasonic signal for
reflectors’ acoustic signatures.
Synchronisation: Movement in lockstep, occurrence at the same time and
rate.
Ultrasonic mobility aid: In this research, a hand held electrostatic ultrasonic
transducer manufactured by Bay Advanced Technology.
Ultrasonic sensor: An ultrasonic transducer or a device that converts energy
into ultrasound or sound waves above the normal range of human hearing. The
device is capable of capturing backscattered energy from the sound and rendering it
in a form perceivable by the user.
Vision impaired human: Human with limited vision to the point of rendering
him or her incapable of independent motion without non-visual perception data
feedback.
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1 INTRODUCTION
1.1

Statement of Thesis

In this thesis, I set out to demonstrate that sufficient information about the geometry
of a continuous landmark can be reliably sensed using a mono-aural ultrasonic sensor
to enable an intelligent agent to navigate along that landmark.
1.2

Research goal

To substantiate this research it was necessary to identify the issues involved in
navigating an intelligent agent along a continuous landmark. Blind people have been
observed to walk down corridors using a continuous transmission frequency
modulated (CTFM) ultrasonic sensor packaged as a mobility aid (Antoun and
McKerrow 2010).1 CTFM sensors return a rich audio signal from which the blind
person perceives the geometric structure of the environment that they are walking
through.
The research aims to determine what information is in the CTFM echo that a
blind person or a robot can perceive and use to navigate. Sensing for navigation
involves panning the sensor in the direction required to get the desired information
and to separate wanted echoes from unwanted echoes. Perception of significant
objects requires feature extractors and object trackers based on a physical
understanding of echo formation. When a blind person walks down a corridor, what
do they track: the left wall, the empty space, or a combination of both?
This raises several questions about how to sense the environment. We started
by examining observations of blind people using an ultrasonic sensor to learn the
techniques. Then we formed the hypothesis that the blind person pans the sensor to
achieve two goals: look ahead and object detection. The goal of ‘look ahead’ is to
sense the environment that they are moving into. So the blind person pans the sensor
in synchrony with their foot movements. ‘Object detection’ serves two goals; first is
collision avoidance and second is landmark detection.
1.3

Why the research is significant

The significance of this research is its aim to reduce the complexity of the task of
intelligent agent autonomous navigation. Many autonomous navigators have to deal
with vast arrays of sensor data from multiple sensors and high frequency sampling.
18

This involves a process in which the data is fused into a complex geometrical model
from which the navigator extracts a feature in the environment that is continuous and
tracks it. The data processing of these systems is very complex rendering them
computationally top heavy.

They also incur a processing time overhead.

The

congruence of all these factors makes the tendency towards control instability a
frequent occurrence and creates the need for frequent error correction. With the
approach described in this thesis, the computational overhead is limited and the
systems are demonstrably stable. Where oscillation occurs it converges to stability.
In this research our solution to these issues is achieved by careful analysis of
sensor data and the development of a valid sensing model for corridor wall tracking.
The sensor used is the mono-aural CTFM ultrasonic sensor that is used as a
mobility aid by blind people (‘K’Sonar).

The sensor data is the echo from a

frequency modulated (fm) sweep in combination with location information.

In

contrast to other work in this field, we did not seek to capture maximum energy from
a given feature; rather we sought to capture the maximum number of features from
an energy backscatter.
Our innovation is in the ability to track multiple features extracted from a
single ultrasonic echo capture and then map them via our sensing model to a
predictive geometric model of the continuous landmark based on our better
understanding perception in people who are blind. We have thus developed a viable
simple and reliable sensing model and platform for use in autonomous navigation in
uncontrolled navigable robotic workspaces.
1.4

Multiple target tracking

Careful analysis of the backscattered energy from an ultrasonic beam revealed that it
is possible to identify echoes from many reflectors along the range of the ultrasonic
beam. We know that the frequency of the backscattered echo is a function of its
distance from the transducer and the amplitude is a function of the size of the
reflector, its geometry and its reflective attributes.
By examining the peaks and valleys in each captured echo we can identify the
number of reflectors in the space around the transducer, their range and some
geometric features. Noting the transducer's own motion we can further infer from
consecutive echoes, data about the nature of each reflector and its spatial relation to
the transducer.
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Reflectors that remain at a constant range and reflect a small, broad energy
signature can be identified as continuous in the same direction and bearing as the
transducer. Those that remain at a constant distance and reflect a larger and more
compact energy signature can be identified as mobile objects moving in the same
direction and the same speed as the transducer's own translation speed and bearing.
Reflectors that close in at the same speed as the transducer’s own speed are
stationary while those that approach at a rate greater than the transducer's own speed
are oncoming reflectors.
The backscattered echo spans the range from the surface of the transducer's
active piston to its range limit (ensonification range). Echoes are detected from any
object within this range. The echo components from closer objects appear early in a
fast Fourier transform (fft) graph while echoes from more distant objects appear later.
This distance to fft bin(s) relationship allows us to separate echoes from multiple
targets in the ensonification range.
1.5

Single Target Sensing

There are several questions about how to sense the environment. What information
is in the echo that a blind person or a robot can use? How can that information be
extracted from a sequence of echoes as an agent moves? How should the sensorpanning pattern be controlled to point the sensor to get the most useful information?
We started with the hypothesis that a blind person uses an oval scanning
pattern: left, centre, right, floor and repeat which we learned about from our study of
Gissoni’s work (Gissoni 1966).15Such a pattern will give a stationary person a
complete perception of the geometry ahead: what is on the left, whether the space
ahead is clear, whether there are any objects on the right or on the floor. When the
person is moving they need to synchronise the panning with their foot motion
(Antoun McKerrow, 2007). The person will get glimpses of each region of space
depending on where the sensor is pointing and how fast they are panning.
There are two issues with this hypothesis. First, when the person’s walking
speed increases they must also increase the speed at which they pan the sensor, as
they perceives less of each region of space. At some speed these gaps in information
may result in the person not detecting an object in time to avoid collision. The
second issue is that the amplitude of the echo from some objects via the main lobe of
the sensor may be too high for comfort. When we studied the echoes from the wall
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along the left side of a corridor, we found that this hypothesis of using an oval
panning pattern may not be correct. The results of this research imply that a blind
person may be more interested in finding areas of free space where there is no echo
than sensing high-energy echoes. The blind person would prefer to listen to more
comfortable low amplitude echoes and use them to track the wall.
Previous research in mobile robot navigation using echolocation focused on
echoes of high volume (Antoun and McKerrow 2006, Ratner and McKerrow 2003)
to get a high signal to noise ratio. While sensing a high volume signal may not be
unpleasant to a robot, it does result in the loss of useful information due to the use of
high thresholds in echo detection software.
This research reports on work conducted to study these issues. The new
aspects of this research are that we are tracking multiple objects in a single echo,
which requires the extraction of several echo components from each echo record.
Previous research focused on obtaining an echo component from a single isolated
object (the nearest) (Antoun and McKerrow 2010) and discarding other echo
information. Here we demonstrate the identification and tracking of up to four
objects in the echo. The features for each echo component are matched to a set or
subset of expected features derived from geometric models to identify each object.
1.6

Landmark Sensing

Man-made landmarks, such as building, fences and lampposts are characterised by
straight geometric edges unlike the chaotic nature of many naturally occurring
landmarks. For example, paths have straight edges that are easily detectable as a
contrasting region to their surrounds. A raised path, when perceived using CTFM
sonar, will appear followed by a shadow region after the edge where no echoes are
perceived. Where the grass rises above the path a corner reflection gives a strong
echo (Ratner and McKerrow 2003). Likewise a fence or wall will give a strong
specular echo. We propose to use feature vectors describing the characteristics of
objects in the outdoor environment expressed as fuzzy sets, to populate a fuzzy map.
The navigation ability of an autonomous agent is dependent on its ability to
perceive its surroundings. Successful perception of landmarks is the basis of its
ability to localise and hence is the focus of our research. Localisation is the robot's
ability to determine, within an acceptable level of certainty, its location in the
physical world from information gathered by its sensors. Localisation using sensor
21

observation of landmarks provides a degree of certainty unmatched by dead
reckoning, as encoder data are prone to cumulative errors.
Ratner and McKerrow (2003) decomposed landmarks on the basis of
geometry into four distinct classes: simple discontinuous, simple continuous,
complex discontinuous and complex continuous (Figure 1). They correlated each
landmark class to an acoustic feature set suited for detecting it. They concluded that
a direct correlation existed between navigation strategies and the type of landmarks
used (continuous/discontinuous).

Similarly, a direct correlation existed between

sensing strategies and landmark features (simple/complex).

Figure 1 Taxonomy of Landmarks (Ratner and McKerrow, 2003)
1.7

Agent Control

To give a mobile robot the ability to navigate like a human will be a major
innovation. We have chosen not to use a common simultaneous localisation and
mapping (SLAM) approach with Kalman filters (Durrant-Whyte, 2006)2 because
there is no evidence that the human brain uses Kalman filters and our goal is to
mimic human navigation.
Secondly, while ultrasonic sensor based navigation systems have been
developed that use Kalman filters for odometer correction and localisation,3they have
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to reduce the sensed information to point features in order to use the Kalman filter.
Observations of blind people navigating indicate that humans use an alternate
approach that relies on the quality of their sensing of landmarks. Echolocation data
provides a richer description of objects than points and we wish to use that additional
information in the navigation system.
Achieving similar navigation capability to people with a mobile robot
requires the ability to sense the location of objects, to track those objects, to
recognise them and to decide which objects are important in the current navigation
task. While many of our ideas build on prior research, combining rich echolocation
data with directed sensing makes this approach new.
Part of our research is to determine what information is useful for navigation
and how to represent it in an echolocation map. We have observed that blind people,
like sighted people, increase their speed of navigation by reducing the sensed
information to the minimum required by the task, enabling them to increase the
update rate by panning over a smaller angle (Kish and Bleier 2000)4.
To achieve the goal of programming a mobile robot to mimic human
navigation, we have developed the software on our mobile agent "Titan" to achieve
the following navigation architecture. At the top level a command is given to carry
out a task (such as “fetch a hoe”). Achieving this command requires a number of
functions to be performed, including a navigation function (such as “go to the garden
shed”). First, we decompose this navigation function into a sequence of simpler
navigation tasks from a set of available tasks stored in a map in a graph data structure
(Antoun and McKerrow 2006).5
We examine how to represent this sequence as a set of connected states as a
solution to the problems of planning and tracking the robot’s motion from one
navigational task to the next. For example, a navigation task may be to navigate
along a brick path from the garden gate to the shed. While navigating the path, the
robot is in the brick path navigation state. The first commercial mobile service robot,
the Helpmate, deconstructed navigation tasks into sequences of hallway navigation
commands (Evans et Al 1989).6
Based on its current perception of where it is on the path, the robot will
predict where it will travel in the next three intervals of time if it continues along the
current trajectory. An interval includes the time taken to pan the sensor and to scan
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the environment; a form of model predictive control (Wei et al. 2007).7 Then the
robot will move along the trajectory specified in the first interval where sensing
verifies that the space is clear. At the same time, it will direct the sensor to view the
region in the second interval i.e. predict where to sense (Berthoz 2000).8
On a path, the sensor has four sensing positions to choose from: ahead (empty
space), right border, ahead declined (path) and left border. To achieve directed
sensing the robot will pan the sensor to scan each of these regions. The robot will
synchronise the panning speed with its velocity so that the space in the next interval
is sensed before the robot attempts to move into it. Then it will adjust its velocities
so that it continues to track down the path by turning to avoid obstacles and slowing
down in narrow spaces.
We conducted a suite of wall-following experiments using the mobile 4WD
robot, Titan. We designed its controller as a state machine based controller to
combine what we have learned from observing blind people navigating with CTFM
aid combining "directed sensing" with motion control (McKerrow and Antoun
2008).9We tasked it to follow a continuous feature in a corridor: the left wall, and set
the state machine control state transition trigger parameters for this task.

The

corridor-following state machine loops for a number of time steps in each state while
the sensor is panning. On the last step in each state, at the waypoint, it calculates the
output commands to the pan and tilt unit and commands the robot to move into the
next state.
We conducted a wall-following experiment using only echoes reflected off a
flat wall to the left of our mobile robot as feedback. As the sensor panned between
waypoints, echoes were captured every 100 msec. Five were captured during the
panning motion and one while stationary at the waypoint. This cycle took 2.4
seconds.

Echoes captured around the left waypoint were used to calculate the

distance to the wall for wall following.
Our experiments demonstrated repeatedly that the robot is able to track a
perfectly flat wall when travelling at 400 mm/sec and sensing the wall every 2.4 sec
(960 mm). We assert this success is evidence that regular intermittent sensing with a
single CTFM sensor is viable to navigate along a featureless corridor wall.
When we tasked the robot to navigate a section of corridor where the wall
was characterised by a number of doors, the same control architecture failed to yield
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acceptable results. The robot repeatedly turned into the left wall. Varying control
parameters did not improve its ability to follow an irregular wall.
We recorded a vector of 84 data items for each echo (every 100 msec.).
Thereafter we replayed the record of the experiment runs in our mobile robot
simulator (Figure 32, Figure 36). Analysis of the data in the simulator pointed
repeatedly to misidentified features in the echoes as the reason for the failure to track
the wall. Often the controller interpreted a dominant signal from a distant feature as
the tracking target of interest in preference to the low yet present tracking surface
echo.
We sought to identify whether the problem when tracking the wall was a
control issue or a sensing issue. We experimented with more frequent sampling by
fixing the sensor pan angle to 40˚ left and sampled the wall at 100 msec intervals and
again the robot failed to track the wall.
This experiment confirmed that the poor tracking results were not a byproduct of discontinuous sampling and thus not a control problem. In disproving the
control problem conjecture we isolated the problem to sensor data analysis and
interpretation.
1.8

Overview of the thesis

The following is a brief account of the rest of the contents of this thesis.
Chapter Two overviews some fundamental concepts on navigation, the
models we used and the proposed mobile robot navigational model based on
landmark navigation. A strategy for navigation based on the use of fuzzy mapping
and teaching is also proposed. In addition, navigation strategies and path planning
algorithms are discussed. These are relevant, as the research thesis works towards
building a system enabling intelligent mobile agents autonomous navigation based
on these proposed techniques. Our aim is to design a navigation system, decompose
it into functions and then explore the sensing issues.
Chapter Three introduces fuzzy mapping and related fuzzy logic navigation
issues and techniques and algorithms. In particular, it examines the tourist pathplanning approach for navigation in an uncontrolled dynamic environment.
Chapter Four introduces the concepts and algorithms for landmark sensing
for navigation including a description of ultrasonic sensors both stereo and monoaural systems.

It explores details of echo acoustic cues capture, analysis, and
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interpretation, object recognition from acoustic cues and echo recognition by bats
and machines.
Chapter Five considers in details our ultrasonic sensor including its design
and range.

The chapter also details the operating parameters of the sensor,

particularly its beam geometry and the echo backscatter geometry.
Chapter Six details the control architecture of our mobile robot, Titan, with
an overview of its software design and libraries.

The state machine control

architecture is discussed in detail. The implementation of sensing algorithms derived
from our studies of how blind people use ultrasonic mobility aids is given in detail.
Then we describe experiments for wall following using an idealised panel wall in our
lab and discuss the results of these experiments. Further Chapter Six describes a
repeat of these experiments using a real corridor wall in an uncontrolled environment
and gives a detailed analysis of the results. The chapter concludes with evidence
derived from both experiments that exclude robot motion control as our navigation
issue, thus identifying the issue as a sensing issue.
Chapter Seven considers the issue of sensing the wall. The robot and control
are removed from the equation with a sensing experiment using a high precision
linear positioner to move the sensor along a known path. In this experiment, the wall
was sensed every 10 mm with a sensor at a fixed angle to the wall. The chapter
offers empirical proof of the issue not being a control problem.
Chapter Eight considers the sensing problem by studying both the ultrasonic
beam and its backscatter geometry in terms of the main lobe, side lobes and echo
components. The peaks and troughs in the echoes are considered here and multiple
feature extraction from a single echo algorithm is described.
Chapter Nine considers the data within the backscattered echo and the
process of analysing it to extract component features and proposes a method using
the geometric model of the CTFM ultrasonic beam to ascertain the reflector’s
relative location (i.e. orthogonal from side lobe, surface from main lobe, distant from
side lobe etc.).
Chapter Ten presents the results of applying our analysis algorithms from
Chapter Nine to the echo data gathered by our experimental work. We also consider
closely the geometry of the ultrasonic beam and the effect of directing the sensor
either by panning or tilting motion or a combination of both.
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Chapter Eleven presents our conclusion and findings; it sums up our progress
from initial thesis to final outcomes and the evidence that support our postulates and
hypothesis.
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2 HUMAN NAVIGATION WITH A CTFM MOBILITY AID
2.1

Examples of Human Navigation

A lady with no measurable sight spoke at a conference, and afterward caught a plane
back to her home city (McKerrow and Antoun 2007).10She needed help to find her
seat but was able to achieve most of the other necessary actions unaided. A friend,
whom she recognised by his voice, met her at the airport. She then followed him
through the concourse without touching him while pulling her bag behind her. While
technically she is blind, she may have enough visual sensory capability to enable her
to perceive gross regions of light and dark.
When asked how she manages to have such a high level of autonomy with
such poor vision, she replied that going somewhere is a problem solving process.
When she has to make a journey, even a short one, she first mentally walks through
the process. When she is satisfied that the plan will enable her to achieve her
destination, she sets out. When the plan fails she can be lost and embarrassed and
has to ask her way.
Her path planning technique is not different from that of sighted navigators.
For example, the people of Puluwat Atoll in the Caroline Islands navigate over a
range greater than 1,000 kilometres, in their 8 metre sailing canoes through open
seas. Their journeys are usually broken down into a series of island hops. These
people regularly travel 100 to 200 kilometres across the Pacific and arrive exactly at
their destination (McKerrow and Antoun, 2007).
When a sailing canoe leaves Puluwat Atoll to go to another island, the
navigator imagines the journey in his mind: the destination island, the reefs along the
way, the prevailing winds at this time of the year, their combined effect on the wave
and cloud patterns, etc. From his sense of where he is, where he is going and what is
along the way, he perceives a plan of action. The navigator then looks back and
observes sights, typically clumps of trees on the island, to set his course.
As the islander sails along, he constantly adjusts his directions according to
his awareness of his current position. His decisions are improvised continually by
checking relative positions of landmarks, reefs, atolls etc., along with the sun, stars,
wave direction, wind direction, cloud patterns, etc. He navigates with reference to
where he started, where he is going, and the space between his destination and his
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current location. He has difficulty explaining his navigation in words. However, if
asked where he is, he can relate to all the surrounding islands.
Likewise, when European navigators set out to make the same journey, they
plot their course on their nautical charts of the area. As they sail, they measure their
progress, and plot their course on the same charts, making corrections to ensure that
their measured course approximate their planned course. Given an accurate set of
charts and accurate measurement of the ground speed and direction of their vessels,
they reach their destination.

However, if asked where they are, the navigators

usually point to a spot on the map but have difficulty identifying their location in
relation to surrounding islands.
2.2

Examples of human navigation with a CTFM mobility aid

A blind boy hits a softball pitched toward him with a baseball bat. He then hops onto
his bicycle and rides home along a path lined with cherry trees (McKerrow and
Antoun 2007)11(Vita and McKerrow 2008).13
The blind boy is using an ultrasonic mobility aid to sense his environment.
He has learned to navigate using echolocation. The aid continuously transmits a
frequency modulated ultrasonic signal (CTFM) (McKerrow and Antoun 2007).12
The echoes are demodulated from the transmitted signal to produce audio tones that
are played through head phones placed near his ears. The frequency of the tones is
proportional to range and the amplitude to object size.
This chapter investigates the process of designing a mobile agent navigation
system that can drive the mobile agent around the paths on a campus without running
over the garden by sensing plants and path surfaces.
We seek to achieve human-like navigation ability for autonomous vehicles
using CTFM ultrasonic sensing. Humans use imprecise geometric information to
navigate. Our hypothesis is that humans do not need precise geometric information
because of their ability to accurately perceive and track landmarks.
Our goal is to use the rich information in the CTFM ultrasonic echo to
autonomously navigate a vehicle.

This involves perceiving objects suitable for

landmarks, creating an information rich map of the environment, planning paths from
that map, and navigating along those paths using landmarks to localise the vehicle.
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2.3

Blind person as a model

A blind man walks along a corridor, holding a CTFM mobility aid. As he walks he
pans the aid in synchrony with his foot motion. As he walks he listens to the audio
patterns representative of range that are produced by the aid. From these patterns he
decides where to go.
Emeritus Professor Leslie Kay developed and commercialised four different
ultrasonic sensing systems for blind people over a period of forty years. They enable
blind people to echolocate using the audio tones from a CTFM ultrasonic sensor. He
postulated that vision-impaired users could interpret the echo acoustic cues (patterns)
they perceived as data usable for safe mobility within their day-to-day environment.
The latest system developed by Kay, the "K" Sonar is hand held or clips on to a
white cane.
The echo acoustic cues vary in frequency according to how far the sensor is
from the object, thus indicating distance. The user listens to these sounds through
earphones and by detecting the differences between sound signals can identify
different objects and detect object motion.
Fred Gissoni is a blind man who learned to navigate using echolocation with
a CTFM ultrasonic mobility aid.12Gissoni recorded a set of 10 audio training sessions
for the Hadley School of the Blind in Illinois on how to use a sensor to navigate. The
abilities that blind people develop to navigate using CTFM mobility aids include:
detection of object presence, recognition of object type, perception of object motion,
prediction of their own motion, directed scanning of the sensor and synchronisation
of perception with motion (Gissoni 2012).
Careful studies of those recorded training sessions have taught us a lot about
how to perceive objects with ultrasonic sensors and we attempted to track a wall with
these insights using a mobile robot. Based on these experiences, my supervisor
developed a training DVD for the instructors of vision-impaired people (Vita and
McKerrow, 2008).13.
Gissoni’s tutorials cover a myriad of day-to-day navigation challenges. He
identified the task of following a path or corridor as being very important in
navigation. Gissoni’s tutorials describe scanning techniques, expected echoes, the
meaning of each echo, and their use for navigational purposes. He interleaves the
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verbal explanations with relevant audio samples of echoes captured from the
ultrasonic aid (Gissoni, 1966).
2.4

Self calibration

Gissoni’s instruction first outlines the task of self-calibration that is, mapping the
frequency of the audio tone to range. Self-calibration is achieved by comparing the
touch of the sensed object with one hand to echo information from the sensor held in
the other hand. The trainee is instructed to stand at arm’s length from a surface and,
removing the hand touching the surface, to slowly point the sensor at the surface to
demonstrate recognition of the acoustic cue (frequency of the audio representation of
the echo) from the surface. The trainee repeats the process several times to commit
the echo acoustic cue to memory.
To detect the floor Gissoni advises the trainee to slowly tilt his wrist holding
the sensor downwards to approximately 20 degrees below the horizontal and listen
for a change in the acoustic tone from the sensor. He describes a swishing sound and
advises the user to hold the sensor at an angle where he can hear this sound. Gissoni
offers the observations that at this angle a low swish is an indication of a clear floor
while sonic variations either indicate obstructions such as objects on the floor or
variation in floor angle such as up or down steps.
2.5

Path Following

Likewise, to detect the edges of a path or the walls of a corridor, Gissoni suggests the
use of a horizontal scan of the environment in front of the user by slowly turning the
sensor in hand with a gentle wrist motion in the direction of the wall until the echo
acoustic cue varies from that of the empty space ahead indicating beam contact with
the wall surface. In the case of a corridor, he teaches the user that the scan should be
in the form of a horizontal sweep from left to right. The transcript of the audio
training instructions offers the following instruction:
“I shall stand still, pointing the aid straight ahead with a beam parallel to
the length of the sidewalk upon which I'm standing. I will begin with a
signal from the aid looking out into space then I shall lower the angle of the
beam so that it skims along the ground in front of me. You'll hear a signal,
which changes from the almost non-existent signal of the aid looking into
space to a kind of swishing sound.
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Once again let's think of the aid as the hour hand of a clock. Only this time
think of my head as being at 12 o'clock, and my feet standing on the ground
as being at six. In such a case when the aid is pointing straight ahead, it
would then be pointing at three o'clock, pointing straight up it would be at
12 and pointing straight down at the sidewalk it would be six. In order to
produce the swishing signal we just heard it will be necessary to point the
aid at little better than halfway between three and four o'clock. A little
closer to four o'clock, or angle slightly down toward the ground. As we
walk about with the aid we are able to get information about the
environment through which we are passing.”(Gissoni 1966)15
In his tutorial Gissoni continues with instructions on sensing the edges of a
footpath.
“If scanning low we would get information about a very limited path. On
the other hand by scanning, which at 4 o'clock as we described we get
greater details. To scan the path we begin from its borders and horizontally
sweep from side to side again and again do so as you stand still with the
beam of the aid angled toward the sidewalk.
The beam will be skimming across the top of the grass, which borders the
sidewalk.

Notice the change in the signal.

We begin with a smooth

sidewalk. Did you notice the change in the signal quality? As the beam
skimmed across the sidewalk we heard a kind of swish signal. This is
because the sidewalk is even and relatively smooth. Then when the beam
began skimming the grass border the signal changed from swish to a kind of
coarse sound. This is because the blades of grass were of different length.
The angle at which the beam struck each blade of grass differed. There
were gaps between the blades of grass and so on.” (Gissoni 1966)14-15.
Where the trainee is taught to walk along a corridor, Gissoni suggests that the
scan motion must be counter synchronized to the movement of the feet so that the
sensor is always pointing to the space where the next foot fall will occur thus the
trainee can explore the space that he will occupy next. The sensor is still angled
downward as per floor detection training to confirm safe footing along the corridor
being followed.

We conclude from analysing this training session on corridor

following that path sensing seeks to validate the assumption that the path exists and
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is clear. The lessons gleaned from studying the audio training instructions on the use
of ultrasonic mobility aid include:
1. When held horizontally the sensor returns information for the volume
of space that is being ensonified at that height.

When held

horizontally at thigh height, information about the space at thigh
height is fed-back. The signal includes no information about the
floor. If the space is simply empty, such as along a corridor, no
echoes are detected and no audio tone is heard.
2. Tilting the sensor down below the horizontal brings the ensonified
volume region closer to the ground. When walking forward, the blind
person seeks assurance that the ground persists (down steps are
dangerous), so he seeks echoes from the ground regularly. The more
acute the tilt angle below the horizon the more dominant the ground
echo will become. When set to short range the ‘K’ Sonar will render
the ground as a gentle swish sound at 20˚ below the horizon.
3. The pan motion is dictated by the sensing objective. A clear path for
walking requires only a pan wide enough to accommodate the user. A
pan of ±15˚ every 2 seconds explores a path that is wide enough. In
order to sweep the full width of a corridor a more acute sweep angle is
required. This angle depends on the width of the corridor. Here the
blind person must make a compromise between the amount of
information and pan time. The narrower the pan, the shorter the pan
time and thus the more timely the information. Also the user makes a
compromise between the information and volume of the echo. As the
sensor is panned towards the ground surface the quality of the
information in the echo increases but so too does the volume in the
user’s ears.
4. A sighted or blind traveller need not know what an obstacle is to walk
around it.

They simply need to identify a clear path around it.

Scanning for safe translation (as distinct from scanning for
navigation) for a blind person or any user is a case of detecting free
space. To that end, minimal information is required about objects or
space a short distance ahead of the current location, the scanning
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range (ahead) correlates to the translation speed: the faster the
movement the further ahead the range explored needs to be. .
Research into the navigation of sighted people (Berthoz 2000)8 indicates that
they update their view of the world 10 times per second in order to walk at a normal
rate of 4.5 km/h or (1.2 meters per second). For a robot moving at 1.2 meters per
second a sensor update every 100 mill-sec is equivalent to 120 mm of translation.

8

Likewise a blind person performs a full pan cycle (right to forward to left, left to
forward to right) for every step cycle (left to right, right to left). At 800 mm per step
the blind person completes 2 steps per cycle, and covers 1.6 meters. If they walk at
1.2 m/sec the cycle takes 1.33 seconds.
If the blind person senses at each waypoint in the cycle (right, to forward, to
left, forward, to right) they sense four times (Figure 3). Thus they listen to a
waypoint echo every ≈333 msec. Of these echoes two are directly forward, so the
blind person gets an update of the path ahead every ≈666 msec. However, the sensor
produces an echo every 100 msec, so a further nine echoes are detected while the
sensor is moving between waypoints. Information from the echoes increases the
update rate of knowledge /perception of the environment.
Therefore, the blind person updates their view less often than the sighted
person. A mobile robot travelling at the same speed would have to match the pan
time and echo capture rate of the human to achieve just-in-time perception for the
equivalent speed of translation.
Navigation by blind people is not a case of simple translation with safety; a
blind person has a plan (Figure 2), objectives, and milestones (in this case
landmarks) to mark their successful progress (Antoun and McKerrow 2010).
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Figure 2 Blind person navigation model
A blind person’s navigation goal is to travel from the current location along a
planned path to a destination. To that end a blind person needs to successfully carry
out the following 5 tasks. The first is to determine destination, thence determine
known paths to destination, select the set of paths (sectors) to be traversed to reach
the destination, determine landmarks for each sector, and proceed safely while
seeking landmarks.

Figure 3 Scanning one-step ahead in contra-synchronicity to the forward
progress of the feet.
2.6

Space detection

Gissoni offers the following on space detection:
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“When you hold the sensor horizontal at thigh high, the sensor beam
shape is like an ice cream cone in your hand is the pointed end and
spreading ahead of you like a giant ice cream cone is beam at short
range setting it extends to approximately 2 metres and at angles of
about 20 degrees in all directions it flares out. So as you hold it
horizontal at your side you will get information about that volume of
space ahead. Varying the setting from short to long range you will get
information about a greater volume of space. In a clear environment at
short range you would expect to hear near silence as the beam is
energy is not being reflected back to you by any obstacles. As you pan
the sensor about from left to right in open space you will note no
change in the signal.
This of course is of no help if you were to move around because you
will need to change the angle to detect the floor as we described in the
previous lesson.”
The absence of echo backscatter can safely be interpreted as clear empty space with
the simple caution that it offers little in the way of assurance about safe footing.
2.7

Wall Following

Gissoni identified the task of following a path or corridor as being very important in
navigation.

The tutorials describe scanning techniques, expected echoes, their

meaning, and their use for navigational purposes. To detect the edges of a path or
the walls of a corridor, he uses a horizontal scan of the environment in front of
himself.

The scan should be a horizontal sweep from left to right counter

synchronized to the movement of the feet to explore the space that will be occupied
next. Path sensing seeks to validate the assumption that the path exists and is clear.
From the training for on-floor sensing we know that when held horizontally,
at thigh height, information about the space at thigh height is fed-back. The signal
includes no information about the floor.
Tilting the sensor down below the horizontal brings the scanned region closer
to the ground. When walking forward, the blind person seeks assurance that the
ground persists, so they seek echoes from the ground. The more acute the tilt angle
below the horizon the more dominant the ground echo will become. When set to
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short range the ‘K’ Sonar will render the ground as a gentle swish sound at 20 ̊ below
the horizon.
The sweep motion is dictated by the scan objective. A clear path for walking
requires only a sweep wide enough to accommodate the user. A sweep of ±15 ̊ every
2 seconds explores a path that is wide enough for him to walk on. To follow a wall
the scan will need to sweep farther to the side where the wall being followed is
situated. The task of wall-following comprises a further step, that is to track the wall
and so the scan need not only validate the clear space for the walker but also that the
trajectory of the walker has not diverged from that of the wall. To achieve this, the
walker has to pan the sensor to the point where the clear low swishing sound of the
floor varies with the contrasting sound of the angular corner formed by the wall
rising from the ground. Furthermore, at each step the walker has to compare their
recollection of the intensity and frequency of the reflected echo from the wall at the
last scan to the current intensity and frequency to determine whether the path is
diverging from or converging into the wall. If the path is diverging the walker needs
to change bearing towards the wall, while if converging they may need to stop to
avoid colliding with the wall.
2.8

Corridor following

In order for a blind person to pan the full width of a corridor a more acute pan angle
than that for wall-following will be required. A panning motion arc of ±30 ̊ could
cover a narrow corridor, while a broad avenue may require an arc of ±60 ̊. The data
returned from broad pans can present problems as it will contain many echoes in the
case of a busy thoroughfare and as such it is a better/safer navigation strategy to limit
the scan to those necessary for wall following and follow the corridor by means of
tracking one of its walls. The task of corridor-following combines the techniques
learned for space detection, floor detection, wall detection and obstacle detection.
Here the blind person tilts and sweeps the sensor to detect a clear floor to safely walk
on, then raises the sensor to detect clear space to walk into, then tilts and pan the
sensor towards the continuous feature of the corridor they are tracking (either left or
right wall) until its echo signature is perceived.
As this work is done in Australia where we drive and walk on the left side we
will assume left wall tracking. (The work is equally valid for right wall tracking by
means of the simple exchange of the sensor mount from left to right hand for a hand
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held sensor.) Putting all the techniques together for the sensing tasks needed for safe
corridor following, the blind person ends up with an oval scanning motion, starting
with a horizontal straight ahead scan for empty space to walk into, then a left pan to
contact wall to confirm bearing, then a scan down to confirm safe footing and finally
up and right to confirm clearance (width) to pass through. This oval scan is repeated
two or three times while stationary, thence at intervals of approximately two scans
per step and in this we observed that blind users are listening for variation from the
normal.
Variations are usually from obstacles, both stationary (inanimate objects) and
mobile (fellow travellers).

For information on the geometry of an obstacle a

different panning motion is used. At a range equal to the outer limit of the shortrange scan (first contact with wall or path edge) a vertical tilting of ±20 ̊ about the
horizontal plain explores a vertical space equivalent the height of the user (2 meters
approximately). The nature of the echo will vary depending on the surface being
ensonified. A specular (glass pane) object will reflect a crisp smooth echo, while a
rough textured surface will reflect a coarse echo with a varying tone for example a
surface with a rough texture may sound like "musical sandpaper" (Gissoni, 1966).
The speed of the pan across the surface will impact on the amount of data that
can be gleaned from the echo. A slow pan can detect slight variations from cracks in
the plasterwork or gaps between a closed door and the doorframe. Table 1 describes
the scanning sweeps appropriate for the different targets that may be encountered on
a path or in a corridor (Antoun and McKerrow, 2007).16. The way a blind person
navigates a corridor is to pan the sensor so that they hear weak yet distinct echoes
from different directions. At the left extremity of the pan, the blind person hears the
left wall. At the centre of the pan, they hear the floor. At the right end of the pan the
right wall is heard. Often the person may choose to listen to one wall only and
follow it eliminating one of the waypoints and speeding up the pan. When either
walls shifts away the blind person hears a change in the echo from that wall. When
the path in front is blocked, they can hear a strong distinct echo from the object.
They can also hear the approach of an object from the decreasing frequency of its
echo.
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Table 1. Taxonomy of scanning sweeps (path/corridor navigation) relative to the
user’s body. Scanner is held thigh high in either right or left hand.
Horizontal Tilt Angle

Horizontal Scan Angle

Vertical

/ Sweep Period

Horizon)
+ 0˚ to +5˚

Narrow Path

-20˚

± 15˚ / 2sec

Path to edges

-20˚

± 25˚ / 3sec

Door (contact to entry)

-20˚

±15˚ to ±90˚ / 3 sec

Low obstacle

-20˚

± 15˚ / 3sec

Low obstacle height
Overhanging Obstacles

Scan

motion

(About

the

Oval scan

-15˚ to -20˚
± 15˚

+15˚ to -20˚

Overhanging /tall Obstacles

+15˚ to -20˚
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Full Sweep

3 MAPPING FOR NAVIGATION
3.1

Mobile Robot Proposed Navigation with Fuzzy Logic

Mobile Robots currently employ a number of navigation strategies and use various
sensors as navigational aids. The selection of sensors is directly dependent on the
strategy the robot employs: line-following robots use vision systems to detect and
follow the line while track robots mount and remain on tracks using specially
designed wheels. Relative positioning robots rely on dead reckoning (odometry) and
error correction (Borenstein and Feng 1996).17Absolute positioning robots rely on
landmark detection. Examples of absolute positioning with ultrasonic sensing are
discussed by Ratner and McKerrow (2001; 2003).18-19
However, localisation is a challenge for a robot that works in an unknown,
uncertain, unpredictable and dynamic environment. The robot's sensor system has
to perceive its environment and cope with imperfect and inaccurate sensor data.
Typically, uncertainty is caused by errors in sensors, slippage and poor calibration of
encoders, cross talk, and multiple sonar echoes. These errors lead to inaccurate
estimation of the robot's position in its work environment.
The problem is the paradigm mismatch of attempting to represent analogue
position data (perception) in a digital (mathematical) computation. Pin (1992)20
asserts that it is difficult to generate complete and exact (crisp) mathematical models
and/or numerical descriptions of all phenomena contributing to the robot and
environment's behaviour. These assertions are further echoed by Thrun (1998).21.
This research initially sought to demonstrate that fuzzy logic has features that allow
an autonomously navigating robot to cope with the inherent uncertainties that occur
when using sensor acquired location data as the navigational aid.
We sought to mimic the approaches a tourist employs in navigating a new or
unfamiliar village. To travel from one point to another the tourist consults a map to
plan a path from their current position to the destination. The tourist would then
periodically check the map to verify and correct their direction. In doing so, the
tourist is able to cope with uncertainty (a crowd blocking a path) and take advantage
of unforeseen opportunities (cut across a park, walk through a car park or a shopping
mall) to reach the destination.
The tourist may also use prior experience to reach a new destination using a
previously followed successful route. For example the museum is near the library
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and a route to the library is already known. The tourist is able to avoid obstacles, and
circumnavigate paths that become blocked from time to time. We suggest that this
human-like navigation ability is essential to safely expand mobile robot workspaces
from confined and controlled environments to typically dynamic and uncontrolled
real world environments. A robot capable of accurately sensing landmarks should be
able to navigate from landmark to landmark on or along a path it plans. We believe
that if the robot can accurately sense a landmark (i.e. identify which landmark, its
range and bearing) then it can navigate using the landmark and carrying out the
commanded travel tasks.
In order to navigate, our tourist needs a map and a means for sensing
landmarks and matching them to the map. In the next chapter we propose a fuzzy
map as a suitable approach to mapping for mobile robot navigation, and then in
following chapters we look at ‘sensing’ to build and use such a map. In this chapter
we look at common navigation strategies and examples of mapping approaches.
3.2
3.2.1

Common Navigation Strategies
Piloting

Piloting is a strategy that uses known landmarks in a sequential order to find the way
to the goal. Piloting includes following continuous landmarks, feature matching and
compass piloting. A pilot uses a compass to triangulate and determine current
location. The pilot takes an initial bearing on a recognizable landmark using a
compass to draw a line from the landmark to the estimated current position and
beyond it. The process is repeated for a second landmark at least 45 degree away
from the first. A second line is drawn. The current position is the point where both
lines intersect. Repeating the process for a third or fourth landmark simply increases
the accuracy of the triangulated position. The pilot can then plot a route of travel on
a map, sight landmarks for straight-line travelling and plot detours in the correct
direction to avoid obstacles (Figure 4).
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Figure 4 Example Pilot Map “North Atlantic” (World Air Ops, 2012)22
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3.2.2

Dead reckoning
Dead reckoning is a process of estimating position by adding an increment

to a known position using course, speed and time to calculate the distance that has
been travelled. In other words figuring out where the robot is at a certain time based
on the assumption that its measurement of speed, time and bearing are correct.
3.2.3

Celestial navigation

Celestial navigation ascertains an unknown position from a known position using
spherical trigonometry to solve a navigational triangle (Figure 5). This is a triangle
on the earth's surface with the North (or South) Pole as one corner, the "Geographical
Position" (GP) of the celestial body as another and, the Assumed Position (AP) as the
third. One side is from the Pole to the assumed position (or 90˚ minus the assumed
latitude). The second side is from the Pole to the GP or 90˚ minus the body's
declination from the assumed position to the GP or 90˚ minus the calculated height
of the body above the horizon "Zenith Distance".

Figure 5 Spherical Trigonometry to solve navigational triangle (Celestial
navigation for dummies, 2012)23
It is simple to find the first two sides and the angle included between them, as
the assumed latitude is known, the body's declination at that moment can be gleaned
from nautical tables, and the Local Hour Angle is calculated from the location data.
With this information the third side, distance from the GP and the angle or direction
to the GP is a simple calculation. Sextants measure the angle between the horizon
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and a celestial body. These angles are measured in degrees and minutes of arc
(1/60th of a degree). Measuring this angle to an accuracy of 1 minute of arc (1') will
result in a positional accuracy of 1.852 km. Accurate sextants can measure this angle
to an accuracy of 0.2'. This means that theoretically, a user can determine their
position to within 321 meters. The precise time of day is essential to accurately
compute the GP of the celestial body. A one second error will cause a positional
error of up to 402 meters.24.
3.2.4

Continuous landmark Navigation

3.2.4.1 Wall following
One way of maintaining the correct orientation of a robot is to follow a continuous
landmark such as a wall. This can help the robot follow a map. Also, it is useful
when mapping an environment; a wall may be a significant object in a map and it
persists over time. Most maze-solving robot control algorithms involve some form
of wall-following. The continuous landmark may also be a corridor, if corridors
connect the workspaces in the robot’s work environment, the robot may follow the
corridor rather than the wall. It may track down the centre of the corridor to avoid
obstacles placed next to the walls. If there is a lot of traffic in the corridor it may
track to one side.
However, corridor and wall followers in general, have to deal with tight
corners and narrow passages, which may cause problems for mobile robots. Often
doorways are much narrower than the surrounding passage and rooms they lead to.
A robot has to identify the doorway, move to the doorway in the correct orientation
and move through the narrow opening without collision. Additionally while in the
narrow passage, the ability of the robot to turn may be restricted. If a corridor
includes a tight corner, precise tracking around the corner may be required.
During continuous landmark following motion, the perception process of
mobile robot map followers continuously examines the sensory data and compares
the sensor model of the environment to the map to detect potential collisions. When
a collision is possible, the perception process prompts evasive action that is executed
by the steering control process. In all mobile robots, the final level of safety is
collision detection using contact sensors. The steering process implements this level
of safety.
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For robots that work outdoors, plants, which occur in many environments
where mobile robots work, are suitable for landmarks. Ultrasonic sensors detect
them clearly (Ratner and McKerrow, 2001). In general, objects that are suitable for
use as continuous landmarks should meet the following requirements:
•

Occur naturally in the robot's work environment,

•

Any changes occur over long periods of time,

•

Changes are easily detected (i.e. differentiated from other objects),

•

Can be detected independently of range and orientation,

•

Can be detected independently of their size (width, height and depth),

•

Do not require careful aiming of the sensor for detection, and

•

Are close to the desired path.

Some artificial landmarks may be introduced to a robot’s workspace for
navigation, most commonly lines for line-following robots. Line navigation is a type
of continuous landmark navigation that has been widely used in industry. There are
various artificial continuous landmarks introduced in the environment for the robot to
follow. Some examples are a visible painted line or optical guidance tape, invisible
lines, such as electromagnetic guidance and thermal markers, and some are laid-on,
such as ferrite paint into the work surface. In most cases the line-sensing robot needs
to be very close to the line, this however constrains the range of the vehicle to the
immediate vicinity of the line. Line navigation has been used for many years in
industrial automation tasks. Such vehicles are generally called Automatic Guided
Vehicles (AGVs) rather than autonomous robots.
3.3

Common Mapping Methods

Mapping is the measurement and modelling of the environment in which the robot
moves with sensor data. Flexible mobile robots require data structures to store maps
of the environment and algorithms to search and manipulate those data structures.
Robots, which use beacons or landmarks for navigation, rely heavily on a map to
navigate from one beacon to the next and to determine their location (Borenstein et
Al 1998) (McKerrow 2005).
The more flexible the navigation system used by a robot, the more dependent
it is on its mapping system. Mobile robots use vision, laser range finders, ultrasonic
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range finders and odour sensors to determine their location.

This sensory

information is combined with a map to accurately determine the location of the
robot. The sensory information is also used to adapt maps so as to account for
changes in the environment and to construct maps of unknown environments
(McKerrow 2005).
To store a map efficiently, the map is broken up into small regions such as
squares or polygons (tessellated). Each region is represented with one element in the
data structure, and is considered to be homogeneous (i.e. all object or all empty
space). The relationship between the regions is captured by the relationship between
the elements in the data structure. In this type of map, a path is a list of connected
regions.

When the environment consists of paths and places, such as path

intersections, as for example a campus, a graph data structure is ideal (Borenstien
and Koren1989) (McKerrow 2005).
In the control of robot motion, the state of a region that the robot is about to
enter is important. State can include such information as: empty space, object,
restricted area, rising slope, stairwell, lift bay, docking area, danger zone, and people
zone. Most data structures used in mobile robots divide the environment up into
regions. The result is a coarse data structure that is efficient to search, but one that
may have ambiguous regions (McKerrow 2005).25.
When a robot has a map, then it can plan paths through the environment using
the map. Path planning is a robot behaviour that involves the examination of a map
for suitable paths from start to goal and the selection of a path to traverse the
environment that meets the task constraints. When the path planner has selected a
path from the map, the robot controller needs to drive the physical body of the robot
to its destination. Driving is the motion control of the robot as it traverses the path
and avoids collisions. Driving is an action process that controls the motion of the
robot using kinematic and dynamic models of the robot. The controller issues a
marching command; that is, the robot is given a command to move in a fixed
direction, along a specified vector or to a given location. The robot moves in the
required direction until it either reaches the goal, a new command is given or it has to
avoid an obstacle. After avoiding the obstacle the robot resumes its march toward
the goal. All of these behaviours are dependent directly or indirectly on mapping for
robot navigation (McKerrow 2005).
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3.4

Conclusion

When considering the issues discussed in this chapter and our goal of safely putting
an autonomous robot in human space we conclude that a new approach is needed
because:
•

It is unrealistic for any research effort to assume the feasibility of
accurately mapping uncontrolled robot work environments.

•

Uncontrolled work environments cannot be relied on to remain static for
any period of time.

•

Humans in a robot work environment cannot be expected to behave
according to a rigorously defined model and thus may introduce periodic
changes to otherwise valid maps.

We have called this new approach ‘navigation with a fuzzy map’ (see next
chapter for details).
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4 LANDMARK SENSING FOR A FUZZY MAP
In the previous chapter we proposed the use of a fuzzy map for landmark navigation.
A fuzzy map is a graph of landmark vectors. Each vector contains information about
a particular landmark including its location and the features used to recognise it. The
key to producing and using such a map is to be able to identify landmarks from
sensor and location measurements.
The fuzzy map is produced by teaching. The robot is driven through the
environment along a network of paths. At path intersections and other important
points the robot is commanded to record feature vectors.
Once we have a fuzzy map, the robot can use it to plan a sequence of paths to
traverse from its current location to a desired destination.
At its current location, the robot can sense the landmarks around it to confirm
that it is at that location as well as its orientation. Then it will move along the first
path in the planned sequence, measuring its motion with odometry. When the robot
gets near to a landmark it looks for the landmark. When it finds the landmark the
robot confirms it current location and continues its journey.
4.1

Landmark Sensing

In our research, we seek to achieve human-like navigation ability for autonomous
vehicles using CTFM ultrasonic sensing.
information to navigate.

Humans use imprecise geometric

Our hypothesis is that humans do not need precise

geometric information because of their ability to accurately perceive and track
landmarks. We aim to use the rich information in the CTFM ultrasonic echo to
enable an intelligent agent to autonomously navigate.

This involves perceiving

objects suitable for landmarks, creating an information rich map of the environment,
planning paths from that map, and navigating along those paths using landmarks to
localise.
Autonomous navigation of a mobile robot is the challenge of driving along a
path while constantly determining its position and course. To that end, the robot uses
on-board sensors to explore its environment and determine the instructions to give to
its guidance system.
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4.2

Fuzzy Maps

Fuzzy logic is in a way a mimic of human knowledge and experience when dealing
with uncertainties in a control process.

Control is fuzzy logic’s most useful

application. Fuzzy logic is particularly suited to conditions where only approximate
and uncertain data prevails. As our research deals with imprecise information about
an operating environment that cannot be expected to behave predictably, a fuzzy
control system is particularly applicable to our research. A fuzzy logic control
system combines the knowledge of its operating environment represented as rules
that make up fuzzy sets. A collection of these rules about a given locale can be
viewed as a fuzzy map of that locale (Cox and Kosko, 2002)28 in other words a way
of describing and using a landmark’s vector
Our fuzzy map is a graph of paths and landmarks. Arcs that contain
approximate distances and bearings between landmark points represent the paths.
Landmark points that are formed by the intersection of paths are on the paths.
Landmark points that represent landmarks near the paths contain geometric
information about the location of the landmark relative to the landmark points on the
path. Nodes represent landmark points (Figure 6). This map is expressed in terms of
descriptors of a physical location (Figure 7). At its starting point, S*, Titan is
instructed to travel to G* (Figure 6). The controller consults the fuzzy map to plan a
suitable path to travel towards G*. The controller concludes that given the current
position and heading it would:
i.

Maintain current direction on path P2 to corner C2

ii.

Turn right onto path P3 and travel to corner C3

iii.

Turn right onto path P4 travel to corner C4, and

iv.

Turn right onto path P5 travel to goal G*

As Titan enters a path segment it locates the first landmark and plans a path
along the sub-segment to that landmark (or follows a continuous landmark). When it
nears the end of the sub-segment it looks for the associated landmark. When it finds
the landmark it repeats the process for the subsequent sub-segment and segments.
The fuzzy controller runs/interprets these rules in parallel so that it considers
run history, sensed environmental features, and expected features as per the relevant
fuzzy set parallel to where it hypothesises the robot is located.

Accumulating

evidence for and against, it tests every hypothesis. As each rule is processed it
49

contributes to the final conclusion the controller reaches. Figure 7 shows that when
travelling along P2, Titan expects to sense Surface = concrete, Landmark = shrubs,
Wheel-Encoder reading = travel 50 meters to where Titan expects C2 Landmark =
Tree.
When all the relevant locale rules have been processed they are then
defuzzified and the robot can reach a conclusion as to where it is (I am where I
expected to be) or determine that it is lost (Figure 8). Titan will calculate its
localisation hypothesis at regular intervals (Figure 8) and the fuzzy controller will
test their veracity against sensed landmarks as it travels. Where a test returns a false
outcome the controller will then need to determine from supplemental sensing if
Titan is lost or the false outcome was due to outliers in its fuzzy data.
In any case where the controller determines that the false test means Titan is
lost, it will stop Titan in order to test all the relevant locale rules. When locale data
are processed and defuzzified the controller can reach a conclusion with a high
measure of confidence as to where it is (I am where I expected to be) or determine
that it is lost. The advantage of using rules to hypothesise the robot’s current
position is that localisation uncertainty can be reduced. The goal of using rules to
hypothesise the robot’s current position is to reduce localisation uncertainty as shown
in Figure 9.
Figure 9 shows a set of observation data from a mobile agent can be matched
to a similar set of stored data to draw an inference as to the current location of the
robot. In reality the robot can use an incomplete set of observation data to localise
itself within a measure of acceptable certainty by matching its observations to the
fuzzy map data.
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Figure 6 Map of a test location. C denotes corner, P denotes path, S* denotes
starting point and G* denotes goal.
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Figure 7 Robot journey can be expressed in rules from the map.

Planning - 2 paths → to goal
Location (Titan) →I think I am on P3
History → Left on P3 with landmark Tree
Scan → Expect to find
Surface → Brick Pavers
Surface → Grass Lawn
Light Pole
Figure 8 Robot controller defuzzifying its location data
Navigation using the stored fuzzy maps becomes a simple landmark-tolandmark course selection exercise. The task can then be broken into short legs and
the appropriate fuzzy map is selected for each leg (Gasós, 1996).26.
Autonomous robot control in unpredictable, dynamic real-world workspaces
where engineering all the uncertainty away is not possible or is, at best,
computationally difficult. The use of approximate reasoning for navigation and
obstacle avoidance is a computationally inexpensive alternative to uncertainty
analysis and propagation techniques. This approach was demonstrated to be viable
in a scheme of six behaviours and fourteen rules described by Pin (1993).20 This
approach allowed the progressive merging of behaviours into schemes that resolved
situations encountered in a dynamic environment.
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Figure 9 Fuzzy Inference Using Rules from Fuzzy Map.
In Pin (1992) the mobile agent successfully achieved obstacle avoidance and
wall-following behaviours and did not get trapped in local minima. Fuzzy logic does
provide a robust method to derive reasonable controls from limited sensor data. The
landmark vectors (fuzzy sets) with which we propose to populate the fuzzy map,
define relative positions and classes of objects characterised by angle and distance.
The fuzzy map we propose includes stable features of the environment such as
buildings, lamp-posts, surface textures, trees, fences, bicycle racks, sculptures and
other outdoor features in the University of Wollongong campus grounds as well as
their approximate locations expressed as fuzzy sets.
4.2.1

Algorithm Localising by Fuzzy Inference
If surface = paving bricks
If heading = north west
If Last Landmark = Horse Sculpture
If distance from Last Landmark ≈ 50
Then Location = Engineering bike rack
If landmark = bike rack
Turn East 120 degrees…
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Using our inference rules based algorithm, each fuzzy set is examined,
compared and correlated to a locale in the fuzzy map. Related controls for the
robot's speed and steering angle are activated to modify its direction or speed to
reach its target or to re-localize if it determines the robot is lost. When unknown
obstacles are detected on the planned path, obstacle avoidance behaviour will be
employed to pass the obstacle (Roth et AL. 1995).27.
4.2.2

Techniques

Fuzzy techniques implement basic behaviours that are capable of managing
uncertainty, co-ordinate the execution of multiple behaviours to achieve an overall
goal and maintain the robot’s self-localisation with respect to a fuzzy map. The
robot controller selects the controls that best satisfy all the behaviours required to
reach a target. At times, this may not be possible, especially if some behaviour
prefers opposite actions. The later should be recognised as a potential deadlock
situation due to uncertainty that indicates that the fuzzy controller needs
modification.
Behaviours are not equally applicable to all situations. Path following is
applicable in/on a clear path, but obstacle avoidance behaviour is more applicable
when there is an obstacle in the way on the path, for example a pedestrian or cyclist.
So a controller has to make a decision as to which behaviour is chosen. The fuzzy
controller computes all the needed behaviours to reach a target, blends them
according to a desirability function/matrix, and finally chooses one-control value and
fires appropriate actuators.
4.2.3

Hypothesis

At any given point in time, the robot will hypothesise its own location in the fuzzy
map represented by a fuzzy set.

During navigation, the robot’s sensors will

recognise features and the map will be searched for matching objects. Each match is
used to build a fuzzy hypothesis of the robot’s location (a localiser). A fuzzy
hypothesis is a fuzzy set representing the approximate location on the map where the
robot should be in order to see the object features it has observed. Each localiser is
then used as a source of information about the actual position of the robot. All the
localisers at a given point in time plus the robot’s memory of where it has come from
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(history) are combined by fuzzy intersection to produce the new location hypothesis
and the cycle is repeated (Saffiotti, 1997).28.
The selection process for a suitable behaviour in a novel situation is a
complex task. Research is still needed to develop a suitable selection algorithm.
Hammond (1993) considered complexity versus simplicity and noted that planning is
problematic as it makes some overly optimistic assumptions. These assumptions are:
a stable world that behaves predictably, planning time that is independent of
execution, correct input data has been used for planning and that initially correct
plans will remain correct and can be carried out. However, it is unrealistic to expect
the dynamic environment of a mobile agent to remain static and to behave
predictably. These two issues alone add a measure of complexity to a planner’s task,
that may render it NP hard, even NP incomplete.
4.2.4

Effect of dynamic change in work environment

In its dynamic world, our mobile robot planner confronts a stream of conjunctive
goals such that if treated singly, the planning computational overhead expands
exponentially and in the absence of parallelism the planning time alone depletes the
time available for execution. We concur with Hammond (1993) and Thrun (1998)
that it is unrealistic to expect our robot’s planner to have complete information about
its dynamic domain at any given point in time. Furthermore, execution time failures
are inherent as a plan perfect at time t becomes less perfect at time t+1 when the
planner would need to be able to replan, recover and repair the plan.
Most importantly, since the dynamic environment will seldom match the
planner’s projection, plans may miss goals at planning time that may be opportune at
execution time. The executor must be able to notice and exploit opportunities at
execution time (Hammond, 1993). The planner therefore should be prepared to
modify plans at execution time to take advantage of opportunities that will help
achieve goals. Planners should also study failures as a means of learning so that
future plans and executions can avoid failure should similar circumstances arise.
When the mobile robot has concluded that it is lost, it performs a relocalisation
action by sensing landmarks in its vicinity thus compiling a locale vector and
scanning its data bank for matching known landmark vectors. The robot can then
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replan a new path to the goal from its current position instead of attempting to
resume its previously planned path.
We contrast this to other work in this field such as the sense-model-plan-act
paradigm. It is an approach whereby a mobile agent observes its environment using
sonar or vision and then observes its own state using compass or wheel encoders, to
construct a plan and then execute it. This approach was developed to attempt to
render the problem of modelling the environment more tractable by Saffiotti (1997).
He found that the dynamic nature of the environment can rapidly impair the validity
of the plan, and that the difficulty is magnified by the fact that modelling a dynamic
environment is computationally hard. He also noted that using a feedback loop
approach to constantly update the model slows the mobile agent's response time, thus
requiring further updates and so on. Saffiotti (1997) concluded that the viability of
the sense-model-plan-act as a mobile agent control mechanism is low.
4.3

Sensing

The research of Wullschleger et al. (1999), Dissanayake et al. (2001), Ratner and
McKerrow (2003) and others suggest that the key to effective navigation is reliable
sensor data. Where good sensing is achieved, Kalman filtering is rarely needed. A
Kalman filter is a set of mathematical equations that provides an efficient
computational mechanism to recursively estimate the state of a process, in a way that
minimises the mathematical mean of the squared error.

The Kalman filter has

several advantages such as its ability to estimate past, present, and even future states
and its ability to do so even when the precise nature of the modelled system is
unknown.
Wullschleger et al. (1999) used an extended Kalman filter for localisation
when exploring and mapping a structured environment. Dissanayake et al. (2001)
observed “in any real application a Kalman filter needs to employ a huge state vector
(of order the number of landmarks maintained in the work space map), and is in
general computationally intractable” (Dissanayake et al. 2001). Similarly in their
research with the iterated extended Kalman filter (IEKF) and the Julier-UhlmannDurrant-Whyte Kalman filter (JUDKF), Chong and Kleeman (1999) allude to the
high memory and processing demands.
We concluded that Kalman filtering is better suited to environments other
than the dynamic environments where we seek to operate our intelligent agent Titan.
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The overhead in data collection and processing becomes computationally too
expensive in the recursive process. Furthermore, Kalman filtering is limited in the
range of probability distributions it represents, and only works with point features.
4.4

Disambiguating Location

Gasós and Martin (1996) held that data extraction from noisy sensor data generates
uncertainty on position, range, size and bearing that must be compensated for. By
contrast, we note that the feature richness of the fuzzy map has the direct corollary
effect of reducing the uncertainty and inherent inaccuracies that arise from encoder
and other reading errors.
One of the first questions we addressed is the relationship between linear
velocity and observation frequency.

Agent translation velocity is one of the

controllable parameters of our intelligent agent and as such we determined optimal
velocity for sensing as a first step of our experimental work.
Likewise, we considered sensor orientation and task when empirically
demonstrating the feasibility of using a single sensor for multiple tasks.

We

developed directed sensing strategies to achieve the task of collision avoidance,
avoidance of confining spaces and controlled driving.
Hutchinson’s et al. (1988)29mobile agent sensed and then reasoned about its
observations in order to select a suitable follow up sensing operation with the
expressed intention to disambiguate its hypothesis as to what it was observing. They
pointed out that the next sensing operation is characterised by both the sensor and the
viewpoint it uses.
To carry out its commanded task a mobile agent must decide which
landmarks should or could be sensed from its correct location. For this the mobile
agent needs an initial scan of its environment correlating its observation data with its
assumed current position. Simply put “I think I am here. Am I?”
In order to validate this initial hypothesis a subsequent sensor observation
would seek to confirm or disprove the hypothesis. After consulting the fuzzy map
our mobile agent orients its sensor to attempt to observe a known landmark, the
presence or absence of which could confirm or disprove its hypothesis. In a chaotic
environment, multiple subsequent sensor observations and multiple sensor
observation data would be correlated to give a characteristic map of the location for
the agent to validate its hypothesis with an acceptable measure of certainty.
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The certainty measure is proportional to the uniqueness of the landmark
characteristic. A kerb when sensed may yield a very low confidence measure in
identifying a location while a sculpture or garden ornament may give a high
confidence measure of a location.
A feature rich fuzzy map is necessary for a mobile agent to reliably navigate
and localise in a dynamic environment. The agent constantly needs to disambiguate
its hypothesised location by correlating its location with known features recorded in
its fuzzy maps (Figure 6). Sparsely populated fuzzy maps are poorly suited as a
navigational aid except when following a continuous landmark.
4.5

Sensing Target and Time

To estimate sensor orientation and choose a sensor data interpretation model we
apply Ratner and McKerrow’s (2003) taxonomy of landmarks (Figure. 1.) when
seeking to match a landmark vector to the intelligent agent’s perception of its current
locale. As the intelligent agent’s navigation strategy changes based on the continuity
or discontinuity of the landmarks, the agent’s sensing strategy changes based on the
complexity characteristics of the landmarks sensed. That is to say if the landmark is
a continuous specular wall (man-made, geometrically straight) then sensor
orientation changes at regular intervals present no impediment to the agent ability to
follow the contour of the wall and allows for obstacle detection sensing for safe
translation.
4.6

Epilogue

The proposed fuzzy map and navigation system will only work if we can sense
landmarks with reasonable accuracy. So the rest of the thesis focuses on sensing.
This chapter has provided a rationale for research into landmark sensing and an idea
of how it could be used.
As our research progressed it became clear that accurate sensing of even
simple landmarks, such as walls, is fraught with problems. So the focus of the thesis
shifted to wall sensing and did not return to fuzzy mapping.
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5 CTFM ULTRASONIC SENSORS
5.1

Perception

When deprived of sight, humans can adapt and use other senses for navigation.
Some rely on (extended) touch (long cane), and some use auditory perception. We
have observed a blind teenager echo-locating using sounds (clicks) he makes with his
mouth. More commonly, an ultrasonic sensor is used as a navigational aid to scan
the path and environment. Blind people interpret the echoes they perceive in order to
form an auditory sonar-scape where clear paths and obstacles are identified. With
this information, the blind user threads their way safely through the space panned
with the sensor. The work we describe here attempts to mimic a blind person using a
sonar navigational aid to traverse a path or corridor. We used a commercially
available ultrasonic mobility aid to ensonify and capture echoes from a corridor
environment. We then attempt to correlate these echoes to the geometric features of
the corridor, as we perceive them. Our aim is to develop a perception system, which
is capable of interpreting the echoes, in real time, to make the geometric features of
the environment discernible, so that this data can be used to navigate a robot through
it.
5.2

Echolocation

Echolocation is a mode of perception that is normally associated with bats, not with
humans. Bats provide a model of what perception is possible to be achieved by
autonomous intelligent agents. By contrast, people lack echolocation as a normal
sensing skill, so they have to learn it. Because echolocation is outside the experience
of sighted people, many are sceptical of the ability of blind people to safely find their
way with it. Some blind people have learned to sense the environment with audible
clicks vocalised from their mouth (Nagel 1974)30(Kish and Bleier 2000).31 As these
clicks are at an audible audio frequency, their ability to discriminate between objects
is probably limited to detecting large geometric differences where the range
difference is sufficient to create a time delay sufficient to create differentiated
reverberation.
CTFM ultrasonic sensors work at an order of magnitude higher frequency and
thus should give an order of magnitude better discrimination. They continuously
sweep down from 100 to 50 kHz (Kay 2000).12 Echoes from objects are demodulated
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with the transmitted signal to produce an ensemble of audio tones in the range 0 to 5
kHz. The frequency of each tone is proportional to the range to the surface feature
that reflected that component of the echo.

McKerrow and Harper (2001)32

demonstrated recognition of plants and McKerrow and Kristiansen (2006)33
developed an algorithm for recognition of surfaces based on roughness. All this
work was done by extracting features representing surface geometry from the CTFM
echoes.
5.3

Sensing Landmarks

A robot capable of accurately sensing landmarks should be able to navigate from
landmark to landmark on or along a path it plans to follow. We seek to demonstrate
that: if the robot can accurately sense a landmark (i.e. identify which landmark, its
range and bearing) then it can navigate. The tasks carried out by the robot to
navigate include to:
a) Map the world as a graph of landmarks (map of distances and bearings).
b) Plan a path using the map.
c) Hypothesise the location of the robot based on the sensed landmarks.
d) Confirm the hypothesis (from c) by:
e) Comparing sensed landmarks to their expected position on the map or plan
and to its memory of where it has come from.
f) Moving to sense more landmarks (in turn this data would be used to build up
a journey history).
g) Correctly concluding when it is lost and why (poor sensor values, sparse
features populating its map, poor odometry data).
h) Reacquiring the navigational path after becoming lost (localising by matching
landmarks to the map while taking into account the path covered so far).
i) Applying methods, which the robot is programmed with, to cope with the
inherent uncertainties of dynamic environments and for updating the map and
for replanning if a task path becomes inaccessible.
j) Understanding the task command and planning a path to reach its goal when
given a command in a linguistic form.
k) Recording both successful and unsuccessful runs for future reference.
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To achieve these tasks and others the intelligent robot must be able to
interpret the data captured from the ultrasonic sensor. The robot has to interpret the
echo components to achieve timely and reliable object recognition. Our goal is to
develop an ability similar to that, which is achieved by biological agents that
perceive the environment with echolocation as, used by blind people, bats, etc.
5.4

Ultrasonic Sensors mono-aural

In this research, we used the ‘K’Sonar or continuously transmitted frequency
modulated) (CTFM) sensor developed by Professor Leslie Kay and commercialised
by Bay Advanced Technology, (BAT), (Gough, and Cusdin, 1984; Kay, 2000;
Kleeman 1996) as a mobility aid for blind people. The ‘K’ Sonar (Figure 10) is a
small electronic travel device the size of a cell phone comprising 2 vertically stacked
circular electrostatic piston transducers. It sends out a conical beam of ultrasonic
sound from the upper transducer. Any object ensonified by that beam will reflect
some of the sound energy back to the ‘K’ Sonar. The lower passive transducer
transforms the sound echo into electrical signals that are amplified, processed and
demodulated to produce a sound that is audible to humans in an earphone.

Figure 10 ‘K’ Sonar mono-aural ultrasonic sensor (BAT, 2012)
A feature of the acoustic echo is that it gives cues to determine the distance of
the object within the range of the device.

Blind people have reported marked

improvement in their mobility when trained to use this ultrasonic mobility aid. This
is the result of reduced stress in relation to unexpected contact with protrusions
above ground level where absence of cane contact may be misinterpreted as clear
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space and as a result of easier recognition of objects and landmarks they encounter.
Ensonified objects normally return multiple echoes, or characteristic 'tone-complex'
sounds, which trained users can recognise.
Kay’s postulate was that the human brain is very good at learning and
remembering these echo acoustic signature signals in a similar way that it learns
musical tunes. Echo acoustic signatures vary in frequency according to how far
away the active piston of the transducer is from the object, thus indicating distance.
The user listens to these sounds through earphones and can detect the differences
between sound signals and thus identify different objects.
Combining two transducers to form a transmitter and receiver, the vertical
diameter is 47 mm and the theoretical horizontal beam angle is ±22˚ (Figure 11), the
CTFM system is set to transmit a downward swept sine wave (f sweep is 100 kHz to
50 kHz) every 100 msec (sweep period ts). The ultrasound energy reflects from
objects and returns to the receiver as an echo. The echo is a delayed and filtered
version of the transmitted signal.

A demodulation sweep, derived from the

transmitted sweep, is multiplied with the received echo in the time domain. The
outputs of this multiplication are sum and difference frequencies. The distance of
flight information is contained in the difference frequencies (fa is 0 to 5 kHz) where
frequency is proportional to range and amplitude is proportional to surface area.
This time domain signal is converted to a power spectrum with an fft to give a rangeenergy echo (Figure 13).

Thus the amplitude in frequency-bin i is the energy

reflected from surfaces in a spherical annulus at range ri (Figure 12).

Figure 11 An ultrasonic transducer emits a beam of energy. r = range to
orthogonal surface One transducer is used for transmission and one for reception.
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Figure 12 CTFM demodulation – multiplying the echo by the transmitted
signal produces a set of different tones where frequency is proportional to range to
object

Figure 13 Power spectrum of echo – frequency (bin number) is proportional to
range and amplitude to echo energy at that range.
5.5

Stereo

The ‘K’ Sonar is a mono-aural system, so the user has to pan the sensor to determine
the direction of an echo-producing object. By using two receivers together with one
transmitter Leslie Kay also produced a stereo system. The advantage of stereo is that
a blind person can perceive bearing by matching the two echoes as well as range.
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Previous work in this area grappled with correspondence problems: the
problem of correctly matching echo components in the stereo echo. Kleeman and
Kuc (1995)34postulated that in practice, many reflectors are present in any
workspace, and stereo sensors have to deal with multiple echoes being observed on
each receiver. They alluded to the more general association problem of mapping
multiple observations to multiple physical sources that occurs in many areas of
robotics where incorrect associations between incoming echoes on different receivers
result in gross errors. They offer the example that "a reflector’s bearing can be
incorrectly reported by a large margin, producing phantom targets unrelated to
physical objects."
We demonstrate that with a single mono-aural transducer, single and multiple
corners and planes are distinguishable in terms of distance of flight. We further
present empirical experimental evidence that we can discriminate planes, corners,
and edges in two dimensions with a mono-aural transducer.
The methodology of our experimental work yields data that can be adapted
for use for work similar to Kleeman and Kuc’s (1995) on the correspondence
problem. Where they used stereo echo preceptors on a stationary sensor, we used
our mobile sensor and consecutive echoes perceived from disparate sensing
locations.

By using a single mono-aural sensor and mapping each individual

component in the echo to our sensing model we can achieve this. With our single
mono-aural sensor and directed sensing described above, high accuracy in reflector
recognition and bearing angle has been achieved in controlled environments.
5.6

Landmark Sensing

Man-made landmarks, such as building, fences and lampposts, are characterised by
straight geometric edges unlike the chaotic nature of many naturally occurring
landmarks.
For example, paths have straight edges that are easily detectable as a
contrasting region to their surrounds. A raised path, when perceived using CTFM
sonar, will appear contoured by a shadow region where no echoes are perceived.
Where the grass rises above the path a corner reflection gives a strong echo (Ratner
and McKerrow, 2003). Likewise a fence or wall will give a strong specular echo. It
is with those characteristics in the outdoor environment expressed as fuzzy sets that
we had proposed to use to populate the fuzzy map described earlier in Chapter four.
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6 ROBOT CONTROL
6.1

Echolocation

We conducted our research into navigation based on sensing continuous surfaces and
echo feature extraction. Blind people make use of continuous landmarks to follow
corridors, paths, road, walls etc. For this research we rebuilt and redesigned the
outdoor mobile robot, Titan that was used for many previous research projects.
To give a mobile robot the tools and perception needed to navigate like a
human is a major innovation. We have chosen not to use a common simultaneous
localisation and mapping (SLAM) approach with Kalman filters because we know of
no research evidence that the human brain uses Kalman filters and the goal of this
research is to focus on mimicking human navigation. Secondly, while ultrasonic
sensor based navigation systems have been developed that use Kalman filters for
odometer correction (Cote et al. 2004)4and localisation (Chong and Kleeman, 1999)
they have to reduce the sensed information from point features in order to use the
Kalman filter.
Observations of blind people navigating indicate that humans use an alternate
approach that relies on the quality of their sensing of landmarks (Kay, 2000).
Echolocation data provides a richer description of objects than points and we use that
additional information in the robot navigation system. Achieving similar navigation
capability to people with a mobile robot requires the ability to sense the location of
objects, to track those objects, to recognise them and to decide which objects are
important in the current navigation task. While many of our ideas build on prior
research, the combining of rich echolocation data with directed sensing and echo
feature mapping to our geometric model makes our approach new. Part of our
research is to determine what information is useful for navigation and how to
represent it in an echolocation map. We have observed that blind people, like
sighted people (Berthoz, 2000 and 2007),35increase their speed of navigation by
reducing the sensed information to the minimum required for the task enabling them
to increase the update rate by panning over a smaller angle.
6.2

Robot build

To achieve the goal of programming a mobile robot to mimic human navigation, we
designed the software on Titan to achieve the following navigation architecture. As
stated earlier at the top level a command is given to carry out a task (such as “fetch a
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hoe”). Achieving this command requires a number of functions to be performed,
including a navigation function (such as “go to the garden shed”).

First, we

decomposed this navigation function into a sequence of simpler navigation tasks
from a set of available tasks stored in a map in a graph data structure (Antoun and
McKerrow 2006).

We examined how to represent this sequence as a set of

connected states as a solution to the problems of planning and tracking the robot’s
motion from a given navigation task to the next.
The first commercial mobile service robot, the Helpmate, decomposed
navigation tasks into sequences of hallway navigation commands (Evans et Al.
1989). Similarly we decompose navigation tasks into a sequence of paths to follow.
For example, a navigation task may be to navigate along a brick path from the garden
to the shed. While navigating the path the robot is in the brick path navigation
state.36Based on its current perception of where it is on the path, the robot will
predict where it will travel in the next three intervals of time if it continues along the
current trajectory. An interval includes the time taken to pan the sensor and to scan
the environment, a form of model predictive control (Wei et al. 2007). Then the
robot moves along the trajectory specified in the first interval if the space is clear. At
the same time, it directs the sensor to view the region in the second interval, i.e.
predict where to sense data (Berthoz, 2000). On a path, the sensor has four sensing
positions to choose from: ahead (empty space), right border, ahead depressed (path)
and left border. To achieve directed sensing the robot pans the sensor to scan each of
these regions. The robot synchronises the panning speed with its velocity so that the
space in the next interval is sensed before the robot attempts to move into it. Then it
adjusts its velocities so that it continues to track down the path by turning to avoid
obstacles and slowing down in narrow spaces.
In reconfiguring the architectural design of the hardware and software of
Titan (Figure 14) we chose to control the robot with an Apple Mac Mini with no user
interface. We communicate with the Titan when necessary via a remote Apple
MacBook over an IEEE 802.11g wireless ad-hoc (peer to peer) network using remote
desktop software. An Apple Airport Extreme sits within range of Titan or on top of
Titan when outdoors (in this case the Airport is powered from its traction batteries)
and acts as the network hub. We configured the Mac Mini to connect to the hub at
start-up.
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The user of the robot can sit in one spot with access to all software running on
the Mac Mini while the robot runs around the field. Software development tools and
control, data collection and analysis software all run on the Mac Mini. This has
proved to be a very workable arrangement. Now we only run after the robot to push
the emergency stop button when experiments result in a potential collision.
Both computers (Titan’s Mac Mini and the users MacBook) run Mac OSX. It
has useful features including remote desktop and real-time threads. The main issue
caused by the operating system change during the robot’s rebuild was that the I/O
drivers were replaced. The legacy serial PCI cards that were used did not have an
OSX driver, so all-serial inputs are handled with USB to serial converters. Quality
converters (e.g. Keyspan™) have individual serial numbers so we were able to
uniquely identify them in the software. Cheap converters did not have individual
serial numbers, which created problems when a USB card was unplugged because
the USB host controller dynamically reconfigured and connections were lost post
restarts. This, of course, was untenable, so our software was redesigned to rely on
USB device serial numbers to identify individual serial ports and we used only high
quality serial to USB converters. We decided to do all the I/O with USB cards and
Firewire for vision. While our work uses ultrasonic sensing, we built Titan to be a
multi purpose experimental platform where other researchers may use Titan for
vision research.

We found the Keyspan USB to serial cards performed very

effectively when we used them in previous experimental work, and decided to
continue using them for this work.
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Figure 14 Block diagram of Titan’s sensors, actuators, and electronics.
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On our previous project we had used a Keyspan USB to serial card to read a 25character packet from an IMU every 20msec, with excellent performance. The
change to USB I/O required rewiring the interface to the sensors and actuators. The
change to a Mac Mini required the installation of an additional power inverter. One
issue that we had to investigate further was the significant increase in power
consumption. We now concede that the Mac Mini is rather power hungry as we got
only about an hour of continuous movement from a full battery charge.
6.3

Software Libraries

A lot of work went into developing and testing libraries of low-level routines for the
previous version of Titan (McKerrow & Ratner, 2002).37These were written in NILabVIEW V5.0. We wanted to keep what we could of these libraries. We found
that, in the main, we could keep the logic but we had to rewrite the software that read
data from the sensors and wrote commands to the actuators. The new LabVIEW
hardware drivers are lower level than those used with NI LabVIEW 5.0, so we had to
develop routines to configure the USB I/O ports. We developed 3 libraries: an
In/Out library, a Control library and a Feature library.
Table 2. Applications and libraries developed to control Titan
Applications

Control library

In/Out library

Test sensors and actuators

Linear velocity controller

Logic

Controller tuning

Angular velocity controller

Control

Square

Bearing controller

Odometer

Corridor follow

Bearing fusion

Pan tilt

Steering controller

Sonar producer

PID loop

Video grab

Motion

Steering angle

The In/Out library (Table 2.) includes routines to read all sensors and
calculate values in physical units. Some, e.g. the steering angle, return a single
reading, while others, e.g. the odometer, run as a parallel process and produce a set
of readings every 100 msec. Two important functions of the In/Out library are logic
and control. The logic function ensures the safe operation of the robot. It interacts
with the hardware logic to switch to computer control and will return control to
manual when any stop button is pushed. Additionally, the logic hardware switches
the analogue hardware to choose manual or computer calculated outputs from the
control function to the motor power amplifiers. Every 100 msec, the sonar producer
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process reads 1024 echo samples for each frequency modulated (fm) sweep
transmitted by the ‘K’Sonar (BAT 2008) and places this echo array onto a queue for
a sonar consumer to read and process.

The Feature Library has routines for

calculating the power spectral density of the echo and extracting features from it for
object recognition and environment mapping.
6.4

Applications

The first application written was to enable testing of all sensors and actuators. The
application enables manual operation of each actuator from a graphical user interface
and manual inspection of all sensor values. This application is invaluable in testing
the I/O library and is regularly used to confirm that the robot is operating correctly
(Figure 15).

Figure 15 User Interface for Test Sensors and Actuators Graphical VI.
The second application is for tuning the control loops. Again we used a
graphical user interface to control the robot, change tuning parameters and observe
step responses. We jacked the robot up on blocks for the testing of this software and
for the initial tuning of the loops. While on the blocks we were able to test the
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parallel operation of the processes, the synchronisation between the processes and
the all important global stop function that stops all software.
However, loops, such as bearing control, can only be tested and tuned on a
moving robot. Due to the size of the robot, we had to go outdoors onto a sports field
to tune the loops. As expected, the loops tuned on the blocks were overdamped
when driving on grass.
Tuning has not proved to be as easy as we had hoped. The dynamics of the
robot change with the energy level of the batteries, the speed at which it travels and
the surface over which it rolls. Loops tuned outdoors on grass were underdamped
when the robot worked indoors on carpet in the laboratory (Figure 16).

Figure 16 Linear velocity reference and actual linear velocity showing change
in tuning at different velocities. Divide numbers on horizontal axis by 10 to get
seconds.
Another problem that had to be considered when tuning is that traditional
methods of tuning are for small signal linear systems. Typically a 10% step is added
to the reference to study the response over an operating region that is assumed to be
linear. But a mobile robot is often given large signal commands, such as turn
through 30 degrees or speed up by 50%. One way to reduce this problem was to tune
for small signal responses at the normal linear velocity and ramp any changes in
references so that they appeared as a series of small steps.
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6.5

State machine

To answer the navigation research questions, we developed corridor and path
navigation applications (Figure 17). The corridor navigation application (Figure 18)
included 6 parallel processes that communicate through common data (LabVIEW
Global(s)). It included a global stop function that starts and stops all the other
processes and a state machine. The state machine calculates the velocity and steering
references based on the range data from the sonar. The linear velocity control is
synchronised with the odometer to minimise delays between reading and controlling
the velocity.

Figure 17 Architecture of corridor-following navigation software with 6
parallel processes communicating through common variables where Vref = velocity
reference, Vfback = odometer velocity, Vcmd = output of velocity control loop, Vout
= velocity command to motor controller, Aref = acceleration per time step, Sref =
steering angle reference, Pout = pan angle reference, Tout = tilt angle reference.
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Figure 18 Time based state machine for path scanning. [Value] is the number
of 100 msec time steps in each state.
6.6

Sensing Strategy

Directed sensing of a ‘K’Sonar sensor is controlled with a pan and tilt unit whose
motion is specified by the state machine. The sensor direction is combined with the
sonar range readings and a time stamp to produce a map of the region scanned by the
sensor. The state machine is synchronised with the sonar update to minimise delays
between range reading and velocity control.
A state machine was first used as a high-level controller for mobile robot
navigation in the ROBOL/0 language in the Yamabico robots (Suzuki and Yuta,
1991).38The first program that many robotics studies students had to write was a state
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machine to drive the robot in a square. We used a state machine to combine directed
sensing with motion control. One example of a directed panning pattern is the
corridor-following pattern where the sensor pans front, left, floor and right in
sequence. When a blind traveller follows a corridor the left and right pans they use
are at waist level to detect walls. By contrast, when following a path pans are
depressed to path level to detect the path edges.

Another example of directed

panning is a wall follow pattern where the sensor pan tilt actions are: front, left, and
floor. With these patterns the blind person is able to direct the sensor to survey the
region into which he desires to walk.
The state machine was time based. It calculated a new state every time step
(100msec). Other processes ran during the thread wait between time steps. The time
that it stayed in a state could be determined either by time or by events. In the case
of sensor panning pattern it was determined by time.
The corridor-following state machine in Figure 18 had seven states. In each
state it looped for a number of time steps (change state = F) and then on the last step
(change state = T) it calculated the output commands to the pan and tilt unit and
commanded the robot to move into the next state.
State 1 is an initialisation state that initialises the robot to be ready to start
moving. States 2, 4, 6, and 8 perform the directed panning and robot motion. At any
time the user can press a switch in the GUI to stop the state machine. At the end of
the current state it transitions to state 10, which shuts the robot down, and then it
exits the state machine (state 0).
6.7

Panel wall following experiment

A concern with directed sensing is that the robot may collide with an object in one
direction while it is sensing in another direction. When a particular direction is only
sensed occasionally will the robot detect an object in that direction in time to avoid
collision?
To answer this question and in the process determine whether the collision
avoidance that blind people achieve with directed sensing can be done with a mobile
robot, we set up a collision avoidance experiment.

The parameters of this

experiment were chosen to represent a “hard” case scenario so that if the robot can be
programmed to achieve it then it can be programmed to achieve simpler cases. The
parameters of the experiment are:
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•

The sensor pans a region in front of the robot 100˚ wide and 20˚ high
using a corridor follow panning pattern of look ahead (0˚, 0˚) (pan,
tilt) look left (-50˚, 0˚); look floor (0˚, -20˚); look right (+50˚, 0˚);
repeat. A complete pan cycle involving 4 motions with stops between
them takes 3.2 seconds. An angle of 50˚ to a surface is greater than
the 40˚ used for excellent recognition of rough surfaces (McKerrow
and Kristiansen, 2006).

•

The minimum amount of sensor data is used: range to the nearest
object from a single echo during the 3.2-second pan cycle. The sensor
scan used is the one pointing directly ahead of the robot. As the
sensor emits a frequency modulated sweep every 100 msec, only 1
echo out of 32 echoes is used. The ultrasonic sensor is set to minimum
range where it senses up to 2 metres.

•

The robot’s linear velocity target is set to 400mm/sec. While this is
considerably less than its maximum velocity of 1 m/sec, it allowed us
to conduct the experiment in the laboratory and so not have to go
outdoors with a robot that is still being tested and may become out of
control. In 3.2 seconds the robot travels 1.28m. As a result, at target
velocity, the sensor reads the echo at least once while travelling the
2m maximum range of the sensor ensonified on the previous pan
cycle.

•

The robot’s linear velocity reference is calculated based on the
distance to the object reported by the sensor. It is set at 100% of
target velocity for ranges greater than 1.7 m, at 0% for ranges less
than 0.8 m and at a percentage between 0 and 100 for ranges between
0.8 and 1.7 m.

•

As only a single sensor reading is used, an object is placed at a
distance of about 4 m directly in front of the robot, out of range of the
sensor but within the sensing cone of the sensor when it is in range.
The object is a tall (780 mm high, 570 mm wide) thin (55 mm) block
of dense Styrofoam and meant to be detected as a barrier to test the
robot’s reactions to path obstruction.
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Table 3 State machine set up for collision avoidance experiment.
Key: C=copy previous value, E=go to final state, F=false, L=loop at state, T=true,
Tr=transition to next state, VT=velocity target mm/sec, En=enable output to Pan and
Tilt unit
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The State machine was set up as shown in Table 3. In state 1 it initialises the
robot. At the end of state 2 it reads the range directly ahead, calculates the linear
velocity reference and issues the command to pan left.
The robot accelerates to the reference velocity and continues to pan under the
control of the state machine. Each time it reads directly ahead it recalculates the
linear velocity reference. When it detects the object it slows to a stop, usually with 2
steps in the reference (Figure 19).

Figure 19 Two runs of collision avoidance experiment. The robot stops
before hitting the object. Vertical axis is in m/sec and horizontal axis is in sec*10.
In every experimental run that we conducted, the robot stopped when it
detected the object. However, on the initial runs, just before the robot stopped, it
would nudge the block and knock it over. On the next pan, the robot would detect
empty space and accelerate again, running over the object and coming to a stop with
its bumper against the filing cabinet at the end of the laboratory (Figure 20).

Figure 20 Continuous run where robot knocks object over and accelerates
again. On the right the robot collides with filing cabinet. Vertical axis is velocity in
m/sec.
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The robot was stopping too late because the linear velocity control was taking
longer to settle than we had allowed for. The gains of the controller had been tuned
when running on grass. We reduced the gains to obtain less overshoot on carpet and
we increased the range for 0% from 600 to 800 mm. Following these adjustments
the robot stopped a small distance from the object (up to 100 mm).
Our experiments demonstrated that our software architecture enabled the
development of navigation programs to use directed sensing. They also showed that
it is possible to avoid collision when the robot only senses occasionally in the
direction of travel. At other times, the sensor can be panned to sense in other
directions, for example to detect the border of a path to control steering.
The above experiments were a difficult test case with minimal sensor
information, limited sensor range, and maximum update time.

They served to

demonstrate that our control systems could be made more robust should the need
arise.
The following observations were made. First looking for objects in echoes
when sensing the floor, and using their range while calculating the reference velocity
could halve the update time. Second, the amount of sensor information used could be
increased significantly by using echoes from several sensor scans on both sides of the
direction of interest and by using more features from the echoes. Third, in many
tasks the panning angle could be decreased from 50˚ to reduce the total cycle time,
particularly when the objective is only to detect the presence of a path border and not
to recognise whether it is grass or leaf mulch, etc. Fourth, the range of the sensor
could be doubled to 4m but at the cost of doubling the update time to 200 msec.

78

7 SENSING PROBLEMS
The way blind humans navigate by tracking a wall suggests that they solve three
problems: a recognition problem, a tracking problem and a timing problem. Blind
people purposefully pan and tilt the CTFM mobility aid to hear echoes from oblique
glancing sweeps of objects in the environment so that they can both recognise those
objects and determine the spatial relationships between them.

It is the spatial

relationship between these objects and themselves that gives the most relevant clues
to the nature of the ensonified object that the echo came from, time to collision, and
whether the object is stationary or mobile.
Along a flat wall, doorframes around closed doors give variations in echo;
variations that can be used to separate the doorframe echo from the wall. When the
door is open more pronounced and complex variations can be perceived. Echoes
from the floor surface that are perceived by tilting the sensor towards the floor reveal
objects that are low to the ground as well as steps. We theorise that the assumption
that variations in the echoes captured are signal noise is incorrect. Those variations
are echoes that can be used to perceive changes in the environment. We present
experimental work that supports our theory in this chapter.
7.1

Ultrasonic beam and backscattered echo geometry

A blind traveller requires time to acquire a signal, analyse it and react to the
conclusion they reach. Sighted people update their view of the world once every 100
msec (Berthoz, 2000 and 2007). They focus on data relevant to the task ignoring
unnecessary data. As they travel, humans model what they are going to do, predict
where they will move to, then sense before moving there. For example, the colour of
the trees may be pleasant but it is the nature of the rocky path that holds their
attention. When walking, of all the information they perceive in the field of vision
updated 10 times per second, they use only the data that is required for sure footing
(Berthoz 2000 and 2007). Blind people need data about the path 2 to 3 meters ahead
at walking speed and so does a robot when employing the strategy blind people use
for navigation.
Scanning a single CTFM sensor orthogonal to the wall being tracked does not
allow the traveller the time needed to use the sensed data to predict what is ahead and
take necessary action. The time can only be used for feedback control as it provides
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data about the current position. Using an oblique scan angle extends the field of
perception ahead of the robot. The more acute the scan angle the greater the field of
perception. This is not without problems, the greater the field of perception the
greater the chance of misinterpreting data perceived as a consequence of more
objects in the field.
Furthermore, as the scan angle becomes more acute (towards parallel to the
wall), fewer signals are echoed back to the sensor from diffuse surfaces, rendering
echoes from distant (but less acute angles to the signal) objects more prominent as
more energy is reflected from a surface that is at a less acute angle (deflected signal
problem).

The solution to the problem is to improve the quality of range

measurement. In many environments this requires object recognition. For example,
when the wall includes features, such as doors, or is occluded by objects such as
chairs, simple measurements of range fail. Simple range measurements give a range
to the most prominent feature(s) in the signal. This means uniform and somewhat
diffuse walls being tracked are not provided in the data given by simple range
measurement.
As stated earlier, when a robot is moving at 1.2 meters per second a sensor
update every 100 msec is equivalent to 120 mm of translation. Likewise, a blind
person performs a full pan cycle (right left right) for every step cycle (left right left).
As the person completes 2 steps per cycle with a step 800 mm in length, they cover
1.6 meters taking at least 4 distinct sensor readings (Figure 3). The readings are at
the extremities of an oval pan and tilt sensing action (front, left, floor, right). As the
sensor sweeps once every 400 msec, echo data is available every 100 msec. Thus,
the person listens to an echo every 400 mm or every 400 msec when walking at 800
mm/sec (i.e. 1 step/second). Therefore, the blind person updates their view less often
than the sighted person.
A mobile robot travelling at the same speed would have to match the pan time
and echo capture rate of (400 mill-sec) to achieve just in time perception for the
equivalent speed of translation. As backscattered echoes contain components from
multiple geometric features, the continuous landmark of interest for the purpose of
tracking is unlikely to be the most prominent signal in the backscattered echo. This
introduces vast complexity to the task of sensing for navigation along a continuous
landmark, so a more cognitive approach is required. Essentially, the system has to
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recognise the wall and track it from an echo containing multiple components. Thus
we are unable to use the backscattered signal's most prominent feature so we have to
replace a simple range finder with an object recogniser.
The wall of an office corridor contains indents at every door introducing
strong corner reflectors both on doorjambs and on door edges. In this environment,
the robot controller that uses a simple range finder tracks the wall until the echo from
a distant corner reflector becomes the prominent signal in the echo. Then the robot
controller, using the most prominent feature as the continuous landmark to track,
calculates the tracking distance to the prominent feature (now the distant corner
reflector) and concludes that the robot's bearing has drifted from the continuous
landmark it was tracking by a large step and issues a command to correct the drift,
thus turning the robot toward the wall.
7.2

Sensor characteristics

Thus, our experimental research work is really the first stage of developing a more
cognitive system for object (geometric feature) recognition and extraction. The first
step is to identify the impact of the geometry on the echo. To do this we started by
characterising the ultrasonic sensor we are using. We conducted a set of experiments
to measure the intensity of echo acoustic backscatter at each 1-degree step of an arc
from left 40˚ to right 40˚ from a large flat surface at 1 metre range.
7.2.1

Pan and tilt at flat surface

Figure 21 Intensity plot echo backscatter from a flat specular surface where the pan
journey arc was 40˚ left to 40˚ right at range 1007 mm (29-8-08).
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Figure 22 Intensity plot of echo backscatter from a flat specular surface
where the tilt journey arc was 40˚ elevation to 40˚ depression range 1007 mm (29-708).
Figure 21 and Figure 22 are echo intensity plots from panning the sensor
across a flat specular surface from a fixed distance of 1007 millimetres. The 3
graphs, from top to bottom, show mean (top) and standard deviation (middle) of echo
amplitude, and mean of range (bottom) for 5 echoes at each angle. The range is
constant because ultrasonic sensing uses waves not rays (McKerrow, 1990). In
Figure 21 the sweep was horizontal (a panning movement on a electromechanical
pan and tilt unit) from 40˚ left to 40˚ right, an 80˚ arc. In Figure 22 the sweep was
vertical (a tilting movement on a electromechanical pan tilt unit) from 40˚ elevation
to 40˚ depression, an 80˚ arc. In both intensity plots we see a main lobe, a side lobe,
and the start of a second side lobe. The intensity of the first side lobe is 100µV, the
minima for the main lobe is at 19˚ and -21˚ ±1˚. The minima between the first side
lobe and second side lobe are at the extremities of the graph.
7.2.2

Pan and tilt at spherical surface

Figure 23 and Figure 24 are echo intensity plots from sweeping the sensor at a
specular sphere suspended by nylon fishing wire at a fixed distance of 1310
millimetres. Figure 23 shows a sweep that is horizontal (a panning movement on a
electromechanical pan tilt unit) from 40˚ left to 40˚ right, an 80˚ arc. Figure 24
shows a vertical sweep (a tilting movement on a electromechanical pan tilt unit) from
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40˚ elevation to 40˚ depression, an 80˚ arc. In the pan intensity plots we see a main
lobe, only, while in the tilt intensity plot (Figure 24), we note what appears to be a
side lobe. On closer inspection and analysis of the setup we conclude that what
appeared to be side lobe echo from the sphere was in reality a misidentified main
lobe echo from the floor. The intensity of the main lobe at range 1310 millimetres is
100µV, the minima for the previously misidentified 1st side lobe is at -18˚ ±1˚
(depression).

Figure 23 Intensity plot echo backscatter from a specular spherical surface.
The pan journey arc was 40˚ left to 40˚ right at range 1310 mm (date: 29-8-08).

Figure 24 Intensity plot echo backscatter from a specular spherical surface.
The tilt journey arc was 40˚ elevation to 40˚ depression range 1310 mm (29-8-08).
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7.2.3

Pan and tilt at horizontal cylinder
Figure 25 and Figure 26 are echo intensity plots from sweeping the sensor at

a specular cylindrical pole horizontally suspended by nylon fishing wire at a fixed
distance of 1007 millimetres. In Figure 25 the sweep was horizontal (a panning
movement on a electromechanical pan tilt unit) from 40˚ left to 40˚ right, an 80˚ arc.
In Figure 26 the sweep was vertical (a tilting movement on a electromechanical pan
tilt unit) from 40˚ elevation to 40˚ depression, an 80˚ arc. In the pan intensity plots
we see a main lobe only, while in the tilt intensity plot (Figure 24), we note a side
lobe for angles above the horizontal and what appears to be a side lobe below the
horizontal but our analysis of the set concluded that what appeared to be side lobe
echo from the pole was in reality a misidentified main lobe echo from the floor. The
intensity of the main lobe at range 1007 millimetres is 60µV, the minima for the
previously misidentified 1st side lobe is at -18˚ ±1˚ (depression), and for angles above
the horizontal the side lobe minima was noted at 20˚ ±1˚.

Figure 25 Intensity plot echo backscatter from a specular horizontal cylinder
surface the pan journey arc was 40˚ left to 40˚ right at range 1007 mm (31-7-08).
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Figure 26 Intensity plot echo backscatter from a specular horizontal cylinder
surface where the pan journey arc was 40˚ left to 40˚ right at range 1007 mm (29-808).
7.2.4

Pan and tilt at specular vertical cylinder

Figure 27 and Figure 28 are echo intensity plots from panning the sensor at a
specular vertical cylinder at a fixed distance of 1014 millimetres. In Figure 27 the
sweep was horizontal (a panning movement) from 40˚ left to 40˚ right, an 80˚ arc. In
Figure 28 the sweep was vertical (a tilting movement) from 40˚ elevation to 40˚
depression an 80˚ arc. In both intensity plots we see a main lobe, a side lobe, and the
start of a second side lobe. The intensity of the first side lobe is 15nV, the minima
for the 1st side lobe is at 16˚±1˚ and -20˚ ±1˚. We do, however, note that analysis of
the set led to the conclusion that what appeared to be side lobe echo from the pole on
the tilt below the horizontal (depression journey) was in reality a misidentified main
lobe echo from the pedestal of the pole on the floor.
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Figure 27 Intensity plot echo backscatter from a specular vertical cylinder
surface where the pan journey arc was 40˚ left to 40˚ right at range 1014 mm (31-708).

Figure 28 Intensity plot echo backscatter from a specular vertical cylinder
surface tilt journey arc 40˚ elevation 40˚ depression at range 1014 mm (31-7-08).
7.3

Measurements

Navigation of corridors by mobile robots is based on either measurement of range to
walls (sonar and laser) or perception of open space (vision). Accurate measurement
is required for a closed loop controller to work reliably. Often Kalman filters are
used to compensate for poor quality and intermittent range data. However, Kalman
filters cannot deal with the sensor producing range data to the wrong object.
Following our work to characterise the backscattered echoes, and as a result of our
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analysis of the intensity plots (Figure 21 to Figure 28), we concluded that the data
rendered by our sensor is error free and discounted the use and viability of any
filtering techniques. What we had to do was understand the data; all the data in the
signal.
Our simple closed loop control of wall-following is based on the assumption
that the measurement of the range value is correct. For example, when travelling
along a long, un-occluded flat wall a robot can track parallel to the wall because the
sensors measure range consistently. It is worth noting that to date the construction of
a flat geometrically straight wall and equally flat perfectly level floor is an art that
has eluded builders, thus we concede that some minor errors/variations are inherent
in the nature of the workspace of all robots.
In any workspace, measuring range is not simple, and, as a result of errors in
range measurement interpretations, closed loop control causes the robot to wander
around the desired path, and sometimes to collide with the wall. The solution to the
problem is to improve the quality of range measurement. In many environments this
requires object recognition. When the wall includes features, such as doors or is
occluded by objects such as chairs, simple measurement of range fails.
7.4

Directed Sensing Model

Our model of directed sensing is based on reported observations of the way blind
humans sense their environment. As mentioned earlier they use an oval panning
pattern between 4 waypoints of front, left, floor, right and repeat to achieve directed
sensing. The workspace is sensed discontinuously at regular intervals so the sensing
pattern has purposes as follows:
•

Front: looking for obstacles, overhangs, and safe traversable space.

•

Left: to detect the wall being tracked. The expected range to the wall
at the target tracking distance and sensor orientation is calculated.
Tolerances based on beam angle, are added to this range to form a
search window (Figure 29). Then we look in this window for a wall
echo.

If an echo is recognised then the distance to the wall is

calculated using the geometry in Figure 29.
•

Floor: to sense bumps, holes, obstructions, and oncoming traffic.

•

Right: to sense intruding obstacles and their intrusion distance, for
example does the corridor become too narrow?
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Figure 29 Geometry for calculating the window in which to scan for wall
echo
The model of directed sensing we used consisted of a pan cycle of four PanTilt (PT) movements to waypoints executed as the robot moves. The cycle is
repeated at a rate of one pan cycle every 2.4 seconds in a counter-clockwise
direction. From an initial position of ahead (PT 0°;0°) the unit moves to left (PT40°;0°), floor (PT 0°;40°, right (PT 40°;0°), back to ahead (PT 0°;0°). During this
pan cycle, sonar echo data are captured every 100 msec. So for example, during the
continuous motion between waypoints ahead and left, echoes are captured at 3º, 10º,
20º, 30º, 37º, and 40º. We observed that blind people scan only in the direction in
which they are travelling, relying on other people to avoid collisions with them (the
blind), as they overtake. Noting the utility of this approach we adopted similar
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techniques thus discounting the need for rear-view sensing. Our 4WD robot, Titan,
scans the space ahead in the direction of travel along the wall it is tracking.
7.5

Tracking

Titan’s controller relies on a suite of software that captures and interprets data from
the ultrasonic sensor. The surface detector is an NI LabVIEW virtual instrument (vi)
that calculates the distance to features found in the wall echo from the data rendered
by the sensor pointing at an oblique angle of 40˚ to the wall being tracked.

Figure 30 Surface region finder.
As each echo contains several feature components, identifying the region in the echo
where the wall surface is expected and verifying its existence within the expected
range is the primary task of a wall tracking system. To identify a window within the
fft where to look for the wall surface echo, we employed a simple Pythagorean
algorithm (Figure 30).
7.5.1

Confined space

The same vi is used to detect distance to the right of the robot; this of course serves
the purpose of confirming width clearance for the robot to pass:
•

i.e. 1800 sin 20˚ = 615 mm meaning 615 mm clearance to the right of
the sensor mount thus space for the robot to pass.

89

7.6

Control of steering angle

When the sensor is pointing left 40˚ (i.e. stopped at the left waypoint) the range is
measured while the pan unit is stationary. This range is considered to be correct.
This range is used with the tracking distance reference in a PID controller
CorridorLeft.vi to calculate a new steering angle output to correct for small errors in
wall tracking.
During the period the sensor is panning towards and away from the left
waypoint it is reading echoes every 100 msec. These readings are also used to
calculate the range to the wall. If the error in tracking distance is greater than 20% of
the tracking distance reference (i.e. large error) the steering reference is pulsed to
start the robot turning (cLTouch.vi).
When the system is tracking correctly the error in tracking is small and the
PID controller controls the robot. If for some reason, the error in tracking distance is
found to be large on another sensing cycle, some feed-forward is used to move the
robot in the direction required to correct the error.
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Figure 31 Minor corrections mechanism in the state machine controller
7.7

Wall echo location

In our research we considered only echoes reflected off a wall to the left of Titan.
The reasons for this decision were outlined in earlier chapters. These echoes are
used to control the robot during a wall-following mission. The four waypoints
denote one of each of four main states in a state machine software architecture shown
in Figure 17 and Figure 31, which was used to control Titan’s navigation. In each
state, 6 echoes were captured, one every 100 msec, then a command was sent to
move the pan and tilt unit where the sonar was mounted to the next waypoint and the
state machine to the next state.
The look-ahead state considered the space ahead of the robot in the corridor. It
adjusted the linear velocity based on the clear distance ahead, decelerating if an
object was in the path of the robot at range 1.8 m or less and stopping at range ≤ 300
mm.
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The look left state estimates the distance to the wall and together with the
distance estimate from the previous cycle calculates an orientation angle to the wall.
Then it issues a steering angle command to adjust Titan’s trajectory. It is calculated
to steer the robot to reduce the error in its orientation to and range from the wall
(Antoun and McKerrow, 2010).39
In addition, when an echo between the front, left and floor waypoints
indicates that the robot is closer to the wall than 80% of the target tracking distance
from the wall, a left touch command is triggered to modify the steering reference by
up to 1º to the right. This allows the robot to detect and start correcting for variations
in the wall before the robot reaches them.
The look floor state considers the surface on which the robot is travelling to
check that the floor is safe to traverse i.e. it looks for steps up, down, and or other
low lying objects and it behaves in a similar manner to the look ahead state.
The look right state checks for intruding objects and adjusts the tracking
target to ensure that there is sufficient clearance on the right of the robot for the robot
to pass the object. Often objects to the right are moving in the opposite direction to
the robot. To detect them well ahead, echoes between floor, right, and front
waypoints are checked and each echo is checked for clearance too. If too close, a
right touch is activated which functions similarly to left touch.
For every scan cycle, we collected a data vector of the 80 features that the
controller’s logic used to issue the steering commands for the mission. With this
data we replayed the operation of the robot using our simulator (Figure 32, Figure
36) and analysed our navigation experiments.
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Figure 32 Titan Robot Simulator.
Typically, we considered the geometry of the environment, which state the
controller was in, the ultrasonic sonar data and the consequent decisions made by the
controller. The distance to the wall is calculated from the sensor geometry and the
echo features that we extracted.
7.8

Wall tracking with directed sensing

Initially the gains were too high causing the Titan controller to oversteer to the point
where it drove the robot into the wall. Conversely, when the gains were too low the
robot did not correct quickly enough and ran into the wall. Once we achieved stable
steering control we ran a suite of wall-following experiments to test for the effects of
various initial start positions and wall geometries (Figure 33), in all cases Titan
successfully followed the wall for the length of the mission. The data plotted on
Figure 34 and Figure 35 are: range to left wall (brown vertical bars), steering angle
reference (red solid line), steering angle (blue dotted line) linear velocity (green
dashed line), magnetic bearing (black dots dashes line), the states plotted with dots
are: found left wall (purple at y = 11), left touch (red at y = 8) right touch (red at y =6). Titan recorded these data at run-time.
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Thereafter we studied and analysed them with the run simulator shown in Figure 32.

Figure 33 Walls Titan followed in the experiment in Figure 34 and Figure 34.

Figure 34 Data recorded during a 7 m run along a straight wall, range target 500 mm.
Key - Continuous values: Steering angle reference - red solid line (scale = 1),
Steering angle - blue dotted line (scale = 1), Magnetic bearing - black dots and
dashes (scale = 0.13), Linear Velocity - green dashed line (scale = 10), Range to wall
- vertical brown bars (scale = 0.01). States: Found wall - purple dots at y = 11, left
touch - red dots at y = 8, and right touch - red dots at y =-6.
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Figure 35 Data recorded during a 7 m run along a wall with a 10º bend near midway
point (x = 120), range target 500 mm. Key - Continuous values: Steering angle
reference - red solid line (scale = 1), Steering angle - blue dotted line (scale = 1),
Magnetic bearing - black dots and dashes (scale = 0.13), Linear Velocity - green
dashed line (scale = 10), Range to wall - vertical brown bars (scale = 0.01). States:
Found wall - purple dots at y = 11, left touch - red dots at y = 8, and right touch - red
dots at y =-6. Expanded version of this figure in Figure 38.
In our experiments to follow a straight wall (Figure 33) the robot started with
a large initial error. The vertical bars (brown) in Figure 34 show the range to the
wall in (mm/100) calculated from the sonar echo. The robot started from a stationary
position, and was at 750 mm from the wall (x = 11) with a target tracking distance of
500 mm. Thus in its initial position it had a tracking error of -250 mm, so it was
commanded to steer (solid line) towards the wall with an angle of -8.5º (x = 35).
Note it also had an initial steering angle of -1.70º and was oriented 8.9º away from
the wall (measured manually). As a result of the initial errors and its initial motion,
at the next measurement its distance to the wall (x = 59) was 420 mm, so it corrected
with a command of +9º to turn away from the wall.
As Titan is a relatively large robot, it required travel distance (time at
velocity) to correct as per commands. The dashed line (green at y = 4) shows that
the robot took 1.5 seconds to accelerate to 400 mm/sec. The doted blue line shows
that it took half a second to change steering angle when moving at 400 mm/sec. The
plot of magnetic bearing (black dash dot starting at y = 9) shows that changes in
orientation of the robot occurred quickly.

The plot presents evidence that all

parameters slow down when the robot slowed down in response to detecting an
object ahead (x = 178).
The initial errors combined with the effects of accelerating to target velocity
resulted in both orientation and range errors. Once the robot reached target velocity,
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it was then able to start to follow the wall. From x = 83 to x = 178 the commanded
steering angle converged, as the robot tracked the wall. At x = 180, the robot was
oriented slightly towards the wall, detected the wall ahead, and slowed down to 250
mm/sec and continued to track the wall until it stopped at a barrier placed at the end
of the wall for this purpose (at x = 260).
Along with controlling the steering, the robot reported a number of states that
are useful in higher-level navigation decisions, and for evaluating performance.
Three of them are shown as dots on the graph. The circular dots at y = 11 (purple)
indicate that the sensor has found the wall each time (every 2.4 sec) it looked for it,
so the range readings (brown vertical bars) are considered valid. The square (red)
dots at y = 8 indicate that on those scans the robot found that it is closer than 80% of
the tracking distance from the left wall. As these scans have a lower incident angle
to the wall they in fact provide a look ahead for changes in the wall geometry, and in
response Titan changed the steering angle by up to 1º.
The square (red) dots at y =-6 and x = 240 indicate detection of a right surface
ahead and change the steering reference. In this run, the robot was detecting the
barrier placed at the end of the wall to block its path and stop it. Hence, the detection
of a right surface was an erroneous state. It was also noted that the robot’s ability to
steer declines at low velocities.

These two problems are counteracted by only

allowing steering command and control when the robot velocity is greater than 50
mm/sec.
A second experiment involved starting the robot approximately parallel to the
wall and then, when it achieved running speed, we introduced a bend in the wall.
The results in Figure 35 are for an experiment tracking a wall with a 10º bend (Figure
33). By x = 83 the robot is tracking the wall. At x = 131, it detects the wall at the
other side of the bend. So from x = 131 to x = 230 it is commanded to turn away
from the wall by both left wall steering reference calculation and left wall look
ahead. At x = 227 it has passed the bend but is too far from the wall so it is
commanded to turn back towards the wall, before being commanded to stop at x =
248.
7.9

Discussion

The two experiments demonstrated that the robot is able to track the wall, when
travelling at 400 mm/sec, and sensing the wall every 2.4 sec (960 mm). The control
96

oscillated due to the time delay between sensing, but it converged, thus showing that
it was stable.
We concluded from these experiments outcomes that regular intermittent
sensing could be used to navigate along a continuous landmark such as a wall.
The reliability of this control is improved by looking ahead on non-waypoint
scans for variations in the left wall and intruding objects on the right. This models
the ability of the blind human to perceive such objects between panning waypoints.
The robot stopped as commanded at the end of each run when it detected an
intersecting wall (object in the way). Additionally, the collision avoidance controls
in our software slowed the robot by detecting obstacles on other scans during the pan
cycle.
In the first experiment the robot was positioned with large initial errors in
both range and orientation. Once it picked up speed it corrected for those errors in 6
sensing cycles and stopped at the end of run barrier obstacle. By contrast, in the
second experiment, the initial errors were small, and the robot corrected for those
errors in 2 sensing cycles. Its navigation of a bend with a 10º change in orientation
showed that the system is capable of following walls that are not straight, and
handling step changes in wall orientation.
7.10 Conclusion
Part of our investigation was to determine both the safety and viability of our
directed sensing for navigation strategy. As stated in previous chapters we have
reported observations of vision-impaired people using this strategy safely. Here we
have presented experimental results in navigation with directed ultrasonic monoaural sensing that demonstrate the validity of our contention: namely that it is
possible for a robot to move safely in one direction as it scans in a different one.
The key is to break the processes into tasks and to scan for the information
needed for each task at the point in time that it is required. The requirements of the
sensing system for a wall-following robot are to perceive sufficient information
about the environment to determine where the wall is and the robot's orientation to
the wall. At each sensor scan during the pan cycle, the human or the robot has to
execute functions pertinent to the direction the sensor is pointing to such as: collision
avoidance if pointing ahead, and steering if pointing left. When our robot was
moving at speeds below 50mm/sec, steering commands were observed to be
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ineffective, so we designed our control systems such that they were not issued at
such speeds.
We conclude that our research experiment findings have demonstrated that
the strategies employed by humans (both sighted and blind) in look/scan ahead, and
collision avoidance can be used successfully by a robot to follow a continuous
landmark such as a wall with no need for precise prior or geometric mapping of the
workspace. Furthermore, we have achieved this with a single mono-aural directed
sensor. Our appreciation of the human’s ability to both perceive the wall and to
navigate along it with limited sensing has increased significantly as a result of our
experience in programming our mobile robot to achieve the same task. Having
successfully programmed Titan to follow this continuous landmark, we were able to
discount control as the problem and in doing so identified sensing as the issue that is
the core of our research.
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8 WALL PERCEPTION EXPERIMENT
8.1

Prologue

The mobile robot Titan described earlier uses a state machine based controller to
combine directed sensing with motion control. The corridor-following state machine
loops for a set number of time steps in each state while the sensor is panning. On the
last step, at the waypoint, it calculates the output commands to the pan and tilt unit
and commands the robot to move into the next state. The results of our work to this
point indicate that more useful information is contained in the ultrasonic echo
components than previously thought. They also lead us to believe that accurate wall
following is possible.
8.2

Environment Geometry

In Chapter 7 we described a wall-following experiment using only echoes reflected
off a flat wall to the left of our mobile robot as feedback. As the sensor panned
between waypoints, echoes were captured every 100 msec: five during motion and
one while stationary at the waypoint. This cycle took 2.4 seconds. Echoes captured
around the left waypoint were used to calculate the range to the wall as per the model
in Figure 37.
Our experiments demonstrated that the robot is able to track a perfectly flat
wall, when travelling at 400 mm/sec and sensing the wall every 2.4 sec (960 mm).
Figure 38 shows the record of a successful run along a straight wall. The wide
vertical bars are the range to the wall. Initially the robot is 350 mm further from the
wall than the 500 mm target (first and second bar). After four steps it has converged
(as shown by the bars).
The control overshoots due to the time delay between repeated sensing of the
wall. With a large initial tracking error, the error oscillates and converges showing
that it is stable. We assert this as evidence that regular intermittent sensing with a
single CTFM sensor is viable to navigate along a featureless corridor wall.
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Figure 37 Geometry for calculating the window in which to scan for wall
echo.
When we tasked the robot to navigate a section of corridor where the wall
was characterised by a number of doors, the same control architecture failed to yield
acceptable results.

The robot repeatedly turned into the left wall (Figure 39).

Varying control parameters only yielded further collisions with the walls.
We replayed the record of the experiment runs in our simulator. Analysis of
the data pointed repeatedly to misidentified features in the echoes as the reason for
the failure to track the wall. Often the controller interpreted a dominant signal from
a distant feature as the tracking target of interest over the low yet present tracking
surface echo.
We sought to identify whether the problem when tracking the wall was a
control issue or a sensing issue. We experimented with more frequent sampling by
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Figure 38 Data recorded
during a 7 m run along a
straight wall, range target
500
mm.
Key
Continuous
values:
Steering angle reference red solid line (scale = 1),
Steering angle - blue
dotted line (scale = 1),
Magnetic bearing - black
dots and dashes (scale =
0.13), Linear Velocity green dashed line (scale
= 10), Range to wall vertical brown bars (scale
= 0.01). States: Found
wall - purple dots at y =
11, left touch - red dots at
y = 8, and right touch red dots at y =-6.
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fixing the sensor pan angle to 40˚ left and sampled the wall at 100 msec intervals.
Again the robot failed to track the wall (Figure 39).

Figure 39 Simulator replay of Corridor left wall-tracking experiment.
This experiment confirmed that the poor tracking results were not a byproduct of discontinuous sampling and thus not a control problem. In disproving the
control problem conjecture we isolated the problem to sensor data analysis and
interpretation.
8.3

Object Recognition

To recognise objects we need to extract features from the echo: features whose
parameter values vary with reflector type and geometry. First we considered features
used by other researchers as well as the equipment they used.

Kuc (1990)40

considered varying scanning density, scanner geometry and robot motion to suit the
workspace where knowledge of the environment is assumed.
Kleeman and Kuc (1995) analysed how to detect features separately using
stereo sensors. They used a single transmitter and two receivers in a design that
relied on stereo geometry echolocation to determine reflector features (edge, corner,
and plane). By contrast our work uses a single mono-aural sensor, multiple echo
components, sensor motion and an echo model to detect the features. The confluence
of these four factors is one innovation of our approach.
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In earlier work Bozma and Kuc (1991)41combined information from a dense
scan of simple sensors around an object with reasoning to reliably offer information
on the target type. More sophisticated sensors measure the distance to multiple
objects and improve efficiency and reliability of inferences derived from echoes.
Goerlitz (2011)42tested whether wild bats emerging from a cave show evasive
flight path changes around small real objects (40 cm2). He showed that, despite
flying with many other bats, they were able to detect and evade small objects in a
chaotic environment. He proposed the hypothesis that bats use the perceived sonar
aperture/diameter of object echoes to estimate object size and reliably derive data
from echoes, sufficient for safe motion in six degrees of freedom.
Greif and Siemers (2010)43considered how bats recognise and classify
spatially extended echo targets such as ponds. They claim that bats perceive those
targets via the reflected echo of a side lobe of the transmitted chirp to the surface
below. According to Greif and Siemers (2010) the claim is:
"most of the call energy is reflected away from the bat, with the
exception of the small off-axis fraction that hits the surface
perpendicularly".
We have been studying the echo received by a sensor from a wall when the
sensor axis is aimed at an angle of 40˚ to the wall. We found that the echo contains
three types of components: orthogonal echo component, surface echo component and
object corner echo components. We claim and shall demonstrate that these echo
types can be recognised and tracked as the sensor moves along a wall. From this
track we can estimate the range to the surface in several ways.
8.4

SENSING PROBLEM
We examined the echoes captured by the robot and observed that they

contained several echo components.

We hypothesised that each component

represents a different aspect of the geometry of the wall. One represents the
orthogonal path to the surface (corridor wall). A second represents the path of the
main lobe to the surface. A third represents the path to corner reflectors, such as
doorjambs. Thus, there appears to be three echo components that contain significant
information about the location of the wall. The research that follows studies those
components. With the sensor angled at 40˚ most of the energy is reflected away
from the sensor so the amplitude of the surface echo is small (McKerrow and
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Kristiansen, 2006). We observed a similar amplitude echo at the orthogonal distance
and hypothesised that it could only come from a side lobe, in which case we can get
a direct measure of range.
While we were investigating the possibility of there being enough energy in
the side lobes to measure range, Greif and Siemers (2010) published a paper on how
bats recognise and classify spatially extended echo targets. They claim that bats are
able to glean sufficient information from the small fraction of energy in the side lobe
orthogonal to the surface to identify it as a body of water.
An echo component is a measurable peak in echo energy returning to the
sensor.

Each peak is characterised by its amplitude, width, energy and range

(McKerrow and Kristiansen, 2006). A peak is detected when the echo amplitude
rises above a threshold. The three echo components of interest have different values
for these parameters (Figure 43). Also, as the sensor translates forward, the echo
component from a corridor wall feature like a doorjamb moves towards the sensor.
The first step then in solving the sensing problem is to detect the component and
measure these parameters.
8.5

SENSING EXPERIMENTS
We mounted and drove the sensor along a wall (Figure 40) with a precision

linear positioner. The experimental set-up (Figure 41) consisted of a flat corridor
wall with a door. The sensor was 400 mm from the wall pointing at an oblique angle
to the wall, at a height of 630 mm above the ground. The experiment started with the
sensor ensonifying the wall only and, as it moved, the doorjamb came into the field
of ensonification. The total distance journeyed by the sensor was 1500 mm.

Figure 40 Geometric model of the corridor wall with doorway used in
experiment. Positions 1 to 8 correspond to echoes in Figure 50.
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Figure 41 Equipment setup and layout of corridor wall with doorway used in
experiment. The laser dot marked in the photograph, from a laser pointing spirit
level, was used to confirm 0° tilt. It denotes the impact point of the centre of the
ultrasonic beam with the wall.
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9 ECHO ANALYSIS
9.1

Smooth wall echo

The echoes at the eight sensing positions shown in Figure 40 of the experiment and
pictured in Figure 41 are recorded in the traces shown in Figure 43 through to Figure
50. Considering the experimental set up described earlier we examine the top trace
(from position 1) and conclude that the echo component at ≈ 250 mm is electronic
noise, the component at ≈ 410 mm is the orthogonal echo from the wall, the
component ≈ 630 mm is the surface echo from the main lobe, the component at ≈
900 mm is the left door jamb, and the component at ≈ 1760 mm is the right door
jamb (Figure 42, Figure 43).

Figure 42 Geometric model of the CTFM ultrasonic beam
At a range of 400 mm we observe the echo backscattered orthogonally from the left
side lobe. Throughout the experiment this signal remains constant as we are driving
the sensor parallel to the wall (Figure 41) with a precision positioner with the
exception of the case where echo swamping has occurred at position 7.
At a range of 550 mm to 750 mm we note the small amplitude echo from the
wall backscattered from the main beam. This assertion can be verified from the
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geometry. The component from the surface is wider and flatter then the orthogonal
component, making it easy to distinguish between the two.
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!
Figure 43 Ultrasonic echo data from position 1 marked on geometric model
(Figure 40) positioner experiment (scale is the same in all 8 echoes)
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!
Figure 44 Ultrasonic echo data from position 2 marked on geometric model
(Figure 40) positioner experiment (scale is the same in all 8 echoes)
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!
Figure 45 Ultrasonic echo data from position 3 marked on geometric model
(Figure 40) positioner experiment (scale is the same in all 8 echoes)
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!
Figure 46 Ultrasonic echo data from position 4 marked on geometric model
(Figure 40) positioner experiment (scale is the same in all 8 echoes)
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!
Figure 47 Ultrasonic echo data from position 5 marked on geometric model
(Figure 40) positioner experiment (scale is the same in all 8 echoes)
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!
Figure 48 Ultrasonic echo data from position 6 marked on geometric model
(Figure 40) positioner experiment (scale is the same in all 8 echoes)
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!
Figure 49 Ultrasonic echo data from position 7 marked on geometric model
(Figure 40) positioner experiment (scale is the same in all 8 echoes)
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!
Figure 50 Ultrasonic echo data from position 8 marked on geometric model
(Figure 40) positioner experiment (scale is the same in all 8 echoes)
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9.2

Wall and Near Doorjamb

As the sensor moves, the relative distance to the doorjamb decreases. The rate of
decrease is a rate proportional to the velocity of the sensor. In the echo at Position 1
(Figure 43), the near doorjamb appears as a small echo from the left edge of the
beam at 900 mm. In the echo at Position 2 (Figure 44) the doorjamb echo has moved
to 740 mm, and grown considerably.
Considering the design of the state machine controller, this feature having
become the dominant echo in the signal, would be deemed the tracking surface. The
distance to it is greater than 410 mm which was the distance to the dominant feature
in the previous trace at position 1 (Figure 43) and the controller would have deduced
that the robot trajectory is drifting away from the tracking surface and issued a
correction command steering the robot towards the left and imminent collision with
the wall. This observation from traces at positions 1 and 2 empirically confirmed our
postulate that the robot controller design is valid and that the problem is one of
misidentification of features in the echo.
9.3

Wall and both Doorjambs

Examining the echo at Position 3, we note that the near doorjamb is at 600 mm and
the far doorjamb is at 1370 mm. The echo from the left doorjamb is still
distinguishable from the orthogonal surface echo at 400 mm, but it has completely
swamped the surface echo.
At position 4, the near doorjamb echo is absent. On examining the geometry
of the experimental set up, we concluded that the near doorjamb is no longer
ensonified by the main lobe and does not contribute to the orthogonal echo.
At position 5 (Figure 47), we see the far doorjamb backscattering
considerable energy at 1000 mm. It matches the characteristics of a corner reflector
described by Kleeman and Kuc (1995). The surface has also moved further away as
the door is recessed by 71 mm. Its echo is smaller because the door is constructed
from a more specular material than the compressed plaster wall.
Greif and Siemers (2010) claimed that most of the bat’s call energy is
reflected away from the bat when it hunts over specular water surface. Here, most of
the surface echo energy is reflected away by the specular door finish, leaving us with
only the dominant energy backscattered from the aluminium doorjamb.
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At position 7 (Figure 49), the transducer’s main beam is centred at the
intersection of the door and the right doorjamb. Furthermore, the soundproofing
baffle forms a small second corner reflector. These angular reflectors at the centre of
the main lobe reflect almost all of the energy of the beam back, swamping all other
echo components. Finally, at position 8 (Figure 50) we see the orthogonal reflection
of the left side lobe from the door surface at 470 mm and a strong signal from the left
edge of the main lobe at ≈ 550 mm from the doorjamb.
Table 4 Taxonomy Of Wall Echo Model
Type

Echo width

Orthogonal

Narrow

Surface
Jamb

Position

Peak Amplitude

Energy

First

Low

Low

Wide

Second

Very Low

Low

Narrow

Third

Very High

High

While this corridor was simple with sparse features, it generates up to 4
distinguishable echo components. Echoes from more complex walls will be more
complex to analyse but their components will fall into three groups: orthogonal, fixed
range and moving as described in our taxonomy of wall echoes in Table 4.
9.4

Wall Echo Model
We conducted a detailed analysis of the echoes captured from the corridor

experiments. Part of the process was an attempt to attribute each peak in the echo to a
physical feature of the experiment environment. This meant determining the distance
of the object causing the backscatter and physically measuring the experiment
environment and setup to accurately identify the object. With repeated runs we
observed repeated identical outcomes thus confirming the validity of our work. We
then mapped the backscattered signal characteristics to the experimental workspace
and derived the taxonomy in Table 4.
Figure 51 depicts the echo data for range 0 mm to 500 mm of the echo at
position 1 of our experiment (Figure 43), we note the range of the echo is 2000 mm
from the front of the transducer. In range 0 mm to 300 mm we note a single narrow
peak above the 10 nanowatt threshold. As careful inspection of the experiment setup
revealed no reflector at this range in any direction, we attribute this to electronic
noise in the equipment but concede it may also be from airborne particulates. At
range 400 mm to 430 mm we observe an orthogonal wall echo peak from the second
left side lobe of the ultrasonic beam (Figure 42). We note the nature of the peak as
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narrow and low amplitude (12 nanowatts), its relative position in the echo (first
contact / shortest path) as described in Table 4.

Figure 51 Orthogonal echo feature components at position 1 in Figure 40
In Figure 52 we observe at range 520 mm to 750 mm from the transducer a
broad peak of low amplitude (5 nanowatts ±1) being the main lobe energy
backscattered from the wall surface (Figure 42). Considering the orientation of the
sensor at 40˚ the surface energy backscatter was, as expected, the second echo
feature in the capture as per the taxonomy in Table 4. We observe a third and highenergy narrow peak at range 900 mm being main lobe energy backscatter from the
near doorjamb, a metallic corner reflector (Figure 42).

Figure 52 Surface echo and reflector feature components at position 1 in Figure 40
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Figure 53 Distant object echo feature component at position 1 in Figure 40
In Figure 53 we observe a final high-energy narrow peak at range 1700 mm
being main lobe energy backscatter from the far doorjamb, a deep (40 mm) metallic
corner reflector (Figure 42).

The relative positions of both the near and far

doorjambs match our taxonomy in Table 4.
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10 ECHO COMPONENT EXTRACTION
10.1 Finding Features
To calculate the range to the wall, we have to reliably extract several feature
components from each echo.

Each component provides different geometric

information: orthogonal range, range at an angle to surface and range at an angle to
corner reflectors. By combining each set of echo information with information on
current motion and previous location it is possible to estimate the range and possibly
bearing to the wall.
At the start of the experimental runs, the echoes from the wall and doorjambs
are separate and easy to identify. But as the precision positioner (Figure 41) moves
the sensor along, the echo feature components overlap making them harder to extract
and separate one from the other. From the description in Section 9.2 it is obvious
that tracking a single component will not result in a continuous measure of range. So
we have to determine when the detection of an echo component is valid and hence is
a reliable measure of range.
As we are developing a sensing system for wall tracking, we need to provide
a reliable range signal to the controller. We conclude that we need not capture as
much backscatter as possible but rather backscatter from several distinct geometric
features. The key is distinguishable individual signals, not loud signals. Thus reliable
control of wall following is about sensing models.
10.2 Sensing model
To reliably identify and extract components of the echo we developed a model of
each component in a taxonomy, including when it is expected to occur in the echo
and what its shape is expected to be (Table 4). The mapping of this taxonomy onto
the echo can be seen in Figure 43 and detailed analysis in Section 9.4.

The

orthogonal echo returns first. This echo is narrow with a low single peak as per our
taxonomy (Table 4). The surface echo returns next. It is very wide, and has multiple
low amplitude peaks. The shape of the peaks is determined by the surface roughness
(McKerrow and Kristiansen, 2006). The echoes from the doorjambs return last.
They have very high peaks and are very narrow. We consider peak position to be the
position of the highest energy fft bin in the window where the signal is detected
above the threshold.
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Where there is clear separation between backscattered echo components (e.g.
Position 1) the range is easily computed using the geometry in Figure 37. Where
there is no clear separation (e.g. Figure 49) it is difficult to estimate range. Another
complication is that the surface echo from the shiny (specular) door is of lower
amplitude than that from the flat plaster wall (diffuse). While this may enable us to
distinguish between the surfaces (McKerrow and Kristiansen, 2006), it makes
detecting the surface components reliably more difficult.
10.3 Echo extraction software
We developed a suite of software to analyse and extract features from the sensor
echo.

These features then become the data that we use for wall-tracking. The

software tools we use are a peak detector and a trough detector.
As the echo signal is the output of an fft, where bin position is proportional to
the range at which an echo occurred and bin amplitude is proportional to the
amplitude of the echo, the echo signal is jagged rather than continuous. To extract
features we have to find peaks and troughs in order to isolate echo components.
The peak-finding algorithm that we have developed over several research
projects takes the echo array as input and sets out four parameters: threshold, search
start bin, search stop tolerance, and a max peak width. A peak is detected when a bin
value is found that is greater than the threshold. The peak includes the following
bins until a sequence of bins amplitudes below the threshold is found that is greater
than the tolerance. Bins prior to the desired search area (defined by the search start
bin) are skipped.
The output of the peak finder is a cluster of bins containing the bins in the
peak, the start position of the array, the position of the peak in the array, and its
amplitude. From this data, the position of the maximum, the width of the peak, and
the energy of the peak are calculated. The parameters of the peak finder are set to
match the taxonomy in Table 4. The peak finder analyses the echo data several times
with different parameters to find the different echo components.
In this research, we found that we needed a trough finder in order to reduce
the effect of interference between echo components when they are close together. For
example, the echo from a doorjamb swamps the surface echo as the sensor moves
closer to the jamb.
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10.4 WALL TRACKING
The trace of the range to the echo components for the experiment run where
the sensor was aimed at 40˚ to the wall is given in Figure 54.

Figure 54 Tracking of echo
components from 1500 mm run along
corridor wall with the sensor at 40˚.
Bottom trace (solid line) is the orthogonal
component. Second trace (dashed line) is
the surface component, third trace (doted
line), starting at bin 42 is the left
doorjamb, and becomes the right
doorjamb at bin 120, a brief 45 mm wide
signal (top solid line bin 100 to 115)
corresponds to the almost spherical door
handle
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When we consider the graph of the echoes captured from our run at 40˚ we
observe three noteworthy traces. At peak position ≈ 110, we see a low variance echo
trace. The peak position corresponds to a range 392.7 mm. To detect this peak we
applied a threshold of 3.5 nanowatts and considered higher signal amplitude as viable
reflector echoes.

Because of the characteristics of the orthogonal geometry

component as per our taxonomy (Table 4) we used a narrow search stop tolerance of
9 bins. The track of the orthogonal component (solid line) is smooth for most of the
run. At bin 32 and 34 it jumps to the end of the region (start bin + max width)
because the signal above the threshold is towards the end of the detection window.
At bin 77 the range increases by 71 mm (Figure 54) because the orthogonal distance
is to the door (the door is recessed in a shallow alcove formed by the aluminium
architrave). This corresponds to the end of trace of the near doorjamb. Reducing the
threshold may fix this problem. However, detecting that the range is at either the
minimum (which can occur with the threshold set too low) or maximum enables us
to discount the orthogonal measurement at these points.
At peak position ≈ 160 we see another low variance trace (dashed). This
position corresponds to 606.9 mm, the distance to the surface measured along the
axis of the main lobe (Figure 42). We applied a threshold of 0.2 nanowatts and
considered signal amplitudes above that as viable reflector echoes. As the surface
component is wide, we used a stop search tolerance of 40 bins. Again the track is
relatively smooth. It shows errors in range measurements at the same points as the
orthogonal component. There are more errors when sensing the door than the wall
because the door surface is specular and reflected less energy.
At echo 0, the third track (dotted), which ends at echo 32, is the near
doorjamb. It derives from a small corner reflector that is formed by the aluminium
doorframe protruding from the plasterboard wall.
At echo number 42 a track (dotted line) starts at peak position 365 (range
1303 mm) and decreases till echo number 103 with a peak at bin 220 (range 785
mm). This is a track of the far doorjamb with its slope equivalent to the forward
speed of the robot. From echo position 102 to echo position 120, the far doorjamb
swamps all other echoes (around position 7 shown in Figure 49).
The two corner reflectors formed by the near and far doorjambs are 885 mm apart.
The distance from where the near doorjamb track stops at echo number 32 to where
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the far doorjamb track stops at bin 120 is 880 mm, which corresponds to the distance
between the reflectors. The traces in the graph of smooth surfaces are smooth and
stable. Their location and slope correlate to the geometric model (Figure 40). The
data we worked with was raw data not averaged or filtered in any way. We conclude
from this experiment that our orthogonal hypothesis is empirically verified.
10.5 Effect of panning
Figure 54 shows the tracking of 4 echo components for a sensing run of 1500 mm
along a wall containing a door with the sensor at 40˚. We claim that these results
demonstrate that we can use a side lobe echo to measure the orthogonal distances to
the wall. We also claim that we can track the wall surface and the doorjambs.
The oval scanning pattern that we discussed previously, results in the angle to
the wall changing from 40˚. Also the motion of the person or robot holding the
sensor may not be parallel to the wall. We examined the effect of sensor angle on
the reliability of tracking echo components.
As the angle of the sensor to the wall changes, the section of the beam
producing each echo component changes, resulting in considerable variations in the
features of the echo components.

At angles greater than 70˚ the main lobe

contributes to the orthogonal echo component while at angles less than 30˚ the
second side lobe is reflected to form the orthogonal component. Thus the incident
energy forming the different echo components is expected to vary considerably with
sensor angle.
At this stage we became interested in the effect of changing the angle of the
sensor. In order to understand and consider the outcomes of panning the sensor, we
took two steps. One was to measure the directivity of the sensor at various angles.
The other was to repeat the wall tracking experiment at a range of angles.
To measure the directivity of the sensor, we placed the sensor at a known
distance from the wall, panned it over 100˚ range, and measured the intensity of the
orthogonal echo. Two intensity plots shown in Figure 55 and Figure 56 are for a
range of 400 mm and range of 1000 mm respectively. These show that the main lobe
signal at 90˚ (sensor pointing at the wall) is 10 times stronger at 400 than at 1000
mm. However, from 0° (sensor parallel to the wall) to 40° the intensity of the side
lobe echo from the wall is roughly the same for both distances.
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Figure 55 Mean and Standard deviation of echo intensity from side lobes
panning from -100˚ to 0˚ (where -90˚ is perpendicular to the wall) at corridor wall
from 400mm range

Figure 56 Mean and Standard deviation of echo intensity from side lobes
panning from -100˚ to 0˚ (where -90˚ is perpendicular to the wall) at corridor wall
from 1000 mm range.
For our experiment at 400 mm range, when the sensor is at an angle of 20° to
60°, the energy in the orthogonal component varies from 10 to 200 nanovolts,
indicating that there is sufficient echo energy, orthogonal to the wall to detect the
orthogonal echo component.
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The second step was to take measurements along the wall at different angles;
10°, 20°, 30°, 40°, 50° and 60° degrees. Traces at sensor angles 0°, 20° and 60° are
shown in Figure 10 and 40° in Figure 8.
At 20˚ (Figure 59), 40˚ (Figure 54) and 60˚ (Figure 57) both orthogonal and
surface echo components produce reliable measurements except when the doorjamb
components swamp the other components. The effect of swamping is less at 60˚ than
at 20˚ (Figure 59, and Figure 60). We observe that as the pan angle of the sensor
changes, the robot position where swamping occurs also moves.
The track at 0˚ (Figure 60) does not include either the orthogonal or surface
component. This is a good result because neither the wall nor the floor produces
orthogonal or surface components. Thus the blind person who points the sensor
parallel to the wall and floor will hear echoes from neither. However, when an
object intrudes into the beam, such as a doorjamb, the blind person will hear it and
can track it, as shown by the trace in Figure 60
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Figure 57 Echoes captured
from a journey along the corridor
wall, the sensor pan angle = 60˚
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10.6 Analysis of variable angle
While the results are excellent, they are dependent on the surface roughness of the
wall, doorjamb, and door. A different set of surfaces may have greater variation of
the orthogonal component. Also different sensor angles to the same set of surfaces
can give results that are not as good.
The feature extraction currently acts on the echo data from a single position.
If we modified the extraction to account for history (i.e. values at the previous
position), we could detect these jumps from echo component to echo component and
either remove or flag errors.
Further, we are tracking at least 3 echo components each of which provides a
different way to calculate range to the wall. If we have a way to determine when a
measure of one component is in error, we can switch to a measurement from another
component. Alternatively, we could rerun the extraction with different thresholds
(Antoun and McKerrow, 2012).44.
10.7 Floor echo
The traces in Figure 54, Figure 57, Figure 59 and Figure 60 show that we are
able to hold the sensor at a fixed angle to simultaneously track the wall and to avoid
collisions. However, the blind person is also interested in the floor as they want to
sense changes in the floor surface.

Figure 58 Mean and Standard deviation of echo intensity from side lobes
tilting from 0˚ to 45˚ depression, sensor height 630 mm.
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The ultrasonic sensor used in the experiments is mounted 630 mm above the
floor. In our measurements of the wall, the distance to the surface along the sensor
axis when panned to 40° is theoretically 622 mm. Thus, an orthogonal echo from the
floor may add to the surface echo from the wall. Hence, the importance of the result
for 0˚ pan angle where neither floor nor wall echo components were detected. One
way to separate the wall and surface echoes is to pan and tilt the sensor toward the
one we are interested in so that its echo is of significant amplitude. From Figure 58
we can see that the amplitude of the orthogonal floor echo increases for echoes above
35˚ depression. This gives us a reason for a blind person and a robot to scan the
environment by sweeping the sensor along a path defined by a geometric pattern.
We note that blind people use an oval sensing pattern (Antoun and McKerrow,
2012), probably because it has the lowest acceleration requirements.
10.8 Discussion of results
We hypothesise that a blind person will pan and tilt the sensor to separate wall and
floor echoes so that they can sense the edges of free space. Objects on the floor and
on the wall will impinge on these low volume echoes with high volume echoes,
alerting the blind person to take evasive action. When there is no danger, the person
does not want high amplitude returns because they cause discomfort.
The blind person wants to sense that the space ahead is free space where they
can safely walk so they use an oval pan and tilt motion to move between sensing the
wall and the floor. The amount of pan and/or tilt used depends on the acuity of the
person’s hearing, the roughness of the surfaces and the amount of volume they can
comfortably listen to from objects on the wall that reflect the main lobe. The smaller
the pan and tilt motions, the faster the blind person can update their mental map of
the geometry in front of them.
This hypothesis is a direct outcome of this research.

Validating this

hypothesis by observing a blind person or programming a mobile robot is not within
the scope of this research. Our research has shown that our original hypothesis,
based on observing blind people, is too simple. The hypothesis of an oval scan
(front, left 40 degrees, floor, right 40 degrees, repeat) is shown to involve motions
that are too gross. Reducing the size of the motions reduces the time taken to
measure a set of echoes and improves the feedback rate. Reduced motion size also
provides sufficient echo signal at each waypoint if not more than needed.
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We thus conclude that a more appropriate scan motion is: left until detect
wall, right and down until detect floor, up to free space, repeat. This involves small
motions to increase the echo from the wall, or the floor, to a level where they are
distinctly heard, and then back to free space. It is thus our conclusion that the blind
person is sweeping the sensor along the wall and floor on the edges of the free space
ahead of him, not unlike a bat scanning for free space to fly into (Antoun and
McKerrow, 2012).
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Figure 59 Echoes captured
from a journey along the corridor wall,
the sensor pan angle = 20˚
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Figure 60 Echoes captured
from a journey along the corridor
wall, the sensor pan angle = 0˚,
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11 CONCLUSIONS
The research we initially started with was an attempt to develop an intelligent mobile
robot controller, capable of navigating the Titan mobile robot safely in a dynamic
real world environment. We sought to build into the controller, abilities akin to
human navigation ability, so that it would be capable of dealing with the
uncertainties that are inherent in a dynamic, often-chaotic, real world. The mobile
platform we used, Titan, needed to be able to decide if it was on course or lost and
relocalise when it determined it was lost. Our proposal was for Titan to relocalise by
matching local landmarks to a fuzzy map while taking into account the path
travelled. When lost it would replan its path to reach the goal.
We surveyed the experimental space. This survey data was to be used to
develop the fuzzy set that makes up the fuzzy map. Our work was made viable with
reliable sensor data. Modern ultrasonic sensors give high quality information that
permits more detailed observations of the environment than previously possible with
point data. We were able to determine complex feature of an object, its texture and
distance constantly, without resorting to complex and computationally expensive
filtering techniques. This in turn allowed us to use those features for reliable sensor
based navigation without incurring the overhead time penalty generally associated
with filtering. As a starting point, we devised an experiment to get our mobile robot
to track continuous prominent features in an uncontrolled workspace. We chose a
corridor wall as the most common feature occurring in almost all indoor workspaces.
As our experimental work progressed we began to gain greater understanding
of the information in the echoes from the corridor. Combining echo information with
a planned directed sensor motion helped to identify the sources of backscattered
echoes. In our paper (Antoun and McKerrow, 2006) we demonstrated an accurate
correspondence between physical features and echoes by comparing the ranges
measured with the echoes to measurements of the physical geometry obtained with a
tape measure. We have also shown a correlation between expected navigation
trajectories and sensor direction commands.
In addition, we learned that the tilt angle required for us to get a strong echo
from the floor results in a weak echo from the walls. We compared this data to the
lessons we learned from reports of blind people using ultrasonic mobility aids and
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concluded that a blind person may be changing the tilt angle during the horizontal
pan to get stronger echoes. Due to the high dynamic range of human hearing, the
blind person may be able to select an angle where both the floor and wall echoes are
strong enough to use. We theorised that the latter is the most likely scenario. The
solution to this problem varies with the width of the corridor and the roughness of its
surfaces. We observed that the human ear can detect very low energy tones and the
human brain can identify those tones. Identification of the object may be possible by
correlating energy level changes with scanning, although frequency content can tell
us more about the object including how far away it is. As a result of the lessons
learnt, we concluded that echo analysis that includes the orientation of the sensor as
specified by the task is required, thus when scanning to the continuous landmark side
specific data is sought and calculations unique to the task are applied.
Likewise when scanning to the floor or to space ahead. It became obvious
that a state transition machine is the most suited control architecture for our robot
controller.
We began to experiment with a state machine based control system and
demonstrated that the state machine software architecture enables the development of
navigation programs to use directed sensing. A state machine based control system
also shows that it is possible to avoid collision when only sensing occasionally in the
direction of travel. At other times, the sensor can be panned to sense in other
directions, for example to detect the border of a path to control steering. The
experiment was a difficult case with minimal sensor information, limited sensor
range, and maximum update time.
The system can be made more robust. First by looking for objects in echoes
when sensing the floor and using their range when calculating the reference velocity
as well the update time can be halved. Second, the amount of sensor information
used can be increased significantly by using echoes from several sensor scans on
both sides of the direction of interest and by using more features from the echoes.
Third, in many tasks the panning angle can be decreased from 40˚ to reduce the total
cycle time, particularly when it is only necessary to detect the presence of a path
border and details such as whether it is plaster wall, grass edged concrete, or leaf
mulch, etc do not require recognition. Fourth, the range of the sensor can be doubled
to 4 m but at the cost of doubling the update time to 200 msec.
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To achieve our goal of mimicking human navigation using echolocation there
was a lot more work to do. The state machine has to be made easier to program to
make setting up experiments easier. The next experiment we planned to do (corridorfollowing) required the fusion of echo data from all the echoes in a pan cycle to
control both linear velocity and steering. Then it was necessary to add a higher level,
where several navigation functions are combined to achieve a navigation task.
A task of considerable interest, corridor following is also a main function of
any autonomous robot working in human space. The robot needs to track down the
corridor without collision with any object or falling into a hole or down a step. Blind
users of a mobility aid use a horizontal scanning motion of the sensor to sweep the
beam from side to side in the direction that they are walking to detect both the path
and its edges. When the sensor is pointing into the free space along the corridor, no
observable echo is returned. As the sensor is depressed from the horizontal toward
the floor, an increasingly loud swishing noise perceived is the backscattered echo of
the floor. This echo is of low energy with a wide bandwidth due to the roughness of
the floor. The swishing sound comes from a combination of the wide bandwidth and
the changing shape of the ultrasonic beam as it sweeps down.
We noticed that the signal level is very small. We have observed that we can
hear these echoes when they are barely visible in the noise in the fft graph of the
echo. If the sensor was panned until it was nearly orthogonal to the corridor left
wall, a simple featureless plasterboard wall, the echo would be sharp and the
amplitude would be hundreds of microwatts. When it is panned to the right wall, a
more complex echo is observed because the wall is more complex.

We thus

concluded that blind people using CTFM ultrasonic sensors can perceive the
environment with sufficient detail to be able navigate in quite dynamic
environments. By comparison, current mobile robots are cumbersome at best. In
these experiments, we have demonstrated that a robot can perceive the environment
with information in the CTFM echo and use it to navigate. As a result of these
conclusions our research focus shifted to attempt to mimic the navigation of blind
humans using an ultrasonic mobility aid using a mobile robot and similarly directed
perception provided by an ultrasonic sensing system.
Part of the investigation was to determine the safety of our directed sensing
for navigation strategy. We have records of vision impaired people using this
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strategy safely and here we have presented experimental results in navigation with
directed sensing that demonstrated the validity of our contention: namely that it is
possible for a robot to move safely in one direction as it scans in a different one. The
key is to break the process into tasks and to scan for the information needed for each
task at the point in time that it is required, as people do.
The requirements of the sensing system for a wall-following robot are to
perceive sufficient information about the environment to determine both where the
wall is and the robot's orientation to the wall. At each sensor scan during the pan
cycle, the human or the robot has to execute functions pertinent to the direction the
sensor is pointing to such as: collision avoidance if pointing ahead, and steering if
pointing left. When our robot was moving at speeds below 50 mm/sec steering
commands were found to be ineffective so they are not issued.
With this experiment we have demonstrated that the strategies employed by
humans (both sighted and blind) in look/scan ahead, and collision avoidance can be
used successfully by a robot to follow a wall with no need for precise prior or
geometric mapping of the workspace. Significantly, we achieved this with a single
directed sensor. We deliberately chose flat walls for the experiment to decouple
sensing from control.
In our later experiments we sought to study the sensing issues involved with
walls of more complex geometry and to identify their effects on navigation. We
observed that the echo from a stationary doorjamb grew in size as the robot
approached it until it swamped the echo from the surface of the wall. This resulted in
errors in the range reading that caused the control to deteriorate. So after thorough
analysis of the experiment data using our simulator, we concluded that the control
was not an issue, rather the issue was in misidentified echo features, leading to
incorrect inputs to the robot controller.
As a result, the focus of this thesis was changed to investigating feature
extractors that could recognise and track multiple objects to improve the
measurement of range. Our later work served to increase our appreciation of the
human’s cognitive ability to both perceive the wall and to navigate along it. Our
appreciation of what a human can achieve with limited sensing has increased
significantly as a result of our experience in trying to program a mobile robot to
achieve the same task.
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We hypothesised that a blind person pans and tilts the ultrasonic sensor to
separate wall and floor echoes so that they can sense the edges of free space. Objects
on the floor and on the wall will impinge on these low volume echoes with high
volume echoes, alerting the blind person to take evasive action. When there is no
danger, on the other hand, the person does not want high amplitude returns because
of the discomfort caused by high volume sound. The blind person wants to sense
that the space ahead is free space where they can safely walk. So they uses an oval
pan and tilt motion to move between sensing the wall and the floor. The amount of
pan and/or tilt used depends on the person’s acuity of hearing, the roughness of the
surfaces and the amount of volume that can be listened to without discomfort from
objects on the wall, or floor that reflect the main lobe. The smaller the pan and tilt
motions the faster the blind person can update their mental map of the geometry in
front of him. This hypothesis is a direct outcome of this research.
Validating this hypothesis by observing a blind person or programming a
mobile robot is beyond the scope of the research as we have offered empirical
evidence that the problem is not a control problem but a sensing problem. Our
research has shown that our original hypothesis, based on reports of blind people, is
too simple. The hypothesis of an oval scan (front, left 40 degrees, floor, right 40
degrees, repeat) is shown to involve motions that are too gross. Reducing the size of
panning motions reduces the time taken to measure a set of echoes, thus improving
the feedback rate.
A more appropriate scan motion is: left until detect wall, right and down until
detect floor, up to free space, repeat. This involves small motions to increase the
echo from the wall, or the floor, to a level where they are distinctly heard and then
back to free space. It is as if the person is sweeping the sensor along the wall and
floor on the edges of the free space ahead of him. We presented experimental
outcomes to support our thesis and demonstrated our algorithms for multiple targets
tracking in a single echo. Our work provides empirical proof that mono-aural
tracking of multiple targets coupled with understanding of the geometric
characteristics of the ultrasonic beam is the key. As such we conclude that the
possibility of autonomous navigation by identifying multiple continuous and
discontinuous reflectors in each echo of a mono-aural sensor is demonstrated by the
outcomes herein described. A future research project would be to bring together the
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results of this sensing research with the results of the navigation research to study the
original question of autonomous navigation by identifying and tracking multiple
continuous and discontinuous reflectors in each echo of a mono-aural CTFM
ultrasonic sensor.
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APPENDIX A ROBOT CONTROLLER

This is an electronic archive on the accompanying CD contains the LabVIEW
vi of the robot control software used in experiments described in my thesis.
All vis reside within the Appendix A Robot Controller folder on the
accompanying CD. File format is NI LabVIEW 2010.
The controller is made up of 2 driver programs.
1-

CorridorFollow.vi this is a 6 states state-machine controller for
robot control with directed sensing where the sensor was panned at
regular intervals to 4 way points as described in my thesis.

2-

CorridorFollow09State7.vi this is a modified state-machine
controller for fixed sensor pan angle controller.
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APPENDIX B ROBOT SIMULATOR

This is an electronic archive on the accompanying CD contains the vi of the
robot simulator used to replay experiment for close analysis. File format is NI
LabVIEW 2010.
This archive is almost a duplicate of Robot Controller archive as the
simulator “Run Data Analyser.vi” relies on the libraries contained in the robot
controller archive. The simulator used the data vector captured by the controller to
give the user a view of the data gathered by the sensor and the decision made by the
controller, furthermore it graphs the path of the robot thus allowing us to observe the
data captured and the resulting reactions of the controller.

146

APPENDIX C ECHO TRACKER

This is an electronic archive on the accompanying CD contains the LabVIEW
vi of the echo tracker used to analyse data captured during our experiment.
All vis reside within the Appendix C Echo Tracker folder on the
accompanying CD. File format is NI LabVIEW 2010.
The tracker is made up of a driver program New Analyser that reads the echo
data and calls library sub vis to analyse the echo and extract multiple components
from it, the parameters for set ups are derived from the Taxonomy described in my
thesis. Run the New Analyser.vi from within its enclosing folder all sub-vi are
contained within this folder.
New Analyser.vi depends on FindFirstPeak.vi designed to find peaks in the
echo, FindFirstTrough.vi a vi designed to find region of separation between peaks,
FindTrough.vi a vi to identify potential troughs a subtask to FindFirstTrough.vi, and
ClusterDataAnalyser.vi a vi designed to interpret the outcomes of the analysis and
identify the individual components observed in each echo. The parameters required
for subvis are passed with each call from New Analyser.vi
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APPENDIX D LIBRARIES

This is an electronic archive on the accompanying CD contains the LabVIEW
vi of the In/Out library, the Control library and the Feature library. File format is NI
LabVIEW 2010. This archive is a copy of appendix B as the simulator software
would not run without them.
These libraries are used by Titan controller and various other vis to observe
the workspace, analyse data captured, make control decisions, issue motion or stop
commands. The comprise:
1-

A control library folder containing all control library vi developed
to drive the robot, it also contains subvi for various sensors
(inclinometer, gyro stabilised compass, accelerometer, PID, pan
and tilt controller, angular velocity control, Motion Logic
Encoder)

2-

A feature library with vis required to analyse echo captured at run
time required by the controller to issue motion control commands,
the data used and commands issued are captured and stored for
later analysis using our robot simulator described in my thesis.

3-

A state library contains all vis for each state of the controller:
a. CorridorBumper.vi issues small bearing adjustment commands
b. CorridorFeatureArray.vi collects a vector of 80 data items captured at
run time for later analysis.
c. CorridorFloor.vi,
CorridorLeftTouch.vi,

CorridorLeft.vi,

CorridorLeft7.vi,

CorridorRight.vi.

CorridorRightTouch.vi,

CorridorSonar.vi are all vis belonging to the different states of the
state machine controller.
4-

An input output library contains all IO related vis for when the
user interacts with the robot via WI-FI, the design of these libraries
does not assume remote connection and would function with a
monitor attached to the mac mini.

148

1
Antoun S., McKerrow P., “Mimicking a blind person navigating a corridor using a K-Sonar with a mobile robot”,
Proceedings 3rd International Symposium on Practical Cognitive Agents and Robots PCAR '10, (Toronto, May 2010).
2
Durrant-Whyte, H. “Localization, Mapping, and the Simultaneous Localization and Mapping Problem.”
Australian Center for Field Robotics. IEEE Robotics & Automation, Vol 13, issue 2 pp 99-110 Sydney. 2006.
3
Chong, K.S. and Kleeman, L. 1999. ”Feature-based mapping in real, large scale environments using an
ultrasonic array”, International Journal Robotics Research, Vol 18, No. 1, Jan 1999, pp. 3-19.
4
Kish, D. and Bleier, H. 2000. ECHOLOCATION: What It Is, and How It Can Be Taught and Learned, Presented
CAOMS, http://www.worldaccessfortheblind.org/publicationandInfo.htm
5
Antoun, S. and McKerrow, P.J. 2006. ‘Landmark navigation with fuzzy logic, Proceedings’ ACRAA 06,
Auckland, December (CD Rom).
6
Evans, J., Krishnamurthy, B., Pong, W., Croston, R., Weiman, C. and Engelberger, G. 1989. Helpmate : A
Robotic Materials Transport System, Transitions Research Corporation.
7
Wei, S., Zefran, M., Uthaichana, K. and DeCarlo, R.A. 2007. Hybrid model predictive control for stabilization of
wheeled mobile robots subject to wheel slippage, Proceedings IEEE ICRA’07, Rome, April, pp. 2373–2378.
8
Berthoz, A. 2000. The Brain's Sense of Movement. Harvard Univ. Press.
9
McKerrow P.J., Antoun S.M., Worth P., A software architecture for mobile robot navigation, TAROS 2008,
Edinburgh, Sep-2008 pp2-7.
10
Kay, L. 1997 Personal Communication to Phillip McKerrow.
11
McKerrow, P.J., Antoun, S., ‘Research Into Navigation with CTFM Ultrasonic Sensors’, ION, 2007, Cambridge,
Massachusetts, April 2007. pp 674-680.
12
Kay, L., “Auditory perception of objects by blind persons, using bioacoustics high resolution air sonar” in
Journal of the Acoustical Society of America, Vo11O7,No 6, June 2000, pp 3266-3275.
13
Vita, F. and McKerrow P, DVD ‘Use of echo location visual aid devices’ educational video shown at a Sight
Village Exhibition in Birmingham, U.K. 15-17 July 2008.
14
Gissoni, F., My “Cane” is Twenty Feet Long, The New Outlook for the Blind, February 1966.
15
Gissoni, F. “Audio Training Tapes for using CTFM mobility aid” Hadley School for The Blind. Analog audio
recording provided by Professor Leslie Kay. Digital copy available from Professor Phillip McKerrow (2012)
16
Antoun, S. and McKerrow, P.J., ‘Perceiving A Corridor With CTFM Ultrasonic Sensing’ Proceedings’ ACRAA
07, Brisbane, December 2007 (CD-Rom).
17
Borenstein j. and Feng L. 'Measurement and correction of systematic odometry errors in mobile robots.' IEEE
Transactions on Robotics and Automation, 12(5), 1996.
18
Ratner, D. and McKerrow, P.J. 'Landmark recognition with CTFM ultrasonic sensing' in: Proceedings of ACRA
2001, Sydney, November 2001, pp. 104–110.
19
Ratner, D. and McKerrow, P. 'Navigating an outdoor robot along continuous landmarks with ultrasonic sensing'
Robotics and Autonomous Systems, Volume 45, Issue 2, 30 November 2003, Pages 73–82.
20
Pin F. G., Watanabe H., Symon J., and Pattay R. S., ‘Autonomous Navigation of a Mobile Robot Using Custom
Designed Qualitative Reasoning VLSI Chips and Boards’ 1992 IEEE Conference on Robotics and Automation.
21
Thrun S., Buecken A., Burgard W.,
Fox D., Froehlinghaus T., Hennig D., Hofmann T., Krell M., and
Schmidt T. "Map Learning and High-Speed Navigation in RHINO" in AI-based Mobile Robots: Case studies of successful
robot systems MIT Press, 1998.
22
World Air Ops online Library, http://worldairops.com/NAT/docs/NAT_Interest_AFConcordeTracksMap.jpg last
visited 17/6/2012, online.
23
Celestial navigation for dummies, online, http://onboardintelligence.com - page 4, last visited 17/7/2012
24
Cozman F. and Krotkov E. ‘Robot Localization Using a Computer Vision Sextant’ Proc. IEEE Int'l Conf.
Robotics and Automation, pp. 106-111, May 1995
25
McKerrow P, Navigation lecture CSCI444 Perception & Planning UOW 2005 spring session (Unpublished).
26
Gasós, J. and Martín, A. 'Mobile Robot Localization Using Fuzzy Maps' in 'Lecture Notes in Artificial
Intelligence', Ralescu A. & Martin T. (Eds.), Springer Verlag, 1996. pp. 1-18
27
Roth H., and Schilling K., ‘Control strategies for mobile robots based on fuzzy logic.’ (1995) Proc. 4th IEEE
Inter. Conf. on Fuzzy Systems, Yokohama, Japan, pp. 89-96
28
Saffiotti A., 'The uses of fuzzy logic in autonomous robot navigation' Soft Computing 1(4):180-197, 1997.
29
Hutchinson, S. A. Cromwell, R. L. and Kak A. C. 'Planning Sensing Strategies in a Robot Work Cell with MultiSensor Capabilities' IEEE 1988 pp. 1068-1076
30
Nagel, T. "What is it like to be a bat?" Philosophical Review, vol. 83, pp. 435-450, 1974.
31
Kish, D. and Bleier, H., ECHOLOCATION: What It Is,and How It Can Be Taught and Learned, presented
CAOMS 2000.
32
McKerrow, P.J. and Harper, N.L., Plant acoustic density profile model of CTFM ultrasonic sensing, IEEE
Sensors Journal, vol. 1, no. 4, 2001, pp. 245–255.
33
McKerrow, P.J. and Kristiansen, B.E., Classifying surface roughness with CTFM ultrasonic sensing, IEEE
Sensors Journal, vol. 6, no. 5 (October), 2006, pp. 1267–1279.

149

34

Kleeman, L., Kuc, R., ‘Mobile Robot Sonar for Target Localization and Classification’ The International Journal
of Robotics Research 1995 14: 295, DOI: 10.1177/027836499501400401
35
Berthoz, A., Simplifying principles of perception, action, locomotion and navigation, Plenary talk, Digest IEEE
ICRA’07, Rome, April 2007, pp. xviii–xix.
36
Evans, J., Krishnamurthy, B., Pong, W., Croston, R., Weiman, C. and Engelberger, G., Helpmate : A Robotic
Materials Transport System, Transitions Research Corporation Danbury, in Robotics and Autonomous Systems, Vol5, issue 3,
Nov. 1989, pp 251-256.
37
McKerrow, P.J. and Ratner, D., Calibrating mobile robot odometery with ultrasonic sensors, in: Proceedings of
IROS’02, Lausanne, October, 2002, pp. 859–864.
38
Suzuki, S. and Yuta, S., Analysis and Descriptioin of Sensor Based Behavior Program of Aotonomous Robot
Using Action Mode Representation and ROBOL/0 Language, Proc. IROS’91, Nov 3-5 1991, Osaka, pp 1497-1502.
39
Antoun, S. and McKerrow, P.J., ‘Wall Following with a Single Ultrasonic Sensor’, Lecture Notes in Computer
Science, Vol. 6424 and Lecture Notes in Artificial Intelligence, Liu, H.; Ding, H.; Xiong, Z.; Zhu, X. (Eds.) 1st Edition., 2010,
XXIII, 779 p. 525 illus.
40
Kuc, R. A Spatial Sampling Criterion for Sonar Obstacle, Pattern Analysis and Machine Intelligence, IEEE
Transactions, Jul 1990 Vol: 12 Issue:7 pp: 686 - 690 ISSN: 0162-8828
41
Bozma,O. and Kuc, R., Characterizing pulses reflected from rough surfaces using ultrasound, Journal of the
Acoustical Society of America 89(6):2519-2531, June 1991.
42

Goerlitz, H.R., et al., Bats’ avoidance of real and virtual objects: Implications for the sonar coding of object size.
Behav. Process. (2011), doi:10.1016/j.beproc.2011.10.018
43
Greif, S., Siemers, B. M., Innate recognition of water bodies in echolocating bats, 2010 Macmillan, nature
communications | 1:107 | DOI: 10.1038/ncomms1110.
44
Antoun, S., McKerrow, P., 'Issues In Wall Tracking With a CTFM Ultrasonic Sensor', IEEE Sensors
2012(Proposed / Under Review).

150

