§ 1. Introduction and summary
In previous work_/) we have shown for n = 4, 5, 6 that the n-point Veneziano formula FCn) belonging to a cyclic ordering (1, · · ·, n) of external particles can be decomposed into nv tree-graph integrals F r:
Td '(n) where TCn) denotes the set of all the n-point tree Feynman graphs (three lines are incident with every vertex) belonging to the cyclic ordering· (1, · · ·, n), and nv is the number of the trees of Tu~>, that is/) nv= (2n-4)!/(n-1)!(n-2)!. · (1·2)
The tree-graph integrals F T have a one-to-one correspondence to the n-point tree graphs T, and satisfy the following requirements : [1] F T has only the singularities which can be existent in the Feynman amplitudes corresponding to T. [2] There is a birational transformation of integration variables by which F T is transformed into an integral whose integrand is identical with that of the standard expression is, if T is' decomposed into two tree graphs T' E T<m) and T" E T<n-m+ 2 ) by opening an internal line LiE T, then the residue of F T at a Pi= 0 is equal to F T'F T"• where FT-=1 ( In the present paper, we extend our consideration to the case of n general.
In § 2, we review a six-point symmetric tree-graph integral, and consider an extension to an eight-point symmetric tree-graph integral. In § 3, we explicitly construct a general birational transformation of integration variables by which FT is transformed into an integral whose integrand is identical with that of F<n) (see Requirement [2] ). In § 4, after specifying the integration domain of F p,
we show that the tree-graph integrals satisfy also all the other requirements stated above. Finally, the decomposition theorem (1·1) is proved for n general.
The unsolved problems are to prove the uniqueness of the definition of F p, to find an explicit, closed expression for the integrand of F p, and to investigate the asymptotic behavior of F T· § 2
. Preliminaries and examples
As is well known, the n-point Veneziano formula belonging to a cyclic ordering (1, · · ·, n) of external particles is written as
Here P denotes a partition of the cyclic ordering (1, · · ·, n) into two sets P'= (p, p+ 1, · ··, q),
ap=ap(sp) stands for the Regge trajectory corresponding to a partition P; Up =up ... q is the so-called "conjugate variable", which satisfies
p where the product goes over all P ( =P' + P") such that P' nP' is non-empty but equal to neither P' nor P'; P is usually called a "dual" of P, though this nomenclature is misleading mathematically. The solution of (2 · 3) can be uniquely expressed in terms of n-3 independent variables vl> · · ·, V 9~_3 if they are the n-3 conjugate variables corresponding to the partitions each of which is induced by opening an internal line of a particular tree graph TE T<n). The As is well known, it is most convenient to choose as T a multiperipheral graph Mr shown in Fig. 1 . In particular, for· the multiperipheral graph Mh we
Hereafter, vh · · ·, V 1~-s always mean those variables defined by (2·4). Now, we consider the six-point function. In this case, we have two tree graphs which have an internal vertex. One of them, which is shown m Fig. 2 , was called Cl.
)
According to the result of the previous paper/) with a simple transformation of variables, the tree-graph integral corresponding to C1 is written as (2·4) (2·5) 
The transformation (2 ·11) does not map the unit cube {O<vi<1, i= 1, 2, 3} onto the unit cube {O<xi<1, i = 1, 2, 3}, but the important point is that the image of the latter by the transformation (2 ·10) entirely included in the former. Next, we consider an eight-point tree graph, which we call El, shown in Fig. 3 . This graph is the simplest example which contains an internal line whose adjacent lines are all internal. The analysis of the tree-graph integral FE 1 is not only instructive but also important in the general consideration.
We first note that (2 ·10) is rewritten as role, we remark the following identity:
where
Xs == .
1-x1x2xs
In this way, the following parametrization is found to be appropriate:
1-x1x2Xs
Indeed, we obtain a birational transformation namely,
The integrand of the tree-graph integral FE 1 1s now well defined by (2 ·1), together with (2 · 4)rv (2 · 6), .and (2 ·16).
Finally, according to a rule suggested m the previous work/) the integration domain of F El is expected to be given by
and (
It sliould be noted that xs' and x 3 " are used instead of x 3 . itself in the righthand sides of (2 ·19) in conformity with (2 ·16). The appropriateness of (2 ·19) is verified in § 4. § 3.
General hirational transformation
In this section, given an arbitrary n-point tree graph TE T<n), we find a birational transformation, which, together with (2 ·1), defines the integrand of the tree-graph integral F T corresponding to T.
Let xh · ··, X 1~-s be the integration variables of FT. They have a one-to~one correspondence to the internal lines Lh · · ·, L 11 _ 3 of T. By opening a line Lh T becomes disconnected. Let Pi be the partition of the CY,clic ordering (1, · · ·, n)
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which is induced by opening Lt in T. Then, according to Requirement [1] stated in § 1, Upt should involve a factor Xt. We first propose a general rule for expressing Upi in terms of xh · · ·, X 1~_3 , and then prove that this parametrization indeed induces a birational transformation.
First, we observe that any tree graph is 2-chromatic, that is, there is a mapping from the set of all its vertices to a set consisting of two colors A and B such that the two end vertices of any internal line correspond to two different that the transformation between any two multiperipheral graphs is birational and maps the unit hypercube of one onto that of the other, we may use wh .. ·, Wn-a instead of vh .. ·, Vn_ 3 , where wh .. ·, Wn-s are the integration variables (in an arbitrary order) of any multiperipheral graph M.
Since the theorem is obviously true for n = 4, we employ mathematical induction with respect to n. Since the number of external lines is more than that of vertices in T, there is at least one vertex with which two external. lines are all the uppermost internal lines, which constitute a path 0 between two consecutive external particles. We make a duality transformation*) for such an internal line L~ that it is incident with a vertex lying on 0 but does not belong to Q. Then we obtain a tree graph T E r<n), which has the uppermost path Q consisting of LL and all the lines of Q. In T, we make a duality transformation for a line incident with a vertex on Q but not belonging to Q. Performing this procedure successively, we finally reach a multiperipheral graph ME T<n), in which Lj and Lk are the right and left adjacent lines of Li, respectively. The details of M depend on the order of duality transformations performed, but this fact is unimportant. Now, according to (3 · 2) together with (3 ·1), we can write *> A duality transformation for an internal line is to change the incidence of its four adjacent lines with its two end vertices in such a way that the cyclic ordering of the four adjacent lines are left unchanged.
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x/(1-xix/)
where ( Therefore we obtain the following system of algebraic equations:
where N. Nakanishi
We introduce two auxiliary graphs. Let T /Li be the (n -I) -point tree graph which is obtainecl from T by removing. one of external lines adjacent to Li and then contracting Li, and M/Li be the (n -I) -point multiperipheral graph which is obtained from M by same procedure. We denote the quantities of those auxiliary graphs by affixing a tilda to each of them. We have from (3 · 2), and we have (c£ (2·11)) 
. Proof of the decomposition theorem
We first specify the integration domain DT of the tree~graph integral F T corresponding to T E T<n). As is suggested by (2 ·18) and (2 ·19), we define DT by
and
where Lb Lk, L~, and Lm are the lines adjacent to Li as shown in Fig. 4 . The tree~graph integral is now defined completely. THEOREM 2. The tree-graph integrals satisfy the four requirements stated m §l.
Proof: [1] The poles of F T in Sp can arise only from
Up=O. (4·3)
If P= Pi, that is, P is the partition induced by opening an internal line LiE T, then ( 4 · 3) is of course realized by Xi= 0. In the following, we show that if
then F T has no poles corresponding to P.
We assume that (4 · 3) is possible in DT (otherwise the proof ends). Then, because of (2 · 3) and (3 · 26), ( 4 · 3) implies
Up=1
for any P.
Since at least one of Ph Li such that
Pn-s is dual to P, (4·5) means that there is a line (4·6)
Hence (3 · 2) and (3 ·1) yield that that P coincides with none of P/, · · ·, P~_ 3 . Then the poles corresponding to P arise from the points satisfying wi==uPi' = 1 for all partitions P/ dual to P. It should be remarked that to yield the poles w 3 has to be completely arbitrary for any P/ non-dual to P. In our case, however, there exists an extra condition xk = 1, which is independent of ( 4 · 5). Hence, the volume element is not sufficient for yielding the poles corresponding to P.
[2] · See Theorem 1.
[3] Let (J be an arbitrary cyclic or anti-cyclic permutation operator of external particles, and suppose that In T implies that we uniquely have THEOREM 3. The n-point Veneziano formula F<n> can be written as a sum of all tree-graph integrals F 'I' corresponding to T E T<n> (see (1·1)).
Proof: Since by definition F 'I' is transformed into an integral whose integrand is identical with that of F<n>, it remains only to prove that the unit hypercube (3 · 6) is exactly equal to the disjoint union of the. images, D (T), of the domains D'l' over all TE T<n>, where a disjoint union means a union such that any two of its constituents are disjoint (except for their boundaries). According to (4·1) and Theorem 1, all the images D (T) are included in the unit hypercube (3 · 6).
We use the following two lemmas, which are proved .afterwards. LEMMA 3-1. Let LiE TE T<n>, and let Ti be the tree graph which is obtained from T by making a duality transformation for Li. Then D (T) and D (Ti) have a common boundary hypersurface, which we denote by S (T, Ti), in the unit hypercube (3 · 6), and they lie in the opposite sides of S (T, Ti). (Proof of Lemma 3-1). Suppose that T is drawn as in Fig. 4 . According to (3·2), we have
-Xi Xj X1c -yi Yk Yr.
u _Yr.
-yi Yk
It is important to note that the fact of the coincidence of two hypersurfaces is a geometrical property, that is, we may prove it by expressing their equations in any system of n-3 independent variables. Thus to prove Lemma 3-1 is equivalent to prove
It is convenient to identify formally Lb Lk, Li, Lr,, and Lm of 
(4·22)
The new variables vh · · ·, V5 are formally the integration variables .corresponding to Lh · .. , L5 in M1 under the above identification of lines. Then, according to the general rule proposed by Kikkawa, Sakita, and Virasoro, 3 > we can write
In exactly the same 'Yay, we introduce another system of the multiperipheral variables wh · · ·, w 5 with regard to Ti, that is, we set 
Furthermore, from (3 ·1) we have
and similar expressions for (1-Yi) I Yi· Therefore, a simple calculation yields
( 
on the hypersurface S (T\ T 2 ) .
As above, it is convenient to introduce the variables corresponding to the lines of ten-point multi peripheral graphs M1 and M 7 E T' 10 > (see Fig. 1 ).
[We need also M 3 , M 9 , M 5 if we consider the equalities other than ( 4 · 31) .] Let 
The relation between {vt,···,v 7 } and {wb···,w 7 } is as follows (cf. (2·5)): (1-V2VsV4) (1-V1V2VsV4) (1-VsV4) (l-V2VsV4V5) (1-V 2 VsV4) (1-VsV4V5)
On substituting ( 4 · 35) in the left-hand side of ( 4 · 34), we find that it equals
The first factor of ( 4 · 36) is identical with the inverse of the left-hand side of ( 4 · 32), and the second factor is equal to unity on S (T\ T 2 ) ,
because from (4·33) we have T') . Therefore, any vertex is of degree n-3, that is, n-3 lines are incident with every vertex. The graph c<n) is connected, because for any vertex v (T) there exists a path between v (T) and v (M1), whose length is at most n-3 (see § 3). Each of certain circuits, whose length is four or five, corresponds to a bounding hypercurve defined in Lemma 3-2. It is expected that any other circuit has a length more than five.
