Bose-Einstein Correlations in ep Collisions at HERA using the H1 Detector by Rivzi, Syed Eram Abbas
Bose-Einstein Correlations 
in ep Collisions at HERA 
using the H1 Detector 
Syed Eram Abbas Rizvi 
Department of Physics, 
Queen Mary and Westfield College, 
University of London 
A thesis submitted in accordance with the regulations 
for the Degree of Doctor of Philosophy 
in the University of London 
April 1997 
Abstract 
The two-particle correlation function is measured for neutral current DIS events 
with 5< Q2 < 100 GeV2 with data taken by the H1 detector at HERA with -vFs 
= 300 GeV during the 1994 run period corresponding to an integrated luminosity 
of 1.3 pb-1. The diffractive and non-diffractive selections of the data are analysed 
separately, and both exhibit an enhanced correlation for small 4-momentum differ- 
ence for like-sign pairs as expected from Bose-Einstein interference in the production 
amplitudes for identical boson pairs. Fits using a Gaussian parametrisation of the 
enhancement yield no statistically significant difference between the diffractive and 
non-diffractive samples. The non-diffractive data sample is further separately anal- 
ysed in three bins of each of the kinematic variables x, Q2, and W as well as mean 
particle density, (dn/dry*), in the hadronic centre of mass frame. Of these a strong 
evolution of the Gaussian fit parameters is observed with increasing particle den- 
sity only. The non-diffractive data are also compared to three fit parameterisations: 
Gaussian, exponential, and power-law. The most favourable X2 is obtained for the 
exponential fit, though the power-law attains a similarly successful description of 
the data in the region of low 4-momentum difference. 
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Introduction 
Since the beginning of the 20th century scattering experiments have proved to be 
highly successful means of probing the structure and composition of matter at ever 
decreasing distance scales. Together with data from matter-antimatter annihilation 
experiments, two "gauge" theories of particle interactions have emerged, namely 
Electro-Weak theory (EW) and Quantum Chromo-Dynamics (QCD). They describe 
the interactions of fermions as being mediated by the exchange of gauge bosons, 
which transfer 4-momentum; gluons in the case of QCD, and photons, the Z°, and 
W± particles for EW. Electro-weak theory combines the highly successful quantum 
theory of electromagnetism - Quantum Electro- Dynamics (QED), with the gauge 
theory of weak interactions. When taken together QCD and EW form the Standard 
Model which represents the most successful theory of matter we have, incorporating 
three of the four fundamental forces of nature: the strong, weak and electromag- 
netic forces. The fourth, gravity, is not included since even at the highest attainable 
energies it is negligible in comparison with the other interactions. 
Early lepton-nucleon scattering experiments utilised the easily accelerated leptons 
as a source of electro-weak bosons to inelastically probe the nucleon with a 4- 
momentum transfer, q. At large momentum transfer squared of rs 4 GeV2 the exper- 
iments reached the regime of deep inelastic scattering (DIS) which revealed many 
features of nucleon structure, showing its composite nature of charged fermionic 
constituents which were point like and free within the nucleon. 
HERA is the most recent ep scattering experiment able to study both neutral cur- 
rent (NC) DIS in which photons, or Z°s are exchanged, and charged current (CC) 
DIS occurring via W± exchange. It has allowed the mechanisms of QCD and EW to 
be tested in previously unexplored regions of phase space. The emerging data have 
already made significant contributions in the understanding of proton structure and 
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have shown surprising results such as the existence of a diffractive component in DIS. 
Diffractive processes are associated with soft hadronic interactions and were postu- 
lated to occur via the exchange, at large centre of mass energies, of the "pomeron", 
(IP), an object with the quantum numbers of the vacuum. HERA has provided the 
opportunity to determine the structure of diffractive exchange to an unprecedented 
level of accuracy. 
Further insight and tests of QCD have been achieved by the analysis of the hadronic 
final state. Studies have included measurements of the multiplicity distribution in 
the hadronic centre of mass frame, and the fragmentation functions of quarks to 
name but two. These analyses centre on measurements of single variable distribu- 
tions in the statistical system of the hadronic final state. In other words how often 
a variable takes on a particular value reveals much useful information. However, 
information can also be extracted by examining how two variables behave simul- 
taneously, or how they are correlated. Correlation functions are designed for this 
purpose. They measure how frequently two (or more) variables take on particular 
values with respect to a statistical background. In the context of multi-particle pro- 
duction in high energy physics, such correlation functions provide information on 
the dynamics of the hadronisation process in which quarks and gluons combine to 
form colourless hadrons. Hadronisation is a soft process and therefore well beyond 
the scope of perturbative calculation. For this reason research in this area is often 
neglected, though in recent years there has been a revival due to the technical im- 
provements in measuring correlations, as well as new theoretical input. 
This work is an analysis of Bose-Einstein Correlations (BEC) in which quantum 
mechanical interference in the production amplitudes of identical bosons leads to 
an enhancement in the probability of finding two bosons with similar 4-momentum. 
It was first proposed as an interference measurement to determine the angular di- 
ameter of stellar bodies by Hanbury-Brown and Twiss in 1954. The effect was 
rediscovered by G. and S. Goldhaber, Lee, and Pais in pp anihillation in 1959 and 
has since been studied in all available types of high energy collisions in an attempt 
to understand the space-time structure of the boson source. Although such analyses 
have been done in previous DIS experiments, HERA represents the highest centre 
of mass energy to date. It offers the unique opportunity to examine whether the 
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boson source behaves in the same manner for virtual photon-proton collisions as for 
virtual photon-pomeron collisions within the same experiment. The nature of deeply 
inelastic scattering also offers the chance to test for any evolution of the source size 
(or indeed its lifetime) over the accessible kinematic range. 
BEC are relevant to studies of particle distributions as these are affected by the quan- 
tum mechanical constraints imposed at production. Furthermore BEC are known to 
distort the line shape of short lived resonances, thereby influencing the production 
cross-section measurements. This is most notable for the p° and also has conse- 
quences for real W: ý production at LEP2. In high energy collisions, soft hadronic 
production constitutes a large part of the total cross-section, and yet it remains the 
area of QCD about which we are most ignorant. It is hoped that further study may 
lead to a better understanding of non-perturbative QCD and the process of colour 
confinement. 
Chapter 1 contains a description of the setup of HERA and the Ill detector during 
the 1994 run period. Emphasis is placed on the main components used in this anal- 
ysis. In chapter 2a short introduction to DIS is presented and a brief discussion 
of diffraction at HERA. The Monte Carlo models used are described in chapter 3, 
followed by a discussion in chapter 4 of the selections used to identify the events 
and tracks on which this work is based. The measurements of BEC are presented in 
chapter 5 which includes a discussion of resolution and bias within the data. Finally 
the major results and conclusions are collected together in chapter 6. The analysis 
presented here has been submitted for publication to Zeitschrift für Physik. 




The HERA Collider and the H1 
Detector 
1.1 The HERA Collider 
The HERA accelerator (shown in figure 1.1) is the first colliding beam machine to 
study ep collisions. It is designed to collide 820 GeV protons with 30 GeV electrons' 
which are stored in independent rings situated in a 6.3 km tunnel, 20 m below 
ground. The beams are brought to collision at two intersection points with zero 
crossing angle in the experimental Halls where the HERA detectors H1 and ZEUS 
are located. The particles are stored in a maximum of 210 bunches which collide at 
intervals of 96 ns. In 1994 HERA ran with 153 colliding bunches, and an additional 
15 electron, and 17 proton non-colliding bunches (known as pilot bunches), used to 
determine background rates from interactions of beam particles with the beam pipe 
and residual gas. During the 1994 data taking period an integrated luminosity of 
3.5 pb-1 was delivered by HERA to 111, with an average instantaneous luminosity 
of 1.4 x 1030cm-2s-1. Operational efficiencies and deadtime reduce this to 1.3 pb-' 
which could be used for analysis. 
The electron beam is constrained by conventional magnets and can attain a maxi- 
mum energy of 30 GeV limited by synchrotron radiation losses. For the proton beam 
synchrotron losses are small, and super-conducting magnets are used for bending, 
since iron magnets cannot provide the 4.7 T fields required. 
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Figure 1.1: Layout of the HERA machine with pre-accelerators 
1.2 The H1 Detector 
A schematic diagram of the H1 detector' is shown in figure 1.2. It is a 47r detector 
offering excellent hermetic coverage of the interaction region and is designed for the 
study of many different physics processes whilst being able to reject beam induced 
background events with a high efficiency. The centre of mass for ep collisions is 
boosted forward in the proton direction and so H1 is highly segmented and more 
heavily instrumented in this region. In the backward (electron) direction good elec- 
tron identification is important so as to he able to isolate the scattered lepton from 
DIS events. In order to differentiate ep collisions from background a multi-level 
pipelined trigger is used, complemented by a fast digitisation and readout chain 
capable of writing 250,000 channels to tape at rates of -10 Hz. 
The tracking chambers surrounding the interaction point detect charged particles 
by gas ionisation. Surrounding the tracking system is the liquid argon calorime- 
ter (LAr), complemented by the plug calorimeter in the extreme forward direction 
around the beam pipe. The Backward Electromagnetic Calorimeter (BEMC), is 
used to detect the scattered lepton from low Q2 NC DIS events. Mounted on 
the face of the BEMC is the Backward Proportional Chamber (BPC), designed 
to provide accurate spatial resolution for scattered electron identification. On the 
far side of the BEMC is the scintillator Time-of-Flight system (ToF), whose pur- 
2The H1 right handed cartesian coordinate system is defined with respect to the nominal in- 
teraction point such that the positive z axis points in the direction of the proton beam along the 










Figure 1.2: Diagram of the H1 detector showing individaul sub-components. 
7 
Forward tracking and Transition radiators (111 Muon torold magnet 
Electromagnetic Calorimeter (lead) Q Warm electromagnetic calorimeter 
Liquid Argon 
Hadronic Calorimeter (stainless steel) 13 Plug calorimeter (Cu, Si) 
Superconducting coil (1.2T) 14 Concrete shielding 
Compensating magnet 1© Liquid Argon cryostat 
pose is to provide accurate timing information in order to veto events originating 
from proton beam induced background. These components are situated inside a 
super-conducting solenoid which provides a uniform magnetic field over the detec- 
tor volume to allow the tracking system to measure track curvature and hence the 
momenta of charged particles. The solenoid is surrounded by an iron return yoke 
instrumented with streamer tubes for muon identification. Forward going high mo- 
mentum muons may be further studied in the forward muon system consisting of two 
layers of drift chambers either side of a toroid. In the backward direction, several 
tens of metres from the interaction point are the veto walls consisting of sheets of 
scintillator which are also used to veto proton beam associated background. Finally 
the luminosity system is composed of two small calorimeters known as the e-tagger 
and photon tagger and are designed to measure the rate of Bethe-Heitler events 
where ep -+ epry. 
In the following sections each of the components is described in detail. This thesis 
is based on data taken during the 1994 run period and so the components reflect the 
configuration of H1 as it was then. In the 1994/1995 shutdown period the rear part 
of the detector underwent an extensive upgrade involving the implementation of a 
new scintillating fibre SPAgehtti CALorimeter (SPACAL), to replace the BEMC and 
the ToF system and consists of electromagnetic and hadronic sections with an in- 
creased acceptance. Other additions to the experimental setup include the Forward 
and plug ToF scintillators and forward detectors situated several meters upstream 
around the beam pipe to detect the proton remnant system. Also the Level 2 and 
Level 3 triggers were implemented. These components are not described and the 
reader is referred to [2] for further details. 
1.3 Tracking Chambers 
The tracking system is divided into two components, the central and forward track- 
ers, covering the range 15° <0< 165°, and 7° <0< 25° respectively where 0 is 
defined with respect to the proton beam direction (+ z axis). Additionally a back- 
ward proportional chamber covering the range 156° <0< 175° is used to identify 
the scattered lepton track. The components are shown in longitudinal section in 
figure 1.3. Both central and forward tracking systems are composed of multi-wire 
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proportional chambers (MWPCs), and drift chambers. The MWPCs have good 
timing response and are used for triggering purposes. They are composed of finely 
spaced anode wires in a gas volume, such that an incident charged particle creates 
electrons by ionisation which are then collected with a fast rise time. The charge 
pulse allows a rough trajectory to be determined, the spatial resolution of which 
is limited by the wire spacing. Drift chambers are designed to provide accurate 
measurements of a particle trajectory and hence its momentum. This is achieved 
through use of anode and cathode wires positioned to create a uniform drift field. 
The ionisation from a charged particle drifts at constant velocity towards the sense 
(anode) wires, typically at 50 pm/ns. Digitisation of the charge pulse with Flash 
Analogue to Digital Converters (FADCs) at sampling frequencies of 100 MHz achieve 
a timing resolution of a few nano-seconds. Thus spatial positions can be determined 
to within 200 ym in the drift direction. By comparing readout signals of the wire 
at both ends, charge division may be used to determine the co-ordinate in the sense 
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Figure 1.3: Longitudinal view of the H1 tracking systems. 
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1.3.1 Central Tracker 
The present analysis is mainly based on the central tracking system, closest to the 
interaction point. Measurements of charge and momentum of charged particles are 
provided by two large cylindrical drift chambers (central jet chambers, CJC1 and 
CJC2) shown in cross-section in figure 1.4. The inner chamber, CJC1, has 30 cells 
with 24 sense wires and CJC2 has 60 cells with 32 sense wires 2.2 m in length. The 
wires are strung parallel to the beam axis (z-direction) with the drift cells inclined 
at 30° with respect to the radial direction. This ensures that ionised electrons drift 
roughly perpendicularly to tracks achieving optimum resolution. Tracks with trans- 
verse momentum, pt > 0.17 GeV cross at least two cells each in CJC1 and CJC2, 
thus easily resolving drift chamber ambiguities since mirror track segments in ad- 
jacent cells do not match up, and furthermore, do not point to the event vertex. 
Another advantage is that all tracks cross regions of uniform drift field. Areas of 
non-uniform field close to the field and sense wires lead to systematic slcifts in drift 
time measurements. Since all tracks cross the sense wire planes the systematic er- 
rors approximately cancel on either side. The measured space point resolution in 
the drift co-ordinate (r -0 plane) is 170 µm. Charge division, achieves a resolution 
of 1% of the wire length in z. In principle the CJC can be used to gain dE/dx 
information to allow particle identification. However, the detector simulation is not 
yet sufficiently accurate to enable good proton and kaon rejection. 
A better determination of the z co-ordinate can be gained from two sets of thin 
cylindrical z-drift chambers located at the inner radii of the jet chambers. The 
z-chambers (COZ and CIZ) deliver track elements with typically 300 µm resolu- 
tion in z and 80 in 0. This requires a drift direction parallel to, and sense wires 
perpendicular to the beam axis. Combined CJC and z-chamber information achieves 
a momentum resolution of Q(p)/p -3x 10-3p. 
The central proportional chambers (CIP and COP) are used in the Level 1 trigger 
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Figure 1.4: Transverse section of the CJ C. 
1.3.2 Forward Tracker 
The forward tracking system (shown in figure 1.5) is divided into three identical 
supermodules each of which consists of a *'planar" drift chamber, an MWPC, tran- 
sition radiators, and a section of "radial" drift chambers as seen from the incoming 
proton beam direction. The planar chambers are subdivided into four sets of cham- 
bers each with three layers of cells whose wires extend in the xy plane. The wires of 
each subset are rotated from each other by 60° in 0. Wires are only read out at one 
end so no information about the hit position is available along the wire co-ordinate. 
The MWPCs are used together with the central proportional chambers to form the 
basis of many Level 1 triggers. They consist of 20 annular sections around the beam 
pipe divided into sections of 25° in azimuth. The timing resolution of 20 ns is able 
to discriminate hits from successive bunch crossings. 
The transition radiators are composed of a passive array of 400 polypropylene lay- 
ers. An incident particle on crossing each dielectric interface emits a "soft" X-ray 
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Figure 1.5: Longitudinal section of the forward tracking system. 
photon of a few keV with a typical probability of emission of 1% for a 20 GeV 
electron. This can be used for c/ir separation since the X-ray emission probability 
is proportional to the Lorentz -y factor which is larger for electrons than for pions of 
equal momentum. 
The X-ray, emitted at angles -l/-y, is detected in the radial chambers through 
photo-ionisation of the gas volume. This is coupled with the usual ionisation by the 
particle itself and leads to an enhanced charge pulse on the wires from which the 
electrons and pions can be discriminated. The radial chambers are composed of 12 
layers of 40 radially strung wires providing a good 0 measurement and information 
on the radial co-ordinate from charge division. Inefficiencies in the first few layers 
of the radial chambers mean that the particle identification has never worked suc- 
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cessfully. 
The region covered by the forward tracker is a particulary hostile environment in 
which the multiplicity of primary tracks is - 10 - 15 composed of low momentum 
particles from proton remnant fragmentation at small angles. This is further ex- 
acerbated by many secondary tracks coming from dead material between the CJC 
and the forward tracker, as well as a beam collimator situated within the beam 
pipe at z=2.04 in, i. e. beneath the third supermodule. The secondaries lead to 
a high density of hits which causes overlapping hits, and loss of information and a 
subsequent difficulty in track finding. As a consequence 80% of all tracks in this 
region are secondaries, or 60% of tracks with p>0.5 GeV. Therefore the forward 
tracker was not used in this analysis. 
1.3.3 Backward Proportional Chamber 
The BPC has the specific purpose of providing an accurate spatial resolution of the 
scattered lepton in low Q2 NC DIS events, which, when combined with an energy 
measurement from the BEMC gives a high resolution of kinematic quantities (see 
chapter 4). The chamber is composed of four wire layers strung in the xy plane, 
each layer being rotated by 45° with respect to each other. An angular resolution 
in 0 of 0.5 mrad is attained with a detection efficiency of 98%. 
1.4 Calorimeters 
Calorimeters complement the information obtained from the tracking system since 
they are able to detect neutral particles, provide energy measurements of jets with 
high particle densities, and have a resolution which improves at high energy in con- 
trast to the trackers. Calorimeters are also used to distinguish between electrons 
and pions from geometric comparisons of shower profiles of the energy deposition. 
The H1 detector has its main calorimeters within the magnetic field coil so as to 
reduce the amount of dead material in front of the calorimeter and to reduce its 
overall size and weight. The largest component is the Liquid Argon Calorimeter 
(LAr), covering the range 4° <0< 154°. The BEMC is purely an electromag- 
netic calorimeter covering 151° <0< 177°. The plug provides additional coverage 
around the forward beam pipe in the range 0.7° <0< 4°. The instrumented iron 
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return yoke around H1 is additionally used to measure energy leakage from the LAr 
and the BEMC, and is also known as the "tail catcher". All of these components 
are sampling calorimeters and have alternate layers of passive absorber material fol- 
lowed by active instrumented regions. Incident particles lose energy in the absorber 
by inelastic collisions producing a shower of secondary particles whose number is 
sampled in the active regions as the shower develops in depth. The number of parti- 
cles detected is proportional to the energy of the initiating particle. Electromagnetic 
showers from electrons and photons consist of further photons and electron produced 
as Bremsstrahlung and pair-production respectively. Hadronic showers develop from 
inelastic nuclear collisions and have a larger longitudinal and transverse extent than 
electromagnetic showers. 
1.4.1 Liquid Argon Calorimeter 
The liquid argon calorimeter is designed to measure the hadronic final state as well 
as the scattered lepton from high Q2 NC DIS events. For this reason the calorimeter 
is split radially into two parts, an innermost electromagnetic section and an outer 
hadronic section as shown in figure 1.6. The calorimeter is further subdivided into 
eight "wheels" in z, each with eight 0 segments. The electromagnetic section con- 
sists of lead absorber plates in a liquid argon sampling medium and varies from 
20-30 radiation lengths in depth. The hadronic section has steel absorber plates 
and varies from 4.5-8 interaction lengths. Energy dependent weighting factors are 
applied to hadronic measurements since the charge collection efficiency for hadrons 
is about 30% less than for electrons. The electromagnetic section has a resolution 
obtained from test beam measurements of Q(E)/E ti 0.12/ E(GeV) ® 0.01. 
The overall energy scale is known to within 3% from comparisons of scattered lep- 
ton energy between the LAr and the CJC. The hadronic section has a resolution of 
o(E)/E , 0.5/ E(GeV) ® 0.01 obtained from test beam data. The hadronic 
energy scale is known to within 6%, determined from measurements of transverse 
momentum balance in NC DIS events. 
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Figure 1.6: Diagram of the Liquid Argon calorimieter in the rz plane. 
1.4.2 BEMC 
The BEMC (shown in figure 1.7) is primarily required to trigger on, and measure the 
energy of, the scattered lepton in the Q2 range 2< Q2 < 100 GeV2 and consists of 
88 stacks, each composed of 50 lead-scintillator layers, 23 radiation lengths in depth. 
Photons from the scintillator are collected in two pairs of wavelength shifter bars on 
opposite sides of each stack, covering its entire length and read out by photo-diodes. 
The remaining sides have one short wave length shifter each covering only the last 15 
layers so providing two-fold segmentation in z. This allows a discrimination between 
electromagnetic and hadronic showers. For electrons the resolution is determined 
to be a(E)/E - 0.39/E(GeV) 0.10/ E, (GeV) CD 0.01 where the first term 
is a noise contribution, the second is due to sampling fluctuations and the constant 
term arises from energy leakage from the stack. The BEMC energy scale is known 
to within 0.7%. The stacks have a depth of -1 interaction length leading to poor 
hadronic response. With 40% of hadrons failing to interact within the BEMC, 
and those that do typically losing 45% of their energy, the hadronic resolution, 
even when combined with information from the tail catcher behind the BEMC, is 




Figure 1.7: Transverse section of the BEMC. Also shown are two views of an individual calorimeter 
stack. 
1.4.3 Plug Calorimeter 
In the forward direction surrounding the beam-pipe the plug, a copper/silicon 
calorimeter, covers the angular range 0.7° <0<3.5°. It consists of 9 layers of 
copper absorber and silicon detector with depth of 4.3 interaction lengths. Its de- 
sign aim was to minimise losses of transverse momentum to allow better kinematic 
reconstruction from charged current DIS events, however it has proved particularly 
successful in the selection of diffractive events which are required to have no energy 
in the forward direction (see section 4.2). The energy resolution (as determined from 
data and Monte Carlo simulation) is 1.51 E(GeV). 
The Plug is required to operate in a region of very high energy density. The harsh 
conditions have lead to radiation damage of the detector and an energy resolution 
which does not approach the design specification. 
1.4.4 Tail Catcher 
The tail catcher measures the hadronic energy leakage from the LAr and the BEMC 
in the region 5° <0< 175° and has a depth of 4.5 interaction lengths. It uses 
the iron return yoke as absorber material interleaved with streamer tubes for muon 
track and hadronic shower detection. The hadronic energy resolution is determined 
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to be 1.5/ E(GeV). 
1.5 Forward Muons 
The forward muon chambers consist of a toroidal magnet around the beam-pipe 
sandwiched between two layers of the drift chambers. Its primary purpose is to 
detect energetic muons with 5< p <100 GeV, and 3° <0< 17°. It is also used to 
detect particles coming from secondary interactions with collimators which in turn 
are designed to protect the detector from synchrotron radiation [48]. 
1.6 Luminosity System 
The luminosity measurement is made with the use of two low angle calorimeters for 
electron and photon detection (the electron tagger and photon tagger), located at 
z= -33 m and z= -103 m respectively, with resolutions of 0.1/ E(GeV). They 
measure the rate of Bethe-Heitler events which have a large and exactly calculable 
cross-section. The luminosity is then given by, 
Ncoe - 1IýNptroa 
.C= (1.1) crABH 
where Ntot is the total number of events, Np=iot is the number of background events 
in pilot bunches (mainly coming from eA -+ eA-y and is approximately 10% of 
Ntot), Itot (Ipilot) are the electron beam currents in the colliding (pilot) bunches, a is 
the calculated cross-section and ABH is the acceptance and efficiency of the system. 
Offline corrections are applied to the luminosity measurement for proton satellite 
bunches which appear at 5ns intervals with respect to the the main bunch, and arise 
from mis-timed protons in the pre-acceleration and injection phases. The luminosity 
is measured to 4%. Photo-production events are triggered using the electron tagger 
and no signal from the photon tagger, combined with triggers from other detectors 
since the contaminating cross-section from bremsstrahlung events is so high. 
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1.7 Scintillation Counters 
Scintillators are used to provide a fast veto on proton beam induced background 
coming from interactions before the beam reaches the detector. The ToF is com- 
posed of two walls of scintillating plastic sandwiched between lead plates to protect 
it from synchrotron radiation, and is located behind the BEMC at zc -2 m. 
This position optimises geometric acceptance and time discrimination, since parti- 
cles from ep interactions and proton background have a mean separation of -13 ns 
compared to the ToF timing resolution of 4 ns. The ToF veto is used at the Level 
1 trigger to remove the background events and gives a 99% decrease in trigger rates 
and therefore a significant improvement in efficiency and dead-time. Two further 
scintillators, located at z= -6.5 m, and z= -8.1 m, known as the large and small 
veto walls respectively, further suppress background mainly from halo muons. 
1.8 Trigger and Readout 
The rate of ep collisions at HERA is swamped by the rate of background interac- 
tions with residual gases, stray protons, synchrotron radiation, and cosmic muons. 
Table 1.1 shows the typical rates of interactions at average 1994 luminosity. A 
sophisticated trigger system is required for fast and efficient background removal 
without loss of physics events of interest. This is further complicated by the small 
bunch crossing interval of 96 ns. For comparison typical time-scales are given in 
table 1.2. The trigger and read out system is pipelined so that all the information 
of each sub-detector from the last 24 bunch crossings is stored whilst a decision is 
made by the central trigger logic (CTL) at Level 1. Trigger elements are combined 
from detector components to form sub-triggers which are used to select classes of 
physics events or useful events for monitoring purposes. When a sub-trigger condi- 
tion is satisfied, a counter is incremented and the event is read out once the counter 
reaches its "pre-scale" value. The pre-scales for each sub-trigger are used to down- 
scale events with large rates, however classes of physics events are not pre-scaled 
if possible, whereas monitor events are often pre-scaled for use in efficiency studies 
and background monitoring. 
To initiate readout of data (typically 2.4 ps after the event occurred), the CTL sends 
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a Llkeep signal to all sub-detector branches. At this point the pipelines are stopped 
and dead-time begins as data cannot be taken during read out. For this reason it is 
desirable to have high background rejection rates at Level 1. 
Event information is then zero suppressed and passed to further trigger levels which 
have time to make more sophisticated decisions on whether to keep the event or not. 
However, the Level 2 and Level 3 triggers were not implemented in 1994. Once all 
compressed sub-detector information is available to the central event builder mod- 
ule, the pipelines are freed resulting in a dead-time of typically 1-2 ms. The data 
is passed to the Level 4 trigger which performs a simplified version of the full event 
reconstruction and applies cuts to remove remaining background. Events surviving 
Level 4 are written to tape at -10 Hz. Additionally 1% of Level 4 rejected events 
are kept for monitoring. The permanent data is then fully reconstructed offline at 
Level 5 where physics and monitor events are separated into different data streams. 
Further cuts are applied on the physics classes and these data are finally stored in 
reduced format as Data Summary Tapes available for analysis. 
beam gas interactions 50 kHz 
cosmic p in barrel 700 Hz 
tagged -p 1.6 pb 2.3 Hz 
total cc 1µb 1.4 Hz 
DIS low Q2 150 nb 0.2 Hz 
DIS high Q2 1.5 nb 0.1 min-1 
Charged Current DIS Pt >_ 25GeV 50 pb 0.3 h-1 
W production 0.1 pb 0.1 d'' 
Table 1.1: Rates and cross-sections at average 1994 luminosity. 
Width of proton bunch 1.1 ns 
Time to next satellite bunch 5 ns 
Flight time to ToF 6 ns 
Flight time to barrel muon system 20 ns 
Bunch crossing interval 96 ns 
Longest drift time in CJC 1µs 
Integration time of LAr pre-amplifier 1.5 its 
Delay of first level trigger 2.5 ps 
Front end read-out time -1 ms 




Physics at the HERA Collider 
2.1 Introduction 
In this chapter an overview of DIS physics relevant at HERA is given, with an em- 
phasis on the results that have emerged in the first three years of running. The 
kinematics of DIS are given, followed by a short discussion of structure function 
measurements, and analyses of the hadronic final state. Diffractive physics is intro- 
duced with recent results of the H1 measurement of the pomeron structure function. 
Although HERA was designed primarily for the study of DIS, it nevertheless pro- 
vides an ideal opportunity for the analysis of a wide range of other physics processes. 
These include "photo-production", in which a quasi-real photon (Q2 N 0) interacts 
with the proton allowing measurements of photon structure to be made, and searches 
for exotic particles predicted by extensions to the standard model. The analyses of 
these areas will not be described in the following chapter and the reader is instead 
referred to [3,41 for details. 
2.2 DIS Kinematics 
In NC DIS the process of interest is the inelastic scattering: 
e+p-* e+X (2.1) 
where X represents the hadronic final state. In EW the interaction may be mediated 
by either a photon, or the Z° boson and has a propagator term in the amplitude, T, 




where Al is the mass of the vector boson. Thus it can he seen that Z° exchange is 
only significant when Q2 is of the same order as MZo ti 104 GeV2 or larger. Charged 
current processes mediated by large mass W± bosons are similarly suppressed. 
The deep inelastic scattering interaction to lowest order in 0, is shown in the Feyn- 
man diagram of figure 2.1. Several notable features of a typical DIS event can be 
seen in the display of an event in figure 2.2. The proton beam enters from the right 
and the electron beam from the left. A lone track in the backward direction gives 
rise to an energetic electromagnetic cluster in the BEMC and is identified as the 
scattered electron. The cluster of tracks in the central part of the detector comes 
from the struck quark scattered out of the proton. These tracks deposit most of their 
energy in the outer (hadronic) section of the LAr calorimeter indicating the hadronic 
nature of the particles. Finally, significant energy deposits can be seen in the for- 
ward direction around the beam pipe which suggest the fragmentation of the proton. 
Let the incident beam particles be denoted by the four-vectors p and k for the 
proton and electron respectively, and the scattered lepton by W. The 4-momentum 
transfer from the electron to the proton system via exchange of a virtual electroweak 
gauge boson is given by: 
k- k' (2.3) 
Since the virtual exchange has space-like 4-momentum, ie. q2 < 0, it is convenient 
to define a positive variable, Q2 as 
n2=-q2 (2.4) 
The fixed centre of mass energy of the ep system (neglecting particle masses), /, 
is given by 
s= (p + k)2 2k "p= 4EeEp (2.5) 
and achieved a value of 300 GeV with the 1994 beam energies of 27.6, and 820 GeV 
for electron and proton beams respectively. This is equivalent to a 45 TeV electron 
beam in a fixed target experiment. The invariant mass, W, of the hadronic system, 
X, is given by 





Figure 2.1: Feynman diagram representing a DIS event. 






P. k (2.8) 
where in the parton model x may be interpreted as the fraction of the proton mo- 
mentum carried by the struck quark in the infinite momentum frame of the proton, 
and y is the fractional energy loss of the electron in the proton rest frame. Both 
variables take values between 0 and 1. Assuming azimuthal symmetry only two of 
the above variables are required to describe the DIS process at fixed leading to 
the useful relation between them: 
Q2 = sxy (2.9) 
In the approximation of massless particles W2 may be written as: 
tiw2 Q2 (1 _ xý (2.10) 
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Figure 2.2: A neutral current DIS event taken by the H1 detector. 
and 
Q2 
x (2.11) Q2+W2 
Since the cross-section is largest for Q2 « W2, values of x ti 10-5 are obtainable, 
two orders of magnitude smaller than previous fixed target experiments. Figure 2.3 
shows the x, Q2 plane with regions accessible at HERA compared to the regions 
explored in fixed target experiments. 
2.3 Proton Structure Functions 
The differential cross-section for inclusive ep scattering in NC DIS at low Qz i may 
be described by two structure functions F2 and 2. rF1 = Fß/(1 + R): 
'For Q2 of order Mý an additional structure function xF3 can no longer he neglected. ']'his 
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Figure 2.3: Range in x and Q2 covered by the HERA detectors and fixed target experiments. 
H1-svx refers to data taken with a forward shifted vertex, and ZEUS-bpc refers to data taken with 




- y) +y F2(x, Q2) (2.12) dxdQ2 
where Fl describes the cross-section from transversely polarised photons and F2 the 
contribution from both longitudinal and transversely polarised photons, (aL and CT 




In the limit Q2 -+ 0, i. e. as the photon becomes real, both OL and R -+ 0 leading 
to the relationship 
F2(x, Q2) = 2xFi(x, Q2) (2.14) 
known as the Callan-Gross relation [5], and implies that the proton constituents 
have spin 2 from a consideration of helicity conservation. Previous experiments [6] 
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have measured 1? and found it to be small (- 0.1) except at low x (x < 0.02), where 
QCD effects are responsible for the violation of the Callan-Gross relation. Although 
no measurement of R has been made at HERA2, QCD extrapolations indicate that 
it contributes no more than -8% to the differential cross-section at the 
largest y 
values [7]. Therefore a measurement of the differential cross-section 
is an almost 
direct measure of F2 after application of small corrections (-10% at 
lowest x) for 
QED radiation3. 
Early measurements of F2 from neutrino, and anti-neutrino scattering 
[8], revealed 
a structure that was consistent with a proton made up of three valence quarks at 
large x, and a sea of quark-anti-quark pairs at low x. The experimental observation 
of the Q2 independence of F2, or scale invariant behaviour allowed DIS to be viewed 
as elastic electron scattering on free, point-like partons 
[9]. 
Since photons couple only to quarks, F2 may be written as 
F2(x) =x ei gti(x) (2.15) 
i 
where xg2(x) is the momentum weighted parton density function (PDF) for quarks 
of flavour i, and charge ei in units of the electron charge. Thus F2 is dependent on 
the charge of the interacting partons. This was exploited to experimentally confirm 
the fractional charge assignments to the partons by comparing F2 measurements 
of electron and neutrino scattering on nuclei. If partons have fractional charge the 
relationship between the neutrino and electron scattering nucleon structure functions 
is given by 
F. ' (x) = 
18 
F2N(x) (2.16) 
where the factor 18/5 is the reciprocal of the mean squared charge of u and d quarks 
in the nucleon. This was verified experimentally in [10]. 
The Callan-Gross relation, scaling behaviour of F2, and the confirmation of fraction- 
ally charged constituents of the proton allowed partons to be identified as quarks. 
2Estimates suggest a meaningful measurement of R could be made with -10 pb-1 of luminosity 
at each of three proton beam energies. 
3Corrections for the running of a, the electromagnetic coupling constant amount to - 0.3% 
over the Q2 range 1.5 - 5000 GeV2. 
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This forms the basis of the quark-parton model (QPM) which is able to provide an 
accurate description of the data. However, further evidence indicates the incomplete 
nature of the model, and in particular the neglect of the role of gluons in proton 
structure. If quarks are the only constituents of the proton, then a momentum 




The experimentally observed value is found to be 0.5 [11], implying that gluons carry 
half the proton momentum. 
Experiments have shown that Björken scaling holds for moderate x-0.13, though 
at other values scaling violations are evident showing a dependence on log Q2. This 
is understood in the framework of QCD where gluon bremsstrahlung or splitting 
takes place, eg. the processes q -* qg, g -+ qq, and g -+ gg. Such structure is not 
resolved at low Q2, and only becomes apparent as Q2 increases. In addition the glu- 
ons themselves carry a colour charge thereby allowing gluon-gluon interactions. The 
consequence of this leads to the running of the dimensionless coupling constant, a 
i. e. the dependence of a, on the scale of the interaction (taken as Q2 in DIS), such 
that a, decreases with increasing Q2. At large Q2 this leads to the QCD property 
of asymptotic freedom where quarks may be considered as free and non-interacting. 
Conversely, at low Q2, a, is large and interactions between quarks increase, giving 
rise to the confinement property of quarks which binds them into colourless hadrons 
(hadronisation). The coupling constant has an energy dependence characterised by 
the quantity AQCD (- 270 MeV) which determines the energy scale at which per- 
turbative QCD fails and the hadronisation stage begins. 
The HERA measurements of F2 are shown in figures 2.4, and 2.5. Figure 2.4 presents 
the H1 data as a function of x in bins of Q2, covering three to four orders of magni- 
tude in x and Q2. Events with initial state QED radiation from the electron beam, 
and forward shifted vertex running allow data to be taken with Q2 < 5. Lower 
energy data from the NMC and BCDMS collaborations are used to constrain the 
fits at high x. The data show a clear rise of F2 at low x which increases with Q2. 
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The solid lines represent a global QCD fit to the data. Figure 2.5 shows the data as 
a function of Q2 in bins of x, allowing scaling violations to he seen above and below 
x=0.13. 
The scaling violations are predicted in perturbative QCD by the Altarelli-Parisi or 
DGLAP [40,12,13] evolution equations. These are a set of three coupled equations 
describing the splitting processes given above, and are dependent on the splitting 
probabilities, and the parton density functions. The PDFs are usually given at a 
starting scale of Qö -4 GeV2 and the equations are solved to give the PDFs at 
Q2 > Q. Although no evolution in x is possible in the DGLAP framework, the 
equations are used to estimate low x behaviour by fitting and extrapolating high x 
data, to use as input at the starting scale. Many sets of parton density functions 
exist all differing in the starting distributions used. 
The DGLAP mechanism operates within the leading log approximation in which 
only terms of order can loge Q2 are summed in the perturbative expansion of F2. 
This approach has provided an accurate description of the data, though is expected 
to fail at low x where terms of order can log" 1/x become important. 
The BFKL mechanism [14,15] also uses the leading log approach and sums only 
the as log"` 1/x, and so should provide a better description of the data where the 
DGLAP evolution fails. However, present data at the lowest x do not favour BFKL 
evolution above DGLAP, and may be equally well described by DGLAP, or a mix- 
ture of both [16], though measurements of the hadronic final state show indications 
of a BFKL type component (see below). 
The evolution mechanisms can be seen as the building of partonic cascades by the 
splitting of high x partons to low x partons with increasing Q2 . 
Valence quarks, 
which dominate proton structure at high x, undergo gluon emission, whilst the sea 
quark (colour singlet) density is driven by the gluon density through the splitting 
g -+ qq and so the rise of F2 at low x may be seen as a rapid increase of the gluon 
density. Therefore, measurements of the gluon density at HERA are of particular 
interest. 
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Figure 2.4: F2 as a function of x showing H1 data annd lower energy fixed target data. The solid 
line is a NLO QCD fit for Q2 >5 GeV2, and the dashed line is the "backwards" evolution of the 
fit at low Q2. 
effects (ie. gg -+ g) must be taken into account. The GLR equation [17] is a first 
attempt to incorporate this process. Assuming a homogeneous gluon density within 
the proton, screening effects are expected to be small at HERA, however, if gluons 
"cluster" around the valence quarks, then the critical density may be reached at 
higher x and is known as the hotspot scenario [18-20]. Gluon recombination would 
manifest itself through a saturation of F2, and since the HERA data exhibit an in- 
crease, described by DGLAP evolution (in which the effect is not modeled), it may 
be concluded that the phenomenon of screening is not visible in the HERA kinematic 
region. It has been argued [21], however, that F2 is too inclusive a measurement, 
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Figure 2.5: F2 as a function of Q2. A normalisation constant, c(x), is added to each bin in x for 
purposes of clarity, where c(x)=0.6(i-0.5) where i is the bin number, and is 1 for x=0.32. 
the hadronic final state. 
The gluon density can be obtained from F2 using the method of Prytz [22] (to within 
a 10% approximation) whereby 
oF2 
a log Q2 
J 
asxg(x, Q2)dx 
or from QCD fits to F2 [16]. Alternatively a direct measurement has been made by 
studying the rate of boson-gluon fusion (BGF) events in which the virtual boson 
interacts with a quark from a gluon having undergone the process g -+ qq, and leads 
to a two jet final state in the detector [24]. All three methods give compatible results 
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and show a sharply increasing density as x decreases, consistent with both DGLAP, 
and BFKL predictions [16]. The H1 determination of xg(x) from a NLO QCD fit 
to the F2 data is shown in figure 2.6. 
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Figure 2.6: The 111 measurement of xg(x) from a NLO fit to F2 where x is the fractional gluon 
momentum with respect to the proton. 
2.4 The Hadronic Final State 
Measurements of the hadronic final state have allowed further details of DIS and 
QCD to be probed. These include the measurement of a, by comparing the rates 
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of one and two jet events 4. Hl results [25] show that a, increases by a factor -3 
over two orders of magnitude in Q2 . 
Good agreement is obtained by extrapolating 
the results to the Z° mass and comparing with LEP measurements [26] 
The Breit frame allows an excellent opportunity to compare events in I)IS with one 
hemisphere of an e+e- event. The Breit frame is defined as that frame in which the 
virtual photon has no time-like component and has momentum Q. This corresponds 
(in the QPM) to an incoming quark of momentum -Q/2 colliding collinearly with 
the photon and rebounding with momentum +Q/2 into what is termed the current 
hemisphere, whilst the spectator system continues into the target hemisphere. An 
analysis of quark fragmentation functions [27] has shown that fragmentation is a uni- 
versal phenomenon, independent of the mechanism by which the quarks are created. 
Measurements of inclusive particle transverse momentum spectra and transverse 
energy flow have proved to be more sensitive to the evolution dynamics than F2. 
In the DGLAP formalism partonic cascades , or "ladders" represent the evolution 
of parton densities up in Q2 from the proton to the virtual photon (schemati- 
cally shown in figure 2.7), and lead to a strong ordering in transverse momentum 
kt,, » kt, z_1 » ... » 
kt1, and weak ordering in fractional longitudinal momentum 
with respect to the proton, xl > x2 > ... > xn. However, in the BFKL picture there 
is no ordering in kt, and strong ordering in x. Studying the forward region, away 
from the current region corresponds to looking further down the ladder towards the 
proton. Therefore it is expected that BFKL dynamics should generate more trans- 
verse momentum in the forward direction than DGLAP, and at low x and Q2 such 
a discrepancy is observed in the data [28,29], though it should be noted that the 
Monte Carlo comparisons are not made with a true BFKL calculation. 
Events with charm quarks may be identified by tagging D°, and D* mesons. These 
events have been used by H1 to determine the charm production mechanism for the 
first time in ep collisions [30]. The analysis finds that within the HERA kinematic 
region, charm is produced predominantly by BGF events, and quotes a mean ratio 
of F2/F2 = 0.237 ± 0.021±ö: öss, where F2 is the contribution of F2 coming from 
'An analysis of jet rates may be used to extract either as, or the gluon density, the other being 





Figure 2.7: Schematic representation of partonic evolution in a DIS event. 
charmed events. This is an order of magnitude larger than previous lower energy 
data, and indicates a slightly larger rise of the gluon density than predicted by the 
QCD fits of F2. 
2.5 Diffractive DIS Kinematics 
In diffractive DIS no signals of proton fragmentation are seen in the main detector, 
and yet such events are certainly deeply inelastic in that they have a large Q2. 
Such an event is shown in figure 2.8 to be compared with the event of figure 2.2. 
The diffractive event has a scattered electron detected in the BEMC, and a central 
hadronic "jet", but no activity forward of the jet. The lack of hadronic activity in 
a large region of rapidity around the proton suggests a colourless exchange between 
the photon and proton. However, this does not exclude meson exchange, pions for 
example. Since Q2 »t the virtual photon may be pictured as probing the structure 
of the exchanged object, and, after defining suitable kinematic variables, a structure 
function can be defined analogous to the proton case. The quantities are shown in 
figure 2.9, and are MX , and M,, , the masses of the photon and proton dissociating 
states respectively, t, the momentum transfer at the proton vertex, x, , the fraction 
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of the proton momentum carried by the exchange, and /3, the fractional momentum 
of the struck quark with respect to the momentum of the exchanged object. The 
definitions of x, , /3 and 
t are 
Q2+MX 




t= (p - Y)2 = (q - X)2 
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Figure 2.8: A diffractive neutral current DIS event as seen in HI. 
The four dimensional differential cross-section, neglecting weak vector bosons, and 






Figure 2.9: Feynman diagram representing a diffractive DIS event. 
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(1 -y+2 )F2 (, ß, Q, xp, t) (2.21) 
The quantity ItI is generally small and not well measured with the 1994 detector 
configuration5 and so all HERA measurements to date have integrated over t giving a 
three dimensional structure function. If the exchanged object behaves like a hadron, 
then the structure function is expected to be independent of the flux, and therefore 
of x. and t, giving a factorised function: 
F 3)(ß, Q2, xý) F 
2)(ß, Q2)(ß )2a(t)_1 (2.22) 
The explicit xp dependence on the quantity a(t) is the expectation from the pre- 
QCD Regge formalism. Regge theory arose as an attempt to understand hadronic 
reactions at low momentum transfer, where a, is small, and perturbative techniques 
fail 6. It treats low t processes as a sum of exchange contributions from virtual 
'Detectors at very low angles within the beam pipe are required. Two such components were 
installed in 1994/95 at z=81 m, and z=90 m with a further two stations planned for installation 
in 1997 [31,32]. 
6For an excellent introduction and review of Regge phenomenology the reader is referred to [33]. 
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mesons with appropriate quantum numbers which are found to occupy linear "tra- 
jectories" in angular-momentum-mass squared space, denoted by a(t) = 0(0) + a't, 
where a is the real part of a complex and continuous generalisation of angular mo- 





which succesfully relate t channel resonances with the t dependence of of the cross- 
section for crossed s channel scattering. The optical theorem relates the total and 
elastic cross-sections such that atot ti s°(ol-1 Measurements of hadronic collisions 
have shown that cross-sections increase with s, implying an exchange component 
with a(0) > 1, though meson trajectories have a(0) « 0.5 [34]. The pomeron (IP) 
was postulated to overcome this difficulty and was required to have vacuum quan- 
tum numbers so as to describe the universal behaviour of hadronic cross-sections 
at large s. The pomeron trajectory as measured at hadronic colliders is given by 
ap(t) = 1.085 + 0.25t [34]. The relatively small slope implies the existence of a spin 
2 resonance at large mass. 
The preliminary H1 measurement of FD(3) indicates approximate scale invariance, 
though a rise with increasing Q2 upto the largest 0 values suggests a large gluon 
component of the pomeron [35]. DGLAP based QCD fits to the data have shown 
that the structure is dominated by gluons carrying -80% of the momentum at 
Q2=2.5 GeV' near /3 " 1. 
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Chapter 3 
Monte Carlo Models 
Monte Carlo (MC) event generators are essential tools in the analysis of the data. 
They are models of the underlying physics processes studied at particle colliders 
and represent the best knowledge we have. Yet no Monte Carlo is without its defi- 
ciencies and is typically unable to describe all aspects of the data. A good detector 
simulation is also necessary in order to be able to use Monte Carlo models to correct 
the data for effects such as acceptance, efficiency and resolution smearing. 
The Monte Carlo generators used in this analysis all employ the same framework 
to model DIS events. First an exact matrix element is calculated to describe the 
hard scattering sub-process. QCD processes to first order in a, are included in the 
matrix element. Higher order QCD emission is then simulated using approximate 
methods until the partons have "evolved" to some low virtuality, typically N 200 
MeV. At this point a hadronisation model is used to form hadrons from the par- 
tonic final state, and to model the decays of unstable particles. At Hl particles are 
defined stable if they have a lifetime greater than 10-8 s. This stage of the model is 
referred to as the generator level and represents what may be seen of a DIS event 
with a perfect detector. Data, corrected for detector inefficiencies may be compared 
to generator level Monte Carlo to search for signals of new physics. Corrections 
to the data are obtained through use of reconstructed Monte Carlo. This involves 
further processing of the generator level information to simulate the detector in de- 
tail. Particles are tracked through the detector volume simulating interactions with 
dead material, and detector response in active regions. The Ill detector simulation 
program, H1SIM, is based on the CERN package GEANT [46]. After simulation 
the events are passed through the same reconstruction program as real data. By 
comparing data at generator and reconstruction levels, resolutions, efficiencies, and 
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acceptances may be determined with an accuracy dependent on the accuracy of the 
detector simulation. 
Non-diffractive neutral current DIS events are modeled using the generator LEPTO 
[38] to calculate the electro-weak matrix element which describes eq -p eq elastic 
scattering. This simple picture of DIS is known as the quark parton model (QPM), 
however, such processes do not account for QCD effects which are large at small 
x. Thus exact matrix elements to first order in as are used to describe the -y*q 
interaction. This allows the inclusion of two further processes which are shown in 
figures 3.1 and 3.2. The first describes "hard" gluon emission from the initial, or 
struck quark and is known as a QCD Compton (QCDC) event. The second pro- 
cess allows gluon contributions to DIS, whereby a gluon splits into a qq pair, one 
of which couples to the virtual photon. These type of events are known as Boson 
Gluon Fusion events (BGF). Further soft emission is described by either the colour 
dipole model (CDM) [39] as implemented by ARIADNE [41], or the parton shower 
approach. In the CDM, partons are emitted from a chain of independently radiating 
dipoles starting with a dipole formed between the struck quark, and the extended 
proton remnant. In the parton shower approach soft QCD emission is generated 
in the leading log approximation where the Altarelli-Parisi equations are used to 
describe the probability of a parton with momentum p splitting into two partons 
with momentum zp, and (1 - z)p. Parton showers need to be "matched" to the 
matrix elements so as to avoid double counting of hard radiation. The combination 
of matrix elements with matched parton showers is referred to as the MEPS model, 
whilst matrix elements and CDM is referred to as MEAR. 
To study the effects of QED radiation the generator DJANGO [36] is used which 
combines the generators HERACLES [37] and LEPTO. The former allows the in- 
clusion of O(a) processes including real photon emission from the electron as well 
as virtual electro-weak corrections. 
The Monte Carlo used to model the diffractive DIS data sample is RAPGAP [42]. 
The model uses parton density functions taken from leading order DGLAP QCD 
fits to the measured pomeron structure function FD(3) [43]. As with LEPTO, exact 
matrix elements are used to calculate first order QCD radiation, with additional 
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radiation incorporated using either CDM (referred to as RAPA), or parton showers 
(RAPP). In addition RAPGAP includes virtual electro-weak effects to first order 
and real photon emission. 
All Monte Carlos used in this analysis employ the Lund string hadronisation model 
as implemented in JETSET 7.4 [44]. A crude option for the simulation of Bose 
Einstein correlations [45] can be optionally included in the JETSET Monte Carlo. 
The algorithm does not rigorously model BEC by symmetrising production ampli- 
tudes, but treats it as a final state interaction by reshuffling hadron momenta. The 
model assumes a Gaussian rise of the Bose-Einstein enhancement according to the 
Goldhaber prescription of equation (5.6). A separate sample of Monte Carlo events 
was generated and reconstructed in which BEC were included and is referred to as 
MEAR(BEC). The precise parameters used for the simulation of BEC are given in 
Appendix B. Unless explicitly stated all Monte Carlo distributions shown are with- 
out the BEC simulation. 
a) 61 
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Figure 3.1: The QCD Compton O(a, ) corrections to the Quark-Parton Model. 
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The data taken by H1 covers a wide range of physics interests each of which has 
different signatures in the detector. However, unwanted background events may 
mimic the signatures of the desired class of physics and need to be studied in or- 
der to obtain a pure sample of events. Online, the L1 trigger logic has access to a 
limited amount of information on which to base a decision as to whether the event 
is good or not. Later, the L4 trigger has had more time to reconstruct the event 
allowing a decision to be made based on more detailed information. Nevertheless 
data succesfully passing the L4 stage is still be contaminated with background from 
events in which a beam particle collides with a stray gas molecule, or part of the 
beam pipe itself, or from contamination of an unwanted class of physics events such 
as photo-production. In order to reduce the amount of contamination selections 
need to be applied. These are additionally used to limit the data to regions where 
resolutions are acceptable and the detector simulation is reasonable enough to allow 
a measurement to be made. 
In this chapter the selections applied to the data at all levels from the online acqui- 
sition, to the off-line cuts are described. Section 4.1 describes how the data were 
taken and the trigger conditions used. The offline selections applied to the data 
are described in section 4.2 and methods of kinematic reconstruction are compared 
in section 4.3 and 4.4. In section 4.5 Monte Carlo and data are compared at the 
reconstruction level before any corrections are applied. Track selections are detailed 
in section 4.6 together with estimates of efficiencies and contaminations obtained 
from Monte Carlo studies. Finally section 4.7 compares uncorrected single particle 
spectra with Monte Carlo models. 
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4.1 Selection of DIS Events 
The data in this analysis were taken in 1994 when 820 GeV protons were collided 
with 27.5 GeV positrons giving = 300 GeV. Only low Q2 NC DIS data are 
analysed in which the scattered positron is detected in the BEMC. The trigger used 
was a minimum bias trigger requiring a localised energy deposit above 8 GeV, and no 
veto from the ToF system. The ToF information is used to remove events in which 
the proton beam interacts with material before reaching H1. In such background 
events particles from the interaction arrive at the ToF before particles coming back 
from the nominal interaction vertex. The trigger is fully efficient for electron energies 
above 10 GeV [47]. 
4.2 Offline Event Selection 
Further selection criteria are applied to the data offline in order to remove remaining 
background events from beam-gas, and beam-wall interactions as well as unwanted 
classes of physics events. The following section describes the cuts used which also 
serve to limit the sample to regions of good acceptance. 
" The scattered lepton is required to have an energy weighted cluster radius, 
ECRA <4 cm. This cut ensures the BEMC energy deposit is localised as 
expected from an electromagnetic compared to a hadronic cluster. 
" The cluster must be associated with hits in the BPC to ensure that a charged 
track produces the cluster and to obtain good resolution in 9. The radial 
separation between the cluster centre of gravity and the BPC track when 
extrapolated into the plane of the BEMC, Rbp,, is required to satisfy Rbpc < 
3.5 cm. 
9A geometric cut is applied to remove events where the electron is detected in 
the less efficient inner region of the BEMC. 
" The polar angle of the electron must also satisfy 157° < 9e < 172.5°. This 
ensures full containment of the electron cluster within the BEMC. 
" With the above selection the largest remaining background source is from 
yp interactions in which the electron is unseen in the e-tagger and a 7r° de- 
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cays to -y-y, and one of the photons converts to an e+e- pair one of which 
enters the BEMC faking the signal of a scattered DIS lepton. The energy 
spectrum of such clusters peaks at low energy and is very different from the 
prominent kinematic peak expected from genuine DIS events. Therefore the 
cluster energy is required to satisfy Ee > 12 GeV. 
The BEMC energy and BPC hits associated with the cluster, combined with an 
accurate determination of the position of the primary event vertex from tracks in 
the CJC, mean that the electron polar angle, Be, can be determined to within 1 mrad. 
The energy cut described above is similar to demanding y<0.6 for small x, and thus 
also removes a kinematic region where the effects of QED radiation are large [49]. 
These effects are also significant at very low y and are problematic' in that initial 
state QED radiation2 from the incoming electron effectively lowers the beam energy 
Ee and the radiated photon is undetected as it escapes down the beam pipe. Thus 
events suffering initial state radiation have artificially large reconstructed values of 
y as can be seen from equation 4.1. To remove these events a requirement is placed 
demanding W2 > 4400 GeV2 as calculated from both the electron and from the 
hadronic final state. The effects of final state QED radiation from the scattered 
lepton do not lead to such problems since the radiated photon is generally collinear 
with the lepton. The spatial resolution of the BEMC is not fine enough to distin- 
guish the electron from the photon and thus the energy is summed in the whole 
cluster and is therefore accounted for. 
In order to compare diffractive with non-diffractive DIS, the data are divided into 
two sub-samples. Non-diffractive events are required to have the total energy de- 
posit in the region 4.4° <0< 15° to be greater than 0.5 GeV. This ensures that 
evidence for the proton remnant is seen and that there is no large rapidity gap in 
the forward region. 
Diffractive events should conversely have no forward energy, i. e. less than 0.5 GeV 
in the same region. The following selections are additionally applied: 
'Such events with suitably tagged photons have been used to measure F2 at very low Q2 [53), 
and have also been proposed as a means of measuring the photo-absorption ratio R [54,55] 21n strict quantum mechanical terms the radiated photon cannot be said to `belong' to either the initial or final state electron. Nevertheless, the concept is useful in the small emission angle 
approximation. 
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" The rapidity of the most forward significant energy deposit above noise levels 
(400 MeV), rýmax, should be smaller than 3.0 units. 
" There should be less than two hit pairs in the forward muon chambers. This 
requirement can be used to discriminate proton dissociating states since the 
proton remnant will interact with material in the beam pipe and produce 
secondary hadronic particles which are detected in the forward muon cham- 
bers [48]. 
" The total energy deposit in the plug is required to be below 3 GeV. 
" To ensure that diffractive events are dominated by pomeron exchange and 
to restrict the data to a region of good acceptance for the dissociating -y*ff' 
system, a requirement is placed on x. such that x, < 0.05. At larger values 
of x. meson exchanges are known to be increasingly significant [35]. This 
requirement is an effective cut on My, the forward going mass, and corresponds 
to a mass of less than 1.6 GeV. 
After all selections the diffractive and non-diffractive low Q2 NC DIS samples 
contain - 48 000 and -2 500 events respectively. The rates of beam-induced back- 
ground were obtained from electron and proton pilot bunch data and are found to 
be less than 0.1%, and the photo-production background, estimated from MC, is 
less than 1% with this selection. The contamination of non-diffractive events in the 
diffractive data-sample is at the percent level [35]. The phase space region occupied 
by the data can be seen in the x-Q2 plane of figure 4.1 
The kinematic quantities are determined throughout this analysis using the mea- 
surements of E., and 9e of the scattered lepton - known as the electron method. 
A comparison with other reconstruction methods is presented in section 4.3. Sec- 
tion 4.5 shows a comparison of event quantities after selection between data and 
reconstructed Monte Carlo. 
4.3 Kinematic Reconstruction Methods 
The kinematics of NC DIS events may be reconstructed in one of several ways since 
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Figure 4.1: Data used in this analysis after all event selection cuts. 
two further quantities are needed to describe DIS events in terms of the angle and 
energy of the scattered lepton, and of the current jet. Three methods are discussed 
in this section known as the electron, Jaquet-Blondel, and Sigma methods. The 
first requires only good knowledge of the scattered lepton energy and polar angle. 
The second relies on a measurement of the hadronic final state, whilst the Sigma 
method combines the two and is less sensitive to QED radiation. Other reconstruc- 
tion methods such as the double angle and mixed methods [571 were not considered. 
Traditionally the electron method was used in fixed target experiments for NC DIS 
processes, and the Jaquet-Blondel method for CC DIS where there is no detected 
final state lepton. The following sections briefly discuss each method in turn, and a 
comparison is made in section 4.4. 
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4.3.1 Electron Method 
The electron method is known to provide an accurate resolution in Q2 [59]. The 
method uses measurements of the scattered lepton energy and angle and in principle 
these are well measured given an easily identified electron. The equations relating 
measured and kinematic quantities are given below. 
ye =I_ Ee(I - cos 0 e) X4.1) 2 













2e d0, (4.4) 
dxe 1 dEe ®xe(Ep 
- 1) tan 
ee 
dO, (4.5) 
Xe ye Ee Ee 2 
From this it can be seen that the energy resolution limits the accuracy of the Q2 de- 
termination since the angular resolution is better than 1 mrad and the analysis is 
limited to the range Be < 172.5°. Equation 4.5 also shows that the xe resolution 
degrades as 1/ye thus making the electron method unsuitable for the region below 
y-0.1 The explicit use of the electron beam energy means that this method is 
sensitive to initial state QED radiation which is known to be large at large and 
small y [49]. 
4.3.2 Jaquet-Blondel Method 
Measurement of the current jet energy and angle neccesitates use of jet finding algo- 
rithms which are difficult to implement, being heavily dependent on the particular 
3The quantity a$ bis defined to be a sum in quadrature, i. e. a2 
-+b2. 
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algorithm used and on particle losses. However, by imposing energy-momentum 
conservation one can obtain a better method of reconstruction as shown in the 
equations below where all sums run over all the observed particles of the hadronic 
final state, and ps,, and py are projections of the particle momentum on the x and y 
co-ordinate axes. This method was first proposed in [56]. 
Ei Ei 
- pi 












Inspection of equation 4.6 shows that with this method y reconstruction is insensitive 
to the (common) losses of forward going hadrons which contribute very little to the 
numerator, whereas (rare) hadrons traveling along the negative z axis will introduce 
a maximal error and shift Yjb to lower values. 
4.3.3 Sigma Method 
The Sigma method is able to reconstruct DIS kinematics independent of initial state 
QED radiation by reconstructing the incident electron beam energy at the hard 
interaction vertex, and was first proposed in [50,51]. The formulwfor kinematic 
quantities are given below. 






XE = (4.11) SYE 
where E=EE; - pzi and runs over all particles of the hadronic final state. Equa- 
tion 4.9 gives y at the vertex of the hard sub-process since the denominator term 
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arises from a consideration of longitudinal energy-momentum conservation. Also 
at large y the E term dominates over the E, (1 - cos 9e) term, thus errors in the 
measurement of E" tend to cancel in both numerator and denominator. The quan- 
tity QE is also independent of initial state QED radiation since an emitted photon 
is generally collinear with the incoming beam electron and carries little transverse 
momentum. 
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Figure 4.2: Resolutions of the kinematic quantities x, Q2, and y as calculated using the electron, 
Sigma, and Jaquet-Blondel methods. An arbitrary scale is used on the y axis. 
Figure 4.2 shows the resolutions obtained using each of the three methods within 
the acceptance region of the analysis. A radiative Monte Carlo (DJANGO) was 
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where f represents a kinematic quantity, the subscript tru refers to the true gener- 
ated value, and the subscript rec refers to the reconstructed value. 
It can be seen that the Jaquet-Blondel fails to provide a competitive measurement of 
the kinematics, however the Sigma and electron methods are quite acceptable. All 
three methods have a positive bias on y reconstruction which is r 0.1 for the Sigma 
method arising from losses in the backward beam pipe. The electron method bias 
is from events with initial state QED radiation which migrates events to larger y. 
Resolution in Q. is very good at 10% with a bias of 2%, whilst the Jaquet-Blondel 
method provides a very bad measurement due to losses in the forward beam pipe 
which affect the numerator of equation 4.7, as well as backward losses affecting the 
yob measurement at large y. Similar x resolution is obtained for the Sigma and elec- 
tron methods, though the electron method has a smaller bias. Both are affected by 
QED radiation from the use of s in equations 4.3, and 4.11. 
It should be noted that the resolutions obtained are averaged over the whole kine- 
matic region under consideration. The accuracy of x, Q2, and y determination for 
each method does vary over the phase space and in some regions, for example at 
low y, the Jaquet-Blondel method achieves much better results. For further details 
see [57,58) 
4.5 Comparison of Kinematics Between Data And 
Monte Carlo 
In figures 4.3 and 4.4 the uncorrected data are compared to the reconstructed Monte 
Carlo predictions for diffractive and non-diffractive data. All spectra are normalised 
to the accepted number of events. The kinematic quantities shown are obtained 
using the electron method as described in section 4.3. Good agreement is observed 
between the data and Monte Carlo. Also shown are the parameters of the recon- 
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Figure 4.3: Control plots for non-diffractive low Q2 data (full circles) compared to the MEAR 
(full line), and MEPS (dashed line) models 
The event distributions for the diffractive data sample are shown in figure 4.4. The 
DIS kinematic quantities x, y, and Q2 show acceptable agreement between data 
and Monte Carlo though this is by no means perfect, particularly in the y spectrum 
and the region Q2 < 10 GeV2. This is attributed to an imperfect description of 
the pomeron structure function used in the Monte Carlo models. It is expected 
that this analysis is insensitive to the details of the structure function, however this 
assumption is tested in section 5.13. More relevant variables to describe diffractive 
DIS are Mh. , x,, , and r)maT, where the 
Monte Carlo description is much better. 
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Figure 4.4: Comparison of event observables for diffractive data (full circles) with RAPA (full line), 
and RAPP (dashed line). 
4.6 Track Selection 
An analysis of particle correlations is very sensitive to detector related problems 
such as the splitting of one track into two parts and the imperfect modeling of 
interactions of the particles with the material of the detector. Physics effects which 
are not well generated such as resonance production rates could also be significant. 
These problems affect correlation analyses much more than analyses of single particle 
inclusive spectra since, although the rates may be small, the particles produced 
are strongly correlated and usually are confined to small regions of phase space. 
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" Charged tracks are required to be associated to the primary event vertex in 
order to minimize decay products from weakly decaying particles, for example 
the K° and the A°. 
" Requiring a transverse momentum pt > 0.15 GeV rejects strongly curving 
tracks within the central tracking chambers. These tracks are difficult to 
reconstruct and are often split into several parts, as they lose energy so rapidly. 
"A polar angle satisfying 22° <0< 150° restricts the analysis to hadrons 
which can be measured in both jet chambers but which does not require use 
of the forward tracker. The upper restriction on 0 also rejects the scattered 
lepton track from the analysis of low Q2 data. 
" The total number of CJC hits for each track is required to be greater than or 
equal to 10. This is a good measure of track quality since more hits allow a 
better determination of the curvature and hence the transverse momentum of 
the track. 
" Finally a restriction is made demanding that all tracks start in the inner jet 
chamber. This is a powerful means of rejecting split tracks. 
The requirements on pt, and 0 are referred to as acceptance cuts, whilst require- 
ments on radial track length, and track start are referred to as quality cuts. In this 
analysis all charged particles are assumed to be pions which constitute -85% of all 
accepted charged particles as determined from Monte Carlo. 
4.6.1 CJC Efficiency Studies 
A Monte Carlo study of the CJC efficiency and estimates of contamination are shown 
in figure 4.5. The study was performed by attempting to associate each MC track at 
the reconstructed level with a generated track by comparing numbers of simulated 
hits with the number of hits used to reconstruct the track. A reconstructed track is 
linked to the generated track with which it shares the largest ratio of reconstructed 
to simulated hits. An indication of the sensitivity of the method is obtained by 
examining the distribution of the ratio which shows that 95% of all linked tracks 
have a hits ratio above 50% and is strongly peaked near 100%. Use of this proce- 
dure required an accurate simulation of the central tracking system and included a 
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description of inefficient wires in a "sick wire map". After the linking process, tracks 
were classified as follows: 
" linked - successfully linked reconstructed and generated tracks. 
" ghosts/split - reconstructed tracks with no generated partner arising from 
mirror or noise hits (ghosts), or split tracks which arise from the passage of 
one particle being reconstructed as two separate tracks. 
" lost - generated tracks which were not reconstructed. 
The first two classifications above are further subdivided into accepted and rejected 
categories which identify tracks as being accepted or rejected after application of all 
track selection criteria given in section 4.6 above. The track finding efficiency, e, is 
then defined as: 
acc nlink 
acc rej nlink + mink + nto, t 




Mink + n3plit 
where n is the number of tracks in each category labelled by the superscripts and 
subscripts. 
Figure 4.5 shows the efficiency and the split track rate as a function of pt, and 0 
before and after application of quality cuts. The efficiency is found to fall dramat- 
ically for pt < 0.15 GeV, but is quite stable at larger pt with an efficiency of 95%. 
The sharp drop in c at 0- 20°, and 160° marks the edge of the CJC acceptance. 
The quality cuts have a minor effect on the efficiency, reducing it by N1%. 
The rate of split tracks shows a large peak for pt < 0.15 GeV at 17% indicating prob- 
lems of the reconstruction program in linking track segments from strongly curving 
tracks which often curl back towards the beam pipe. The rate is relatively stable 
at 2% in 0, falling off close to the edges of the CJC. The quality cuts have a large 
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Figure 4.5: Efficiency and split track rate in the CJC before (open circles) and after (full circles) 
quality cuts. The solid lines show location of cuts in pt and 0. 
affect on the number of split tracks, reducing it to a stable 0.3% in 0. 
No difference between the reconstruction efficiency of positively and negatively 
charged tracks is observed within the acceptance region given by the cuts in pt 
and 0. However, in the range pt < 0.15 GeV positive particles are found to have 
a reconstruction efficiency below that of negatively charge particles. This is a re- 
sult of the construction of the jet chamber [52]. Also an unsimulated misalignment 
between the inner and outer chambers could result in a further difference in the 
reconstruction efficiencies of positive and negatively charged tracks. The effect of 
misalignment can be seen in figure 4.6 where the ratio of pt spectra for positive 
and negative tracks in the data is compared to reconstructed MC before and after 
"0 
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application of a correction for the effect. The correction is not perfect and residual 
effects remain at the level of 30% at pt=4.5 GeV, though the Monte Carlo also pre- 
dicts a slight rise of the ratio and is roughly 15%. It should be noted that the pt 
distribution of tracks is very soft (see figure 4.10c ) and 99.5% of all tracks have a pt 
below 4 GeV. Nevertheless, the impact of this is treated as a systematic error and 














Figure 4.6: Ratio of the number of positive to negative tracks as a function of pt, before (open 
circles) and after (closed circles) a correction is applied to the data, compared to reconstructed 
Monte Carlo (shaded histogram). 
4.6.2 Split Track Pairs 
BEC studies are very sensitive to double counting effects i. e. the splitting of a single 
track into two like-sign pieces. For split tracks one finds 147; n"_' 2 m, and such 
pairs contribute to the interesting region where BEC are significant. A typical split 
pair is shown in fig 4.7. A large peak in the invariant mass distribution of like-sign 
pairs at the two pion mass threshold can indicate such split tracks as shown in fig 4.8. 
There are three circumstances through which a split track pair may arise, either due 
to reconstruction inefficiencies, wire inefficiencies, or misalignments between the 
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Figure 4.7: A low Q2 event showing a close up of the central tracker in the r-0 plane . 
Clearly 
visible is it negatively charged split pair in which hits from CJC1 and CJC2 are associated to 
different tracks. All other tracks have been suppressed. 
tracking chambers. In the first case a particle traversing the inner chamber leaves 
wire hits, but upon reaching the end of the CJC1 can undergo multiple scattering in 
the (lead material between the two chambers. When the track enters CJC2, its mo- 
nnentum is altered and the reconstruction program may find it difficult to associate 
hits from the two chambers to the same particle. Two tracks are reconstructed very 
close to one another, and therefore have a very small invariant mass. A description 
of inefficient wires of the chambers was included in the detector simulation. These 
regions give rise to a large rate of split tracks and the effect is shown for MC simula- 
tion in figure 4.9 as a function of 0. The open circles show the rate after application 
of acceptance cuts in pt, and 0 only. The full circles show the rate after applying 
the extra quality selection on radial track length and start point of the track. The 
quality selection removes 85% of the split tracks leaving a remaining rate which is 
smooth in p and is at the level of 0.3%. The peak structure arises from inefficient 
cells of CJC1 as simulated by the sick wire map. 
MC simulations generally give a more optimistic description of the detector response 
than is actually the case. It is therefore important to cross check MC results with 
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estimates obtained directly from the data. This was achieved by scanning a number 
of events by eye and gave an estimated remaining rate of split tracks of 0.2 ± 0.1% 
and an efficiency of 95 ± 2%. Also the scan found no tracks formed from noise hits 
or mirror hits of real tracks. A finite resolution in track pairs would be seen as an 
opposing effect to that of split track pairs and would cause two separate particles 
traversing the detector to be reconstructed as one. A scan of events showed no cases 
where two sets of hits within the tracker gave rise to only one track. 
4.7 Comparison of Particle Spectra 
In figure 4.10 the event normalised track spectra are shown separately for diffractive 
and non-diffractive data compared to the two MC models used with each sample. 
Since the spectra are event normalised, any absolute shifts of the data with respect to 
the MC are due to differences in the mean multiplicity. The MEPS MC overestimates 
particle production in the forward region whilst MEAR underestimates the data. 
This corresponds to the target fragmentation region where our knowledge is not so 
good. The 0 distribution is smooth and flat indicating no holes or serious problems 
with the CJC acceptance. The pt spectrum of charged tracks is well described by 
MEAR, and MEPS exhibits a softer spectrum. As expected the forward peak of 
the 0 distribution in non-diffractive data is much reduced in the diffractive sample 
since the event selection requires no forward activity. RAPA follows the data well, 
even to the extent of describing the multiplicity. RAPP, however underestimates 














































Figure 4.8: TIe uncorrected event nornialised invariant mass spectra for all track pairs showing 
the effect of the quality selection on the split track rate for data (full circles), and reconstructed 
MEAR(E3EC) MC (histogram). a) Shows the unlike-sign mass spectrum before and (b) after the 
quality track selection is applied, c) like-sign mass spectrum before and (d) after track selection. 
The split tracks are clearly visible as the peak at threshold in (c). Note the different scales used. 
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Figure 4.9: MC simulation of the rate of accepted split tracks as a function of 0 before (open 
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Figure 4.10: Comparison of uncorrected event normalised track spectra for non-diffractive (a-c) 
data (full circles), MEAR (full line), and MEPS (dashed line); and diffractive data (d-f), data (full 




5.1 Bose-Einstein Interferometry 
The use of Bose-Einstein correlations (BEC) as an interference measurement was 
first proposed by Hanbury-Brown, and Twiss [601 in 1954 where the effect was used to 
measure the angular diameter of stellar bodies. Since then the same effect has been 
analysed in high energy physics in order to gain information about the space-time 
distribution of the source from which bosons are emitted. This is of considerable 
importance since the least understood sector of QCD is the phase of hadronisation 
when partons below some energy scale (AQCD) can no longer be described in the 
framework of perturbative QCD due to the large value of a the strong coupling 
constant. At this point the confinement process begins whereby observable hadrons 
are formed from some distribution of unobservable partons. This process is mani- 
festly perturbatively uncalculable' and so any measurement probing this phase is of 
interest. 
The Bose-Einstein effect is quantum mechanical, based upon the quantum symme- 
try properties of the wave functions of bosons which, unlike fermions, are able to 
occupy identical quantum states. Since the two-boson wave function is required 
to be symmetric upon particle exchange, the production amplitude-squared has an 
interference term which leads to constructive interference when two bosons with 
four-momenta pi and p2 are identical and thus an enhancement in the probabil- 
ity of finding bosons close together in phase space2. The normalised two-particle 
IIt is hoped that although perturbative QCD will not be able to shed light on hadronisation 
phenomena, calculations of lattice QCD may be able to help once techniques have become more 
refined. 
2Similar arguments applied to a two-fermion wave function would result in a suppression of the 
two-fermion correlation function. 
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correlation function, R(pi, p2), is defined as 
1 d2o 
R(pl, p2) -o 
dpldp2 
1 du 1 do (5.1) 
a dpl a dp2 
where - and dp2cr are 
the single and two-particle inclusive densities. The maxi- 
mal value of this function occurs when p, = p2, since the strength of the correlation 
depends on the degree of overlap between the single particle wave-functions. This 
"exchange density" is determined by the size of the emitting source. Hence knowl- 
edge of the variation of R(pl, p2) with momentum difference carries information 
about the source distribution. Thus analyses of the Bose-Einstein effect generally 
measure the correlation as a function of the Lorentz scalar momentum separation 
T, where, 
p2)2 (5.2) 
and is trivially related to the invariant mass, M, of the hadron pair: 
T2=M2-4m. (5.3) 
where rn is the pion mass. Traditionally the source density is described by a 
distribution p(ý), where ý here represents a space-time four-vector. Then, the en- 
hancement due to BEC interference is 
R(T) = Ro(1 +AI P(T) 12) (5.4) 
where Ro is a normalisation constant, p is the Fourier transform of p(e) and A is a 
measure of the incoherence of the source:. =1 for complete incoherence and A=0 
for complete coherence. A more detailed discussion of coherence may be found in 
appendix A. Early models assumed a sphere of emitters with a Gaussian density: 
V 
Pý) = P(O)exp(-2 2) 
(5.5) 
The length r is interpreted as the radius of the production volume. Such a source 
results in a correlation known as the Goldhaber parametrisation: 
R(T) = Ro(1 + Aexp(-r2T2)) . (5.6) 
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The string model interpretation of BEC offered by Anderson and Hofmann [68], 
takes into account the relativistic motion of the pion sources with respect to each 
other in high energy collisions. This may naively be expected to produce a source 
size contracted along the "event axis" due to the Lorentz boost of the partons. How- 
ever, in the string model particles are ordered in longitudinal momenta such that 
particles coming from the ends of the string have a higher momentum than those 
coming from the centre, and since BEC are visible for particles with small momen- 
tum differences, then particles separated by large distances will not significantly 
interfere. Therefore, the length scale measured in BEC analyses is not the size of 
the overall hadronisation volume, but the distance between production regions for 
which momentum distributions still overlap, i. e. BEC measure the region in which 
pion pairs of four-momentum difference T are produced with comparable probability. 
This model predicts an approximate exponential shape of the correlation function: 
R(T) = Ro(1 + Aexp(-rT)) (5.7) 
Furthermore, the model predicts that the size is independent of the centre of mass 
energy, and of the reaction creating the colour strings. 
Recently, considerable effort has been devoted to the study of fluctuation phenomena 
in multi-particle production processes, both from a theoretical and an experimental 
point of view [69]. These studies concentrated on the search for intermittency, i. e. 
the occurrence of large fluctuations in particle density arising from scale invariant 
dynamics. This behaviour has been suggested by Bialas and Peschanski [61] to arise 
from the approximate self-similar (i. e. fractal) nature of the QCD parton cascade, 
or from large event-by-event fluctuations in the source size. They argue that spikes 
in the particle density of high energy collisions are expected and imply self-similar 
energy dissipation in ever decreasing regions of phase space, having borrowed ideas 
from turbulent fluid dynamics. The scaling implies that the correlation functions 
have a power-law behaviour, i. e. that correlations exist at all scales and the ratio of 
correlations at scales T1, and T2 is dependent only on the ratio Ti/T2. To test this 
hypothesis the data are fitted with a power-law of the form: 
R(M) = A+ B \1tT2 (5.8) 
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where A, B, and /3 are the free parameters of the fit. Note that the power-law is 
expressed in terms of the invariant mass M rather than T. The power-law behaviour 
of these factorial moments was already observed in [701. 
The remainder of this chapter describes the steps followed in order to answer the 
following questions: 
1. Is there any difference in BEC between diffractive and non-diffractive 
events, i. e. is the hadronisation of the pomeron remnant different to the 
hadronisation of the "struck quark" system as viewed by BEC? 
2. Do BEC vary over the kinematic plane, and which quantity drives the 
evolution if seen? 
3. Are the data able to distinguish between the three parametrisations of 
BEC? 
5.2 Measurement Method 
In order to measure the Bose-Einstein enhancement, the two-particle like-sign in- 
clusive density, denoted by p2 (T), is normalised to a reference sample p"ef (T) which 
ideally contains no Bose-Einstein correlations, by forming the ratio: 
ff T 





where N is the total number of events in the sample and nff (T) the number of (ý--ý) 
and (--) pairs in the sample. In this analysis either the two particle unlike-sign 
inclusive distribution is used: 
Pref (T) = P2 (T) =N 
do T) 
(5.10) 
or uncorrelated pairs created by mixing tracks from different events, are used denoted 
by 
(ýnm: xT 
PTe'(T) = pi®P1(T) dT 
(5.11) 
where nf: F(T) is the number of (+-) pairs in the sample, and nmix is the number 
of pairs formed from mixed events. The normalisation conditions for the inclusive 
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densities may be arbitrarily chosen since ratios and double ratios of densities are 
taken (see below). In this analysis the normalisation conditions are taken such that 
f 
pl(T)dT =<n'> (5.12) 
f 
p2(T)dT =<n"> (5.13) 
f 
pi®pi(T)dT =<nl> (5.14) 
where < nt > is the mean number of like-sign pairs per event, and < n" > the mean 
number of unlike-sign pairs per event. 
The choice of the reference sample is not trivial and a source of bias and systematic 
errors in all BEC measurements. Ideally it should satisfy the following conditions: 
" Absence of BEC since the signal is an enhancement above all other statistical 
and dynamical correlations. 
" Presence of correlations due to the topology and the global properties of the 
events. These kinematic effects are present in pz, but not in pl (S)p, since 
mixed events do not conserve energy-momentum. 
Absence of dynamical correlations not present in like-sign pairs, the clearest 
example of which is the effect of decaying resonances which are clearly visible 
in unlike-sign spectra but not so in like-sign spectra or pl ®pl . 
The ratios of inclusive densities are defined as follows: 
Rrm _ 
Pi Rum = 
P2 Rlu = 
P2 (5.15) 
Pi Opi' Pi ®pi' P2 
The shortcomings of the reference distributions constructed from the data, can be 
corrected to first order, if both the correlated and uncorrelated distributions are 
divided by the relevant Monte Carlo distributions. Thus in order to discriminate 
BEC from other statistical and dynamical correlations, a double ratio is formed 
by dividing R(T) obtained from data by R(T) obtained from reconstructed Monte 
Carlo events which do not contain BEC: 
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R"ta(T) 
(5.16) RR(T) = RMC(T) 
This procedure also corrects for the detector acceptance, and kinematic cuts. This 
is then fitted with the parametrisation to be tested. Since a double ratio is taken, it 
is clear that the normalisation applied to the mix spectra as given in equation 5.14 
is arbitrary and cancels in the double ratio. 
The double ratios are then fitted with modified forms of the parametrisations of 
equations 5.6 and 5.7: 
RR(T) = Ro(1 + KT)(1 + Aexp(-r2T2)) (5.17) 
RR(T) = R0(1 + KT)(1 + Aexp(-rT)) (5.18) 
The additional (1+i'T) term is introduced to allow for long range correlations which 
occur at large T. 
5.3 Resolution 
A binning is chosen such that the bin width is everywhere smaller than the resolution 
in T. The variation of resolution with T is shown in figure 5.1 as determined from 
Monte Carlo simulation, and is consistent with that obtained from data at the K° 
resonance. The K. ' decays weakly to 7r+7r- with a width of 6.5 MeV as measured 
by H1 [62]. The width is entirely dominated by detector resolution and thus can 
be used to cross check the MC simulation of resolution in M or equivalently T. 
5.4 Event Mixing 
At HERA, events are observed at a wide range of hadronic centre of mass energies. 
Thus events in the data sample have very different topologies depending on where 
they lie in the kinematic plane. Events with large Q2 have a current system which 
is boosted further forward than events at lower Q2. Event topologies seen in the 
r-0 plane have a hadronic system which is balanced against the recoil of the 
scattered electron. When forming a mixed event it was thought that pairs taken 
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Figure 5.1: Resolution in T as determined from Monte Carlo simulation. 
differences, since T is large when the angular separation of the tracks is large. In 
order to overcome this bias, all events were rotated in the r-0 plane such that the 
electron has 0=0. A similar effect is expected to hold in the 0-z plane, however 
this effect can be controlled by mixing events only within small kinematic regions. 
Mixed events were required to satisfy: 
"a Q2 difference of less than 20 GeV2. 
"aW difference of less than 20 GeV. 
"a difference in multiplicity not greater than two. 
The effects of these requirements were studied as systematic changes to the fit pa- 
rameters and the results are described in section 5.13. A mixed event is constructed 
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by taking all combinations of each track in one event with all tracks in another 
event which satisfies the multiplicity, W, and Q2 requirements mentioned above. 
Insignificant statistical errors are obtained by mixing each event with 20 others. 
To ensure that the event-mixing procedure was applied correctly, cross checks were 
performed by comparing the event-mixed T spectra for different charge combina- 
tions. All distributions were found to agree within 4%. 
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Figure 5.2: Normalised inclusive densities as a function of T showing the unlike-sign combination as 
open circles, like-sign pairs as closed circles and the event-mixed distribution as a solid histogram. 
Three uncorrected non-diffractive reconstructed data sets are shown, (a) H1 data, (b) MEAR MC, 
and (c) MEPS MC. 
68 
M (GeV) 
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.2 1.4 1.6 1.8 2 
M (GeV) 
























0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
T (GeV) 
Figure 5.3: Normalised inclusive densities as a function of T showing the unlike-sign combination as 
open circles, like-sign pairs as closed circles and the event-mixed distribution as a solid histogram. 
Three uncorrected reconstructed data sets are shown, (a) Ill diffractive data, (b) RAPA MC, and 
(c) RAPP MC. 
In figures 5.2, and 5.3 the uncorrected like, unlike and mixed densities are shown 
separately for the non-diffractive and diffractive samples. Each data-set is compared 
to two MC models: MEAR and MEPS for non-diffractive data, RAPA and RAPP 
for diffractive data. Both samples exhibit close similarity except for the absolute 
normalisation which is lower for the diffractive data. This arises simply from the 
the lower multiplicity of diffractive events. The unlike pair distribution contains 
dynamical correlations from resonance decays, most notably from the p°, Ks, ? I, 77' 
and w. A sharp peak at T 0.4 GeV can be seen in p2 which identifies the Ii; 
and the broad maximum at T=0.7 GeV stems from the p° decay. In both the 
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diffractive and non-diffractive MC models indications can be seen of possible over 
production of the p° resonance as compared to the data. A slight shoulder visible at 
T "-' 0.3 GeV in p2 arises from the r7 and 77' contribution (see below). In all samples 
p2 is more peaked than p2 in the region 0.3 <T<0.8 GeV and this too can be 
attributed to resonance decays and the fact that in a net charge neutral event there 
are more unlike-sign pairs than like-sign ones. The like and unlike spectra converge 
at large T with the mixed spectra implying that only statistical correlations exist 
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Figure 5.4: MEAR Monte Carlo predictions for the invariant mass distributions of charged particles 
pairs at the generator level. a) Full circles: like-sign pairs without BEC included; open circles: 
unlike-sign pairs; solid line: mixed pairs; crosses: like-sign pairs with BEC included. Unlike-sign 
pair distributions from resonance decays are shown in (b). Open circles - p°; closed circles - w; 
dark histogram - ij'; light histogram - 77; solid line - sum of all contributions. 
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The mixed pair sample on the other hand still differs in the topological constraints 
despite the precautions taken in constructing it as well as the global constraints of 
momentum and charge conservation. 
Figure 5.4(a) shows the Monte Carlo predictions at the generator level. Since the 
standard Monte Carlo simulation does not include BEC, the like-sign pair distri- 
bution constitutes the ideal reference distribution for the Monte Carlo with BEC. 
Neither the mixed event nor the unlike-sign reference distribution agrees fully with 
the latter. Mixing tracks from different events shifts the distribution towards larger 
T, though the event-mixed distribution is a better approximation to the ideal refer- 
ence than the unlike sample. The contributions from resonance decays are separately 
displayed in figure 5.4(b) where it can be seen that products from 77,771 and w de- 
cay are more important than those from the p°, since they contribute to the low 
mass region, where BEC appear. The KS is not visible in 5.4(b) as the distribution 
is shown at the generator level prior to the decay of this meson. The K and p° 
decays cluster in a sufficiently narrow mass region, that they may be excluded in 
the analysis by removing the regions 0.38 - 0.43 and 0.65 - 0.85 GeV in T from fits 
using p2 as a reference sample. 
5.6 Ratios Of Inclusive Densities 
In figures 5.5 and 5.6 the ratios of inclusive densities (single ratios) Run , R" , and 
RI" are compared with two Monte Carlo models for diffractive and non-diffractive 
samples. The ratio R"r" is used as a test for the quality of the Monte Carlo since the 
distribution does not exhibit BEC and therefore should describe the data well. This 
is generally found to be the case, however, slight discrepancies exist. In figure 5.5(a) 
it can be seen that the p° peak is shifted to lower T in the data, this shift in the 
p° line shape has been previously observed and is postulated to be due to residual 
BEC in +7r- pairs [65]. The region 0.1 <T<0.3 GeV is also overestimated by the 
Monte Carlo models and can be identified with the region where 77 and rl' reflections 
appear (see figure 5.4). This effect is not visible in the diffractive sample. A sharp 
rise of R" is observed at threshold in both data and Monte Carlo. The cause of this 
is from y conversions where a photon converts to an e+e' pair and is satisfactorily 
modeled by the reconstructed MC. 
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In both RI's , and 
R"" the BEC enhancement is clearly visible for T<0.3 GeV. A 
slow rise of R1 in the Monte Carlo is observed with decreasing T below 0.3 GeV 
which is due to the mixing of events with different topologies. At the very smallest 
values of Ta sharp (truncated) spike can been seen which is attributed to the double 
counting of tracks affecting the like-sign densities. Although the effect is partially 
simulated in the Monte Carlo models, it could nevertheless introduce a strong bias 
in the results. Therefore, the analysis is restricted to the range T>0.018 GeV. 
R" also exhibits distinct dips coming from the resonance contributions. In all 
three ratios the data and Monte Carlo agree well for T>1 GeV. The absolute 
value of Rlu remains below 1 over almost the whole range in T and this reflects the 
larger unlike-sign pair multiplicity. All three ratios show a plateau like behaviour 
for T>1 GeV indicating that in this region statistical correlations dominate. 
5.7 Comparison of Diffractive and Non-Diffractive 
BEC 
Table 5.1 shows the results of a Monte Carlo experiment, in which MEAR(BEC) is 
treated as data. It is combined in the double ratios with the standard MC without 
BEC simulation, and is used to assess whether the analysis methods employed are 
able to reproduce the inputs to the MC for the BEC simulation of r=0.53 fm and 
A=1 (see appendix A for details) at both the generator and reconstructed levels. 
The first row shows the result, at the generator level, of a Gaussian fit to the single 
ratio formed from p2(MEAR(BEC))/p2(MEAR). In principle the density p2 taken 
from MC with no BEC simulation is the ideal reference sample in that it should 
contain all the effects of p2 from data except the Bose-Einstein enhancement. In- 
deed, it can be seen that this method reproduces the input value of r within errors. 
The extracted value of A(0.38) is, however, significantly reduced compared to the 
input value (A = 1) and is attributed to that fact that not all charged pions are able 
to exhibit Bose-Einstein interference. In particular those coming from the decays of 
long lived resonances are known to interfere only very peripherally [70]. The effect 
of this can be "corrected" for and is further discussed in section 5.10 below. The 
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Figure 5.5: Single ratios R"' (a), Rlm (b), and R! " (c) for non-diffractive data (full circles), MEAR 
(solid line), and MEPS (dashed line) 
results of fits using the standard double ratios RR" and RR" are given in rows 
2 and 3 of table 5.1. Neither of these are able to reproduce the MC input value 
for r at the generator, or the reconstructed level. However, it may be noted that 
the event-mixed reference sample gives a smaller systematic shift of 0.08 fm as com- 
pared to the shift of 0.14 - 0.18 fm from the unlike-sign reference. In addition the 
shifts appear stable against the effects of detector influence. From this it may be 
concluded that neither reference sample is perfect though the event-mixed method 
leads to smaller bias in the measurement. 
Figure 5.7 shows the double ratios RR", and RR" for both the event-mixed (5.7a) 
and the unlike-sign (5.7b) reference samples. The full circles show non-diffractive 
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Figure 5.6: Single ratios R" (a), Rim(b), and Rl"(c)for diffractive data (full circles), RAPA (solid 
line), and RAPP (dashed line) 
data, and the open circles show diffractive data obtained using the MEAR and 
RAPA MC models respectively. Each set of points has been fitted with the Gaus- 
sian parametrisation of equation 5.17 over the range 0.018 <T<2.0 GeV. The solid 
lines are fits to non-diffractive data, and the dashed lines are fits to the diffractive 
sample. The quantity A is determined by the intercept at T=0 and r is determined 
by the region in T at which the BEC enhancement begins. 
The upper figure shows a slight difference in the fits to each data-set in the region 
of low T, though at moderate T (0.5 - 0.8 GeV), where the enhancement begins, 
no difference is visible. This indicates that the r values are similar, but that the A 
values are different. However, the analysis of systematic biases in the measurement 
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'p 
Monte Reference samples 
Carlo 
Level 
like-sign p2 (T) 
r(fm) A 
unlike-sign p2 "(T) 
r(fm) A 
event-mixed pl ® pl (T) 
r(fm) A 
Gen 0.51 ± 0.02 0.38 ± 0.02 
Rec 
Gen 
0.67 ± 0.04 0.48 f 0.04 
0.71 ± 0.04 0.57 ± 0.04 
0.61 ± 0.04 0.28 ± 0.02 
0.61 ± 0.03 0.35 ± 0.02 
Table 5.1: Fits to MC with BEC only using single ratios (row 1), and double ratios (rows 2 and 
3). Only statistical errors are given. 
of r and A shows large systematic uncertainties in the determination of A by as much 
as 50% (see section 5.13). Additionally, a is found to be very sensitive to the pion 
purity as discussed in section 5.10. For this reason no emphasis is placed on the 
measurement of A but is included in the following for completeness. 
The lower plot of figure 5.7 shows the double ratio RR'" . 
The regions indicated 
by the arrows were excluded from the fits in order to reduce sensitivity to the MC 
production rates of the p° and the IV, ' .A similar procedure was not used to remove 
the 77 and the i' decay products as these cover a range in T not easily identified with 
a resonance peak. The ratio RR'" shows a similar enhancement as RRIm though 
the onset of the rise appears at lower T, implying a larger value of r. In this double 
ratio no significant differences can be seen between the two data-sets. 
The values obtained for the parameters r and A using the Gaussian fits for both the 
like and unlike-sign reference samples are given in table 5.2 below with statistical 
and systematic errors. A full discussion of the systematic error analysis is given in 
section 5.13. 
Data set event-mixed pl 0 p1(T) 
r (fm) A _x- 7 ndf 
non-diffractive 
diffractive 
0.54 f 0.03 0: 02 
0.49 f 0.06 
-0.03 
0.32 ± 0.02 
_o: os 0.46 ± 0.08 ±ö: ös 
96/72 
18/23 
Data set unlike-sign p2(T) 
r (fr n) X /ndf 
non-diffractive 
diffractive 
0.68 ± 0.04 
_o: 05 0.59 ± 0.13 ±ö: ö7 
0.52 ± 0.03 




Table 5.2: Summary of extracted fit parameters using equation 5.17 with statistical and systematic 
errors for both types of reference sample. 
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Figure 5.7: Double ratio for diffractive (open circles) and non-diffractive (full circles) data using 
the event-mixed (a), and unlike-sign (b) reference samples. Gaussian fits to the diffractive data 
(dashed line) and non-diffractive data (full line) are superimposed. Vertical lines denote regions 
excluded from the fits (see text). 
The unlike-sign reference sample yields r values systematically larger than those 
from the event-mixed reference sample as observed by many experiments previ- 
ously [75,70,76-79] and is independent of the Monte Carlo generator used. How- 
ever, the event-mixed reference distribution may be favoured above the unlike-sign 
reference sample since it approximates an ideal reference sample better than p2 as 
can be seen in figure 5.4(a). Additionally, systematic uncertainties are found to be 
generally smaller for the event-mixed reference as will be discussed in section 5.13. 
Both reference samples yield a statistically consistent value for r for the two data-sets 
used. Although no difference between the diffractive and non-diffractive data-sets 
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may have been expected, this is the first time such a comparison has been made. 
In addition comparison of results in BEC analyses is notoriously difficult due to the 
variety of cuts and analysis methods chosen. Therefore it is advantageous to be able 
to compare results which have undergone identical analysis chains. As no significant 
difference is observed, further analysis is concentrated on the non-diffractive data- 
set. 
5.8 Kinematic Dependence of BEC 
The non-diffractive data sample is large enough to allow a differential analysis of 
BEC across the kinematic range of the entire data-set. The data were binned in 
three bins of the quantities x, Q2, and W separately. Only the event-mixed reference 
sample was used together with the Gaussian fit parametrisation of 5.17. Table 5.3 
shows the bins used to subdivide the data which were chosen so as to equalise statis- 
tics. The results are also given in table 5.3 with statistical errors and generally show 
no clear evolution of BEC with x, Q2, or W. 
In addition the non-diffractive data were analysed in three subsets of observed 
charged particle multiplicity. The classes and the corresponding values for r and 
A are listed in table 5.4. The value of the parameter r is observed to rise with 
increasing multiplicity. Indications for an opposite trend are noticeable for x in ta- 
ble 5.3. Previously H1 has observed that the multiplicity is nearly independent of 
Q2, but depends weakly on W [83]. The kinematic relation Q2 N xW2, at small x, 
leads one then to expect a positive correlation of r with W and a negative correla- 
tion with x, if r increases with multiplicity. The data appear consistent with this 
expectation, though the effect is not significant in view of the statistical errors. 
The corrected mean multiplicities' (obtained using the iterative migration matrix 
method as used in the H1 measurement of the DIS multiplicity distribution [83]) 
and the normalised slopes of the multiplicity dependence of r and ) taken from 
linear fits to the data are given in table 5.4. The corrections to the observed mean 
multiplicities are found to be small, at the level of 2% for the bins used. The mean 
values of r and A used in the slope determination are taken from fits to the whole 
3Many thanks to Pierre Van Mechelen for providing me with these numbers. 
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r(fm) r(fm) r(fm) .ý 
x 0.60+0.06 0.30±0.03 0.56±0.05 0.34+0.03 0.44+0.06 0.38±0.07 
(0.0001 <x<0.0006) (0.0006 <x<0.0019) (0.0019 <x<0.01) 
Q2 (GeV2) 0.52+0.04 0.42±0.04 0.63+0.08 0.25±0.04 0.47±0.04 0.41±0.05 
(6 < Q2 < 12) (12 < Q2 < 25) (25 < Q2 < 100) 
W (GeV) 0.52±0.07 0.26±0.05 0.48+0.03 0.42+0.04 0.68±0.08 0.34±0.04 
(65 <W< 120) (120 <W< 180) 
_(180__< 
W< 240) 
Table 5.3: Parameters r and .\ extracted using equation 5.17 for each subset of the non-diffractive 
data sample. Only statistical errors are given. 
Observed Corrected I event-mixed pl (D pl (T) I unlike-sign p2 (T) 




4.9 ± 1.1 
8.2 f 1.6 









0.085 f 0.026 
-0.048 
0.045 f 0.023 ±ö. °071 
1 dA 
<A> do 
0.009 ± 0.018 ±ö. ä43 0.024 0.026 
-0.054 
Table 5.4: Parameters r, and A extracted using equation (5.17) for different multiplicity subsets 
of the non-diffractive data sample. The last rows list the result for the relative slope of the two 
parameters with the multiplicity. The first column indicates the interval in observed multiplicity, 
the second column the corresponding corrected mean multiplicty. 
non-diffractive data set as given in table 5.2. The slopes represent the fractional 
change in r or A per unit change in multiplicity. Whereas the errors on the A slope 
are large and certainly consistent with zero even within the statistical errors, the r 
slope shows a clear 3 standard deviation (statistical) from zero for the event-mixed 
reference sample. However, once systematic errors are taken into account both refer- 
ence samples yield a reduced significance to the slope. The result may be compared 
to a similar recent measurement from the OPAL collaboration [81] where the authors 
find a much weaker multiplicity dependence of r, obtained using the unlike-sign ref- 
erence, given by a normalised slope of 0.0036 ± 0.0006 where the quoted error is 
statistical4. 
4The authors claim that systematic uncertainties 
do not affect the point-to-point fluctuations, 
and therefore would have no influence on a 
determination of the slope of the multiplicity depen- 
dence. 
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In order to compare the multiplicity dependence with other experiments the data 
are shown in figure 5.8 as a function of mean particle density in the hadronic cen- 
tre of mass frame. The mean particle density, (dn/dri*) is obtained by scaling the 
corrected multiplicity by dry*, the pseudo-rapidity' range covered by the CJC in the 
hadronic centre of mass frame which is found to be 3.2. The H1 data are com- 
pared to pp data from the E735 experiment [82] and UA1 [80] with Vs- = 1800 and 
630 GeV respectively. Full systematic and statistical errors added in quadrature 
are shown for the H1 data, whilst only statistical errors are shown for the pp data. 
Only data obtained using the event-mixed reference sample is displayed. Reasonable 
agreement can be seen between ep and pp data, though there are indications of a 
stronger dependence in the Ill data. Further analysis of systematic uncertainties 
arising mainly from the background parametrisation and detector resolution would 
be required before a more definitive statement can be made. 
It may be concluded that evidence for the multiplicity dependence of r has been 
observed, though the apparently weaker dependence when using the unlike-sign ref- 
erence is not understood. In both cases the slope is found to be an order of magnitude 
larger than that found in e+e- data. 
5.9 Comparison of BEC Parametrisations 
In this section the three parametrisations of BEC given by equations 5.17,5.18, 
and 5.8 are compared. The data are shown in figure 5.9 with the three fits superim- 
posed. All three parametrisations provide a good description of the data, however, 
at threshold the Gaussian fit does not follow the data as well as the exponential or 
power-law fits. The data exhibit a faster than Gaussian rise with decreasing T. The 
results are given with statistical errors in table 5.5 below including the Xz values for 
each fit. 
The reduced X2 values favour the exponential fits, though the larger X2 of the power- 
law is due to the data points at large T rather than a worse description of the BEC 
enhancement at threshold. To quantify this the data were fitted with a power-law 
over the reduced range 0.018 <T<1.0 to yield /3 = 1.20 ± 0.15 and X2/ndf=49/49 
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Figure 5.8: The radius parameter r versus (dn/di ). The full circles are from this analysis, the 
open circles (triangles) are from pp data at a centre of mass energy of 1.8 TeV [82] (630 GeV [80]). 
For the H1 data points the inner errors are statistical and the outer errors are the sum of statistical 
and systematic errors added in quadrature. The pp data are shown with statistical errors only. 
for RRIm. Thus, an improved X2 is attained with a compatible value for 0. 
5.10 Purity Corrections 
It is known that pions from long lived resonances do not contribute to a measur- 
able Bose-Einstein enhancement. The DELPHI collaboration [70] have shown that 
a data sample enriched with b quarks (yielding long lived B mesons) results in a 
decrease of the A parameter, i. e. the BEC effect is attenuated by pions originating 
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Figure 5.9: Double ratios for non-diffractive DIS data using MEAR Monte Carlo and the mixed 
reference smaple in (a), and the unlike-sign reference sample in (b). Three fit parametrisations 
are superimposed. The closed circles are data included in the fits, whilst the open circles are the 
excluded bins. 
effect by non-direct pion pairs have been made by the OPAL and ALEPII collab- 
orations [76,781. The correction results in an increase of A towards 1 as expected, 
though no changes in r were observed. Pions from short lived resonances and those 
produced directly from the string cannot be identified in the data, and therefore, 
a correction for the origin of particles can only be obtained from MC. Since there 
is only one model available in this analysis from which to extract the correction 
(JETSET), and the correction, in any case, is known to affect A values only, it was 
decided not to routinely apply a purity correction to all the results. 
Following the method of DELPHI [70] a pion purity corrected result may be obtained 
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2.39 f 0.20 
_oao 1.52 f 0.12 ±0.28 
0.001 f 0.001 
-0.001 0.008 ± 0.002 +0.0 7 005 
0.98 ± 0.01 




Exponential 8 [GeV-'] r [fm] A k /ndf 
RR u 
RR" 
0.13 ± 0.02 
0.08 f 0.04 
0.99 f 0.09 
_0.27 0.68 ± 0.11 t :ö 
1.00 f 0.08 
_0:; 38 0.64 f 0.06 ±ö: iö 
85/56 
85/72 
Gaussian J [GeV-1] r [fm] A /ndf 
RR u 
RR`m 
0.08 ± 0.02 
0.02 f 0.01 
0.68 ± 0.04 
_0 0.05 
01 
0.54 f 0.03 ±öä : 
0.52 f 0.03 
_0.21 0.32 f 0.02 t 
77/56 
96/72 
Table 5.5: Results from exponential (equation 5.18), Gaussian (equation 5.17), and power-law 
(equation 5.8) fits to non-diffractive data using both reference samples. 
by fitting the double ratio RRI'n with a further modified form of the Gaussian fit: 
RR(T) = Ro(1 + kT)(1 +A- fl(T) exp(-r2T2)) (5.19) 
where f '(T) is the fraction of direct like-sign pion pairs to all like-sign particle 
pairs. Direct is taken to mean particles which come directly from the string, or from 
short lived resonance states. Long lived resonances are taken to he those with a 
lifetime larger than the K*(892). This fraction is displayed in figure 5.10a and is 
well parametrised by the quadratic function 
fl(T) = 0.276 + 0.208T - 0.078T" (5.20) 
This function is used in equation 5.19 to obtain the corrected values for r and A. 
A correction may also be applied to the unlike-sign double ratio, RR'" . This is 
achieved by weighting the data bin-by-bin with the fraction fl(T)/fu(T) where 
f" (T) is the analogous fraction for unlike-sign pairs and is displayed in figure 5.10b 
showing distinct resonance behaviour. The weighted double ratio is then fitted with 
the standard function of equation 5.17. 
The results of the purity correction to the entire non-diffractive data-set are shown 
in table 5.6 where MEAR has been used to form all double ratios. The effect of 
the purity correction is the same in both cases, in that the r parameters are largely 
unaffected, whereas the A values are altered dramatically to become consistent with 
1. Thus, by removing the effect of decay products from long lived resonances and 
of charged particles other than pions the BEC effect is found to be maximal. 
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Data set r (fm) A X /ndf 
RR" corrected 0.59 ± 0.03 1.07 ± 0.07 100/72 
RR's" uncorrected 0.54 ± 0.03 0.32 ± 0.02 96/72 
RR" corrected 0.62 ± 0.03 1.08 ± 0.08 51/56 
RRIU uncorrected 0.68 ± 0.04 0.52 ± 0.03 77/56 
Table 5.6: Comparison of extracted fit parameters for purity correction. The Gaussian model is 
used for fits (see text), and non-diffractive data with MEAR MC. 
5.11 QED Corrections 
The effects of QED corrections were examined using the Monte Carlo generator 
DJANGO [36] which is described in section 3. Non-diffractive events were gener- 
ated with and without full QED effects to first order in a and are referred to as 
the radiative and non-radiative samples respectively. To correct the two-particle 
densities back to the (non-radiative) Born term, the ratio of non-radiative to ra- 
diative distribution is formed for each inclusive two-particle density. The ratio is 
the correction to be applied to the data and is shown in figure 5.11 for the like, 
unlike, and event-mixed densities. The corrections are small, less than 10% on 
average, and smoothly varying within the statistical fluctuations. The solid line 
represents no correction and is plotted to guide the eye. The points were fitted 
with a linear parametrisation in order to determine a functional correction which 
would suppress the statistical fluctuations compared to application of a bin-by-bin 
correction. However, independent fits to all three correction factors produced a con- 
sistent parametrisation within errors, which suppressed pair rates at low T by 2%, 
and enhanced pair rates at large T by 5%. This can be understood if one views the 
correction coming mainly from initial state QED radiation of a real photon from the 
beam electron. In this case the effective "y*p centre of mass energy is reduced, and 
so the phase space for producing large invariant mass pairs is also reduced. Since 
the functional corrections are the same in all three cases, their effects would cancel 
in the ratios R(T) and so no QED corrections are applied to the data. 
5.12 Final State Interactions 
A final state of two or more charged bosons is affected by strong and electromagnetic 
interactions. The strong interactions are difficult to calculate, and in particular it 
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Figure 5.10: The upper plot shows the ratio of like-sign pion pairs to all like-sign particle pairs 
(open circles), and the ratio of direct like-sign pion pairs to all like-sign particle pairs(full circles). 
The lower plot shows the unlike-sign pion purity correction (see text). 
estimate of the effects of 7rlr-scattering has been made by Suzuki [71], and indicates 
minor influences on the BEC analysis. This was not considered any further. 
The Coulomb forces between charged pairs of particles are expected to modify the 
two particle correlation. Since two unlike (like) charged particles experience electro- 
magnetic attraction (repulsion), the number of pairs in the region of small relative 
momenta is enhanced (suppressed). The correction factors for this effect have been 
estimated and are known as Gamov factors. These corrections are generally small, 
and only rise above 5% in the region of T<0.05 GeV. The sensitivity to this correc- 
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Figure 5.11: Correction function to the two-particle inclusive densities for QED radiative effects 
for a) like-signs, b) unlike-signs, c) event-mixed distributions. 
corresponding Gamov factor, and refitting the data set. Neither A nor r were seen 
to change outside the statistical errors. More precise calculations [73,74] indicate 
that the Coulomb corrections to BEC are somewhat exaggerated by applying the 
Gamov factors. 
5.13 Systematic Errors 
In order to assess the stability of results with respect to assumptions made in the 
analysis and the effects of cuts etc. a number of checks have been made. The 
systematic errors which were investigated are listed below. These were thought to 
have a possible effect on the parameters extracted from the fits to the correlation 
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function. Each quantity was varied and the difference in fit parameters is then 
quoted as the estimate of the systematic error. All the significant errors were then 
added in quadrature resulting in the total systematic error. 
" Detector Resolution. The effects of resolution smearing and inefficiencies 
can be tested in a Monte Carlo experiment where Monte Carlo with BEC is 
treated as data. The analysis is performed at the generated and reconstructed 
levels. Any difference in the fit parameters is taken as a systematic error 
arising from detector influence. 
" Model Dependency. Since a double ratio of data to Monte Carlo is taken 
there is an explicit model dependency. The size of this can he estimated by 
comparison of results using two different Monte Carlos. 
" Dependency on Long Range Correlations. To take into account long 
range correlations, extra quadratic factors were included in the fit functions 
for the Gaussian and exponential fits, namely: 
RR(T) = Ro(1 + icT + tT2)(1 + Aexp(-r2T2)) (5.21) 
and 
RR(T) = Ro(l + kT + ff2)(1 +A exp(-rT)) (5.22) 
In addition the fits were performed over a reduced range in T upto 1.2 GeV. 
The error is taken as the largest deviation. 
" Differences in Track Charge. Differences in detector response to positive 
and negatively charged particles could cause systematic shifts of the data. 
Therefore, positive and negative tracks are analysed separately. 
" Event-Mixing. The method used in forming mixed events may also influence 
the results. This was tested by repeating the analysis but requiring more 
stringent restrictions on the mixing of events. Specifically the requirements 
were tightened to OW< 10 GeV, and OQ2 < 10 GeV. 
" Split Track Pairs. To assess the influence of the remaining rate of split 
tracks the fits were repeated but with the lower limit in T of the fit raised to 
0.036 GeV. 
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" Track Selection. The track selection criteria were altered by requiring tracks 
to have a radial track length of 10 cm, and no requirement on the total number 
of CJC hits was demanded. 
" Binning. The extracted parameters should be independent of the way the 
data are binned. To test the influence of binning the data were binned with 
half and double the nominal bin width. 
" Resonances. For fits using the unlike-sign reference set the regions of the 
p°, and the K ', O resonances were routinely excluded. To determine the sensi- 
tivity of the results on the size of the exclusion zones the data were refitted 
with exclusion ranges reduced to half the nominal range used in the standard 
analysis. 
Tables 5.7-5.11 summarise the systematic errors for each data -sample and each fit 
parametrisation. The effects of binning, track selection, event-mixing, split pairs, 
and resonances were found to be negligible, i. e. variations were always within statis- 
tical errors, and therefore were not included in the final calculation of the systematic 
errors. In order to compare the size of the systematic uncertainties, the statistical 
errors are also shown. In addition table 5.7 also shows the deviations obtained from 
the MC experiment of table 5.1. These deviations were not included in the total 
systematic error and are shown for comparison. 
In order to test whether the analysis of the diffractive data is sensitive to the details 
of the pomeron structure function used in the diffractive Monte Carlo models, the 
measurement was repeated after application of the cut Q2 > 10 GeV2. This addi- 
tional selection reduces the discrepancy between data and Monte Carlo to the level 
of , 15% in the high y region (see section 4.5). No deviation of the Gaussian fit 
parameters for either the diffractive or non-diffractive samples was observed outside 
the statistical errors. 
Due to a lack of reconstructed diffractive Monte Carlo with BEC simulated, no 
systematic shift has been evaluated for detector resolution in the diffractive mea- 
surement. However, one may expect this contribution to the systematic error to 
be of similar size to the non-diffractive estimate, i. e. -7% for r, and -20% for A. 
No event-mixing systematic was determined for the non-diffractive data, though the 
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effect is negligible as expected from the estimate from the diffractive data-set. 
In general it can be seen that the systematic fluctuations on r are of the order 
of -10%, whilst those on A are of the order of " 40% for both the Gaussian and 
exponential fits. It appears that A is much more sensitive to the influence of the 
background parametrisation and to the model dependency compared to r. Further- 
more, comparison of the systematic deviations reveals that the errors are smaller for 
the event-mixed reference sample than for the unlike-sign reference. 
The ß parameter of the power-law model has about 25% systematic errors for both 
reference samples mainly coming from the background parametrisation, which in 
this case was obtained from fits over the reduced range of 0.018 <T<1.2 GeV. 
To assess the significance of the observed multiplicity dependence, systematic errors 
have been estimated as above for the three multiplicity bins. This was not repeated 
for the other kinematic dependencies as the statistical errors in those cases are too 
large to exhibit any clear evolution as may be expected in the W dependence. These 
systematics are given in table 5.11. They show similar behaviour as seen in the other 
tables, in that errors on A are larger than those on r, except in the lowest multi- 
plicity bin. Here, the dominant error on r arises from detector resolution obtained 
from Monte Carlo. No track charge systematic was evaluated for these sub-samples 
and so the estimates uncertainties obtained from the entire non-diffractive data-set 
of table 5.7 have been used. 
unlike-sign p2 (T) event-mixed pi 0 pi(T) 
6r(fm) 8a 8r(fm) SA 
Resolution -0.04 -0.09 ±0.00 -0.06 
Background parametrisation -0.01 +0.01 +0.02 ±0.00 
Models -0.02 -0.19 ±0.00 +0.06 
Track charge ±0.01 +0.01 +0.02 ±0.02 
Sum +0.01 +0.01 +0.03 +0.06 
(quadratic) -0.05 -0.21 -0.02 -0.06 
reference sample f +0.18 +0.19 +0.08 -0.03 
statistical error ±0.04 ±0.03 ±0.03 ±0.02 
Table 5.7: Contributions to the systematic errors for the non-diffractive data-sample using the 
Gaussian fits of equation 5.17. t Shift observed in the Monte Carlo compared to an ideal reference 
distribution (see text and Table 5.1). 
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unlike-sign p2 '(T) event-mixed p1 ® pl (T) 
Jr(fm) JA Jr(fm) JA 
Background parametrisations ±0.04 +0.23 ±0.01 +0.13 
Models +0.03 +0.11 -0.01 +0.08 
Track charge ±0.06 -0.13 ±0.03 ±0.08 
Sum +0.08 +0.25 +0.03 +0.17 
(quadratic) -0.07 -0.13 -0.03 -0.08 
Statistical error ±0.13 ±0.13 ±0.06 ±0.08 
Table 5.8: Contributions to the systematic errors for the diffractive data-sample. 
unlike-sign p2 '(T) event-mixed pl ® pi(T) 
Sr(fm) S. Sr(fm) ÖA 
Resolution +0.02 +0.15 -0.04 +0.11 
Background parametrisation -0.27 +0.54 +0.08 -0.09 
Models -0.04 -0.38 +0.04 +0.12 
Track charge ±0.01 ±0.02 ±0.03 ±0.05 
Sum +0.02 +0.56 +0.09 +0.17 
(quadratic) -0.27 -0.38 -0.05 -0.10 
Statistical error ±0.09 ±0.08 ±0.11 ±0.06 
Table 5.9: Contributions to the systematic errors for the non-diffractive data-sample using the 
exponential fit of equation 5.18. 
5.14 Comparison with other Experiments 
Table 5.12 summarises the results from other experiments. The errors are only sta- 
tistical. Different experiments used different data treatments, e. g. sometimes purity 
correction or Coulomb corrections were applied. These corrections mainly influence 
the parameter A, which may explain the larger differences observed here. The values 
of r extracted with a mixed reference sample are systematically lower than those 
obtained with an unlike-sign background, which is observed in this analysis too. 
However, the measured radii are more consistent with each other, considering the 
systematic errors, which have not in all cases been evaluated, but should be of the 
same order of as in this experiment. The fact that the data from IN-scattering are 
independent of the energy, and furthermore agree with those from e+e- -annihilation 
at various centre of mass energies, seems to lend support to the string model inter- 
pretation, where the "source dimension" is constant. 
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unlike-sign p2 (T) event-mixed pi 0 pi (T) 
SO 8B SA 8ß SB SA 
Resolution -0.07 +0.001 +0.00 -0.19 +0.005 +0.01 
Background parametrisation -0.28 +0.002 -0.02 -0.20 +0.005 -0.02 
Models -0.52 +0.002 +0.02 +0.38 -0.005 +0.02 
Track charge +0.07 ±0.001 ±0.00 +0.04 +0.001 ±0.01 
Sum +0.07 +0.003 +0.02 +0.38 +0.007 +0.02 
(quadratic) -0.60 -0.001 -0.02 -0.28 -0.005 -0.02 
Statistical error ±0.20 +0.001 +0.01 ±0.12 ±0.002 ±0.01 
Table 5.10: Contributions to the systematic errors for the non-diffractive data-sample using power 
law fits of equation 5.8. 
event-mixed pl ® pl(T) 
(n) = 4.9 (ný = 8.2 (n) = 13.6 
r(fm) A r(fm) A r(fm) A 
Resolution -0.22 +0.20 +0.13 +0.03 -0.12 -0.03 
Background par. +0-11 -0.23 +0.03 -0.03 +0.24 +0.04 
Models +0.04 +0.13 +0.01 +0.01 -0.18 -0.04 
Track charge ±0.02 +0.02 ±0.02 ±0.02 +0.02 ±0.02 
Sun) +0.12 +0.24 +0.13 +0.04 +0.24 +0.02 
(quadratic) -0.22 -0.23 -0.02 -0.04 -0.22 -0.07 
Statistical error ±0.05 ±0.05 ±0.05 +0.03 ±0.12 ±0.07 
Table 5. l i: Contributions to the systematic errors for the non-diffractive data-sample using the 
Gaussian fits of equation 5.17 for the three multiplicity classes. 
EXPERIMENT unlike-sign p2(T) 
r(fm) A 
event-mixed p, op, 
r(fm) A [GeV] 
(N EMC (pp) 0.84+0.03 1.08±0.10 0.46±0.03 0.73±0.06 23 
E665 (µp) 0.39±0.02 0.35±0.02 30 
BI3CNC (vN) 0.80±0.04 0.61±0.04 0.64±0.04 0.46±0.03 10-28 
HI 0.69±0.03 0.55±0.03 0.53±0.02 0.32±0.02 300 
C+E- DELPHI 0.83±0.03 0.31±0.02 0.47±0.03 0.24+0.02 91 
ALEPH 0.80+0.04 0.62+0.04 0.50±0.02 0.40±0.02 91 
OPAL 0.93+0.02 0.86±0.03 91 
MARK 2 0.84+0.06 0.50±0.07 29 (3) 
TASSO 0.80+0.06 0.35±0.07 34 
AMY 0.73±0.05 0.47±0.05 0.58±0.06 0.39±0.02 58 
VEPP 0.73±0.11 0.71±0.16 9.5 (7-10) 
C'LEO 0.54±0.10 0.99±0.14 9.5 (7-10) 
Table 5.12: Results from other experiments 
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Chapter 6 
Summary and Conclusions 
The work presented in this thesis is an analysis of Bose-Einstein Correlations in 
diffractive and non-diffractive deep inelastic scattering. The data are restricted to 
the kinematic region defined by: 
" 157° < Be < 172.5° 
" Ee > 12 GeV. 
9 W2 > 4400 GeV2 as calculated from the Jaquet-Blondel, and electron method. 
The data are split into diffractive and non-diffractive components by requiring 
diffractive events to display little activity in the forward regions of the detector. 
Further kinematic requirements are: 
0 ljmax < 3.0 
0 x1 < 0.05 
After all selections the non-diffractive sample consists of 48 000 events and the 
diffractive sample contains 2 500 events. Tracks are selected within the region: 
" pt>0.15GeV 
" 22° <0< 1500 
Additional selections are used to remove split tracks. The data are analysed in 
terms of the pair four-momentum difference T separately for like and unlike-sign 
pairs. The analysis is performed in the region 0.018 <T<2.0. When using unlike- 
sign reference sample the regions of the KS, and the p° resonances arc removed: 
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0.3S <T<0.43. and 0.65 <T<0.85 GeV respectively. 
Klonte Carlo studies have shown that neither the event-mixed, nor the unlike-sign 
reference sample is perfect. Both are deficient, though the event-mixed sample ap- 
pears to be a better approximation to the ideal distribution. 
The effects of QED radiation are found to be at the 5% level in the two-particle 
densities and cancel in the single ratios. The effects of Coulomb corrections were 
not routinely applied to the data, but were found to have no affect on the measured 
parameters r. and .A for the Gaussian model. Similarly purity corrections were not 
routinely made, but were investigated. They are found to have little influence on r, 
but cause the A value to become consistent with 1 indicating a maximally interfering 
source once the effects of non-pion pairs and pions from long lived resonances are 
removed. This confirms the earlier measurements of the DELPHI collaboration. 
Using the Gaussian model of BEC diffractive and non-diffractive data are compared 
and found to reveal no significant difference when using the event-mixed or unlike- 
sign reference sample. This analysis is the first measurement of BEC in diffractive 
DIS. 
The non-diffractive data are further analysed in three kinematic bins of multiplicity, 
11'. r, and Ql seperately. Only the event-mixed reference sample is used with the 
Gaussian fit model. No significant evolution of the parameters of the model is ob- 
served in W. . r, or 
Q2, however a deviation at the level of 3a is seen in the differential 
multiplicity analysis. The results compare well with pp data at = 1.8 TeV and 
630 GeV. Comparison of the normalised slope of the r dependence on multiplicity, 
"" with data from OPAL reveal a stronger multiplicity depedence at HERA. (r) dn' 
Ilowever, analysis of the systematic errors diminishes the significance of the slope 
to the level of a 1.8o deviation from zero. 
Finally the data are compared to three models of the Bose-Einstein effect. It is 
found that all three models provide a reasonable description of the data. However, 
at threshold, both the power-law and exponential fits provide a better description of 
the data than the Gaussian parametrisation. A reduced range power-law fit achieves 
the most favourable k2 verifying the idea that the failure of the power-law fit over 
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the full range is T is due only to the inability of the parametrisation to describe the 
behaviour at large T where BEC are not expected to be seen. Statistics do not yet 
allow the data to clearly distinguish between the models, though evidence is seen of 
a faster than Gaussian rise of correlations with decreasing T. 
Comparison with data from other experiments indicate no evolution in Vs-, or any 
dependence on the initial state. This further lends support the the string model 
interpretation of the Bose-Einstein effect. 
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Appendix A 95 
In this section a brief derivation of the two-particle correlation function is given. 
For a more detailed discussion of coherence and particle correlations the reader is 
referred to [84,85]. It is possible to derive the correlation function in much the same 
way as for photon interference in classical optics. First consider the case of a pioii 
source with space-time position xa. The invariant amplitude for emission of a pion 
with momentum ki is then given by T, e`ki'"". Then, the probability of two pion 
emission from points xa and Xb with momenta kl and k2 is given by %Y12: 
1Yis a eiklx. ecke"Xb 
This assumes distinguishable particles. For indistinguishable pions the amplitude 
must be made symmetric upon exchange of pion 1 and 2, i. e.: 
1P 12 = 
(W1aW26 +'P1bW2a) 
In this case the probability, P12, is given by 
P12 «I eikl"xaeikq"xb + eikl"xbeik2"x. 12 
which may be rewritten as: 
P12 a1+ Re [e-i(kl-ks)'(Xs-xb)I 
Integrating P12 over xa and Xb with a source density p(x) then gives: 
P12O(1+1P(Ok)12 
where p(Ak) is the Fourier transform of p, and Ak is the 4-momentum difference 
(k1 - k2). Thus it can be seen that information about the source dimension is 
contained in the joint probability. However, this is true only when the sources are 
incoherent, i. e. any degree of coherence will dilute the effect. This is shown in the 
following. Introducing time dependent phase factors, f; (t) of the form the 
joint probability of observing two pions with momenta kl and k2 is given by 
eik2"xa + J6eikyab) 
12 P12 -I 
(Jf"a 
` eikl 
xa + fbeikl"xb) (aJ 




1l +1 fb Il +fafbe-: kl(xfl-xb) + fafb e+ikl(xa-xb)] X 
[I fa I2 +I fb I2 +Jaf6e-iks(xe-xb) + fafb ei-ak2(xe-xb)1 
(. 1) 
Note that this is now just the product of two single particle probabilities Pl and 
I. Assuming full coherence we obtain P12 = PiP2 i. e. R=1 and no correlation 
( lIIºancenºent is observable º. 
IIo%NvN-er, if the sources Xa Xb. are relatively incoherent, the relative phase between 
t lein is not constant, but fluctuates such that the time averaged product (fa fb) is 
zero. ['n(kr this condition of complete incoherence the only surviving terms are: 
, )12 = (I fs 12 +I f& 12)2 + 21 fa 121 fb 12 Re Le'(k2-IC1)(Xa-xb)I 
where for incoherent emission Pi P2 = (I fa 12 +I fb 12)2, and so R(= P12/P, P2) 01 
but contains an interference term which reflects the space-time separation of the 
sources. As above. this expression may be integrated over the source density, to 
yield the usual expression : 
R=1 +AIP(Ak) Iz. 
wIºere the factor A allows for the degree of coherence of the source. As just shown, 
for it fully coherent source A=0, so that such a source yields no observable Bose- 
E. inst(in enhancement. 
Recall that the correlation function may be written as 
Piz (I'*'1212) 
R 
PI P2 (lip, 12) (1 T2 12) 
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Appendix B 97 
The parameters of the generator (JETSET 7.4) which were changed from their 
default values (see [44] and [45]) are : 
MSTJ(51) =2(. 2) 
which includes a Gaussian parametrization according to : 
C2(T) =1+ PARJ(92) exp -(ý, ARJT (93) 
)2 ('3) 
MSTJ(52) =7 (A) 
which specifies the number of particle species for which Bose-Einstein correlations 
are to be included. MSTJ(52) =7 incorporates the inclusion of: 7r0,7r+, 7r-, J +, 
K-, K° and K. 
PARJ(92) = 1. (. 5) 
steers the nominal strength of Bose-Einstein effects for T. This parameter corre- 
sponds to the "chaoticity parameter" A. 
PARJ(93) = 0.38 GeV (. 6) 
is the size of the Bose-Einstein effect region in terms of the T variable, sec NISTJ(51). 
The more conventional measure, in terms of the "radius" r of the production volume, 
is given by: r= he/PARJ(93) = 0.2 fm GeV /PARJ(93). The value of PARJ(93) 
= 0.38 corresponds to a radius 
0.2 GeV fm 
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