TNTR~DUCTION
In recent years a lot of research has been done to study the problem of whether two morphisms agree word by word on at least one or on all words of a given language. Such problems have turned out important for many areas of mathematics, for example, for computability theory, for theory of equations in free monoids, and for formal language theory in general. The Post Correspondence Problem [ 111, the Test Set Conjecture [6, lo] , and the DOL equivalence problem [3] are typical examples.
The notion of an equality language, introduced explicitly in [IS] , is central when dealing with the above problems. Equality languages were studied later e.g., in [2,4, S] . In the last mentioned paper equality languages were studied in the case of the binary alphabet, and there it was conjectured that if at Ieast one of the morphisms is injective, then the equality set is a free monoid generated by at most two words. Here we take a step in the direction to prove this conjecture. Namely, we show that such an equality set is either of the above form or generated by a regular language of the form uw*t'.
As an application we give a simple proof for the Test Set Conjecture' in the binary case. The conjecture is as follows:
Test Set Conjecture. For each language L over a finite alphabet there exists a finite subset F of L such that if, for an arbitrary pair (h, g) of morphisms, h(x) = g(x) holds true for all x in F, then also h(x) = g(x) holds true for all x in L.
The algebraic importance of the Test Set Conjecture was emphasized when it was pointed out in [5] that it is equivalent to the following statement: Each system of equations (with a finite number of variables) over a finitely generated free monoid has a finite equivalent subsystem.
The above subset F of L was called in [6] a test set for L. The existence of a test set for context-free languages was proved in [l] and for arbitrary languages over a binary alphabet in [6] . Here we give a new and shorter proof for this latter result. Moreover, we show that such a test set can always be chosen to contain no more than three words, thus sharpening the result of Culik and Salomaa.
PRELIMINARIES
In this paper only very basic notions of free monoids and formal languages are needed. As a general reference we mention [9] . To fix our notation we want to specify the following.
Throughout this paper Z: denotes a binary alphabet, say C = {O, 11. A free monoid generated by C is denoted by Z* and its identity, the so called empty word, by /2. As usual we set St = Z* -{A}. For a word x in EC" and a letter c in Z, #,(x) means the number of r's in x, and 1x1 the length of x.
For two words x and y the notation yx-' is used to denote the right quotieni of y by x, and the notation x pref y is used to denote that x is a prefix (not necessarily proper) of y. The prefix of length k of a word x is denoted by pref,(x). If Ix] < k, then we set pref,(x) = x. y the relation x fref y we mean that either x is a prefix of y or y is a prefix of x. We call a nonem word x primitive if it is not a proper power of any word; i.e., the reiation ' Sometimes referred to as the Ehrenfeucht Conjecture. x = z" implies that x = z and n = 1. The ratio of a word x in {0, 1) + is defined to be #0(x) : #1(x) and is denoted by Y(X). By a ratio-primitive word, or r-primitive word in short, we mean a word such that none of its proper prefixes has the same ratio as the whole word.
Our basic notion is that of a morphism from a free monoid Z* into another free monoid d*. Because of the nature of the problems in which we are interested we may assume that 2 = A. So we shall deal with morphisms h: (0, l}"+ {O, 1) *. A morphism h is a-free if h(a) # II for all a in Z. We call a morphism h periodic if there exists a word p such that h(.?Y) E p*. By a marked morphism h: (0, 1 I* + (0, 1) * we mean a A-free morphism satisfying pref,(h(O)) # pref,(h(l)).
It is well known that nonperiodic morphisms over a binary alphabet can be characterized as follows. Following [ 131 we define the equality set (or equality language) of the pair (h, g) of morphisms on Z*, in symbols
We shall also need a slightly generalized notion defined as follows. For a pair (h, g) of morphisms on 2" and a word a in Z*, the a-shifted equality set of (h, g), in symbols E,(h, g), is defined by
It is easy to see that for a given equality set, and hence also for a given ashifted equality set, all of its words have the same ratio. In the case when at least one of the morphisms is periodic even more can be said about the structure of an equality set. Indeed, we have, see [57, THEOREM
If h and g are periodic, then either E(h, g) = (2) or E(h,g)={A}U{xEC+]r(x)=k}f or some k > 0 or k = 03. If h is periodic and g is not, then E(h, g) = u* for some (possibly empty) word u.
We finish this section with the following notions. Let (h, g) be a pair of morphisms on Z*. We say that h and g agree on a word x from Z* if h(x) = g(x) and that they agree on a language L if they agree on each word of L. Using this terminology the Test Set Conjecture (cf. [6, IO] ) can be stated as: For each language L (over a finite alphabet) there exists a finite subset F of L such that any pair of morphisms agrees on L if and only if it agrees on F. Following [6] we refer to such a finite subset F of L as a test set for L. 4 . CHARACTERIZATION ere we give a partial characterization for equality sets of injective morphisms in the binary case. Our result can be seen as a step in the direction to prove the conjecture presented in 141.
First we need some notions and lemmas. Following [7] we define a mapping cyc,: (0, I}* + (0, 1)" by cyq@) = a, cyc,(cu) = UC for c E {0, l} and u E (0, I}". The following result is not difficult to see.
~LEMMA 2. The mapping h' is a morphism and moreover marked.
Observe that, in general, for a morphism h the mappings of the form cyc, o h need not be morphisms. Now: let (h, g) be a pair of nonperiodic m~rph~sms and zh and zg the above defined words associated to h and g, respectively. We assume, because of symmetry, that /zh / > /zg]. Then we have LEMMA 3. If zg is not a prej?x of zh, then either E(h, g) = {A) or E(h, g) = a * for some a E { 0, 1).
Proof. If /h(a)/ = / g(a)/, f or a E {O, I}, then the lemma clearly holds true. So let / h(Q)1 f I g(O)] and /h(l)\ # 1 g(l)/. Assume that x E E(h, g), x # A.
Ciearly, x contains both 0 and 1. Consequently, by the definitions of zh and zg, z,, is a prefix of h(x) and zg is a prefix of g(x). This implies that zg is a prefix of zh, a contradiction. Hence E(h, g) = {A ]-Now, we assume that zg pref z,, . We define 
Let (h, g) be a pair of morphisms such that a,,g is defined. Then
E(h, g) = E,(h', g').
Proof Immediate, by definitions and (*).
Before stating the main result of this section we still need one notion. Let (/I, y, S) be a triple of words such that y is primitive and it is neither a suffix of /3 nor a prefix of 6. We call such a triple reduced and define the language L (,b, y, 6 ) by setting Proof. By Lemma 3, if ah,g is not defined we are done. Consequently, we assume that ah,g is defined. Then, by Lemma 4, it is enough to show that E,(h', g') is of the form (i) or of the form (ii), where (h', g') is an arbitrary pair of marked morphisms and a is an arbitrary word.
We have two cases to be considered.
(I) a = A. Since h' and g' are marked E(h', g') may contain at most two (one starting with 0 and another with 1) r-primitive words. Hence,
E,(h', g') is of the form (i). (II)
a f A. Let us refer to nonempty words in E,(h', g') as solutions, and let i E (0, I} be such that pref,(g'(i)) = pref,(a). Then the first letter of any solution x is i. This is because g' is marked and this first letter is determined by the condition a Prefg'(pref,(x)).
Moreover, by the same reasoning, the prefixes of x are also uniquely determined up to the prefix x' where
ah/(x') = g/(x'). If such an x' does not exist, then, clearly, E,(h', g') contains at most one r-primitive word, i.e., E,(h', g') satisfies (i).
Now, we assume that all the solutions have a common prefix x' such that ah/(x') = g/(x'). We have three subcases.
(a) E(h', g') = {A}. N ow, by the fact that h' and g' are marked, there are at most two words satisfying the conditions h'(z) = g'(z)a and x'z is rprimitive. Consequently,
E,(h', g') is of the form (i). (b) E(h', g') = y* for some nonempty word y. If for some nonempty prefix y' of y we have h'( y') = g'( y')a, then again E,(h', g') is of the form (i). If, on the other hand, such a prefix of y does not exist, then E,(h', g') is
of the form (ii) or contains only ;1 depending on whet word z (with pref,(z) # pref,( y)) such that h'(z) = g (c) E(h', g') = { y,, y2}* for some nonempty words yr and y, with pref,(y,) # pref,(y,). Now, if neither yr nor y2 has a prefix z such that h'(z) = g'(z)u, then, clearly, E,(h', g') = (,I}. If only one of the words yr and yZ has the above mentioned prefix, then E,(h', g') is of the form (ii). Finally, if both yr and y2 have such a prefix, then E,(h', g') is of the form (0 Since h' and g' are marked the classification (a)-(c) in the case exhaustive, and so our proof for Theorem 2 is complete. y careful analysis of the above proof we can say even more about the languages of the form (ii) in Theorem 2. Indeed, words 26, pref,(w) # pref,(v), w contains both 0 and 1, and each of and uwiv for i > 0 is ratio-primitive. e conclude this section by noting that we do not know whether there exists any equality set of the form (ii). As already conjectured in [Lk] we believe that such sets do not exist. We also want to emphasize the fo~~~wi~~ interesting property: Any finitely generated equality set in the binary case is generated by at most two words. As shown in [4] , there really are equality sets (different from E*) freely generated by two words.
APPLICATION TO THE TEST SET CONJECTURE
As was already mentioned the Test Set Conjecture was proved to hoid in the case of the binary alphabet in [6] . As an ap~iic~tio~ of Theorem 2 we give here a simple proof for this result. We also give a very small upper bound for the cardinality of such a test set: we show that it can always chosen to contain no more than three words.
Recalling the definition of the languages of the form L ) y, S) given in Section 3 we first prove 
Consequently, which implies that ,f?i Ytf-q61 E pz yc 6,) and so we conclude inductively that L, n L, is infinite. From this and from the primitivenesses of y1 and Yz it follows that y, and y2 are conjugates, i.e., there exist words o and p such that Yl =V and
Now, we show that U=tJ and
Since L, n L, is infinite we may assume in (2) that t and r are arbitrarily large. So, by the forms of yi and y2, the equality /I, yi u = p, y; implies that u E (up)*o. Moreover, since 6, = ~8, and 6, does not contain the word up = y1 as a prefix, we conclude that u = (J. Now, the equality p,u = p2
follows from the first equality of (1) since the triples ('J,, yi, Si) are reduced. This completes the proof of Lemma 5. Indeed, the equality p, y? 6, = p2 yf 6, is a trivial consequence of the second equation of (l), (3), and (4). Now, we are ready for 
Each language L ouer a binary alphabet has a test set of cardinality at most three.
ProoJ: Let L c (0, 1)". If L contains two words with different ratios, then these two words constitute a test set, since no equality set different from E* can contain two words of different ratios. So we assume that all the words of L have the same ratio.
By the definition of r-primitiveness, it is clear that each word x in { 0, 1) + possesses a unique decomposition in the form x = x1 --a xq where each xi is r-primitive and r(x) = r(xI) for i = l,..., 4. We define L, to be the language which contains exactly those r-primitive words which occur in the above mentioned decompositions when x ranges over L. Clearly, any pair of morphisms agrees on L if and only if it agrees on L,; i.e., any test set for L, defines, in a natural way, a test set for L with the same cardinality, and vice versa. Therefore it is enough to show that L, has a test set containing no more than three words.
First we observe that if L, contains less than three words we are trivially done. So assume that the cardinality of L, is at least three. We choose a three-element subset of L, as follows. Let zi and z2 be arbitrary two words from L,. If they belong to a language of the form (* *) (see by Lemma 5, they determine this language uniquely. Le language (assuming that it exists). Now if L, @ (Lz,,z2)*, then we choose z3 such that z3 EL,-(LL1,Z2)*. Otherwise z3 is an arbitrary word of e, different from z1 and z2.
We claim that {.z1,z2,z3} is a test set for L,.
We consider different kinds of pairs of morphisms separately.
0th of the morphisms are periodic. Now, by Theorem 1, any oneand hence also {zl, z2, z3}, tests whether such morphisms agree on L, (remember that all words of L, have the same ratio).
(II) One of the morphisms is periodic and the other is not. In this case Theorem 1 guarantees that any two-element subset of L, tests whether such morphisms agree on L,. m 0th of the morphisms are injective. e have two subcases.
(i) The equality set of the morphisms is generated by at most two words. Now, the conclusion of case II is valid when instead of two-element sets three-element sets are considered.
(ii) The equality set of the morphisms is of the form (~*a)* for some reduced triple (u, w, v). If uw*v =L,,,z2 then, by the c set {zr , zz5 z3} tests whether two morphisms of the considere e,. If, on the other hand, uw*v # Lz,,z2 then, by Lemma 5, cannot be in uw*v, and so also in this case {zr , z2, zji tests whether the morphisms considered now agree on L,.
Since the classification I-III is exhaustive, {zr 9 z2, z3} is a test set for L,, and therefore our proof for Theorem 3 is complete. e want to finish this section with the following remarks. Of course, a set for an arbitrary language cannot exist effectively, in general. However, our proof for Theorem 3 shows that if a family 2' of languages satisfies the following three conditions, then a test set for each L in 28 can be effectively found. Moreover, the cardinality of a test set is always at most three. The conditions are the following:
(i) Each L in F is recursively enumerable.
(ii) Given h, in 9 and a regular language of the form (uw*v)" for some words U, w, and v, it is decidable whether (uw"v)* includes E.
(iii) Given L in YT it is decidable whether all words of h, have the same ratio.
We give two examples of the families satisfying the above conditions.
shown in [ 11 each context-free language (cf. ]9]) has effectively a test owever, according to that proof a test set is quite large. In the case of binary context-free languages, i.e., when languages are over a binary alphabet, we have a sharper result. COROLLARY 1. Each binary context free-language has effectively a test set of cardinality at most three.
Proof: Clearly, conditions (i)-(iii) are satisfied for binary context-free languages, (iii) being based on the fact that the Parikh image of a contextfree language is effectively semilinear (cf. [9] ).
As another example we consider the so-called HDTOL languages (cf. [ 12] ), which are defined as follows. Let h, ,..., h, and h be morphisms of a finitely generated free monoid C* and x an element of Z'. The languages of the form {h(hi, ... his(x)) 1 s > 0, ij E {l,..., k} for 1 <j< s} are called HDTOL languages. Such a language is called binary if h is into a binary alphabet. We have the result. COROLLARY 2. Each binary HDTOL language has effectively a test set of cardinality at most three. ProojI Now, condition (i) is trivial, condition (ii) is a known fact (cf. [ 12] ), and condition (iii) is a simple exercise on rational formal power series (cf. [14] ).
