Abstract-This paper considers the optimal energy management for a microgrid. The goal of optimal energy management is to minimize the total generation cost while meeting total demand and satisfying individual generator output limits. To achieve this goal, we develop a distributed algorithm based on the consensus theory and gradient estimation technique. Compared to the existing algorithms with diminishing step-sizes, the proposed algorithm enjoys a faster convergence speed due to the fixed step-size, and thus increases the computation speed, and reduces the computation and communication burden. The proposed distributed algorithm is applicable to both fixed and time-varying directed communication networks. We show that the convergence of the proposed distributed algorithm is achieved if the fixed communication network is strongly connected, or if the time-varying communication network is uniformly jointly strongly connected. Numerical simulation results are used to illustrate and demonstrate the effectiveness of the proposed algorithm.
I. INTRODUCTION
A smart grid integrates advanced sensing and communication technologies as well as computation and control methods into existing power systems at both the transmission and distribution levels. Distributed generation (DG) and energy storage (ES) are important elements of the emerging smart grid paradigm, and are often referred to as distributed energy resources (DERs) [1] . As the electricity grid continues to modernize, DER, such as distributed generators and energy storage devices, can help facilitate the transition to a smarter grid. On the other hand, applications of individual DERs cause as many problems as they may solve. A better way to realize the potential benefits of the emerging DERs is through a concept called microgrid.
A microgrid is a group of interconnected loads and DERs with clearly defined electrical boundaries that acts as a single controllable entity with respect to the grid and can connect and disconnect from the grid to enable it to operate in both grid-connected and islanded modes. In an islanded mode, all the demand is met by local DERs. In a grid-connected mode, the main grid can be simplified as a virtual generator with time varying cost functions [2] . Therefore, the key is to Note that the distributed algorithms proposed in [10] - [12] , which solve the energy management problem for microgrids over directed fixed and time-varying communication networks, require diminishing step-sizes for convergence. Due to the diminishing step-size, the convergence is rather slow, which results in high communication burden. To speed up the convergence process and to reduce the communication overheads, It is desirable to develop a unified accelerated distributed algorithm for both fixed and time-varying communication networks. This motivates the work in this paper. More specifically, inspired by the recently developed distributed optimization algorithms [17] , [18] , we develop a unified distributed algorithm with a fixed constant step-size for microgrid energy management over both fixed and time-varying communication networks. Compared with the existing distributed algorithms [5] , [10] - [12] , our algorithm significantly accelerates the convergence process, and thus solves the energy management problem faster and reduces the communication burden.
The remainder of the paper is organized as follows: Section II presents the formulation of the optimal energy man-agement for microgrids, the centralized Lagrangian-based approach, and the motivation of this paper. Section III proposes a distributed algorithm which is applicable to both fixed and time-varying directed communication networks. Section IV presents case studies and simulation results. Finally, concluding remarks are offered in Section V.
II. PROBLEM FORMULATION AND MOTIVATION
In this paper, we consider the energy management for a microgrid of N distributed generators. The goal is to minimize the total generation cost while meeting total demand and satisfying individual generator output limits. Mathematically, it can be formulated as the following optimization problem:
where x i is the power generation of generator i, C i (·) : 
in order to ensure the feasibility of the optimization problem (1). Compared to most existing studies [4] - [10] where cost functions are assumed to be quadratic, this paper considers general convex cost functions which satisfy the following assumption.
Assumption 1:
For each i ∈ {1, . . . , N }, the cost function C i (x i ) : R + → R + is increasing, strictly convex and twice continuously differentiable for all x i ∈ X i . Moreover, there exist two positive constants α i and β i , such that
Let us briefly present how to solve the optimization problem (1) by using a centralized Lagrangian-based approach, which is necessary for the development of the distributed algorithm in Section III. Please refer to [11] , [12] for details.
Due to the structure of the problem (1), if we dualize the optimization problem (1) with respect to the constraint (1b), there is zero duality gap. Thus, the optimal solution of (1) can be obtained by solving the following dual problem:
where
Under Assumption 1, for any given λ ∈ R + , the right-hand side of (3) has a unique minimizer given by
where ∇C
denotes the inverse function of ∇C i . Moreover, there is at least one optimal solution to dual problem (2) , and the unique optimal solution of the problem (1) is given by
where λ * is any dual optimal solution.
For any given λ ∈ R + , due to the uniqueness of x i (λ), the dual function N i=1 Ψ i (λ) + λD is differentiable at λ and its gradient is given by −( [19] . Thus the standard gradient descent method can be applied to solve the dual problem in (2):
where λ(0) ∈ R can be arbitrarily assigned and γ(t) is the step-size at time step t.
As discussed in Section I, various distributed algorithms have been developed to implement the gradient descent method (6) in a distributed manner. In particular, for more general and realistic cases where the communication network is timevarying due to unexpected loss of communication links, the convergence of the existing distributed algorithms in [10] - [12] is rather slow due to the diminishing step-sizes. On the other hand, the convergence of the distributed algorithms in [6] - [9] are faster due to the fixed step-sizes, but they are limited to the fixed communication networks [6] - [9] . This motivates our study in this paper. More specifically, motivated by the recently developed distributed optimization algorithms [17] , [18] , we develop a unified distributed algorithm with a fixed constant step-size for both fixed and time-varying directed communication networks to accelerate the convergence process, and thus reduces the computation and communication burden.
III. ACCELERATED DISTRIBUTED ALGORITHM
In this section, we develop a distributed algorithm with a fixed step-size for microgrid energy management, to accelerate the convergence speed, and thus reduces the computation and communication burden. We show that our algorithm is applicable to both fixed and time-varying directed communication networks under some mild connectivity conditions. In order to develop such a distributed algorithm, we first convert the dual problem in (2) into local optimization problems:
and D i is a virtual local demand at each bus, such that
In this paper, an agent is assigned to each bus in the microgrid. The communication topology among these agents may be different from the physical network, and is modeled as a time-varying directed graph G(t) = (V, E(t)), where the agent set is V = {1, 2, . . . , N }, and the edge set may change over time due to unexpected loss of communication links. For the special case of fixed communication topologies, we drop the time dependency.
We can solve the distributed energy management problem (1) by solving its equivalent dual problem (7) . For this purpose, we propose the following distributed algorithm (10):
} is the in-neighbor set of agent i at time instant t, > 0 is a fixed step-size, λ i (t) is the estimate of the optimal incremental cost λ * (the dual optimal solution), x i (t) is the estimate of the optimal generation x * i (the primal optimal solution), and y i (t) is the estimate of the mismatch between demand and total power generation, and the weights are chosen as:
where N out i (t) = {j ∈ V | (i, j) ∈ E(t)} is the out-neighbor set of agent i at time instant t. The distributed algorithm is initialized with an arbitrary λ i (0), which also results in x i (0) according to (10b), and
Note that from the definition of (11) and (12), the matrix P (t) = [p ij (t)] ∈ R N ×N and the matrix Q(t) = [q ij (t)] ∈ R N ×N are respectively row stochastic and column stochastic for all t ∈ Z + , where Z + is the set of nonnegative integers.
The proposed distributed algorithm (10) is a two-step distributed implementation of the gradient descent method (6) . To see this, let us briefly explain the intuition of the proposed distributed algorithm (10) . The update equation (10a) is the distributed implement of the gradient descent method (6), where the variable λ i (t) is the consensus variable and estimate of the optimal incremental cost λ * . Instead of using the global quantity −(
, which is the mismatch between demand and total power generation, y i (t) is used to estimate the mismatch. In order to obtain an accurate estimate of the mismatch, y i (t) is updated according the equation (10c) by using the difference of local gradients at two time instants, ∇f i (λ i (t + 1)) − ∇f i (λ i (t)) which is equal to −(x i (t + 1) − x i (t)) due to (9) . Our algorithm (10), with a sufficiently small fixed step-size , is able to solve the optimal energy management of a microgrid for both fixed directed and timevarying directed communication networks, i.e., λ i (t) → λ * , and x i (t) → x * i as t → ∞ for all i ∈ V. We begin with the fixed directed communication networks. For this case, we have the following result:
Theorem 1: Under Assumption 1, the distributed algorithm (10) with a sufficiently small solves the optimal energy management of the microgrid if the fixed directed communication network is strongly connected.
Proof: The proof of Theorem 1 is rather technical and has been omitted due to the space limitation. Here, we only present the key idea. The key step of the proof is to apply the recently developed distributed optimization algorithms with a fixed step-size [17] to the modified equivalent dual problem (7). More specifically, it follows from [20, Lemma 2-3] and [11, that under Assumptions 1, the dual function f i (λ) in (8) for any i ∈ V is Lipschitz continuous and strongly concave. Thus, all dual functions indeed satisfy the two sufficient conditions in [17] where a distributed algorithm with a fixed step-size is developed for fixed undirected communication networks. Therefore, the proof for the undirected case follows from [17] . However, for the directed case, the proof is more involved, and essentially relies on the fact that the quantity
is invariant for all t due to the fact that the matrix Q is column stochastic.
Note that our algorithm (10) can be viewed as an extension of the algorithm in [17] to directed communication networks. For the undirected case considered in [17] , the two matrices P = [p ij ] and Q = [q ij ] are identical and doubly stochastic, while in the directed case considered here, the matrices P and Q are only row and column stochastic, respectively. Also note that for the special case where the cost functions are quadratic, our algorithm (10) reduces to the algorithm in [7] . However, our proposed algorithm can be applied to more general cost functions satisfying Assumption 1. More importantly, our algorithm (10) is also applicable to time-varying directed communication networks as shown next in Theorem 2, whose proof is based on the proof of Theorem 1 in conjunction with [21] and has been omitted due to the space limitation.
Theorem 2: Under Assumption 1, the distributed algorithm (10) with a sufficiently small solves the optimal energy management of the microgrid if the time-varying directed communication network is uniformly jointly strongly connected, i.e., the joint graph G([t 0 , t 0 + T )) = ∪ t∈[t0,t0+T ) G(t) = (V, ∪ t∈[t0,t0+T ) E(t)) is strongly connected for any t 0 ∈ Z + with some integer T > 0.
Remark 1: Compared to the existing distributed algorithms in [10] - [12] for time-varying communication networks which use diminishing step-sizes, our algorithm (10) uses a fixed stepsize, which results in a faster convergence, and hence reduces the computation and communication burden. Note that existing distributed algorithms in [6] - [9] , [17] , [22] , which use fixed step-sizes, are only limited to fixed communication topologies. On the other hand, algorithm (10) in this paper can also be applied to time-varying directed communication networks.
IV. CASE STUDIES
In this section, case studies are performed to illustrate and validate the proposed distributed algorithm (10) in both fixed and time-varying communication networks. Test systems from the existing literature [5] , [7] , [8] , [10] , [12] , e.g., the IEEE 14-bus system and the IEEE-118 bus system are adopted. IEEE 14-bus system: We begin with the fixed communication network. The strongly connected directed communication topology and the virtual local demands at each bus are adopted from [12] . First, we consider the quadratic cost functions, which are adopted from [5] , [7] , [8] , [12] . By implementing the distributed algorithm (10) with = 0.03, we obtain the simulation results as shown in Fig. 1 , where Fig. 1(a) and Fig. 1(b) plot the evolution of incremental cost λ i (t) and power generation x i (t), respectively. Fig. 1(c) plots the evolution of the total generation in comparison with the total demand. As can be seen, λ i (t) → λ * , and x i (t) → x * i as t → ∞ for all i ∈ V. In particular, at time step t = 100, the estimates λ i (t) are all roughly equal to λ * = 8.5266 $/MWh, while using the distributed algorithm in [12] , at the same time step, the maximum difference among all the λ i is 0.2353 $/MWh. Therefore, the convergence speed is faster than [12] .
Next, we consider the case of non-quadratic cost functions which are the same as [8] , [12] . Note that these cost functions satisfy Assumptions 1. Therefore, according to Theorem 1, the proposed distributed algorithm still works. By using the proposed algorithm (10) with = 0.06, the generation at each generator bus respectively converges to the optimal generation, which agrees with the centralized solution and the one found in [8] , [12] .
Finally, we consider the time-varying directed communication topology. The communication topology is switched between two fixed topologies. In particular,
where s ∈ Z + , the graph G 1 is obtained by deleting the edge (7, 8) of the directed line graph, and the graph G 2 is obtained by deleting the edge (8, 7) of the directed line graph. Note that each of G 1 and G 2 is not strongly connected, however, the timevarying graph G(t) is uniformly jointly strongly connected, i.e., the joint graph G(t 0 , t 0 + T ) with T = 2 is strongly connected for any t 0 ∈ Z + . According to Theorem 2, the proposed distributed algorithm (10) still works with a sufficiently small step-size. We ran the distributed algorithm with = 0.02, and the simulation results indeed verified this. IEEE-118 Bus System: For this test system, the fixed and time-varying communication topologies are adopted from [12] . We begin with the fixed communication topology. The simulation results for the distributed algorithm (10) with = 0.01 are shown in Fig. 2 . As can be seen, all λ i (t) converge to λ * = 39.381 $/MWh, and the power generation x i (t) converges to the corresponding optimal generation x * i . Fig. 3 plots the total generations by running algorithm (10) and the one in [12] . As can be seen, by running our algorithm (10), the total generation converges to the total demand roughly at the time step t = 200, while the convergence of the proposed algorithm in [12] is roughly achieved at the time step t = 2000, even though the total generation exhibits small oscillations around the total demand afterwards. Hence, the convergence speed of our algorithm is faster.
Next, we consider the time-varying communication network. For this case, by implementing the distributed algorithm (10) with = 0.008, we have obtained the similar results as those shown in Fig. 2 , which also shows that our algorithm (10) has a faster convergence speed compared to the one in [12] .
V. CONCLUSIONS
In this paper, we developed a distributed algorithm to solve the optimal energy management problem in a microgrid. The proposed algorithm achieves fast convergence due to the fixed step-size and is applicable to both fixed and time-varying communication networks, and general generators' cost functions. For the fixed communication networks, we showed that our algorithm achieves convergence if the fixed directed network is strongly connected. For the time-varying communication networks, we showed that our algorithm achieves convergence if the directed time-varying network is uniformly jointly strongly connected. These theoretical results were validated and illustrated by simulation case studies. In the future, we will consider other types of resources in the microgrid, such as PV, wind turbine, and energy storages. Another direction is to accommondate additional physical constraints as in optimal power flow.
