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Abstract 
New trajectory-based small-gain results are obtained for nonlinear feedback 
systems under relaxed assumptions. Specifically, during a transient period, the 
solutions of the feedback system may not satisfy some key inequalities that 
previous small-gain results usually utilize to prove stability properties. The 
results allow the application of the small-gain perspective to various systems 
which satisfy less demanding stability notions than the Input-to-Output 
Stability property. The robust global feedback stabilization problem of an 
uncertain time-delayed chemostat model is solved by means of the trajectory-
based small-gain results.  
 
Keywords: Input-to-Output Stability, Feedback Systems, Small-Gain Theorem, Chemostat Models. 
 
 
1. Introduction 
 
    Small-gain results are important tools for robustness analysis and robust controller design in Mathematical Control 
Theory. A nonlinear, generalized small-gain theorem was developed in [14], based on the notion of Input-to-State 
Stability (ISS) originally introduced by Sontag [38]. Recently, nonlinear small-gain results were developed for 
monotone systems, an important class of nonlinear systems in mathematical biology (see [1,7]). Further extensions of 
the small-gain perspective to the cases of non-uniform in time stability, discrete-time systems and Lyapunov 
characterizations are pursued by several authors independently; see, for instance,  
[2,4,5,9,13,15,16,17,18,19,20,23,41,42]. A general vector small-gain result, which can be applied to a wide class of 
control systems, was developed in [28].  
 
    One of the most important obstacles in applying nonlinear small-gain results is the representation of the original 
composite system as the feedback interconnection of subsystems which satisfy the Input-to-Output Stability (IOS) 
property. More specifically, sometimes the subsystems do not satisfy the IOS property: there is a transient period after 
which the solution enters a certain region of the state space. Within this region of the state space the subsystems 
satisfy the small-gain requirements. In other words, the essential inequalities, which small-gain results utilize in order 
to prove stability properties, do not hold for all times: this feature excludes all available small-gain results from 
possible application. Particularly, this feature is important in systems of Mathematical Biology and Population 
Dynamics. Indeed, the idea of developing stability results which utilize certain Lyapunov-like conditions after an 
initial transient period was used in [26,27] with primary motivation from addressing robust feedback stabilization 
problems for certain chemostat models. 
 
    In this work we present small-gain results which can allow a transient period during which the solutions do not 
satisfy the IOS inequalities (Theorem 2.5 and Theorem 2.6). The obtained results are direct extensions of the recent 
vector small-gain result in [28] and if the initial transient vanishes then the results coincide with Theorem 3.1 in [28]. 
The significance of the obtained results is twofold: 
 
• it allows the application of the small-gain perspective to various systems which satisfy less demanding 
stability notions than ISS, 
 
• it allows the study of systems in Mathematical Biology and Population Dynamics. 
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To emphasize the latter point, we show how the obtained small-gain results can be used for the feedback stabilization 
of uncertain chemostat models. Chemostat models are often adequately represented by a simple dynamic model 
involving two state variables, the microbial biomass concentration X  and the limiting nutrient concentration S  (see 
[37]).  The common delay-free model for microbial growth on a limiting substrate in a chemostat is of the form: 
 
            
( )
0)(,),0()(,),0()(
)())(())()(()(
)()())(()(
≥∈+∞∈
−−=
−=
tDStStX
tXtSKtSStDtS
tXtDtStX
i
i μ
μ


                   (1.1) 
 
where iS  is the feed substrate concentration, D  is the dilution rate (which is used as the control input), )(Sμ  is the 
specific growth rate and 0>K  is a biomass yield factor.  The literature on control studies of chemostat models of the 
form (1.1) is extensive. In [6], feedback control of the chemostat by manipulating the dilution rate was studied for the 
promotion of coexistence. Other interesting control studies of the chemostat can be found in [3,8,10,24,29,30,31]. The 
stability and robustness of periodic solutions of the chemostat was studied in [32,33]. The problem of the stabilization 
of a non-trivial steady state ),( ss SX  of the chemostat model (1.1) was considered in [29], where it was shown that 
the simple feedback law sXXSD /)(μ=  is a globally stabilizing feedback. See also the recent work [24] for the 
study of the robustness properties of the closed-loop system (1.1) with sXXSD /)(μ=  for time-varying inlet 
substrate concentration iS . The recent work [26] studied the sampled-data stabilization of the non-trivial steady state 
),( ss SX  of the chemostat model (1.1), while uncertain chemostat models were considered in [27]. 
 
In this work we consider the robust global feedback stabilization problem for the chemostat model with delays:  
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where ]}0,[:)({)( rtSStTr −∈+= θθ  is the −r history of S , 0≥b  is the cell mortality rate, 0≥r  is the maximum 
delay, 0)( >SK  is a possibly variable yield coefficient and ),0()),0(];0,([: 0 +∞→− iSrCp  is a continuous 
functional that satisfies 
 ( ) ))((max)())((min τμτμ ττ SStTpS trtrtrt ≤≤−≤≤− ≤≤                                                        (1.3) 
 
The functions ],0[],0[: maxμμ →iS , ),0(],0[: +∞→iSK  with 0)0( =μ , 0)( >Sμ  for all 0>S , are assumed to be 
locally Lipschitz functions. The chemostat model (1.2) under (1.3) is very general, since we may have: 
 
• ( ) ))(()( tSStTp r μ= , which gives the standard chemostat model with no delays, 
 
• ( ) ))(()( rtSStTp r −= μ , which gives the time-delayed chemostat model studied in [37], 
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Moreover, it should be noted that the case of variable yield coefficients has been studied recently (see [46,47]) and 
has been proposed for the justification of experimental results. The reader should notice that chemostat models with 
time delays were considered in [44,45]. We assume the existence of a non-trivial equilibrium point for (1.2), i.e., the 
existence of ),0(),0(),( +∞×∈ iss SXS  such that 
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where 0>sD  is the equilibrium value for the dilution rate. The stabilization problem for the equilibrium point 
),0(),0(),( +∞×∈ iss SXS  is crucial: in [37] it is shown that the equilibrium point is unstable even if 
],0(),0(: maxμμ →iS  is monotone (e.g., the Monod specific growth rate). Moreover, as remarked in [37] the 
chemostat model (1.2) under (1.3) allows the expression of the effect of the time difference between consumption of 
nutrient and growth of the cells (see the discussion on pages 238-240 in [37]). We solve the feedback stabilization 
problem for the chemostat by providing a delay-free feedback which achieves global stabilization (see Theorem 4.1 
below). The proof of the theorem relies on the trajectory-based small-gain results of the paper. No knowledge of the 
maximum delay 0≥r  is assumed.  
 
     The structure of the present work is as follows: Section 2 contains the statements of the trajectory-based small-gain 
results (Theorem 2.5 and Theorem 2.6). Section 3 provides illustrative examples which show the applicability of the 
obtained results to systems which satisfy less demanding stability notions than ISS. Section 4 is devoted to the 
development of the solution of the feedback stabilization problem for the uncertain chemostat (1.2). The conclusions 
are provided in Section 5. The proofs of the trajectory-based small-gain results are given in Appendix A. Finally, for 
readers’ convenience, the definitions of the system-theoretic notions used in this work are given in Appendix B.  
 
 
 
Notations Throughout this paper, we adopt the following notations:  
•  We denote by +K  the class of positive, continuous functions defined on }0:{: ≥ℜ∈=ℜ+ xx . We say that a 
function ++ ℜ→ℜ:ρ  is positive definite if 0)0( =ρ  and 0)( >sρ  for all 0>s . By K  we denote the set of 
positive definite, increasing and continuous functions. We say that a positive definite, increasing and continuous 
function ++ ℜ→ℜ:ρ  is of class ∞K  if +∞=+∞→ )(lim ss ρ . By KL  we denote the set of all continuous functions 
+++ ℜ→ℜ×ℜ= :),( tsσσ  with the properties: (i) for each 0≥t  the mapping ),( t⋅σ  is of class K  ; (ii) for each 
0≥s , the mapping ),( ⋅sσ  is non-increasing with 0),(lim =+∞→ tst σ . 
•  By X , we denote the norm of the normed linear space X . By  we denote the Euclidean norm of nℜ . Let 
X⊆U  with U∈0 . By { }ruUurBU ≤∈= X;:],0[  we denote the intersection of X⊆U  with the closed ball of 
radius 0≥r , centered at U∈0 . If nU ℜ⊆  then )int(U  denotes the interior of the set nU ℜ⊆ . 
•  x′  denotes the transpose of x .  
•  ( ) { }0...,,0:),...,(: 11 ≥≥ℜ∈′=ℜ=ℜ ++ nnnnn xxxx . niie 1}{ =  denotes the standard basis of nℜ . +Z  denotes the 
set of non-negative integers. 
•  Let nyx ℜ∈, . We say that yx ≤   if and only if nxy +∈ℜ− )( . We say that a function ++ ℜ→ℜn:ρ  is of class 
nN , if ρ  is continuous with 0)0( =ρ  and such that )()( yx ρρ ≤  for all nyx +ℜ∈,  with yx ≤ . 
•  For 00 ≥≥ tt  let nnVVVtt ℜ∈′=→∋ ))(),...,(()(],[ 10 ττττ  be a bounded map. We define 
[ ] ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
∈∈
)(sup,...,)(sup:
],[
1
],[
],[
00
0
ττ
ττ ntttttt
VVV . For a measurable and essentially bounded function nbax ℜ→],[:  
)(sup
],[
txess
bat∈
denotes the essential supremum of )( ⋅x . Given a function nbrax ℜ→− ),[: , where 0>r , ba < , 
we define ]0,[;)(:)( rtxxtTr −∈+= θθ , for ),[ bat∈ , to be the −r history of x . 
•  We say that mn ++ ℜ→ℜΓ :  is non-decreasing if )()( yx Γ≤Γ  for all nyx +ℜ∈,  with yx ≤ . For an integer 1≥k , 
we define )(...)()( xx
timesk
k 
	 DDD ΓΓΓ=Γ , when nm = . 
•  We define nℜ∈′= )1,...,1,1(1 . If ℜ∈vu,  and vu ≤  then vu 11 ≤ . 
•   Let U  be a subset of a normed linear space U , with U∈0 . By )(UM  we denote the set of all locally bounded 
functions Uu →ℜ+: . By 0u  we denote the identically zero input, i.e., the input that satisfies Utu ∈= 0)(0  for 
all 0≥t . If nU ℜ⊆  then UM  denotes the space of measurable, locally bounded functions Uu →ℜ+: .  
•  Let X⊆A , Y⊆B , where YX,  are normed linear spaces. We denote by );(0 BAC  the class of continuous 
mappings BAf →: . For )];0,([0 nrCx ℜ−∈  we define )(max:
]0,[
θθ xx rr −∈= .  
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2. New Trajectory-Based Small-Gain Theorems  
 
In this Section we state the main results of the present work. The proofs of the main results (Theorem 2.5 and 
Theorem 2.6) are provided at Appendix A. For the statement of the main result one needs to know the abstract system 
theoretic framework introduced in [21,22,23] and used in [28]. For the convenience of the reader, all definitions of the 
basic notions are provided in Appendix B.  
 
The following technical definitions were used in [28] and are needed here. 
 
Definition 2.1: Let nnxxx ℜ∈′= ),...,( 1 , nnyyy ℜ∈′= ),...,( 1 . We define },{ yxMAXz = , where 
n
nzzz ℜ∈′= ),...,( 1  satisfies },max{ iii yxz =  for ni ,...,1= . Similarly for nmuu ℜ∈,...,1  we have 
},...,{ 1 muuMAXz =   is a vector nnzzz ℜ∈′= ),...,( 1  with },...,max{ 1 miii uuz = , ni ,...,1= . 
 
Definition 2.2: We say that nn ++ ℜ→ℜΓ :  is MAX-preserving if nn ++ ℜ→ℜΓ :  is non-decreasing and for every 
nyx +ℜ∈,  the following equality holds: ( ) )}(),({},{ yxMAXyxMAX ΓΓ=Γ                                                             (2.1) 
 
The above defined MAX-preserving maps enjoy the following important property (see [28]). 
 
Proposition 2.3: nn ++ ℜ→ℜΓ :  with ))(),...,(()( 1 ′ΓΓ=Γ xxx n  is MAX-preserving if and only if there exist non-
decreasing functions ++ ℜ→ℜ:, jiγ , nji ,...,1, =  with )(max)( ,
,...,1
jji
nj
i xx γ==Γ  for all 
nx +ℜ∈ , ni ,...,1= . 
 
The following class of MAX-preserving mappings plays an important role in what follows. 
 
Definition 2.4: Let nn ++ ℜ→ℜΓ :  with ))(),...,(()( 1 ′ΓΓ=Γ xxx n  be a MAX-preserving mapping for which there exist 
functions 1, N∈jiγ , nji ,...,1, =  with )(max)( ,
,...,1
jji
nj
i xx γ==Γ  for all 
nx +ℜ∈ , ni ,...,1= . We say that nn ++ ℜ→ℜΓ :  
satisfies the cyclic small-gain conditions if the following inequalities hold: 
 
ssii <)(,γ , 0>∀s , ni ,...,1=                                                            (2.2) 
 
and if 1>n  then for each nr ,...,2=  it holds that: 
 ( ) ssiiiiii r <)(... 13221 ,,, γγγ DDD , 0>∀s                                                     (2.3) 
 
for all },...,1{ ni j ∈ , kj ii ≠  if kj ≠ . 
 
Proposition 2.7 in [28] shows that the MAX-preserving continuous mapping nn ++ ℜ→ℜΓ :  satisfies the cyclic small-
gain conditions if and only if nℜ∈0  is Globally Asymptotically Stable for the discrete-time ))(()1( kxkx Γ=+ , 
where nkx +ℜ∈)( , +∈Zk . The following facts are consequences of the related results in [5,28,36,43] and definitions 
(2.1), (2.2), (2.4) and will be used repeatedly in the proofs of the main results of the present section. 
 
Fact I: If nn ++ ℜ→ℜΓ :  satisfies the cyclic small-gain conditions, then 0)(lim )( =Γ+∞→ x
k
k
 for all nx +ℜ∈  and 
{ })(),...,(),(,)()( )1()2()( xxxxMAXxQx nk −ΓΓΓ=≤Γ  for all 1≥k  and nx +ℜ∈ . 
 
Fact II: If nn ++ ℜ→ℜΓ :  is a MAX-preserving mapping, then the mapping { })(),...,(),(,)( )1()2( xxxxMAXxQ n−ΓΓΓ=  is a MAX-preserving mapping.  
 
Fact III: If nn ++ ℜ→ℜΓ :  satisfies the cyclic small-gain conditions, then )())(( xQxQ ≤Γ  and xxQ ≥)(  for all 
nx +ℜ∈ , where { })(),...,(),(,)( )1()2( xxxxMAXxQ n−ΓΓΓ= . 
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Fact IV: If np N∈  and nnR ++ ℜ→ℜ:  is a non-decreasing mapping, then the following inequality holds for all 
+ℜ∈rs, : ( ) ( ){ }( ) ( )( ) ( )( )( )rRpsRprRsRMAXp 1111 ,max, = .  
 
Fact V: If nn ++ ℜ→ℜΓ :  satisfies the cyclic small-gain conditions and nyx +ℜ∈,  satisfy ( ){ }xyMAXx Γ≤ , , then 
)(yQx ≤ , where { })(),...,(),(,)( )1()2( xxxxMAXxQ n−ΓΓΓ= .  
 
 
We consider an abstract control system ),,,,,(: HMM DU πφYX,=Σ  with the BIC property for which X∈0  is a 
robust equilibrium point from the input UMu∈  (see Appendix B for the notions of an abstract control system, the 
BIC property and the notion of a robust equilibrium point). We suppose that there exists a set-valued map 
X⊆→∋ℜ+ )(tSt  with )(0 tS∈  for all 0≥t , maps +
≥
ℜ→××∪
0
)(}{:
t
i UtStV , with 0)0,0,( =tVi  for all 
0≥t ( ni ,...,1= ) and a MAX-preserving continuous map nn ++ ℜ→ℜΓ :  with 0)0( =Γ  such that the following 
hypotheses hold: 
 
(H1) There exist functions KL∈σ , 1N∈ζ ,  +
≥
ℜ→×∪
0
)(}{:
t
tStL  with 0)0,( =tL  for all 0≥t , such that for every 
DU MMduxt ×××ℜ∈ + X),,,( 00  with )(),,,,( 00 tSduxtt ∈φ  for all ),[ max0 ttt∈  the mappings 
( ) ( )( )′=→ )(),,,,,(,,...,)(),,,,,(,)( 00001 tuduxtttVtuduxtttVtVt n φφ  and ( )),,,,(,)( 00 duxtttLtLt φ=→  are 
locally bounded on ),[ max0 tt  and the following estimates hold: 
 
( ) [ ]( ) [ ] ⎭⎬⎫⎩⎨⎧ ⎟⎠⎞⎜⎝⎛Γ−≤ ],[],[00 00 ,,,)()( tttt uVtttLMAXtV Uζσ 11 , for all ),[ max0 ttt∈                (2.4) 
 
where maxt  is the maximal existence time of the transition map of Σ . 
 
(H2) For every DU MMduxt ×××ℜ∈ + X),,,( 00  there exists ),,,( 00 duxtπξ ∈  such that )(),,,,( 00 tSduxtt ∈φ  
for all ),[ maxtt ξ∈ . Moreover, there exist functions +∈Kcc ~,,ν , 1,,~,, N∈uu gpa ηη , np N∈ , such that the 
following inequalities hold for every DU MMduxt ×××ℜ∈ + X),,,( 00 : 
 
( ) [ ]( ) [ ] ⎭⎬⎫⎩⎨⎧ ⎟⎠⎞⎜⎝⎛−≤ ],[],[000 0,,,)(,)(max)( ttut upVpxatctttL UX ξν , for all ),[ maxtt ξ∈            (2.5) 
 
( ) [ ] ⎭⎬⎫⎩⎨⎧ ⎟⎠⎞⎜⎝⎛−≤ ],[00000 0~,,)(~,)(max),,,,( ttuxatcttduxtt UXX ηνφ , for all ],[ 0 ξtt∈               (2.6) 
 ( ) )( 000 tcxat ++≤ Xξ                                                                        (2.7) 
 
( ) [ ] ⎭⎬⎫⎩⎨⎧ ⎟⎠⎞⎜⎝⎛≤ ],[0000 0,)(max))(),,,,,(,( ttuxtcatuduxtttH UXY ηφ ,  for all ],[ 0 ξtt∈           (2.8) 
 
( ) ( ) [ ] ⎭⎬⎫⎩⎨⎧ ⎟⎠⎞⎜⎝⎛≤ ],[0000 0,)(max)),,,,(, ξξφξ tu ugxtcaduxtL UX                                             (2.9) 
 
 
(H3)  There exist functions 1N∈b , ng N∈ , +∈Kκμ,  such that the following inequalities hold: 
 
( ))()),,((),()( tuxtVgxtLbxt κμ ++≤X , for all ∪
0
)(}{),,(
≥
××∈
t
UtStuxt                             (2.10) 
 
where ( ) ( )( )′= uxtVuxtVuxtV n ,,,...,,,),,( 1 . 
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(H4) There exists nq N∈  such that the following inequality holds:  
 ( )),,(),,( uxtVquxtH ≤Y , for all ∪
0
)(}{),,(
≥
××∈
t
UtStuxt                                 (2.11) 
 
 
Discussion of Hypotheses (H1), (H2): Hypotheses (H1), (H2) hold automatically when hypotheses (H1-3) of 
Theorem 3.1 in [28] hold (hypotheses (H1-3) in [28] correspond to the special case X=)(tS  and 0t=ξ ). 
Consequently, Hypotheses (H1), (H2) are less restrictive hypotheses. Indeed, inequalities (2.4), (2.5) are not assumed 
to hold for all times ),[ max0 ttt∈  but only after the solution map ),,,,( 00 duxttφ  has entered the set X⊆)(tS . 
Moreover, the set-valued map X⊆)(tS  is not assumed to be positively invariant.   
 
We are now ready to state the main results.  
 
Theorem 2.5 (Trajectory-Based Small-Gain Result for IOS): Consider system ),,,,,(: HMM DU πφYX,=Σ  
under the above hypotheses. Assume that the MAX-preserving continuous map nn ++ ℜ→ℜΓ :  with 0)0( =Γ  satisfies 
the cyclic small-gain conditions. Then system Σ  satisfies the IOS property from the input UMu∈  with gain ( ){ }))((,max:)( sGqss ηγ = , where ))(),...,(()( 1 ′= sGsGsG n  is defined by: 
 
( )( ) ( )( ) ( )( )( )( )( ) ( )( )( )( ){ }( ))(,0,,0,0,,0,,0,max)( ssQpsgQpsgspQsG uuu ζζσσσσσ 111=        (2.12) 
 
with { })(),...,(),(,)( )1()2( xxxxMAXxQ n−ΓΓΓ=  for all nx +ℜ∈ . Moreover, if +∈Kc  is bounded, then system Σ  
satisfies the UIOS property from the input UMu∈  with gain ( ){ }))((,max:)( sGqss ηγ = .   
 
 
Remark: It is of interest to note that Theorem 2.5 is a new trajectory-based small-gain result for IOS because 
inequalities (2.4), (2.5) are not assumed to hold for all times. Instead, we assume that for each trajectory there exists a 
time ),,,( 00 duxtπξ ∈  after which inequalities (2.4), (2.5) hold. On the other hand, in order to be able to conclude 
IOS for the system, we have to assume additional inequalities which hold for the transient period ],[ 0 ξtt∈ , i.e., 
inequalities (2.6), (2.7), (2.8), (2.9) are required to hold.     
 
 
We consider next an abstract control system ),,,,,(: HMM DU πφYX,=Σ  with }0{=U  and the BIC property for 
which X∈0  is a robust equilibrium point from the input UMu∈ . Suppose that there exists a set-valued map 
X⊆→∋ℜ+ )(tSt  with )(0 tS∈  for all 0≥t , maps +
≥
ℜ→×∪
0
)(}{:
t
i tStV , with 0)0,( =tVi  for all 
0≥t ( ni ,...,1= ) and a MAX-preserving continuous map nn ++ ℜ→ℜΓ :  with 0)0( =Γ  such that the following 
hypothesis holds: 
 
(H5)  There exist functions KL∈σ , +
≥
ℜ→×∪
0
)(}{:
t
tStL  with 0)0,( =tL  for all 0≥t , such that for every 
DMdxt ××ℜ∈ + X),,( 00  with )(),,,,( 000 tSduxtt ∈φ  for all ),[ max0 ttt∈  the mappings 
( ) ( )( )′=→ ),,,,(,,...,),,,,(,)( 0000001 duxtttVduxtttVtVt n φφ  and ( )),,,,(,)( 000 duxtttLtLt φ=→  are 
locally bounded on ),[ max0 tt  and the following estimates hold: 
 ( ) [ ]( ){ }],[00 0,,)()( ttVtttLMAXtV Γ−≤ σ1 , for all ),[ max0 ttt∈                            (2.13) 
 
where maxt  is the maximal existence time of the transition map of Σ . 
 
(H6)  For every DMdxt ××ℜ∈ + X),,( 00  there exists ),,,( 000 duxtπξ ∈  such that )(),,,,( 000 tSduxtt ∈φ  for all 
),[ maxtt ξ∈ . Moreover, there exist functions +∈Kc,ν , 1N∈a , np N∈ ,  such that for every 
DMdxt ××ℜ∈ + X),,( 00  the following inequalities hold: 
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( ) [ ]( ){ }],[000 ,,)(,)(max)( tVpxatctttL ξν X−≤ , for all ),[ maxtt ξ∈                           (2.14) 
 ( ){ }
XX 000000 ,)(,)(max),,,,( xatcttduxtt −≤ νφ , for all ],[ 0 ξtt∈                          (2.15) 
 ( ) )( 000 tcxat ++≤ Xξ                                                                        (2.16) 
 ( ) )()( 00 tcxaL +≤ Xξ                                                                            (2.17) 
 
 
Discussion of Hypothesis (H6): Hypothesis (H6) is almost the same with Hypothesis (H2) applied to the case 
}0{=U . Nonetheless, notice the difference that the estimate for )(ξL  in inequality (2.17) is less tight than the 
estimate needed in inequality (2.9) of Hypothesis (H2). Indeed, when 00 =x , estimate (2.17) does not yield 
0)( =ξL , contrary to the estimate (2.9), which gives 0)( =ξL . Finally, the analogue of inequality (2.8) for }0{=U  
is not needed in hypothesis (H6). 
 
 
Theorem 2.6 (Trajectory-Based Small-Gain for Robust Global Asymptotic Output Stability (RGAOS)): 
Consider system ),,,,,(: HMM DU πφYX,=Σ  with }0{=U  under hypotheses (H3-6). Assume that the MAX-
preserving continuous map nn ++ ℜ→ℜΓ :  with 0)0( =Γ  satisfies the cyclic small-gain conditions. Then system Σ  is 
RGAOS. Moreover, if  ),,,,,(: HMM DU πφYX,=Σ  is −T  periodic for certain 0>T  then system Σ  is Uniformly 
RGAOS (URGAOS). 
 
 
It is clear that Hypotheses (H5), (H6) is less demanding than Hypotheses (H1), (H2). On the other hand the 
conclusion of Theorem 2.6 is weaker than the conclusion of Theorem 2.5: Theorem 2.6 guarantees RGAOS while 
Theorem 2.5 guarantees IOS. 
 
The proofs of Theorem 2.5 and Theorem 2.6 are provided at Appendix A and are similar in spirit to the proof of 
Theorem 3.1 in [28].  
 
 
 
3. Examples and Discussions 
 
The first example indicates that the trajectory-based small-gain results of the previous section can be used to study the 
feedback interconnection of systems which do not necessarily satisfy the IOS property.  
 
Example 3.1: Consider the system 
lkn Ddyx
yxdgy
yxdfx
ℜ⊂∈ℜ∈ℜ∈
=
=
,,
),,(
),,(


                                                             (3.1) 
 
where lD ℜ⊂  is a non-empty compact set, nknDf ℜ→ℜ×ℜ×: , kknDg ℜ→ℜ×ℜ×:  are locally Lipschitz 
mappings with 0)0,0,( =df , 0)0,0,( =dg  for all Dd ∈ . Suppose that there exist positive definite, continuously 
differentiable and radially unbounded functions +ℜ→ℜ nV : , +ℜ→ℜnW :  satisfying the following inequalities 
for all knyx ℜ×ℜ∈),( : 
 
))(1))((1(
)(
)(1
)(2),,()(max
yWxV
yW
xV
xVyxdfxV
Dd ++++−≤∇∈                                                 (3.2) 
)(
)(1
)(2),,()(max xV
yW
yWyxdgyW
Dd
++−≤∇∈                                                           (3.3) 
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It is clear that the subsystem ),,( yxdgy =  does not satisfy necessarily the ISS property from the input nx ℜ∈ . 
Consequently, the classical small-gain theorem in [14] cannot be applied because the −y subsystem in (3.1) is not 
ISS but integral ISS with nx ℜ∈  as input. Recent small-gain approaches have been used for system (3.1), where it is 
shown that kn ℜ×ℜ∈0   is Globally Asymptotically Stable (see [2,12]) for the disturbance-free case. Here we will 
show, by making use of Theorem 2.6 that kn ℜ×ℜ∈0   is Uniformly Robustly Globally Asymptotically Stable 
(URGAS).  
 
Indeed, the inequalities (3.2), (3.3) imply that system (3.1) is RFC. Notice that inequality (3.2) implies for all 
knyx ℜ×ℜ∈),( : 
1),,()(max ≤∇
∈
yxdfxV
Dd
 
 
The above differential inequality implies that the solution kntytx ℜ×ℜ∈))(),((  of (3.1) with initial condition 
nxx ℜ∈= 0)0( , kyy ℜ∈= 0)0(  corresponding to arbitrary DMd ∈  satisfies the following inequality for all 
),0[ maxtt∈ : 
 txVtxV +≤ )())(( 0                                                                        (3.4) 
 
Moreover, inequality (3.3) implies for all knyx ℜ×ℜ∈),( :  
 
)(),,()(max xVyxdgyW
Dd
≤∇
∈
 
 
The above differential inequality in conjunction with (3.4) implies that the solution kntytx ℜ×ℜ∈))(),((  of (3.1) 
with initial condition nxx ℜ∈= 0)0( , kyy ℜ∈= 0)0(  corresponding to arbitrary DMd ∈  satisfies the following 
inequality for all ),0[ maxtt∈ : 
 
2
)()())((
2
00
txtVyWtyW ++≤                                                        (3.5) 
 
Inequalities (3.4), (3.5) imply that system (3.1) is Robustly Forward Complete (see Appendix B). Inequalities (3.2), 
(3.3) imply for every 0>ε  the existence of a positive definite function );(0 ++ ℜℜ∈Cρ  such that: 
 
))(1(2
)()1()(
yW
yWxV +
+≥ ε  ⇒ ))((),,()(max xVyxdfxV
Dd
ρ−≤∇
∈
                                                (3.6) 
 
)(2
)()1()(
xV
xVyW −
+≥ ε  and  2)( <xV  ⇒ ))((),,()(max yWyxdgyW
Dd
ρ−≤∇
∈
                              (3.7) 
 
Lemma 3.5 in [25] in conjunction with implications (3.6), (3.7) implies that the existence of KL∈σ  such that the 
following inequalities hold:  
( )
⎭⎬
⎫
⎩⎨
⎧
+
+≤
≤≤ ))((1
))((
2
1sup,),(max))((
0
0 τ
τεσ
τ yW
yWtxVtxV
t
, for all 0≥t                                (3.8) 
 
( )
⎭⎬
⎫
⎩⎨
⎧
+
+−≤
≤≤ ))((1
))((
2
1sup,)),((max))(( τ
τεξξσ
τξ yW
yWtxVtxV
t
, for all t≤≤ ξ0                       (3.9) 
 
( )
⎭⎬
⎫
⎩⎨
⎧
−+−≤ ≤≤ ))((2
))((
)1(sup,)),((max))(( τ
τεξξσ
τξ xV
xVtyWtyW
t
, for all t≤≤ ξ0  with 2))((sup <
≤≤
τ
τξ
xV
t
         (3.10) 
 
Inequality (3.8) shows that for every nxx ℜ∈= 0)0( , kyy ℜ∈= 0)0( , DMd ∈  there exists 0≥ξ  such that 
Stytx ∈))(),((  for ξ≥t  with { }ε+≤ℜ×ℜ∈= 1)(:),(: xVyxS kn . This follows from Proposition 7 in [39] which 
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implies the existence of ∞∈Kaa 21,  such that ( ))()exp(),( 21 satats −≤σ  for all 0, ≥ts . Let ∞∈Ka3  be a function 
satisfying ( )xaxV 3)( ≤  for all nx ℜ∈ . The reader can verify that Stytx ∈))(),((  for ξ≥t  with 
 ( )( )
( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
++= − εξ 11ln: 11
032
a
xaa
                                                                     (3.11) 
 
Moreover, inequality (2.16) holds for appropriate ∞∈Ka  and 1)( ≡tc . Define )(2
)(),(1 xV
xVyxV −= , 
)(),(2 yWyxV = . The reader should notice that for )1,0(∈ε  inequalities (3.4), (3.5), (3.9), (3.10) and definition 
(3.11) guarantee that inequalities (2.13), (2.14), (2.15) and (2.17) hold for appropriate KL∈σ , +∈Kν , ∞∈Ka   
with 1)( ≡tc , 0≡p , ( )s
ss ε
εγ −+
+=
34
)1(:)(2,1 , ss )1(:)(1,2 εγ += , 0)()( 2,21,1 ≡= ss γγ , )()(:),( yWxVyxL +=  and 
),(:),,( yxyxtH = . Finally, notice that the MAX-preserving mapping 22: ++ ℜ→ℜΓ  with )(max)( ,
2,1
jji
j
i xx γ==Γ  
( 2,1=i ) satisfies the cyclic small-gain conditions for )1,0(∈ε . The reader can verify that hypotheses (H3), (H4) are 
automatically satisfied for appropriate functions 1N∈b , 2, N∈qg , +∈Kκμ, .  
 
By virtue of Theorem 2.6, we conclude that the autonomous system (3.1) is URGAS.          
 
 
The following example deals with the robust global sampled-data stabilization of a nonlinear planar system.  
 
 
Example 3.2: Consider the following planar system ( )
ℜ∈ℜ∈
++=
++−=
uyx
uyxgxfy
yxyx
,),(
)()(
1
2
2


                                                             (3.12) 
 
where ℜ→ℜ:, gf  are locally Lipschitz functions with 0)0( =f . We will show that there exist constants 0>M  
sufficiently large and 0>r  sufficiently small so that system (3.12) in closed loop with the feedback law Myu −=  
applied with zero order hold, i.e., the closed-loop system  ( )
( ) ++
+
ℜ∈−+=
∈++−=
++−=
)(,)(exp
),[,))())(())(()()(
)()()(1)(
1
1
2
twrw
ttytxgtxfMyty
tytxtytx
iii
iii
τττ
τττ

                             (3.13)                       
 
satisfies the UISS property with zero gain when w  is considered as input.  
 
First, notice that there exists a function KL∈σ  such that for all );(),( 0 ℜℜ×ℜ∈ +∞locnyx L  the solution of ( ) yxyx ++−= 21  with initial condition 0)0( xx =  corresponding to inputs );( ℜℜ∈ +∞locy L  satisfies the following 
estimate for all 0≥t : 
( ) ( )⎭⎬⎫⎩⎨⎧≤ ≤≤ )(sup,,max)( 00 τγσ τ ytxtx t                                                         (3.14) 
 
with 
241
2
:)(
s
s
s
+
=γ . Indeed, inequality (3.14) can be verified by using the Lyapunov function 2)( xxV =  which 
satisfies the following implication: 
if 
2
2
2
41
2
)(
y
yxxV +≥=  then )(4
1 xVV −≤  
The above implication in conjunction with Lemma 3.5 in [25] guarantees that (3.14) holds for appropriate KL∈σ . 
Next we show the following claim. 
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Claim 1: For every 0, >aε  there exist KL∈σ , 0>M  sufficiently large and 0>r  sufficiently small such that for 
every );(]),0[;(),,( 0
++∞+∞ ℜℜ×ℜ×ℜ∈ locloc aBwxy LL  the solution of  
 
( ) ++
+
ℜ∈−+=
∈++−=
)(,)(exp
),[,)())(())(()()(
1
1
twrw
ttytxgtxfMyty
iii
iii
τττ
τττ
                                       (3.15) 
 
with initial condition 0)0( yy =  corresponding to inputs );(]),0[;(),( ++∞+∞ ℜℜ×ℜ∈ locloc aBwx LL  satisfies the 
following inequality: 
( ) ⎭⎬⎫⎩⎨⎧≤ ≤≤ )(sup,,max)( 00 τεσ τ xtyty t                                                (3.16) 
 
Proof of Claim 1: Let 0, >aε  be arbitrary. Since ℜ→ℜ:, gf  are locally Lipschitz functions with 0)0( =f , there 
exist constants 0, >QP  such that  
xPxf ≤)(  and Qxg ≤)( , for all ],0[ aBx∈                                              (3.17) 
 
Let 0>M  and 0>r be chosen so that: 
2
2
2
922 ε
PQM ++≥  and 1)exp()(3 ≤+ QrrQM                                            (3.18) 
 
Consider a solution )(ty  of (3.15) corresponding to arbitrary );(]),0[;(),( ++∞+∞ ℜℜ×ℜ∈ locloc aBwx LL  with initial 
condition ℜ∈= 0)0( yy . By virtue of Proposition 2.5 in [21], there exists a maximal existence time for the solution 
denoted by +∞≤maxt . Moreover, let ,...},{: 10 ττπ =  the set of sampling times (which may be finite if +∞<maxt ) 
and { }ttmp ≤∈= τπτ :max:)( . Let )(sup:
0
sxx
ts≤≤
=  and )(tmp=τ . Inequalities (3.17), (3.18) and the fact that 
rt ≤−τ  in conjunction with the Gronwall-Bellman inequality implies: 
 
xQr
QrrQM
rP
ty
QrrQM
QrrQMyty )exp(
)exp()(1
)(
)exp()(1
)exp()()()( +−++−
+≤− τ                 (3.19) 
 
Define )()( 2 tytV =  on ),0[ maxt . Let ),0[ maxtI ⊂  be the zero Lebesgue measure set where )(ty  is not 
differentiable or where ))())(())(()()( tytxgtxfMyty i ++−≠ τ . Using (3.17), (3.18) and (3.19) we obtain for all 
Itt \),0[ max∈ : 
2
2
2
)(2 xtVV ε+−≤ , for all Itt \),0[ max∈                                          (3.20) 
 
Direct integration of the differential inequality (3.20) and the fact that )()( 2 tytV =  implies that: 
 { }xytty ε,)exp(2max)( 0−≤ , for all ),0[ maxtt∈                                (3.21) 
 
Clearly, inequality (3.21) implies that as long as the solution of (3.15) exists, )(ty  is bounded. A standard 
contradiction argument in conjunction with the “Boundedness-Implies-Continuation” property for (3.15) (see 
Proposition 2.5 in [21]), implies that +∞=maxt . Inequality (3.16) is a direct consequence of inequality (3.21). The 
proof is complete.         
 
We select 0>M  sufficiently large and 0>r  sufficiently small such that inequality (3.16) holds with 2/1<ε  and 
2/21+=a . The solution of the closed-loop system (4.1a), (4.2), where k  is defined by (4.5), exists for all 0≥t . 
The existence of the solution is guaranteed by the following claim. 
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Claim 2: For every 0>M , 0>r  and );(),,( 00 ++∞ ℜℜ×ℜ×ℜ∈ locnwxy L , the solution of (3.13), with initial 
condition ),())0(),0(( 00 yxyx =  corresponding to input );( ++∞ ℜℜ∈ locw L  exists for all 0≥t . Moreover, for 0>M  
sufficiently large and 0>r  sufficiently small, there exist ∞∈Kg  and πξ ∈  such that  
 ( )),()()( 00 yxgtytx ≤+ , for all ],0[ ξ∈t                                  (3.22) 
 
atx ≤)( , for all ξ≥t                                                     (3.23) 
 ( )01 xgr ++≤ξ                                                            (3.24) 
where 2/21+=a . 
 
Proof of Claim 2: Let 0>M , 0>r  and );(),,( 00 ++∞ ℜℜ×ℜ×ℜ∈ locnwxy L  be arbitrary. Consider a solution 
))(),(( tytx  of (3.13) corresponding to arbitrary );( ++∞ ℜℜ∈ locw L  with initial condition ),())0(),0(( 00 yxyx = . By 
virtue of Proposition 2.5 in [21], there exists a maximal existence time for the solution denoted by +∞≤maxt . 
Moreover, let ,...},{: 10 ττπ =  the set of sampling times (which may be finite if +∞<maxt ) and { }ttmp ≤∈= τπτ :max:)( . By virtue of (3.14) we have for all ),0[ maxtt∈  
 ( ){ }axtx ,0,max)( 0σ≤                                               (3.25) 
Define  ( ){ }{ }axxxfP ,0,max:)(max: 0σ≤=  and ( ){ }{ }axxxgQ ,0,max:)(max: 0σ≤=         (3.26) 
 
Using (3.15), (3.26) in conjunction with Gronwall-Bellman’s lemma we obtain the following inequality for all 
),0[ maxtt∈ : 
))(exp()()))(2exp(()()( ττττ −−+−+≤ tQtPtQMyty                                (3.27) 
 
where )(tmp=τ . Using (3.27) and by induction we can show the following inequality for all πτ ∈i : 
 
))2exp(()exp())2exp(()( 0 iiii QMQrPQMyy ττττ +++≤                             (3.28) 
 
where we have used the fact that rii ≤−+ ττ 1 . Estimate (3.27) in conjunction with (3.28) gives for all ),0[ maxtt∈ : 
 [ ] ))2exp(()exp()( 0 tQMQrPtyty ++≤                                               (3.29) 
 
A standard contradiction argument in conjunction with the “Boundedness-Implies-Continuation” property for (3.13) 
(see Proposition 2.5 in [21]), implies that +∞=maxt .  
The existence of πξ ∈  such that (3.23) holds is a direct consequence of (3.14) and definitions 
241
2
:)(
s
s
s
+
=γ , 
2/21+=a . By virtue of (4.3) and Proposition 7 in [39] there exists ∞∈Kβ  such 
 ( )01 xr βξ ++≤                                                            (3.30) 
 
Finally, let 0>M  sufficiently large and 0>r  sufficiently small so that (3.16) holds for 2/21+=a  and  
2/1<ε . For nx ℜ∈0  with ( ) ax ≤0,0σ  we obtain from (3.16) and (3.14) for all 0≥t : 
 ( ) ( ) ( )( )0,0,21)()( 00 yxtytx σσε +++≤+                             (3.31) 
 
Using (3.25), (3.26), (3.29), (3.30) and (3.31) we guarantee the existence of ∞∈Kβ~  such that  
 ( )),(~)()( 00 yxtytx β≤+ , for all ],0[ ξ∈t                                 (3.32) 
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The existence of ∞∈Kg  satisfying (3.22) and (3.24) is a direct consequence of (3.30) and (3.32). The proof is 
complete.         
 
 
      The fact that the robust global stabilization problem for (3.13) with sampled-data feedback applied with zero 
order hold is solvable with 0>M  is sufficiently large and 0>r  is sufficiently small is a consequence from all the 
above and Theorem 2.5. Indeed, we apply Theorem 2.5 with 2=n , xV =1 , yV =2 , yxL += , ),( yxH = , 
{ }axyxtS ≤ℜ×ℜ∈= :),(:)( , ss 2:)(2,1 =γ , ss εγ =:)(1,2 , 01,1 ≡γ , 02,2 ≡γ , 0≡ζ , 0≡ug , 0≡η , 0~ ≡η , 
0≡up , rttttctc +≡==== 1)()()()(~)( κμν , 0≡g ,  wswsp +=:),( , for appropriate ∞∈Kba, , KL∈σ  and 
2N∈q . All hypotheses (H1-4) are satisfied by using the above definitions and previous results. Therefore, we 
conclude that the closed-loop system (3.13) with 0>M  being sufficiently large and 0>r  being sufficiently small, 
satisfies the UISS property from the input w  with zero gain. 
 
      The reader should notice that alternative sampled-data feedback designs for system (3.12) applied with zero order 
hold and positive sampling rate can be obtained by using the results [34,35], which, however, achieve semiglobal and 
practical stabilization. It should be emphasized that the feedback design obtained by using the trajectory-based small-
gain results of the present work guarantee global and asymptotic stabilization. Moreover, robustness to perturbations 
of the sampling schedule is guaranteed (that is the reason for introducing the input w  in the closed-loop system 
(3.13)).         
 
 
 
4. A Delayed Chemostat Model 
 
In this section we study the robust global feedback stabilization problem for system (1.2) under (1.3). More 
specifically, in order to emphasize the fact that the mapping ),0()),0(];0,([: 0 +∞→− iSrCp  is unknown, we will 
consider the stabilization problem of the equilibrium point ),0(),0(),( +∞×∈ iss SXS  satisfying (1.4) for the 
uncertain chemostat model     
            
]1,0[)(,0)(,),0()(,),0()(
)())(())(())()(()(
)()())((min))((max)())((min)(
∈≥∈+∞∈
−−=
⎟⎠
⎞⎜⎝
⎛ −−⎟⎠
⎞⎜⎝
⎛ −+= ≤≤−≤≤−≤≤−
tdtDStStX
tXtStSKtSStDtS
tXbtDSStdStX
i
i
trttrttrt
μ
τμτμτμ τττ


                 (4.1) 
 
where ]1,0[)( ∈td  is the uncertainty. We will assume that: 
 
(H) There exists sSS <∗  such that bS >)(μ  for all ],[ iSSS ∗∈ . 
 
Hypothesis (H) is automatically satisfied for the case of a monotone specific growth rate. Hypothesis (H) can be 
satisfied for non-monotone specific growth rates (e.g., Haldane or generalized Haldane growth expressions). By using 
the trajectory-based small-gain Theorem 2.6 we can prove the following theorem. 
 
Theorem 4.1: Let 0>a  be a constant that satisfies 
i
s
s
SSS S
S
aDbS
i
>−
≤≤∗
)(min μ                                                                         (4.2) 
 
Then the locally Lipschitz delay-free feedback law: 
 ( )( )
( )si
sss
StSS
StSSaDtXtStSK
tD
,)(min
,)(min)())(())((
)( −
−+= μ                                              (4.3) 
 
achieves robust global stabilization of the equilibrium point 
{ }( ) ),0()),0(];0,([,]0,[,)( 0 +∞×−∈−∈= iss SrCXrSS θθ , for the uncertain chemostat model (4.1) under 
hypothesis (H). 
 
It should be noted that the change of coordinates: 
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)exp(
)exp(
,)exp(
yG
yS
SxXX is +==                                                             (4.4a) 
 
where 1: −=
s
i
S
S
G  and the input transformation 
)exp(uDD s=                                                                               (4.4b) 
 
maps the set ),0(),0( +∞×iS  onto 2ℜ  and the equilibrium point 
{ }( ) ),0()),0(];0,([,]0,[,)( 0 +∞×−∈−∈= iss SrCXrSS θθ  of system (4.1) to the equilibrium point 
)];0,([0 0 ℜ−×ℜ∈ rC  of the transformed control system: 
 
[ ]
]1,0[)(,)(,),(
))(exp())(()))(exp(())(exp()1))(exp(()(
))(exp())((~min))((~max)())((~min)(
2 ∈ℜ∈ℜ∈
+−+−=
−−⎟⎠
⎞⎜⎝
⎛ −+= ≤≤−≤≤−≤≤−
tdtuyx
txtygtyGtutyGDty
btuDyytdytx
s
strttrttrt

 τμτμτμ τττ
                         (4.5) 
 
where  
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+⎟⎟⎠
⎞
⎜⎜⎝
⎛
+=
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+=
)exp(
)exp(
)exp(
)exp(
:)(
)exp(
)exp(
:)(~
yG
yS
yG
yS
K
GSD
X
yg
yG
yS
y
ii
is
s
i
μ
μμ
                                            (4.6) 
 
In the new coordinates the feedback law (4.3) takes the form: 
 
( )⎟⎠
⎞⎜⎝
⎛ −++++= 0,))(exp(1max1)1)),(exp(min())(exp())((ln)( tyG
aGtyGtxtygtu                      (4.7) 
 
The feedback law (4.7) (or (4.3)) is a delay-free feedback, which achieves global stabilization of 
)];0,([0 0 ℜ−×ℜ∈ rC  for system (4.5) no matter how large the delay is. Furthermore, no knowledge of the maximum 
delay 0≥r  is needed for the implementation of (4.7).  
 
The proof of Theorem 4.1 is therefore equivalent to the proof of robust global asymptotic stability of the equilibrium 
point )];0,([0 0 ℜ−×ℜ∈ rC  for system (4.5). 
 
Before we give the proof of Theorem 4.1, it is important to understand the intuition that leads to the construction of 
the feedback law (4.7) and the ideas behind the proof of Theorem 4.1. To explain the procedure we follow the 
following arguments: 
 
1. For the stabilization of the equilibrium point )];0,([0 0 ℜ−×ℜ∈ rC , we first start with the stabilization of 
subsystem [ ]))(exp())(()))(exp(())(exp()1))(exp(()( txtygtyGtutyGDty s +−+−=  with x  as input. Any 
feedback law which satisfies ( ))1))((exp())((ln)( += Gtxtygtu  for 0)( ≥ty  and 
( ))))(exp())((exp())((ln)( tyGtxtygtu +>  for 0)( <ty  achieves ISS stabilization of the subsystem with x  
as input. 
 
2. In order to prove URGAS for the composite system by means of small-gain arguments one has to show the 
ISS property of the −x subsystem 
btuDyytdytx strttrttrt
−−⎟⎠
⎞⎜⎝
⎛ −+= ≤≤−≤≤−≤≤− ))(exp())((
~min))((~max)())((~min)( τμτμτμ τττ  with y  as input. Notice 
that the feedback selection from previous step gives 
bGtxtygDyytdytx strttrttrt
−+−⎟⎠
⎞⎜⎝
⎛ −+= ≤≤−≤≤−≤≤− )1))((exp())(())((
~min))((~max)())((~min)( τμτμτμ τττ  for 0)( ≥ty  
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and btyGtxtygDyytdytx strttrttrt
−+−⎟⎠
⎞⎜⎝
⎛ −+< ≤≤−≤≤−≤≤− )))(exp())((exp())(())((
~min))((~max)())((~min)( τμτμτμ τττ  
for 0)( <ty . The estimation of the derivative )(tx  shows that the ISS inequality for the −x subsystem does 
not hold unless we have by
trt
>≤≤− ))((
~min τμτ  for all t  sufficiently large. By virtue of hypothesis (H) there 
exists 0<∗y , such that the ISS inequality for the the −x subsystem holds if ∗≤≤− ≥ yytrt )(min ττ  holds for all 
t  sufficiently large.  
 
3. The feedback law ( ))))(exp())((exp())((ln)( tyGtxtygtu +>  for 0)( <ty  is selected such that the 
inequality ∗≤≤− ≥ yytrt )(min ττ  holds for all initial conditions after a transient period. Since the ISS inequalities 
will hold only after this transient period the trajectory-based small-gain result Theorem 2.6 must be used for 
the proof of URGAS of the closed-loop system.  
 
 
Schematically, we have: 
 
 
Figure 1: The intuition that leads to the construction of the feedback law (4.7) and the ideas behind the proof of 
Theorem 4.1 
 
 
Proof of Theorem 4.1: Consider the solution 2))(),(( ℜ∈tytx  of (4.5) with (4.7) with arbitrary initial condition 
ℜ∈= 0)0( xx ,  )];0,([)0( 00 ℜ−∈= rCyyTr  and corresponding to arbitrary input DMd ∈ . The following 
equations hold for system (4.5) with (4.7): 
 
( )
( ) 0)(,))(exp(1))(exp()1))(exp())((()(
0)(,))(exp(1
1
1))(exp()(
>−+−=
≤−+
+−=
tyiftytxtyGtygDty
tyifty
G
tyGaDty
s
s


                      (4.8) 
 
Equations (4.8) imply that the function )()( 2 tytV =  is non-increasing and consequently, we obtain: 
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ryty 0)( ≤ , for all ),0[ maxtt∈                                                                      (4.9) 
 
Using the fact that ],0(),0(: maxμμ →iS  and definition (4.6) of μ~ , we get that max)(~ μμ ≤y  for all ℜ∈y . This 
implies the following differential inequality: 
btx −≤ max2)( μ  
 
which by direct integration yields the estimate: 
 ( )tbxtx −+≤ max0 2)( μ , for all ),0[ maxtt∈                                                        (4.10) 
 
Define )(max)1(:)( ygDGs
sy
s ≤
+=κ . Inequalities (4.9), (4.10) imply that the following differential inequality holds: 
( ) ( ) )2exp(
1
)( max00 tbxyG
aD
btx r
s −+−+−−≥ μκ  
 
which by direct integration yields the estimate: 
 
( ) ( )
b
tb
xyt
G
aD
bxtx r
s
−
−−−⎟⎟⎠
⎞⎜⎜⎝
⎛
++−≥ max
max
000 2
1)2exp(
)exp(
1
)( μ
μκ , for all ),0[ maxtt∈                (4.11) 
 
Inequalities (4.9), (4.10), (4.11) and a standard contradiction argument show that system (4.5) with (4.7) is forward 
complete, i.e., +∞=maxt . Therefore, inequalities (4.9), (4.10), (4.11) hold for all 0≥t  and since system (4.5) with 
(4.7) is autonomous, it follows that system (4.5) with (4.7) is Robustly Forward Complete (RFC, see Appendix B). 
 
By considering (4.8) and the function ⎪⎩
⎪⎨⎧ >
≤=
0)(0
0)()()(
2
tyif
tyiftytW , we obtain the existence of a positive definite 
function );(0 ++ ℜℜ∈Cρ  such that: 
( ))()( tWtW ρ−≤ , for all 0≥t                                                           (4.12) 
 
Lemma 3.5 in [25] implies the existence of KL∈σ  such that for every ℜ∈= 0)0( xx ,  )];0,([)0( 00 ℜ−∈= rCyyTr  
and DMd ∈  it holds that: ( )tWtW ,)0()( σ≤ , for all 0≥t                                                      (4.13) 
 
Inequality (4.13) in conjunction with Proposition 7 in [39], shows the existence of ∞∈Ka  such that for every 
ℜ∈= 0)0( xx ,  )];0,([)0( 00 ℜ−∈= rCyyTr  and DMd ∈  there exists r≥ξ  with ( )ryar 0+≤ξ  satisfying: 
 
2
)( crty −≥− , for all ξ≥t                                                               (4.14) 
 
where 0ln: >⎟⎟⎠
⎞
⎜⎜⎝
⎛ −= ∗
∗
GS
SS
c i  and sSS <∗  is the constant involved in hypothesis (H). Define 
)),[];0,([: 0 +∞−−×ℜ= crCS . Inequality (4.14) shows that SytTtx r ∈))(),((  for all ξ≥t  and that inequality (2.16) 
holds for appropriate ∞∈Ka  and 1)( ≡tc .  
 
Notice that for SytTtx r ∈))(),(( , the functionals  
 
( ) 2
]0,[
1 )(2expmax)( θσθθ += −∈ tztV r , 
2
2 )(txV =                                                     (4.15) 
 
where 0>σ  and  ( )1))(exp()( −= tzcty                                                                        (4.16) 
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are well-defined. Moreover, by considering the differential equations: 
 ( ) ( )( )( )
( )( ) ( )( ) ( )( )( ) 0)(,1))(exp(exp1))()(exp()1))(exp(1exp(1))(exp()(
0)(,1))(exp(exp1))(exp(
)1(
1)))(exp(1exp()(
1 >−−−+−−=
≤−−−+
+−=
− tziftzctztxtzcGtzcgDctz
tziftzctz
Gc
tzcGaDtz
s
s


 
 
we conclude from Lemma 3.5 in [25] that for every ∞∈K2,1γ  there exists KL∈1σ  such that: 
 
( ) ( )⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ −≤
≤≤
)(sup,),(max)( 22,100111
0
τγσ
τ
VtttVtV
tt
, for all 00 ≥≥ tt                                    (4.17) 
 
Finally, using hypothesis (H) and definitions (4.15), we guarantee that there exists a positive definite function 
);(0 ++ ℜℜ∈Cρ  such that the following implication holds for every 0>ε : 
 
“If 
( )( )( ) ( )( )
( )( ) ( )( )( ) )(1))(exp(exp1
1
1)exp(~min
1)exp(max1))(exp(exp
ln)1(
1
)()exp(
)(
1
1
1 tx
tVcD
G
abzc
zcgDtVcG
s
tVrz
tVz
s
≤
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
−−−+−−−
−−+
+
≤
≤
μ
ε
σ
 and 
( )( )
( )( )( ) ( )( ) )(1)exp(min1))(exp(exp
1)exp(~max
ln)1(
)(
1
)()exp(
1
1 tx
zcgDtVcG
bzc
tVz
s
tVrz ≤
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
−−−+
−−
+
≤
≤
μ
ε σ  then 
( ))()()(2 2 txtxtx ρ−≤ ” 
 
Therefore, Lemma 3.5 in [25] implies that there exists KL∈2σ  such that: 
 
( ) ( )⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ −≤
≤≤
)(sup,),(max)( 11,200222
0
τγσ
τ
VtttVtV
tt
, for all 00 ≥≥ tt                                    (4.18) 
where 
 
{ }( )( )( )( )( ) ( )( )
( )( ) ( )( )( )
( )( )
( )( )( ) ( )( )1)exp(min1)exp(exp
1)exp(~max
:)(
1)exp(exp1
1
1)exp(~min
1)exp(max1)exp(exp
:)(
)(,)(maxln)1(:)(
)exp(
2
)exp(
1
2
21
2
1,2
−−−+
−−
=
−−−+−−−
−−+
=
+=
≤
≤
≤
≤
zcgDscG
bzc
sg
sc
G
aD
bzc
zcgDscG
sg
sgsgs
sz
s
srz
s
srz
sz
s
μ
μ
εγ
σ
σ
                             (4.19) 
 
Inequalities (4.9), (4.10), (4.11), (4.17) and (4.18) guarantee that inequalities (2.10), (2.11), (2.13), (2.14), (2.15) and 
(2.17) hold for appropriate KL∈σ , +∈Kν , ∞∈Ka   with 1)( ≡tc , 0≡p , ⎟⎠
⎞⎜⎝
⎛=
2
:)( 1,22,1
ss γγ , ( ) 0)( 2,21,1 ≡= ss γγ , 
21: VVL +=  and 22:),,( ryxyxtH += . Finally, notice that the MAX-preserving mapping 22: ++ ℜ→ℜΓ  with 
)(max)( ,
2,1
jji
j
i xx γ==Γ  ( 2,1=i ) satisfies the cyclic small-gain conditions.  
 
By virtue of Theorem 2.6 we conclude that the autonomous system (4.5) with (4.7) is URGAS.          
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5. Conclusions 
 
    One of the most important obstacles in applying nonlinear small-gain results is the fact that the essential 
inequalities, which small-gain results utilize in order to prove stability properties, do not hold for all times: this 
feature excludes all available small-gain results from possible application. In this work novel small-gain results are 
presented, which can allow a transient period during which the solutions do not satisfy the usual inequalities required 
by previous small-gain results (Theorem 2.5 and Theorem 2.6). The obtained results allow the application of the 
small-gain methodology to various classes of systems which satisfy less demanding stability notions than the Input-
to-Output Stability property.  
 
    The robust global feedback stabilization problem of an uncertain time-delay chemostat model is solved by means 
of the trajectory-based small-gain results. Future research will focus on the application of the trajectory-based small-
gain results to Lotka-Volterra systems in Mathematical Biology (see [11]).  
 
 
Appendix A-Proofs of Theorem 2.5 and Theorem 2.6 
 
Proof of Theorem 2.5: The proof is similar to the proof of Theorem 3.1 in [28] and consists of four steps: 
 
Step 1: We show that for every DU MMduxt ×××ℜ∈ + X),,,( 00  the following inequality holds for all ),[ maxtt ξ∈ : 
 
( )( ) [ ] ⎭⎬⎫⎩⎨⎧ ⎟⎠⎞⎜⎝⎛ ⎟⎠⎞⎜⎝⎛≤ ],[,0),()( tuQLQMAXtV ξζξσ U11                                           (A.1) 
 
where ),,,( 00 duxtπξ ∈  is the time such that )(),,,,( 00 tSduxtt ∈φ  for all ),[ maxtt ξ∈ (recall Hypothesis (H2)).  
 
This step is proved in exactly the same way as in the proof of Theorem 3.1 in [28] (using Fact V).  
 
  
Step 2: We show that for every DU MMduxt ×××ℜ∈ + X),,,( 00 , it holds that +∞=maxt . 
 
The proof of Step 2 is exactly the same with the proof of Theorem 3.1 in [28]. The only difference is the additional 
use of inequality (2.6), which guarantees that the transition map is bounded during the transient period ],[ 0 ξtt∈ . 
 
Step 3: We show that Σ  is RFC from the input UMu∈ . 
 
Again the proof of Step 3 is exactly the same with the proof of Theorem 3.1 in [28]. The only difference is the 
additional use of inequalities (2.6) and (2.9). 
 
 
Step 4: We prove the following claim. 
 
Claim: For every 0>ε , +∈Zk , 0, ≥TR  there exists 0),,( ≥TRk ετ  such that for every 
DU MMduxt ×××ℜ∈ + X),,,( 00  with ],0[0 Tt ∈  and Rx ≤X0   the following inequality holds: 
 
( )( )( ) [ ] ⎭⎬⎫⎩⎨⎧ ⎟⎠⎞⎜⎝⎛Γ≤ ],[)( 0,0),(,)()( ttk uGLQQMAXtV Uξσε 11 , for all kt τξ +≥                          (A.2) 
 
Moreover, if +∈Kc  is bounded then for every 0>ε , +∈Zk , 0≥R  there exists 0),( ≥Rk ετ  such that for every 
DU MMduxt ×××ℜ∈ + X),,,( 00  with Rx ≤X0  inequality (A.2) holds. 
 
 
Proof of Step 4:  The proof of the claim is made by induction on +∈Zk .  
 
Inequality (A.2) for 1=k  is a direct consequence of inequalities (2.4), (2.9) and definition (2.12).  
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We notice that inequality (2.5) in conjunction with inequality (A.1) and Fact IV imply for all ξ≥t : 
 
( ) ( )( )( ) [ ] [ ]
⎭⎬
⎫
⎩⎨
⎧ ⎟⎠
⎞⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛−≤
],[],[000 00
,,0),(,,)(,)(max)(
tt
u
tt
upuQpLQpxatctttL UUX ζξσν 11      (A.3) 
 
Next suppose that for every 0>ε , 0, ≥TR  there exists 0),,( ≥TRk ετ  such that for every 
DU MMduxt ×××ℜ∈ + X),,,( 00  with ],0[0 Tt ∈  and Rx ≤X0   (A.2) holds for some +∈Zk . Let arbitrary 0>ε , 
0, ≥TR , DU MMduxt ×××ℜ∈ + X),,,( 00  with ],0[0 Tt ∈  and Rx ≤X0  be given.  Notice that the weak 
semigroup property implies that ∅≠+++∩ ],[),,,( 00 rduxt kk τξτξπ . Let 
],[),,,( 00 rduxtt kkk +++∩∈ τξτξπ .  Then (2.4) implies: 
 
( ) [ ]( ) [ ] ⎭⎬⎫⎩⎨⎧ ⎟⎠⎞⎜⎝⎛Γ−≤ ],[],[ ,,,)()( ttttkk kk uVtttLMAXtV Uζσ 11 , for all ktt ≥                      (A.4) 
 
Using inequalities (A.2), (A.3), (A.4), (2.9) and working in the same way as in the proof of Theorem 3.1 in [28] we 
can derive the following inequality: 
  
( ) ( )( )( ) [ ] ⎭⎬⎫⎩⎨⎧ ⎟⎠⎞⎜⎝⎛Γ−−−≤ + ],[)1( 0,0),(,)(,,)()( ttkkk uGLQQrttLMAXtV Uξσετξσ 111 , 
for all rt k ++≥ τξ                                                                        (A.5) 
 
Definition (2.12) in conjunction with (2.7), (2.9), inequality (A.3) and the facts that  rt kk ++≤ τξ , ],0[0 Tt ∈  and 
Rx ≤X0  implies that  
( ) ( ) [ ] ⎭⎬⎫⎩⎨⎧ ⎟⎠⎞⎜⎝⎛−−−≤−−− ],[ 0,,),,(,)( ttkkk uGrtRTfMAXrttL Uτξεστξσ 11 ,  
for all rt k ++≥ τξ                                                                     (A.6) 
 
where 
( ) ( )( )( ) ⎭⎬
⎫
⎩⎨
⎧=
+++≤≤
0)),((,,)(,)(maxmax:),,(
),,()()(0
TRCaQpRaTCtRTf
rTRTCRat k
σνε ετ 1               (A.7) 
and 
 
)(max:)(
0
tcTC
Tt≤≤
=                                                                                 (A.8) 
 
The reader should notice that if +∈Kc  is bounded and kτ  is independent of T  then f  can be chosen to be 
independent of T  as well. The rest of proof of the claim follows from a combination of inequalities (A.5) and (A.6) 
and appropriate selection of  1+kτ  (set ),,(),,(),,(1 TRrTRTR kk ετετετ ++=+ , where 0),,( ≥TRετ  satisfies ( ) ετεσ ≤,),,( RTf ). 
 
To finish the proof, let arbitrary 0>ε , 0, ≥TR , DU MMduxt ×××ℜ∈ + X),,,( 00  and denote ( ))(),,,,,(,)( 00 tuduxtttHtY φ=  for 0tt ≥ . Using Fact IV, (2.11) and (A.1) we obtain for all ξ≥t :  
 
( )( )( ) [ ] ⎭⎬⎫⎩⎨⎧ ⎟⎠⎞⎜⎝⎛ ⎟⎠⎞⎜⎝⎛ ⎟⎠⎞⎜⎝⎛≤ ],[,0),(max)( tuQqLQqtY ξζξσ UY 11  
 
The above inequality in conjunction with (2.9) implies that 
 
( )( )( )( ) [ ] [ ] ⎪⎭⎪⎬
⎫
⎪⎩
⎪⎨⎧ ⎟⎠
⎞⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛≤
],[],[00 00
,0,,0,)(max)(
tttt
u uQqugQqxtcaQqtY UUXY ζσσ 111 , 
 for all ξ≥t                                                                             (A.9) 
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Using (2.8) and (A.9), we conclude that the following estimate holds for all 0tt ≥ : 
 ( )( )( )( ) ( )
[ ] [ ] [ ] ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎠
⎞⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛≤
],[],[],[
0000
000
,0,,
,)(,0,)(
max)(
tttt
u
tt
uQqugQqu
xtcaxtcaQq
tY
UUU
XX
Y ζση
σ
11
1
             (A.10) 
Inequality (A.10) shows that properties P1 and P2 of Lemma 2.16 in [23] hold for system Σ  with Y),,( uxtHV =  
and ( ){ }))((,max:)( sGqss ηγ = . Moreover, if +∈Kc  is bounded then (A.10) implies that properties P1 and P2 of 
Lemma 2.17 in [23] hold for system Σ  with Y),,( uxtHV =  and ( ){ }))((,max:)( sGqss ηγ = . 
 
Inequality (A.2) in conjunction with Fact III, (2.9), (A.8) and definition (2.12) guarantees that for every 0>ε , 
+∈Zk , 0, ≥TR  there exists 0),,( ≥TRk ετ  such that for every DU MMduxt ×××ℜ∈ + X),,,( 00  with ],0[0 Tt ∈  
and Rx ≤X0   the following inequality holds: 
 
( )( )( )( ) [ ] ⎭⎬⎫⎩⎨⎧ ⎟⎠⎞⎜⎝⎛Γ≤ ],[)( 0,0,)(,)()( ttk uGTRCaQQMAXtV Uσε 11 , for all kt τξ +≥                    (A.11) 
 
Notice that Fact I guarantees the existence of +∈ ZRTk ),,(ε  such that ( )( )( )( )0,)()( )( TRCaQQ l σε 11 Γ≥  for all kl ≥ . 
If +∈Kc  is bounded then k  is independent of T . Therefore by virtue of (A.11) and (2.7), property P3 of Lemma 
2.16 in [23] holds for system Σ  with Y),,( uxtHV =  and ( ){ }))((,max:)( sGqss ηγ = . Moreover, if +∈Kc  is 
bounded then (A.11) and (2.7) imply that property P3 of Lemma 2.17 in [23] hold for system Σ  with 
Y),,( uxtHV =  and ( ){ }))((,max:)( sGqss ηγ = .  
 
The proof of Theorem 2.4 is thus completed with the help of Lemma 2.16 (or Lemma 2.17) in [23].          
 
 
Proof of Theorem 2.6: By virtue of Lemma 3.3 in [20] we have to show that Σ  is Robustly Forward Complete 
(RFC) and satisfies the Robust Output Attractivity Property, i.e. for every 0>ε , 0≥T  and 0≥R , there exists a ( ) 0,,: ≥= RTεττ , such that: 
 
),[,)0),,,,,(,(],0[, 000000 +∞+∈∀≤⇒∈≤ τεφ ttduxtttHTtRx YX , DMd ∈∀  
 
The reader should notice that Lemma 3.3 in [20] assumes the classical semigroup property; however the semigroup 
property is not used in the proof of Lemma 3.3 in [20]. Consequently, Lemma 3.3 in [20] holds as well for systems 
satisfying the weak semigroup property.  
 
Moreover, Lemma 3.5 in [21] guarantees that system Σ  is URGAOS in case that ),,,,,(: HMM DU πφYX,=Σ  is 
−T  periodic for certain 0>T . 
 
Again the proof consists of four steps: 
 
Step 1: We show that for every DMdxt ××ℜ∈ + X),,( 00  the following inequality holds for all ),[ maxtt ξ∈ : 
 ( )( )0),()( ξσ LQtV 1≤                                                                   (A.12) 
 
where ),,,( 000 duxtπξ ∈  is the time such that )(),,,,( 000 tSduxtt ∈φ  for all ),[ maxtt ξ∈ (recall Hypothesis (H2)).  
 
 
Step 2: We show that for every DMdxt ××ℜ∈ + X),,( 00 , it holds that +∞=maxt . 
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Step 3: We show that Σ  is RFC. 
 
 
Step 4: We prove the following claim. 
 
Claim: For every 0>ε , +∈Zk , 0, ≥TR  there exists 0),,( ≥TRk ετ  such that for every 
DMdxt ××ℜ∈ + X),,( 00  with ],0[0 Tt ∈  and Rx ≤X0   the following inequality holds: 
 
( )( )( ){ }0),(,)()( )( ξσε LQQMAXtV k 11 Γ≤ , for all kt τξ +≥                          (A.13) 
 
 
The proofs of the above steps are exactly the same with the proof of Theorem 2.5 and are omitted. The difference 
between inequalities (2.9) and (2.17) does not play any role. To finish the proof, let arbitrary 0>ε , 0, ≥TR , 
DMdxt ××ℜ∈ + X),,( 00  and denote ( )0),,,,,(,)( 000 duxtttHtY φ=  for 0tt ≥ .  
 
Inequality (A.13) in conjunction with (2.17) and (A.8) guarantees that for every 0>ε , +∈Zk , 0, ≥TR  there exists 
0),,( ≥TRk ετ  such that for every DMdxt ××ℜ∈ + X),,( 00  with ],0[0 Tt ∈  and Rx ≤X0   the following 
inequality holds: 
( )( )( )( ){ }0),(,)()( )( TCRaQQMAXtV k +Γ≤ σε 11 , for all kt τξ +≥                    (A.14) 
 
Notice that Fact I guarantees the existence of +∈ ZRTk ),,(ε  such that ( )( )( )( )0),()( )( TCRaQQ l +Γ≥ σε 11  for all 
kl ≥ . Therefore, (A.14) implies that for every 0>ε , 0, ≥TR , there exists 0),,( ≥TRετ  such that for every 
DMdxt ××ℜ∈ + X),,( 00  with ],0[0 Tt ∈  and Rx ≤X0 , it holds that  
 
)()( ε1QtV ≤ , for all τξ +≥t                                                 (A.15) 
 
It follows from inequalities (2.11) and (A.15) that for every 0>ε , 0, ≥TR , there exists 0),,( ≥TRετ  such that for 
every DMdxt ××ℜ∈ + X),,( 00  with ],0[0 Tt ∈  and Rx ≤X0 , it holds that  
 
))(()( ε1QqtY ≤Y , for all τξ +≥t                                       (A.16) 
 
Therefore by virtue of (A.16) and (2.16), the Robust Output Attractivity Property holds for system Σ . The proof is 
complete.          
 
Appendix B-Basic Notions 
 
     To make our work self-contained, we introduce some notions which are essential to the system theoretic 
framework presented in [21,22,23]. The abstract system theoretic framework used in [21,22,23] is utilized in the 
present work. 
 
The notion of a Control System-Definition 2.1 in [23]: A control system ),,,,,(: HMM DU πφYX,=Σ  with outputs 
consists of  
(i)  a set U  (control set) which is a subset of a normed linear space U  with U∈0  and a set )(UM U M⊆  
(allowable control inputs) which contains at least the identically zero input 0u ,  
(ii)  a set D (disturbance set) and a set )( DM D M⊆ , which is called the “set of allowable disturbances”,  
(iii) a pair of normed linear spaces YX,  called the “state space” and the “output space”, respectively,  
(iv)  a continuous map YX →××ℜ+ UH :  that maps bounded sets of U××ℜ+ X  into bounded sets of Y , called 
the “output map”,  
(v)  a set-valued map ),[),,,(),,,( 00000 +∞⊆→∋×××ℜ+ tduxtduxtMM DU πX , with ),,,( 000 duxtt π∈  for all 
DU MMduxt ×××ℜ∈ + X),,,( 00 , called the set of “sampling times”  
(vi) and the map X→φφ A:  where DU MMA ×××ℜ×ℜ⊆ ++ Xφ , called the “transition map”, which has the 
following properties: 
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1) Existence: For each DU MMduxt ×××ℜ∈ + X),,,( 00 , there exists 0tt >  such that φAduxttt ⊆× ),,,(],[ 000 .  
 
2)   Identity Property: For each DU MMduxt ×××ℜ∈ + X),,,( 00 , it holds that 0000 ),,,,( xduxtt =φ . 
 
3) Causality: For each φAduxtt ∈),,,,( 00  with 0tt >  and for each DU MMdu ×∈)~,~(  with 
))(),(())(
~
),(~( ττττ dudu =  for all ],[ 0 tt∈τ , it holds that φAduxtt ∈)~,~,,,( 00  with 
)
~
,~,,,(),,,,( 0000 duxttduxtt φφ = . 
 
4) Weak Semigroup Property: There exists a constant 0>r , such that for each 0tt ≥  with φAduxtt ∈),,,,( 00 : 
(a) φτ Aduxt ∈),,,,( 00  for all ],[ 0 tt∈τ , 
(b) ),,,,(),),,,,,(,,( 0000 duxttduduxtt φτφτφ =  for all ),,,(],[ 000 duxttt πτ ∩∈ ,  
(c)   if φAduxtrt ∈+ ),,,,( 00 , then it holds that ∅≠+∩ ],[),,,( 00 rttduxtπ . 
(d)  for all ),,,( 00 duxtπτ ∈  with φτ Aduxt ∈),,,,( 00  we have ),[),,,(),),,,,,(,( 0000 +∞∩= τπτφτπ duxtduduxt . 
 
 
The BIC and RFC properties-Definition 2.4 in [23]: Consider a control system ),,,,,(: HMM DU πφYX,=Σ  with 
outputs. We say that system Σ  
(i) has the “Boundedness-Implies-Continuation” (BIC) property if for each 
DU MMduxt ×××ℜ∈ + X),,,( 00 , there exists a maximal existence time, i.e., there exists 
],(),,,(: 000maxmax +∞∈= tduxttt , such that )},,,{(),[ 00max0),,,( 00 duxtttA DU MMduxt ×∪= ×××ℜ∈ + Xφ . In 
addition, if +∞<maxt  then for every 0>M  there exists ),[ max0 ttt∈  with Mduxtt >X),,,,( 00φ .  
(ii) is robustly forward complete (RFC) from the input UMu∈  if it has the BIC property and for every 
0≥r , 0≥T , it holds that 
 { } +∞<∈∈≤∈∩∈+ DUU MdTtrxTsMrBuduxtst ,],0[,,],0[,]),0[(;),,,,(sup 00000 XX Mφ  
 
The notion of a robust equilibrium point-Definition 2.5 in [23]: Consider a control system 
),,,,,(: HMM DU πφYX,=Σ  and suppose that 0)0,0,( =tH  for all 0≥t . We say that X∈0  is a robust 
equilibrium point from the input UMu∈  for Σ  if 
(i) for every DMdtt ×ℜ×ℜ∈ ++),,( 0  with 0tt ≥  it holds that 0),,0,,( 00 =duttφ . 
 (ii)        for every 0>ε , +ℜ∈hT ,  there exists 0),,(: >= hTεδδ  such that for all UMTuxt ××∈ X],0[),,( 0 , 
],[ 00 htt +∈τ  with δ<+ ≥ UX )(sup0 tux t  it holds that φτ Aduxt ∈),,,,( 0  for all DMd ∈  and { } εττφ <∈+∈∈ ],0[,],[,;),,,,(sup 0000 TthttMdduxt DX  
 
Next we present the Input-to-Output Stability property for the class of systems described previously (see also [14,40] 
for finite-dimensional, time-invariant dynamic systems).  
 
The notions of IOS, UIOS, ISS and UISS-Definition 2.14 in [23]: Consider a control system 
),,,,,(: HMM DU πφYX,=Σ  with outputs and the BIC property and for which X∈0  is a robust equilibrium point 
from the input UMu∈ . Suppose that Σ  is RFC from the input UMu∈ . If there exist functions KL∈σ , +∈Kβ , 
1N∈γ  such that the following estimate holds for all UMu∈ , DMdxt ××ℜ∈ + X),,( 00  and 0tt ≥ : 
 ( ) ( )
UXY )(sup,)())(),,,,,(,(
0
00000 τγβσφ τ uttxttuduxtttH tt ≤≤+−≤  
 
then we say that Σ  satisfies the Input-to-Output Stability (IOS) property from the input UMu∈  with gain N∈γ . 
Moreover, if +∈Kβ  may be chosen as 1)( ≡tβ  then we say that Σ  satisfies the Uniform Input-to-Output Stability 
(UIOS) property from the input UMu∈  with gain 1N∈γ . 
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For the special case of the identity output mapping, i.e., xuxtH =:),,( , the (Uniform) Input-to-Output Stability 
property from the input UMu∈  is called (Uniform) Input-to-State Stability ((U) ISS) property from the input 
UMu∈ . When }0{=U  (the no-input case) and Σ  satisfies the (U)IOS property, then we say that Σ  satisfies the 
(Uniform) Robust Global Asymptotic Output Stability (RGAOS) property. When }0{=U  (the no-input case) and Σ  
satisfies the (Uniform) ISS property, then we say that Σ  satisfies the (Uniform) Robust Global Asymptotic Stability 
(RGAS) property. 
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