Selective visual attention is known to be associated with characteristic modulations of neuronal activity in early visual cortex, but there is only rare evidence showing that these neuronal modulations are directly related to attention-dependent behavioral improvements. Here, we describe a strong, transient increase in the response of neurons in the mediotemporal (MT) area to behaviorally relevant speed changes that is not only modulated by attention but also highly correlated with the animal's performance. In trials with fast reaction time (RT), this transient component occurs with short latency, whereas latency increases monotonically with slower RT. Importantly, RTs are related not to the firing rate modulation during sustained attentive tracking of the target prior to the speed change but to the variability of the neuronal response. Our findings suggest a direct link between attention-dependent response modulations in early visual cortex and improved behavioral performance.
INTRODUCTION
Processing of sensory stimuli relies upon dynamic and highly adaptive neuronal mechanisms for selection and perception. Previous neurophysiological research showed that neuronal responses are substantially influenced by selective attention throughout the visual cortex (Desimone and Duncan, 1995; Reynolds and Chelazzi, 2004) . For example, in the motion-selective mediotemporal (MT) area of the macaque (Maunsell and Van Essen, 1983; Mikami et al., 1986) , spatial attention modulates the firing rate of neurons (Lee and Maunsell, 2010; Seidemann and Newsome, 1999; Treue and Maunsell, 1996) , thereby influencing direction selectivity (Wegener et al., 2004) and effective size of receptive fields (Anton-Erxleben et al., 2009; Womelsdorf et al., 2006a; . At the same time, activity in area MT plays a key role in motion perception. This has been shown by (1) forced-choice paradigms demonstrating significant correlations between neuronal activity and behavioral choice (Britten et al., 1996; Dodd et al., 2001; Newsome et al., 1989) , (2) microstimulation experiments showing a significant influence on perceptual judgments of both motion direction (Bosking and Maunsell, 2011; Nichols and Newsome, 2002; Salzman et al., 1990) and speed (Liu and Newsome, 2005) , and (3) neuropsychiatric studies showing that a lesion to this area impairs or even abolishes conscious motion perception (Newsome and Paré , 1988; Zihl et al., 1983) .
In light of these data, it is important to understand how attention-dependent neuronal response modulations may cause the improved behavioral outcome, as reflected by shorter reaction times and better performance (Wegener et al., 2006) . One prominent analogy that has been applied to selective attention is contrast enhancement (Martínez-Trujillo and Treue, 2002; McAdams and Maunsell, 1999a; Reynolds and Chelazzi, 2004) . Like selective attention, enhancing the stimulus contrast increases the magnitude of neuronal responses, and at the same time it reduces behavioral detection times and thresholds (Cameron et al., 2002; Carrasco et al., 2000) . However, there are also important differences between contrast response functions and attention-dependent modulations of neuronal responses. For example, contrast has a marked influence on neuronal response latencies in early visual cortex (Gawne et al., 1996; Maunsell and Gibson, 1992) , but several previous studies in V4 and MT failed to find evidence for a corresponding influence of spatial attention (Cook and Maunsell, 2004; Lee et al., 2007; Reynolds et al., 2000) . Only recently, Sundberg et al. (2012) described a small but significant attention-dependent reduction of V4 latencies to stimulus onset, but without investigating a possible relation between neuronal latency and behavior. Yet neuronal latencies are closely related to perception, as in the framework of the flash-lag illusion (Krekelberg and Lappe, 2001) or in face identification (Eifuku et al., 2004) . It thus remains a surprising result that, with the exception of the findings by Sundberg et al. (2012) , there is so little experimental support regarding an influence of attention on neuronal latencies. Considering the presumed relation between attention-dependent modulation in early visual cortex and behavioral improvements, accelerated neuronal responses constitute a plausible mechanism for accelerated behavioral responses.
We here investigate this issue by considering responses of MT neurons to changes in the speed of a motion stimulus, to which the monkeys were required to react. Psychophysical evidence shows that the contrast of the speed change (i.e., the relative difference between initial and changed speed) has a marked influence on both detection thresholds and reaction times (Traschü tz et al., 2012) . Hence, we hypothesized that the neuronal representation of this change is a likely substrate for both attentional modulation and close relation to behavioral performance.
We first investigated the influence of attention on the neuronal responses to the speed change and then the relation between these responses and behavioral reaction times. Our results show that both latency and peak amplitude of the response to the speed change are modulated by attention, but only latencies correlate with RT, and they do so even when peak responses are identical. Interestingly, the strong attentional modulation of the mean firing rate prior to the speed change has no correlation to the later behavioral outcome, whereas the prechange response variability is consistently smaller for trials that are followed by fast RTs.
RESULTS

Attention Modulates the Neuronal Representation of Behaviorally Relevant Speed Changes
Two animals were trained on a speed discrimination task requiring them to attend one of two simultaneously presented Gabor gratings and to respond to an instantaneous speed-up of the precued target stimulus by releasing a lever while keeping gaze at the fixation point ( Figure 1A ). To avoid contamination of the neuronal speed-change representation by eye movements, animals had to keep fixation for another 300 ms following their behavioral response. The target stimulus could be located either within the receptive field (RF) of the recorded neuron or in the opposite hemifield. In the latter case, the neuron was stimulated with the nonattended Gabor (distractor). Thus, the experimental design provided neuronal responses for conditions of ''attention'' and ''nonattention'' for the stimulus within the RF. Prior to target speed-up, in about 40%-50% of trials the distractor was accelerating first, which had to be ignored by the animals. In case they responded to the distractor speed-up, the trial was terminated and the error was counted as ''wrong response.'' Ignoring trials being aborted due to fixation errors (monkey V: 17.1%, monkey F: 5%), monkey V and F gave a wrong response in 1.9% and 8.3%, missed the target speed-up in 1.1% and 4.7% of the trials, and released the lever independent of any speed-up (false alarm) in 2% and 2.8% of the trials, resulting in an overall performance of 95% and 84.2%, respectively ( Figure 1B) .
We recorded responses from 124 recording sites in area MT (monkey V: 70). Of the total number of units, 68% (84 units, monkey V: 46) fulfilled the criteria for further analysis (e.g., a response increase following the speed-up, sufficient number of trials, and recorded in a session with sufficient behavioral performance; see Experimental Procedures). Based on custom-made spikesorting routines (Galashan et al., 2011) , 35 of these (42%) were characterized as single units. Figure 1C illustrates the spike density functions (SDF) of two example units showing the response pattern around the Gabor speed-up as well as its modulation by attention. In line with previous findings (Seidemann and Newsome, 1999; Treue and Maunsell, 1996; Wegener et al., 2004) , both neurons responded with a higher firing rate when attention was directed to the Gabor inside the RF. Interestingly, this was found not only for the prechange response but also for the postchange response (with the term ''prechange response'' referring to the time from 200 ms before speed-up until speed-up and ''postchange response'' referring to the time window 50 ms to 250 ms after speed-up). The speed-up of the Gabor elicited a strong, transient increase in neuronal firing rates for about 200 ms in response to both target and distractor stimuli, but reached a higher peak amplitude (calculated as the difference between prechange mean response and maximum of postchange response for both attention conditions independently) at shorter latency (calculated as point in time at which 75% of the condition's peak was exceeded) in the attended condition. This pattern was consistent with the population response as obtained by pooling over all units after normalizing firing rates to the mean response strength calculated over both attentional conditions ( Figure 1D ). The population response revealed a highly significant influence of attention on mean firing rates during both the pre-and postchange period [paired t test; prechange: t(83) = 7.34, p < 0.001; postchange: t(83) = 7.57, p < 0.001, n = 84]. Importantly, for the postchange period, two parameters of the transient response were specifically modulated by attention. First, the transient response to the speed change occurred at significantly shorter latencies; i.e., the neurons responded faster to the speed change when it was behaviorally relevant (Wilcoxon signed rank test: Z = À3.22, p = 0.001, n = 84) ( Figure 1E ). Second, the transients reached a significantly higher peak amplitude (Wilcoxon signed rank test: Z = À2.19, p = 0.02, n = 84) (Figure 1F) . Hence, if attention-dependent behavioral improvements are caused by attention-dependent response modulation in early visual cortex, both latencies and peak amplitudes constitute a potential neuronal correlate for such improvements. Therefore, the next step was to ask whether there is a systematic relation between the transient postchange response and the time the animals needed to indicate detection of the speed change. Figure 2A shows the cumulative distribution of normalized RTs and demonstrates that even for successfully detected target events, RTs differ across a wide range. To investigate any systematic covariation between latency or amplitude of the postchange response and the animals' RT, we sorted all trials from the attended condition by RT and computed the SDF of the 20% of trials with the fastest RT and the 20% of trials with the slowest RT (approximately five trials per condition) for each neuron individually. Figure 2B shows the respective average SDFs for monkey V. Similar to the results of the attended versus nonattended comparison, we found a clear response difference between trials ending in fast RTs as compared to those ending in slow RTs. For fast trials, the transient response possessed a shorter latency and arrived at higher amplitude. The response difference between fast and slow trials reached significance already 50 ms after target speed-up, as tested by bootstrapping across 5,000 samples (see Experimental Procedures). For monkey F, the fast/slow comparison was very similar to monkey V, reaching a significant difference at 80 ms following the speed change of the target ( Figure 2C ). For both monkeys, comparing fast and slow RT trials at the level of individual units revealed a significant decrease in response latency for trials with fast RTs (Wilcoxon signed rank test; monkey V: Z = À2.69, p = 0.007, n = 46; monkey F: Z = À2.62, p = 0.009, n = 38), but only for monkey V was there also a significant increase in peak amplitude (Wilcoxon signed rank test: Z = À2.59, p = 0.009, n = 46) ( Figures  2D and 2E ). In contrast, for monkey F peak amplitude differences failed to reach significance (Wilcoxon signed rank test: Z = À1.4, p = 0.162, n = 38). We next investigated how transient responses obtained from trials with intermediate RTs relate to those of the fastest and slowest trials. To this end, we pooled all trials from the attended condition of both animals and then subdivided these into five fractions, sorted by RT (fastest, fast, mean, slow, and slowest). For each of these fractions, Figure 3A shows the corresponding mean SDFs, normalized to the mean prechange response of all trials of a neuron. The most prominent transient response is obtained from trials with fastest and fast RTs, the weakest transient response from trials with the slowest RTs, and an intermediate transient response from the remaining two fractions of trials with RTs in-between. For comparison, the figure also shows the transient response obtained from the (relatively small) fraction of ''miss'' trials (i.e., for those trials for which the animals failed to detect the speed change). In this case, the mean SDF reveals a still smaller transient increase of the neurons' firing rate in response to the speed change. To test whether latency or amplitude of this transient firing rate increase systematically covary with the monkeys' RTs, we calculated latency and amplitude indexes for each of the RT fractions (RTF) defined above. Indexes were computed by relating the mean latency (or amplitude) of the respective RTF to the mean latency (or amplitude) of all trials from the attended condition of that neuron (see Experimental Procedures). For comparison of these indexes with the behavioral performance, Figures 3B-3D plot the median normalized RTs of the five RTFs and the corresponding median latency and amplitude indexes from the population of neurons for each of the RTFs. The transients' latency monotonically increases with increasing RTs and thus shows a clear RT dependence, whereas for peak amplitude, the main effect is a decrease in amplitude for trials with slowest RTs, but no consistent covariation over all RTFs. For testing these findings statistically, we computed a receiver-operating characteristic (ROC) for each combination of the five RTFs and estimated ROC performance as defined by the integral under the ROC curve. Significant deviation from chance (50%) was assessed by means of a binominal test (p < 0.05, n = 84). Figures 3E and 3F show the corresponding results if latency or peak amplitude is used to distinguish between two sets of trials differing in mean RT. For latency, the comparison of trials with the fastest RTs to trials with the mean, slow, and slowest RTs results in ROC performance significantly better than chance. Likewise, comparing fast to slowest trials results in significant performance. For other comparisons, ROC performance consistently covaried with RT differences as well, although did not reach a significant level. In contrast, for peak amplitudes, ROC performance only reveals that trials with the slowest RT differ from other trials. At the same time, it also shows that there is no marked difference between the remaining RTFs, as expressed by ROC performance near chance.
Latencies Correlate with Behavioral Reaction Times
The normalization procedure we applied to RTs, latencies, and peak amplitudes corrects for session-by-session variability when pooling over all data and thereby provides a better estimate than absolute numbers. However, the relation between RT, latency, and peak amplitude reported above holds true for absolute values as well ( Table 1 ). The mean RT of the RTF with the fastest trials was 311 ms and increased by 27.3% to 396 ms for the RTF with the slowest trials. Correspondingly, mean latency to speed changes was 82 ms for trials with the fastest RT and increased by 14.6% to 94 ms for the slowest trials. In contrast, absolute peak amplitudes have a poor relation to RT and essentially do not differ between the RTFs with the fastest, fast, mean, and slow RT. Thus, over a wide range of values, RTs seem to be independent of peak amplitudes, even though very slow RTs are preceded by small peak amplitudes, similar to ''misses.'' In contrast, RTs show a close relation to the point in time of the abrupt firing rate increase that occurs in response to the target speed change, with fast RTs preceded by transients of short latency.
We did several control analyses to further validate the close relation between latency and behavioral RTs. First, to exclude the possibility that the results were biased by specific Figure 3B . (E and F) Comparison of ROC performance of latency and peak amplitude distributions as obtained from the five RTFs with a binominal distribution. The color code depicts ROC performance and the horizontal line at the color axis depicts significance level (60.71%). Asterisks mark significant deviations from chance performance (p < 0.05).
parameters used to calculate the SDFs, we recalculated RTsorted SDFs using kernels with s = 10, 15, and 20 ms and then calculated latencies not only for the time of 75% peak response but also for 50%. Latency differences between fast and slow trials were significant for all tests, with p = 0.024 for the test with the weakest p value (Wilcoxon signed rank test for 50% peak response with s = 20 ms, Z = À2.25, n = 84). Second, instead of referring to the peak, we recalculated latency by estimating significant deviation from the response to base speed by estimating the first bin surpassing the mean firing rate plus 4 SD using a ±75 ms moving window. Again, latencies for fast and slow trials were significantly different (Wilcoxon signed rank test, Z = À3.11, p = 0.002, n = 84). Third, to test whether differences in RT-related latencies may reflect different states of arousal rather than being induced by attention, we calculated SDFs for speed changes when attention was directed away from the RF, using the 20% trials with fastest and the 20% trials with slowest RT, taken from the nonattended condition. However, neither latencies (Wilcoxon signed rank test, Z = À0.749, p = 0.454, n = 84) nor peak amplitudes (Wilcoxon signed rank test, Z = À0.408, p = 0.683, n = 84) showed significant differences. Hence, trial-wise fluctuations in arousal do not explain our results.
Finally, we were interested in whether and how latencies depend on the postchange firing rate. Even though we found that peak amplitudes do not show a systematic relation to RTs, they nevertheless were modulated and differed between fast and slow trials. Therefore, we first investigated whether latencies between trials with a high postchange response would differ from those with a low postchange response independent from attention. To this end, we used trials from the nonattended condition and randomly selected two fractions of five trials from each neuron. We then calculated the mean postchange firing rate for both fractions of each neuron and assigned the fraction with the higher mean rate to a ''high FR'' group and the fraction with the lower mean rate to a ''low FR'' group. This procedure was technically identical to the pooling of data by RT, but now resulted in two pools that differed in firing rate (even to a larger extent than those obtained from RT-sorted data of the attended condition) but had no relation to RT. Statistical analysis of these pools revealed highly significant differences in peak amplitude (as intended) but not in absolute latency or in the latency index (Wilcoxon signed rank tests, peak amplitude: Z = À3.058, p = 0.002; absolute latency: Z = À0.626, p = 0.531; latency index: Z = À0.642, p = 0.521) (Figures 4A and 4B) . Although this finding indicates that a simple difference in the postchange firing rate is not capable of explaining changes in latency, it does not necessarily mean that the RT-related latency changes we found for trials from the attended condition are independent from changes in firing rate. Therefore, as a final test, we investigated whether latency differences between fast and slow trials of the attended Percentage values express the relative difference in RT, latency, or peak amplitude to the corresponding value of the trial fraction with the fastest RTs (top row). condition can still be observed if the neurons' responses were matched for peak amplitude and mean postchange rate. To this end, we performed the following procedure: for each neuron, we selected all trials with RTs at least 10 ms faster or slower as the median RT of all trials of that neuron. These trials were assigned to two pools of fast and slow trials. We then searched for a combination of five trials from the fast pool with a mean peak amplitude that differed by less than 1 Hz from the mean peak amplitude of a combination of five trials from the slow pool. We found such peak-amplitude-matched trial groups for 86% of the neurons (n = 72). Figure 4C shows the population SDF computed from these responses. RTs of the fast and slow pool differed significantly by definition (Wilcoxon signed rank test: Z = À7.374, p < 0.001), but mean postchange firing rates did not (Wilcoxon signed rank test: Z = -0.987, p = 0.324). However, latencies of the two pools were still significantly different, both in terms of absolute values (Wilcoxon signed rank test: Z = À3.614, p < 0.001) and latency indexes (Wilcoxon signed rank test: Z = À3.546, p < 0.001) ( Figure 4D ).
Fast Reaction Times Are Preceded by Trials with Low Variability
The data presented so far demonstrate a particularly close relation between the latency of the MT postchange response and the reaction time of the animal, yet it remains unclear why MT responses to identical speed changes show such systematic differences. Therefore, we next asked whether the status of the neural network at the time just before the target's speed-up shows any characteristic differences between fast and slow trials. For this period of sustained attentive tracking, we have shown significantly higher firing rates for the attended object as compared to the nonattended, to-be-ignored object ( Figures  1C and 1D) , consistent with the literature (Desimone and Duncan, 1995; Lee and Maunsell, 2010; Reynolds and Chelazzi, 2004; Seidemann and Newsome, 1999; Treue and Maunsell, 1996; Wegener et al., 2004) . Such firing-rate increases may increase the signal-to-noise ratio (SNR) for attended stimuli (Cohen and Maunsell, 2009; McAdams and Maunsell, 1999b) and might be capable to explain improved processing. Yet even comparing trials with the fastest and slowest RTs did not show any differences in firing rate during the prechange response ( Figures 2B, 2C , and 3A), as confirmed by statistical analysis [paired t test, t(83) = 1.09, p = 0.28, n = 84]. Hence, prechange firing rates cannot simply explain the covariation of the postchange response with RT. Alternatively, the SNR might be increased by reduction of network noise, as suggested by recent studies carried out in area V4 that found attention-dependent changes in neuronal response variability (Cohen and Maunsell, 2009; Mitchell et al., 2007 Mitchell et al., , 2009 ). To test whether such changes may be related to differences in the modulation of MT postchange responses, we analyzed the trial-to-trial variability. To this end, we computed the Fano factor for the pre-(À200 ms to 0 ms) and postchange period (50 ms to 250 ms). To reveal the underlying time course, we additionally calculated the Fano factor every 1 ms using a sliding window of ±75 ms width for each unit and condition. We first compared attended to nonattended trials. In line with earlier observations in V4 (Cohen and Maunsell, 2009; Mitchell et al., 2009 ), we found attention-dependent differences in the trial-to-trial variability of the firing rate during the prechange response [paired t test, t(83) = À2.368, p = 0.02, n = 84]. Additionally and even stronger, the Fano factor showed marked differences during the postchange response, being substantially reduced for the trials taken from the attended condition [paired t test, t(83) = À2.928, p = 0.004, n = 84]. Statistical analysis of the underlying time course was achieved by applying a Figure 1C . The time course of the Fano factor was computed every 1 ms with a ±75 ms sliding window.
(B) Same as in Figure 4A , but for trials taken only from the attended condition, subdivided into two equally sized fractions with fast and slow RT. bootstrapping procedure to each 1 ms time bin (see Experimental Procedures) ( Figure 5A ). We then proceeded by splitting the trials recorded in the attended condition across the RT median (i.e., for each neuron we built two fractions, each comprising the 50% of trials with fast and slow RT, respectively). About 50 ms after the speed change, responses calculated from both of these fractions show an almost identical reduction of the Fano factor as described before for all attended trials together (
Figure 5B The effect of reduced response variability coexists with our main result of RT-related reductions of response latencies to attended speed changes. Therefore, the question arises whether the reduction in variability has a direct impact on response latencies; i.e., whether latency reductions are induced by changes in prechange variability. We simulated this situation with data from the nonattended condition. For each neuron, we created two pools of trials differing in prechange Fano factor (Wilcoxon signed rank test, Z = À4.847, p < 0.0001, n = 84) but not in prechange mean firing rate (Wilcoxon signed rank test, Z = À1.365, p = 0.17, n = 84) (see Experimental Procedures). We then calculated neuronal latencies as a function of the prechange Fano factor (Figure 6 ). Even though the prechange Fano factor difference in this simulation was clearly larger than that of the fast/ slow comparison (cf. Figure 5B) , we found no significant differences in latencies (Wilcoxon signed rank test, Z = À7.961, p = 0.9386, n = 84). This indicates that differences in response variability alone are not a sufficient precondition to cause differences in postchange latency. This and the previous analyses show that latencies directly depend on attention and cannot be considered a simple consequence of changes in firing rate or response variability. Rather, these data suggest that attention-dependent latency reductions constitute a unique form of attentional modulation with close relation to behavioral performance.
DISCUSSION
By analyzing the neuronal representation of a behaviorally relevant event, we have shown that attention-dependent response modulations in macaque area MT can directly be linked to the behavioral improvements caused by attention. The two main findings of our study are a systematic covariation of the latency of the transient response with behavioral reaction times and a reduced trial-to-trial variability during the prechange period for trials ending with fast RTs. Notably, the most frequently described effect of attention-a higher firing rate for the attended object as compared to the nonattended object during sustained attentive tracking (i.e., prior to the speed change)-does not reveal any covariation with RT.
Attentional Modulation of the Neuronal Speed Change Representation For causing improvements in behavioral reaction times, reductions of neuronal response latencies constitute a plausible and likely mechanism. This issue has been addressed by various recent studies in areas V4 and MT (Cook and Maunsell, 2004; Lee et al., 2007; Reynolds et al., 2000) , but no experimental support for such an effect has been found. Particularly, it was asked whether increased neuronal responses (which are often accompanied by shifts in latency [Maunsell et al., 1999] ) would induce similar effects on response latency if induced by either contrast enhancement or attention. Yet, only contrast changes reduced latency, whereas attention only showed a small effect that did not reach significance (Lee et al., 2007) . The authors concluded that attention is different from contrast enhancement in area V4, although such an analogy has been suggested before (Martínez-Trujillo and Treue, 2002; McAdams and Maunsell, 1999a; Reynolds and Chelazzi, 2004) . However, very recently another V4 study succeeded in showing attention-dependent reductions of response latency, which were similar to those induced by modest contrast enhancement (Sundberg et al., 2012) , although these latency reductions were not related to behavior.
In the dorsal pathway, previous attentional allocation was not found to have any effect on visual response latencies in the lateral intraparietal area, although it did influence the magnitude of the response (Bisley et al., 2004) . In contrast, Cook and Maunsell (2002) found attention-dependent latency modulations in the ventral intraparietal area. They dissociated onsets of low, median, and high coherent motion (12.5%, 17.5%, 25%) from stimulus onset. Depending on the coherence of the stimulus, detection of motion was associated with different RTs. The authors investigated a possible relation between response latency and RT by pooling over all neurons of a coherence condition and then compared latency values between the different conditions. For area MT, they did not find a significant correlation, whereas neurons in area VIP showed such a correlation.
The existing data from both the ventral and dorsal pathway provide support for the notion that latencies are likely targets of attention-dependent modulation, but they also show that latency modulations are difficult to detect due to the overall small changes. A possible reason why some studies failed to find experimental support for an influence of attention on response latencies might be due to the fact that most of them investigated responses to stimulus onset. As such, attention-dependent latency effects might be masked by the rapid appearance of the stimulus. In contrast, we analyzed neuronal activity in response to a change in stimulus speed, and this change constituted the behaviorally relevant event for the animal. The neuronal representation of this event in area MT constitutes the input signal for later stages of visuomotor processing, and hence it should be closely related to both attention and behavior. Additionally, and in contrast to the previous MT study by Cook and Maunsell (2002) , we performed the analysis on a relation between neuronal and behavioral latencies by using trials from the same experimental condition, thus avoiding confounds from differences in visual stimulation. Our results suggest a close relation between neuronal response times and behavioral reaction times and indicate that attention-dependent latency reductions in early visual cortex may underlie the speeded behavioral responses as caused by attention. Even though neuronal and behavioral latencies reveal clear covariations, the overall latency difference for the fastest and slowest trials is clearly smaller than the corresponding difference in RT. However, since MT constitutes a very early stage along the visuomotor pathway, we propose that these small differences in latency accumulate at later stages and potentially result in a speeding of neuronal responses equivalent to the reductions in behavioral RTs.
Behavioral Relevance of Attentional Modulation during the Prechange Epoch
In accordance with previous studies in area MT (Seidemann and Newsome, 1999; Treue and Maunsell, 1996; Wegener et al., 2004) and other visual areas (Luck et al., 1997; Moran and Desimone, 1985; Motter, 1993; Reynolds et al., 1999) , we found a significant modulation of firing rates during the period of sustained attentive tracking prior to the speed change. Yet correlating the prechange firing rate with the animals' RT did not reveal any systematic relation. Our analysis showed that even for trials with the largest differences in RT, the prechange firing rate is essentially identical. In contrast, response variability across trials (measured by the Fano factor) turned out to covary with the animals' RTs already hundreds of milliseconds prior to the speed-change. At first view, such a relation may seem to be at odd, since the Fano factor constitutes a measure over many trials, whereas the RT is an estimate of a single trial. However, the RT in each single trial is expected to depend on the current SNR of the population of neurons representing the target event, which itself is mainly influenced by two factors: the magnitude of response variability in each of the neurons and the correlation between random response variations across the population (Zohary et al., 1994) . Both effects have been described very recently. First, consistent with our own results, attention-dependent reductions of the Fano factor (i.e., response variability) have been reported in area V4 (Mitchell et al., 2007; , and second, attention-and context-dependent reductions of correlations in variability have been shown in areas V4 (Cohen and Maunsell, 2009; Mitchell et al., 2009 ) and MT (Cohen and Newsome, 2008) , respectively, and have been correlated with detection performance (Cohen and Maunsell, 2010) . Interestingly, reductions in neuronal variability were shown to improve the SNR of neurons much more than firing rate increases (Cohen and Maunsell, 2009; Mitchell et al., 2009) and have a strong impact on signal reliability (Churchland et al., 2010; Cohen and Maunsell, 2009; Mitchell et al., 2009; Zohary et al., 1994) .
In a recent area V4 study, behavioral RTs have also been related to differences in the gamma frequency band prior to detection of the target event (Womelsdorf et al., 2006b ). In accordance with our own findings, the authors did not find any relation between the prechange firing rate and the animals' RT. However, coherence analysis of two simultaneously recorded sites that were processing the behaviorally relevant stimulus revealed a clear covariation in the degree of gamma-band synchronization and the RT of the corresponding trial. Furthermore, increases in gamma synchronization were accompanied by decreases in low-frequency ranges, as also found in other studies describing attention-dependent changes of the frequency composition of correlated signals (Grothe et al., 2012; Taylor et al., 2005) . Notably, fluctuations in low frequencies were suggested to be the major source of the trial-to-trial variability of neuronal responses (Mitchell et al., 2009) .
The current study extends the results on the relation between attention-dependent modulation of neuronal responses and behavior with the finding that both reductions in latency as well as trial-to-trial variability are closely related to changes in behavioral RTs. However, we also showed that reductions in variability cannot trivially explain changes in latency, since we showed that differences in the Fano factor do not influence the estimation of latency on their own ( Figure 6 ). Rather, the described attentiondependent changes in latency seem to represent a unique attentional mechanism. Further investigation of its relation to both RT-related changes in response variability as well as gamma power will be particularly illuminative for deepening the understanding of the relations among attention, response modulation, and behavior.
EXPERIMENTAL PROCEDURES Electrophysiological Recordings
All experimental and surgical procedures followed the Regulation for the Welfare of Experimental Animals issued by the Federal Government of Germany and were approved by the local authorities. Extracellular recordings were carried out in two adult monkeys (Macaca mulatta). Access to area MT was provided by a custom-made recording chamber placed over the superior temporal sulcus. Position of the recording chamber and the coordinates for electrode penetrations to reach area MT were defined on basis of a structural magnetic resonance imaging scan. Surgery was performed under strictly aseptic conditions following a protocol previously described in detail (Wegener et al., 2004) . Neuronal recordings were obtained from 70 and 54 cells in monkey V and F, respectively, using tungsten microelectrodes (2-5 MOhm, 125 mm shank diameter; Frederic Haer, Bowdoin, ME). Area MT was identified by the depth of the recording site, the high portion of direction selective neurons, and the size/eccentricity ratio of RFs (Desimone and Ungerleider, 1986; Maunsell and Van Essen, 1983; Mikami et al., 1986) . The preamplified electrode signal was filtered between 0.7 and 5 kHz and the data sampling rate was 25 kHz. Spikes were detected online by thresholding the signal. RF eccentricity was 2.9-13.5 degrees in monkey V and 2.2-6.4 degrees in monkey F. Eye position was monitored using a custom-made video eye-tracking system with a spatial resolution of 0.2 degrees.
Visual Stimulation
Stimuli were displayed on a 22 in cathode ray tube monitor with a resolution of 1,280 3 1,024 pixels and a refresh rate of 100 Hz, placed 80 cm in front of the monkey. Visual stimuli were presented on a gray background (luminance: 10 cd/m 2 ) and consisted of two high-contrast, drifting sine-wave gratings enveloped by a Gaussian function with a width of 0.75 degrees at half height. Gratings had a spatial frequency of two cycles per degree and drifted by 2.17 degrees/s before and 4.17 degrees/s after speed-up.
Experimental Procedure
During training and recording sessions, animals sat in a primate chair with the head restrained. Following initial behavioral training, area MT was mapped to determine the appropriate positions for electrode penetrations. During recordings, each day the electrode was lowered down the tissue until it approached area MT and was then allowed to settle. Subsequently, the electrode was moved in small steps to isolate a single unit. A neuron's RF size and location was determined by hand mapping. Before starting the speed-change detection paradigm, direction tuning was computed from the neuron's response to Gabor gratings moving in 24 different directions while the monkey was performing a dimming detection task at fixation. Subsequently, one stimulus was placed at the RF location, moving in the preferred direction of the cell, and the other one was mirrored across the fixation point. For a few recordings, the stimulus outside the RF moved in opposite direction to the RF stimulus, but for the majority, it moved in the same direction. Each trial started with the presentation of a red fixation point (0.14 degree side length) placed at the center of the screen. Animals initiated a trial by pressing a lever and starting fixation within 150 ms. Following a delay of 250 ms, a spatial cue was displayed, indicating target location for that trial. The cue was shown for 700 ms and was followed by another delay of 200 ms. Subsequently, the two Gabor gratings appeared. Gratings were static for the first 200 ms and then started to move with an intrinsic speed of 2.17 degrees/s Without moving their eyes, animals had to direct attention to the cued grating and to report a speed change of this stimulus by releasing the lever within 150-750 ms. In about 40%-50% of the trials, the first speed change occurred at the distractor stimulus, which had to be ignored. To avoid modulation of the neuronal postchange response by eye movements, monkeys had to keep fixation for another 300 ms after releasing the lever. Subsequently, an intertrial interval of 3-4 s started. Deviation of the eye position from the fixation point by more than 1 degree and releasing the lever prior to the response interval caused immediate termination of the trial, accompanied by acoustic feedback. Correctly performed trials were rewarded with a drop of fruit juice at the end of the trial.
Data Analysis
Single units were isolated offline using Klustakwik (Harris et al., 2000) , an opensource algorithm for semiautomatic spike sorting that receives waveform parameters such as amplitude, slope, and principal components. Spike clusters were then manually adjusted using a custom-made algorithm for spike form and spike parameter illustration (Galashan et al., 2011) . For all neurons, we calculated a speed change index (SCI) by taking the difference of the mean firing rate of the post-and prechange period and dividing by the sum of both (intervals: À250 ms to 0 ms prechange and 0 ms to 250 ms postchange).
The SCI provides values between À1 and 1, with positive values indicating an increase in firing rate during the postchange period and negative values indicating a decrease. A neuron was excluded from further analysis if (1) we obtained less than minimally 15 trials in one of the experimental conditions (24%), (2) mean activation during the 250 ms prechange epoch was below 15 Hz (6%), (3), behavioral performance (disregarding eye errors) was below 70% (3%), or (4) the SCI was below 0.1 (15%). For all other units, we calculated the SDF with a time resolution of 1 ms, using a Gaussian kernel with s = 20 ms. For the population response, we normalized each unit's SDF with the mean firing rate computed over the last 200 ms of the prechange epoch of all trials for both conditions of attention, thus preventing dominance of neurons with a particularly high firing rate. To investigate the attentional modulation of neuronal responses we computed an attention index for the period of 200 ms to 0 ms prechange as well as 50 ms to 250 ms postchange, based on mean firing rates. This was done by taking the difference of the mean response to attended and nonattended stimuli and dividing by their sum. The index reaches values between 1 and À1, with 0 representing equal responses to both stimuli and 1 and À1 representing responses to only the attended and nonattended stimulus, respectively. Peak amplitude of the postchange response was estimated as the difference between the maximum of the normalized SDF between 50 ms and 250 ms after speed change and the mean of the same SDF between 200 ms and 0 ms before speed change. The latency of the transient postchange response was defined as the point in time at which 75% of the peak's amplitude was exceeded. For each of the conditions, we required a latency value of minimally 51 ms. If in one of the experimental conditions no peak response was estimated during the postchange period, this neuron was excluded from peak amplitude and latency analysis of the corresponding experimental condition (n = 4).
The trial-to-trial variability of the neuronal response was measured by the Fano factor (mean normalized variance of the spike counts), with 1 representing a Poisson distribution and larger values representing a higher variability in the trial-to-trial neuronal response. To compute the time course of the trial-totrial variability, the center of a 150 ms sliding window was moved in 1 ms steps from 300 ms before to 350 ms following the speed change.
Each single trial's RT was normalized by dividing through the mean RT of the respective recording session. Thus, we obtained the relative distribution of RTs independent of variability between sessions. The RT-based analysis of neuronal responses was accomplished by sorting each cell's attended trials by RT and then dividing the trials into five fractions (fastest, fast, mean, slow, and slowest). For each neuron and RTF, we calculated an index for the postchange latency and peak amplitude. For response latencies, the index LI was calculated by comparing the latency of each RTF to the latency of all trials of that neuron: LI = À l ðRTFÞ À l ðallÞ Á À l ðRTFÞ + l ðallÞ Á ;
with l indicating the point in time at which 75% of the peak amplitude is exceeded. Accordingly, the peak amplitude index PAI was computed by:
with f corresponding to the mean firing rate at peak amplitude. The resulting indexes range from À1 to 1, with 0 indicating identical latencies (or peak amplitudes) between the corresponding RTF and the entire set of trials of that neuron. Note that even for trials associated with a long RT, both indexes tended to be positive due to the fact that latency strongly varied with RT. Thus, transient postchange responses showed a wide distribution along the time axis, and averaging over trials from a broader distribution tends to provide smaller peaks than averaging over a smaller number of trials from a more narrow distribution. For control analyses, we pooled data from the nonattended condition in three different ways. First, to test whether differences in the postchange firing rate (50-250 ms after speed change) bias the estimation of latency, we randomly selected ten trials of each neuron, split these into two groups, calculated the mean postchange firing rate for both groups, and for each neuron assigned the group with the higher mean rate to a ''high FR'' pool and the one with the lower mean rate to a ''low FR'' pool. Second, to test whether latencies of fast and slow trials differ even when peak amplitudes in response to the speed change are identical, we selected all trials of a neuron for which the RT differed from the median RT of that neuron by at least 10 ms and then sorted these to two pools of fast and slow trials. For each of the neurons, we randomly selected five trials from each pool and computed the peak amplitudes of the two groups of trials. This was repeated several times to identify one combination of trials for which peak amplitudes differed by not more than 1 Hz. Third, to test whether latency estimation is biased by differences in the neuronal response variability, we constructed two pools of trials with significantly different prechange Fano factor. Pools were constructed by randomly distributing the nonattended trials of each neuron into two groups, testing each group for its Fano factor, and then assigning all groups with the higher (lower) Fano factor to a ''high FF'' (''low FF'') pool. Equal mean rates during the prechange epoch were ensured by requiring p > 0.05 following a Wilcoxon signed rank test. All of these procedures resulted in the same number of trials per neuron as used for the previously described RTFs. Latencies were computed as a function of the variable of interest (postchange mean rate/peak amplitude or prechange Fano factor).
Statistics
All statistical measurements were computed in MATLAB (version R2010b, The Mathworks) using the Statistics toolbox. Effects were defined as significant if the corresponding p value was below 0.05. Normal distribution of data was tested by means of the Lilliefors test. For p values > 0.1, statistics were done using t tests; otherwise, the Wilcoxon signed-rank test was performed. For testing difference-SDFs (difference of SDFs from the attended versus nonattended condition and the fast RT versus slow RT condition) and the time course of the Fano factor, we used a bootstrapping procedure (5,000 samples, bias-corrected and adjusted percentile method) to compute confidence intervals. A bin was considered significantly different if the 95% confidence interval did not include 0 (a < 0.05, two tailed). We used signal detection theory (Green and Swets, 1966) for statistically testing whether latency and peak amplitude values correlate with RT. To this end, we first computed the ROC of the normalized latency and peak amplitude values for the independent groups of trials with the fastest, fast, mean, slow, and slowest RT, and then used the area under the curve to test ROC performance against chance performance by comparing to a discrete probability (binominal) distribution (Box et al., 1978) .
