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In many carbonate reservoirs, much of the porosity is in the form of micropores (with 
diameter 1-10µm).  This porosity lies far below the resolution of any conventional 
wireline logging tools and can only be observed through the analysis of extracted 
core.  To investigate the spatial distribution of the microporosity over a large range 
of length scales requires accurate depth matching of extracted core to wireline data.  
With such a correlation up- and down-scaling relationships can be developed 
between porosity relationships observed at different length scales.  The scaling 
relationships can then be used to infer the distribution of microporosity in regions of 
the borehole without extracted core. 
 
This thesis presents a new, general method for the accurate correlation of extracted 
core to wireline logs using their statistical properties.  The method was developed 
using an X-ray computed tomography (CT) scan of a section of extracted carbonate 
core and well log data from the so-called Fullbore MicroImager (FMI) resistivity tool.  
Using geological marker features the extracted core was constrained to correspond to 
a 2ft (609mm) section of FMI data.  Using a combination of statistics (mean, 
variance and the range from variograms of porosity), combined in a likelihood 
function, the correlation was reduced to an uncertainty of 0.72" (18.29mm).  When 
applied to a second section of core, the technique reduced the uncertainty from 2ft 
(609mm) down to 0.3ft (91mm). 
 
With accurate correlation between core and wireline logs, the scaling relationships 
required to transfer porosity information between scales could be investigated.  
Using variogram scaling relationships, developed for the mining industry, 
variograms from the CT scan were up-scaled and compared with those calculated 
from associated FMI data. 
 
To simulate core samples in regions of the borehole without extracted core, two 
statistical simulation techniques were developed.  The techniques both capture two-
point spatial statistics from binarised, horizontal slices of FMI data.  These statistics 
 iv 
are combined to obtain multi-point statistics, using either neighbourhood averaging 
or least squares estimation weighted by variance.  The multi-point statistics were 
then used to simulate 2-D slices of 'virtual' core.  Comparisons between the two 
techniques, using a variety of features, revealed that the neighbourhood averaging 
produced the most reliable results. 
 
This thesis thus enables, for the first time, core-to-log depth matching to the 
resolution of the logging tools employed.  Spatial statistics extracted from the core 
and up-scaled can then be compared with similar statistics from the precisely-located 
log data sampling the volume of rock around the borehole wall.  Finally simulations 
of 'virtual' core can be created using the statistical properties of the logs in regions 
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Chapter 1 - Introduction 
1.1 Introduction 
Carbonates rocks form some of the most important sedimentary formations on Earth, 
comprising 19-22% of the global record.  They are composed mainly of CaCO3 or 
CaMg(CO3)2 derived from either, biological and skeletal material, or by direct 
precipitation from water.  Carbonate formations are found throughout the world and 
are known from 3.6Gyr to the present day.  They are economically important as they 
are estimated to contain 50% of the world oil reserves (Ramakrishnan et al., 1998).  
They also contain significant ground water aquifers (Maupin and Barber, 2005) and 
host substantial metal sulphide ore deposits (Evans, 1993).  The rocks themselves are 
also used to produce construction materials, such as cement and concrete, and are a 
key ingredient in the chemical industry. 
 
For all the importance of carbonate rocks they remain, however, poorly understood, 
particularly in terms of their fluid flow properties compared to siliciclastic rocks.  
Siliciclastic rocks, such as sandstone and silts, tend to be composed of regular, near 
spherical grains and almost all of their porosity is found between these grains.  This 
allows the creation of relationships between porosity, permeability and the grain 
distribution within the rock.  However in carbonate rocks the grains are often 
irregular in shape and are themselves porous.  Therefore there is no simple 
relationship between grain size and porosity (Choquette and Pray, 1970).   
 
The different distribution of porosity in carbonate rocks can be attributed to the 
complex nature of the processes that control both their formation and subsequent 
diagenesis.  Most carbonates are formed in a marine environment and therefore 
production is sensitive to changes in water chemistry, the biology of the system, and 
temperature.  The percentage of CO2, and the Ca/Mg ratio of sea water, is thought to 
determine the type of limestone formed: high-Mg calcite, low-Mg calcite or 
aragonite.  High-Mg calcite and aragonite are both metastable and will be converted 
into low-Mg calcite over time.  This conversion can lead to the creation of pore space 
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within the grains as the minerals recrystallise.  Fluids flowing through the rocks 
during burial can also dissolve carbonate which can either create voids or precipitate 
carbonate cements infilling pores.  The result of these processes is that the original 
depositional structure of the rock can be heavily overprinted (Wright and Tucker, 
1991).  The resulting carbonate rock contains a highly complex, heterogeneous pore 
network, which ranges from micron sized pores between crystals up to metre-wide 
cave systems. 
1.2 Previous Work 
Carbonates have been traditionally described using classification systems based on 
depositional textures, using either the major constituents of the rock (Folk, 1959) or a 
combination of components and the amount of mud/cement within the rock (Dunham, 
1962).  However, when looking for trapped fluids, particularly hydrocarbons, the 
porosity and permeability of the rocks are the most important features.  This lead to a 
number of classification schemes based on the types of pores observed (Choquette 
and Pray, 1970; Lonoy, 2006).  Then (Lucia, 1983, 1995, 1999), developed a 
modified Dunham classification system which linked observed rock textures to 
peterophysical (porosity and permeability) estimates.  Though pore size is a major 
control on porosity/permeability relationships (Lucia, 1983), Lucia's classification 
scheme is based on the size of particles within the rock.  This lead (Lonoy, 2006), to 
create a new classification scheme based on pore type following Choquette and Pray 
(1970), but including a development of Lucia's textural analysis to include 
permeability estimates. 
 
The traditional classification schemes work on two dimensional images, but to 
understand how fluids flow within a complex formation, such as a carbonate, 
requires full 3-D information of the pore network.  3D images of the pore network 
can be obtained using X-ray Computed Tomography (CT) (Duliu, 1999; Mees et al., 
2003).  The availability of 3-D images has allowed real 3-D pore networks to be 
extracted and used to calculate petrophysical properties which agree well with those 
obtained by laboratory measurements (Lindquist et al., 2000; Arns et al., 2001; Arns 
et al., 2002; Arns et al., 2003; Knackstedt et al., 2004).  The size of pore which can 
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be imaged using a CT scan is proportional to the sample size, with a 1µm diameter 
pore requiring a sample no larger than 1mm
3
.  Using a range of different sized core 
samples, a library of images can be constructed each with a known porosity 
distribution (Arns et al., 2005a).  However as with all the classification schemes 
discussed, the use of the CT technique can only be used to describe physical rock 
samples. 
1.3 Heterogeneity 
The term heterogeneity is used to describe the quality of being made of many 
different elements, forms, kinds or individuals.  This is true of carbonates which are 
composed of biological remains (e.g. shell fragments), mud, cement and reworked 
rock fragments.  These constituents have irregular shapes and sizes, which leads to 
the pore space between them being highly irregular and multiscaled.  Pores found 
between crystals (intercrystal porosity) can often be very small, less than 1µm in 
diameter, but yet form the bulk of a rocks storage capacity (Budd, 1989; Moshier, 
1989).   The pore space can also be found within individual particles, in the moulds 
of dissolved particles and in the form of shelter porosity, where a particle such as a 
shell has protected a void from being filled during burial (Choquette and Pray, 1970).  
These different types of pore space combine to create a highly heterogeneous pore 
network.  An example of a section of carbonate, with different rock elements 
highlighted, is shown in Figure 1.1. 
 




Figure 1.1. Thin section of carbonate, with different rock elements and pore types highlighted.  
Pores are coloured blue due to the injection of resin into the sample.  
 
Figure 1.1 shows a 2-D thin section containing some of the different rock elements 
that make up carbonates, each of which have different degrees of porosity.  There are 
two different regions of matrix observed.  One is densely packed, but may contain 
porosity below the resolution of the image (Dense Matrix).  The other is more open 
with clearly distinguishable pores (Microporous Matrix).  Other components are 
calcitic shell fragments which have very little porosity and vugs which are large 
pores.  This heterogeneity of rock elements is observed at all measurement scales 
making clear why it is difficult to predict how fluids will flow through carbonate 
formations. 
 
2-D thin sections can be used in pore characterisation studies (Anselmetti et al., 
1998).  However, 2-D data cannot provide information about how pores change 
shape, or how different regions of the rock are connected out with the plane of the 
thin section.  Such information is vital if we are to understand fluid flow and requires 
















When studying formations at depth the amount of physical core samples available is 
severely limited due to the great expense of their collection.  Instead, the bulk of the 
available information comes from comparatively inexpensive geophysical borehole 
measurements.  These geophysical instruments do not measure porosity directly, but 
rather measures another physical property (e.g. nuclear magnetic resonance (NMR), 
resistivity, etc,) which can be converted to, or used as a proxy for, porosity and 
permeability (Rider, 2002; Russel et al., 2002).  While geophysical data provides 
comprehensive coverage it is often at low resolution (in that it samples a relatively 
large volume) and is therefore unable to image individual pores. 
 
If the high resolution core samples and low resolution geophysical measurements are 
available from the same region of a borehole then statistical up- and down-scaling 
relationships can be developed to predict the detailed statistics of the porosity 
distribution.  These relationships can then be applied to regions of the borehole that 
have geophysical data but lack core samples (Delhomme et al., 1996; Tilke et al., 
2006).   
 
However even the highest resolution borehole data (e.g. Fullbore MicroImager, 
Photographic logs) is only two dimensional, as this method takes measurements from 
the borehole wall.  To understand the distribution of porosity and permeability within 
a heterogeneous formation requires three dimensional information of the formation, 
such as that provided by X-ray CT scans. 
1.5 Modelling 
The creation of models of porous media has been carried out using templates to 
capture the spatial statistics from a training image, which can then be used to create 
models of soils (Li et al., 2004), or rock samples (Okabe and Blunt, 2004; Wu et al., 
2004).  These simulations utilise the concept of a Markov Chain process.  A Markov 
Chain process is a discrete stochastic process in which the future behaviour of a 
system is dependent solely on the current state of the system; it has no dependence 
on its previous states (Fisz, 1963).  In a simulation the assumption of a Markov 
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Chain means that only small scale transitions are required to simulate large scale 
features (Philippe et al., 1992). 
 
Existing modelling work has used training images arranged orthogonally to gather 
spatial statistics.  However in a borehole the data is gathered from a highly curved 
wall.  Therefore a new method is required to capture the relevant spatial statistics and 
then produce realisations which honour those statistics.   
1.6 Aims 
To greatly improve our understanding of the complex heterogeneous pore networks 
within carbonate rocks requires an integrated approach (Figure 1.2).  The different 
sources of porosity data, measured over a large range of length scales, have to be 
accurately correlated.  This allows the development of up- and down-scaling 
relationships between the different data types.  The development of an efficient 
modelling algorithm would allow realisations of any missing material to be created.  
It would also allow a range of realisations to be created with the same spatial 
statistics.  These realisations could be populated using the up- and down-scaling 
porosity relationships.  The resulting 3D porosity information, over a range of scales, 
could be used to provide valuable fluid flow information using fluid flow simulations 
(Chen et al., 1992; Blunt et al., 2002). 
 
Therefore the aims of this thesis are: 
1. Develop a method for the accurate correlation between core and log data. 
2. Use variogram scaling laws to relate variograms calculated from core data to those 
from borehole log data. 
3. Develop a method for simulating a 3-D volume from 2-D log measurements. 
4. Integrate aims 2 and 3 to create simulations of 3-D rock at small (core) scale from 
data at log scale. 




Figure 1.2. Outline of the proposed methodology for the integration of porosity information 
across a range of scales, from individual pores observed in core samples up to wireline log 
measurements.  A) Core and wireline data sets require to be accurately correlated.  Correlation 
then allows B) the development of porosity scaling relationships and C) the development of 
modelling techniques.  These can then be combined to D) simulate core sections and populate 
them with down-scaled porosity information. 
1.7 Data 
The carbonate data used throughout this thesis came from the Middle Eastern, Lower 
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carbonate formations of the Middle East are of particular importance as they contain 
a substantial proportion of the Earth's remaining hydrocarbon reserves.  The Shu' 
aiba Formation contains many of the regions most prolific hydrocarbon reservoirs 
(Buchem et al., 2002).  The Shu' aiba was laid down on a stable platform at the edge 
of the Tethys ocean (Konert et al., 2001).  It shallows-upwards from packstones and 
wackestones into inter-mixed rudist grainstones and algal boundstones (Alsharhan, 
1987; Pittet et al., 2002).  During diagenesis much of the mud within the Formation 
has been recrystallised as microrhombic calcite crystals (1-10µm).  A considerable 
proportion of the Shu' aiba's porosity lies between these crystals with typical pore 
diameters of less than 2µm (Budd, 1989; Moshier, 1989). 
 
 
Figure 1.3. Cretaceous stratigraphy in the Thamama 'Group' in the Arabian Gulf region. 
1.8 Thesis Outline 
The next chapter I will present a review of the existing literature.  Firstly, I look at 
the processes which lead to the creation of the heterogeneous structures within 
carbonate formations.  Then I look at the range of methods available for capturing 
information about carbonate formations at a range of different scales.  Finally, I 
discuss the available methods for integrating data from different scales, before 
highlighting some of the problems still to be tackled. 




In chapter 3 I have described the source of the data which was provided to the project.  
I have also described the processing which was applied to the data sets prior to it 
being provided.     
 
In this thesis I have focused on the key aspects of the methodology set out in Figure 
1.2.  Firstly, the problem of accurate correlation between different data types is 
investigated.  A method was developed using the example of correlating extracted 
core to resistivity measurements of the borehole wall.  Both of these data sets were 
converted to porosity estimates.  Given the lack of distinctive geological features 
within the formation which would enable a direct correlation to be made between the 
two data types I have developed a statistical approach (Chapter 4).  Once scaled to 
the same resolution, a cascade of statistics, calculated individually for each data set, 
was then compared using a utility function.  The resulting correlation greatly 
improved on the initial correlation estimates down from 2ft to 0.06ft. 
 
The correlation method was validated by applying it to a second section of core and 
corresponding resistivity data (Chapter 5).  Again the lack of large scale features 
prevented direct correlation between the two data sets.  Using the statistical 
correlation method the correlation region was narrowed from 2ft down to two 
separate regions, both in the order of 0.2ft. 
 
With the development of a technique for the accurate correlation of core and wireline 
data sets, I then went on to investigate scaling relationships between the two data sets 
(Chapter 6).  Using the variogram scaling laws set out by Matheron (1963), 
variograms calculated from the original CT data were compared with those 
calculated from averaged CT data.  The poor results, however, suggest that the use of 
a single variogram model is not suitable for capturing the spatial variability within 
the CT data.   
 
The creation of models from borehole data was next examined (Chapter 7).  Taking 
the pattern of measurements obtained by the high resolution borehole resistivity tool, 
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the Fullbore MicroImager (FMI), I have developed a 2D modelling code.  Using a 
variety of synthetic formations allowed the null space of the technique to be explored.  
While the FMI arrangement of measurements is shown to capture sufficient spatial 
information from an image, a simple two point template is insufficient to honour that 
information in a reconstruction.  This suggests that modelling is possible but by 
utilising a larger template and larger section of data.




Chapter 2 - Literature Review 
2.1. Introduction 
Compared to reservoirs found in siliciclastic formations those found in carbonate 
formations are highly heterogeneous.  The physicochemical processes that control 
their formation combined with their biological origins create formations which vary 
greatly over a range of length scales.  The heterogeneous nature of the formations 
structure leads to a complex distribution of porosity in the formation.  Therefore in 
order to understand and exploit reservoirs within carbonate formations requires the 
integration of information from a range of techniques which focus on different length 
scales.   
2.2 Why makes carbonate reservoirs different? 
2.2.1 Siliciclastic Reservoirs 
Much of the work carried out on understanding reservoir heterogeneity, in terms of 
predicting porosity and permeability distributions, has focused on siliciclastic 
formations as these are relatively simple to understand.  Silci-clastic formations are 
formed by the transport and deposition of eroded pre-existing detritus.  This sediment 
is carried from its origin in high energy systems such as rivers and is then deposited 
when as the energy of the system decreases such as when the river enters the sea.  
The main controls on siliciclastic deposition are climate, tectonics and sea level 
change, which combine to determine the accommodation space available to be filled 
(Posamentier and Allen, 1999).  Packages of siliciclastic beds, with unique structures, 
are laid down during different phases of relative sea level change can be identified 
and described using a sequence stratigraphic framework (Emery, 1996b).  The 
petrophysical properties of individual beds are controlled by the energy of the 
depositional system which sorts the grain sizes deposited (Leeder, 1999).  After 
burial the dominant processes are compaction and cementation as the majority of the 
material is silica based and unreactive, limiting chemical diagenesis (Worden and 
Burley, 2003).   




The resulting siliciclastic formations preserve many of their depositional structures.  
Therefore to modern day siliciclastic depositional settings can be used as analogues 
to understand their structure or as they are controlled by a limited number of physical 
processes computer models can be used to create simulations (Tetzlaff and Harbaugh, 
1989).   
2.2.2 Carbonate Reservoirs 
Carbonate formations are fundamentally different from siliciclastic formations as the 
bulk of carbonate sediment is formed in situ.  Instead of material being transported 
carbonate sediment is instead precipitated from sea water by organisms.  The 
biological origins of carbonate sediment mean that there are a wide range of factors 
which influence both types of sediment grains produced and the locations, i.e. 
ecological demands, in which it is deposited.  Carbonate formations are also highly 
susceptible to digenesis after burial, which can result in over printing of the original 
depositional structures.  These processes combine to create carbonate deposits which 
vary widely both in space and time. 
2.2.2.1 Controls 
The biological origin of carbonate sediment means that its production is influenced 
by a wide range of parameters.  Water depth is a key parameter as it governs the 
amount of light available for photosynthesis and it is also a factor in determining the 
kinetic energy of the water through the position of the mean wave base.  
Photosynthesis is the process by which organisms convert light energy to chemical 
energy for their growth.  Without enough sunlight the organisms cannot grow and 
precipitate carbonate (Bathurst, 1975).  The energy of the water, which is also 
governed by currents, affects the production of carbonate sediment differently from 
in a siliciclastic formation as high energy areas tend to correspond to increased 
productivity compared to lower energy areas (Wilson, 1975).  Temperature is another 
factor as carbonate producing organisms will only survive within a relatively warm 
temperature range (Glynn and d'Croz, 1989).  Salinity variations due to circulation 
patterns or freshwater influx will also create variations in the distribution of 
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organisms (Squires, 1962; Kinsman, 1964).  Even the type of carbonate precipitated, 
aragonite, high-Mg or low-Mg calcite, varies according to changes in sea water 
chemistry.  This affect is particularly noticeable when investigating carbonates from 
different periods in geological past (Sandberg, 1975, 1983; Stanley and Hardie, 
1998).  Other factors include the underlying topography which can dictate both water 
depth and energy (through its position relative to prevailing winds), evolutionary 
change which alters the organisms present, and the level of terrigenous sediment 
input which can smoother carbonate producing organisms (Wilson, 1975).  The 
effect of these controls concentrates the production of carbonate into shallow, warm 
marine waters known as the 'carbonate factory' (Figure 2.1.) (James, 1984).  
 
 
Figure 2.1.  An illustration of the main carbonate producing area known as the 'Carbonate 
Factory'.  The region lies in shallow (<15m), warm marine water.  Carbonate material is 
transported from this region shoreward or out into the basin.  After James, (1984). 
2.2.2.2 Structure 
The controls on carbonate production interact to create an abundance of different 
environmental niches each with its own biological assemblages.  These different 
assemblages then create different lithofacies after burial (Wilson, 1974, 1975; 
Scoffin, 1987).  The range of different assemblages has been divided into a number 












Figure 2.2. An idealised cross-section of carbonate reef facies, showing environment and facies 
type.  After Wilson (1974) and Scoffin (1987)  
 
In the deepest areas of the basin there is not enough light to allow in situ carbonate 
production.  Instead carbonate sediment is built up from the decaying remains of 
pelagic plankton which grows near the sea surface and then sinks after death forming 
layers of fine mudstones.  As the water depth decreases on the tidal shelf, more light 
can reach the sea floor and so allows the growth of in situ carbonate forming 
fossiliferous mudstones.   
 
Towards the edge of the basin the depth decreases rapidly in the area known as the 
reef slope.  In this region there is increased carbonate production with the appearance 
of platy corals but there is also debris flows from further up the slope.  This leads to a 
range of deposits from reef boundstones to breccias of reworked material.  At the top 
of the slope on the reef crest, there is the peak in carbonate production due to the 
shallow depth and high water energy.  This leads to massive branching corals which 
trap carbonate mud forming bafflestones and framestones.   
 
The reef crest stops sediment produced in the lagoon from flowing down the slope.  
This leads to a build up of carbonate material behind the reef creating rudtones and 
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grainstones.  Behind the reef the energy of the water decreases in the lagoon but is 
still shallow enough to encourage carbonate production.  In areas with good water 
circulation, described as 'open', this leads to an abundance of fauna and creating a 
range of facies from grainstones to mudstones.  Patch reefs can also be found within 
the open lagoon areas.  In areas of restricted water circulation there is less fauna and 
the area tends to produce mudstones from material transported into the area.  At the 
very edge of the basin the sea floor can periodically become exposed creating an 
extreme environment in which little fauna can survive.  Again this leads to the 
creation of very fine grain mudstones from sediment brought into the area but the 
periodic exposure of the sea floor also leads to the creation of evaporite deposits (e.g. 
anhydrite,gypsum etc.). 
 
The different facies described above are for an idealised carbonate margin.  In real 
examples not all of the facies will be present and those which are may not be 
laterally continuous due local effects (Wilson, 1975).  The effects described so far 
outline how the general depositional structure of a carbonate reef is heterogeneous.  
Over time the large scale controls of tectonics and sea level alter the regions in which 
carbonate is produced creating large scale heterogeneity. 
2.2.2.3 Sequence Stratigraphy   
Sequence stratigraphy is the division of a sedimentary sequence into packages, each 
of which is composed of a series of sedimentary beds, deposited during a specific 
phase of sea-level change (Emery, 1996b; Posamentier and Allen, 1999).  The 
changes in sea level are either eustatic changes in global sea level or a tectonic 
change in the basement which moves the depositional setting relative to sea level.  
There are three main phases which each have there own unique features and are 
shown in Figure 2.3. 
 




Figure 2.3. Examples of the 3 main systems tracts for carbonate sequence stratigraphy.  A) 
Lowstand Systems Tract (LST).  During this phase sea level has dropped exposing the shelf and 
carbonate production is limited to a small fringing reef.  B) Transgressive Systems Tract (TST).  
During this phase sea levels are rising creating accomodation space for carbonate production to 
fill.  C) Highstand Sytems Tract (HST).  During this phase sea-level rise has reached a 
maximum and the carbonate production fills in the remaining accomodation space.  When the 
shelf accomodation space is filled production slows and progrades into the basin.  
 
During times of relatively low sea level, or a lowstand systems tract (LST) (Figure 
2.3a), the shelf can become exposed.  This then limits the available shallow water 
either completely shutting down the carbonate factory or restricting it to a small 
fringing reef.  This therefore limits the amount of carbonate material produced.  As 
SL 
Exposed Shelf 
A) Lowstand Systems Tract 
SL 
Reefs and Shoals 
Slope sediments 
B) Transgressive Systems Tract 
SL 
C) Highstand Systems Tract 
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relative sea level rises, known as a transgressive systems tract (TST) (Figure 2.3b), 
the shelf is covered creating a large shallow area.  During this period the carbonate 
factory works most efficiently and large amounts of carbonate can be built up.  The 
rising sea level creates accommodation space above the shelf into which the 
carbonate can grow.  The rate of sea level change is an important factor as if it rises 
faster than the carbonate precipitating organisms can grow then the system will be 
drowned and production will cease.  When sea-level stops rising, known as a 
highstand systems tract (HST) (Figure 2.3c), new accommodation space is no longer 
created above the shelf.  The carbonate factory will keep working until the 
accommodation space is filled but then it is restricted to a fringing reef which 
progrades the formation laterally (Tucker and Wright, 1990; James and Kendall, 
1992; Emery, 1996a).   
 
The three packages outlined above are the extreme end members of the sea level 
change scale.  In reality there will be small scale changes in relative sea level which 
will be superimposed on the large scale changes creating a range of intermediate 
tracts.  The resulting formation is composed of vertical cycles of carbonate facies, 
from metres to 100's of metres in length, which record deposition in progressively 
shallower environments (Wilson, 1975; Kendall and Schlager, 1981; Algeo and 
Wilkinson, 1988). 
2.2.2.4 Diagenesis 
Diagenesis is the term used to describe all the processes which affect sediments after 
burial but before the onset of metamorphism.  These processes alter the original 
depositional fabrics of the sediments and in turn their petrophysical properties.  
Carbonate sediments are particularly susceptible to diagenetic change due to their 
chemical composition.  Initially carbonate sediment consists of a mixture of 
aragonite, high-Mg calcite and low-Mg calcite mixture of aragonite, high-Mg calcite 
and low-Mg calcite.  Both aragonite and high-Mg calcite are metastable and will 
eventually convert to the more stable form of low-Mg calcite.  The principle 
diagenetic processes are cementation, compaction and dissolution and these 
processes are controlled by the sediment composition, the pore fluid chemistry and 
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flow rates and the burial history of the formation.  .  There are many detailed reviews 
on diagenetic processes  (Bathurst, 1975; Longman, 1980; James and Choquette, 
1983, 1984; Schneidermann and Harris, 1985) and so I will concentrate on the 
petrophysical effects of diagenesis. 
 
The process of cementation precipitates carbonate cements from pore fluids onto the 
walls of the pore space.  Over time these cements reduce the volume of pore space 
and restrict the permeability of the formation.  Cementation starts soon after burial 
due to the high fluxes of sea water through the shallow sediment (Shinn, 1969).  
These early cements can therefore be linked to specific depositional textures with 
high permeability.  However, later stage cements are formed from carbonate rich 
fluids flowing through the deposit or from the enrichment of fluids already present 
through dissolution elsewhere in the formation.  These processes cannot be linked to 
specific depositional textures (Lucia, 1999).  
 
Compaction, physical and chemical, also reduces the volume of pore space and 
restricts permeability and is caused by increases in pressure as the sediment is buried.  
In the early stages of burial physical compaction is dominant and can dramatically 
reduce the porosity of soft carbonate mud from 70% down to 40% (Shinn and 
Robbin, 1983; Goldhammer, 1997).  As the burial depth increases then chemical 
compaction, or pressure dissolution, becomes more common.  Chemical dissolution 
is influence by a range of factors including temperature, fluid composition and 
mineral composition.  Chemical compaction features include stylolites, thin horizons 
containing insoluble material, and the interpenetration of grains.  These features are 
not specific to depositional fabrics (Scholle and Halley, 1985; Choquette and James, 
1986). 
 
The other main diagenetic process is the dissolution of carbonate.  As outlined above 
this can be caused by compaction during burial, but it can also be caused by changes 
in the pore fluids particularly if the sediment is uplifted into a region where the pore 
fluid is of meteoric origin opposed to marine.  This results in the decomposition of 
carbonate minerals, particularly the metastable aragonite and high-Mg calcite (James 
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and Choquette, 1984).  Another cause of dissolution is the flow of water through the 
formation.  This will have a different chemical composition and possibly and 
different pH increasing the likelihood of dissolution.  This process can lead to 
particularly large scale features such as cave systems (Longman, 1980; Tucker and 
Wright, 1990).   
 
Other diagenetic processes include neomorphism, micritization and dolomitization 
(Tucker and Wright, 1990).  All these diagenetic processes rework and overprint the 
original diagenetic textures.  In the early stages of burial some aspects of compaction 
and cementation can be linked to specific depositional features.  However, during 
deep burial the diagenetic processes become less fabric specific.  The processes can 
also overlap with a section of the rock formation being subjected to a number of 
different diagenetic processes over time (Lucia, 1999).  The resulting formation is 
highly heterogeneous and its internal structures may bear little resemblance to those 
initially created. 
2.2.2.5 Summary 
The carbonate formation resulting from the processes outlined above is highly 
heterogeneous over a large range of length scales.  The biological origins of the 
sediment control the initial locations and types of sediment deposited, but this is also 
influenced by evolutionary changes in the organisms through time.  Then changes in 
relative sea level control how the formation develops creating cycles of sediment.  
Finally, after burial, phases of diagenesis overprint the original depositional textures 
and alter their petrophysical properties.  To understand carbonate formations, and 
hence carbonate reservoirs, requires information from across a range of length scales, 
from how diagenesis has altered micron sized pores right up to the kilometre sized 
reef structure. 
2.3 How can we quantify this information? 
The previous section explained why carbonate reservoirs are highly heterogeneous 
over a range of length scales.  This next section will set out a variety of methods 
which can be used to capture and parameterise information about this heterogeneity.  
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Such information can be used to understand the layout and composition of these 
reservoirs.  This is of particular interest when trying to exploit their economic 
potential particularly through the production of hydrocarbons. 
 
This section discusses the range of methods for capturing heterogeneity information 
according to the length scale at which they are applied.  Firstly reservoir analogues 
are discussed followed by inter-borehole methods and those applicable to individual 
boreholes.  Finally I discuss methods which can be applied to extracted core samples 
and thin sections cut from them.  I then discuss various strategies that can be used to 
integrate the results from methods applied at different length scales, before outlining 
the areas of the integration process in which more research is required. 
2.3.1 Reservoir Analogues 
2.3.1.1 Outcrop 
The main barrier to our understanding of reservoirs is that they lie in the subsurface 
restricting our knowledge to sparsely located boreholes or low resolution seismic 
data.  A solution to the problem is through the use of reservoir analogues.  Analogues 
are outcrops, models or borehole studied examples of depositional settings with 
similar characteristics to the reservoir of interest.  Once the depositional setting of 
the reservoir has been identified then it is be compared with an appropriate 
geologically consistent analogue if one exists (Alexander, 1993). 
 
One source of reservoir analogues is to search for modern examples of the 
depositional setting of interest.  This is an example of Charles Lyell's principle of 
uniformatarianism which explains that by studying what is happening at the present 
we can gain understanding of previous events.  For carbonate production the modern 
depositional analogues include the Bahama bank platform (Purdy, 1963) and the 
ramp systems of the Persian gulf (Purser, 1973).  The use of modern systems is very 
useful in understanding how depositional structures are formed but they lack any of 
the post burial diagenetic structures which are particularly important in carbonate 
reservoirs.  Also in carbonate systems the carbonate maybe produced in situ and 
varies chemically, from calcite to metastable aragonite, according to water chemistry 
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which is known to have varied over geological time (Sandberg, 1975, 1983; Stanley 
and Hardie, 1998). 
 
The study of outcropping geology is an obvious source from which to construct 
reservoir analogues as outcrops allow the detailed study of normally hidden 
structures.  The study of outcrops has evolved from traditional geological mapping 
and sedimentary logging through the use of GPS systems to record highly accurate 
and dense datasets (Bryant et al., 2000).  The range of length scales over which the 
outcrops vary are covered using a range of methods from aerial photography and 
seismic studies for the largest structures down to borehole studies to investigate 
petrophysical changes (McCaffrey et al., 2005).  All these data sets can be brought 
together to create a 3D model to use as a reservoir analogue.  An example of a 
detailed carbonate outcrop analogue is the Algerita escarpment, in the Guadaloupe 
Mountains, USA, which is an example of a carbonate ramp systems (Goggin et al., 
1993; Wang et al., 1998).  Algerita is particularly useful as the carbonate has been 
dolomitised prior to uplift and so has not been subject to alteration due to meteoric 
water during uplift and so retaining a porosity/permeability distribution very similar 
to the subsurface.  Other borehole studied outcrop analogues include the Miocene 
Llucmajor platform in Mallorca (Pomar and Ward, 1999) and the lower Aptian 
(Cretaceous) carbonate outcrops in northern Oman  which provide information about 
the large reservoirs within the Shauiba formation (Borgomano et al., 2002). 
2.3.1.2 Geological Process Models 
An issue with the use of both outcrop and modern analogues is that they maybe 
restricted to a limited number of examples for each depositional setting and therefore 
the features observed could be specific to the deposition location and not 
representative of the general physical depositional processes.  A method for avoiding 
this problem is through the development of computer based process models which 
can be used to construct reservoir analogues.  These models mimic the physical 
processes that control deposition (e.g. sedimentation rate, water depth, currents) and 
build up a range of possible geological realisations (Tetzlaff and Harbaugh, 1989; 
Waltham, 1992).  Carbonate process models were initially restricted to 2D and 
Chapter - 2 
  
 22 
concentrated on the main process of sediment production, crustal subsidence and sea 
level change (Bice, 1988; Bosence and Waltham, 1990).  With increases in computer 
processing power the models were expanded to 3D and to increase the number of 
processes modelled (Hussner and Roessler, 1996; Bitzer and Salas, 2002; Warrlich et 
al., 2002; Hill et al., 2008).  The models are then validated using input data collected 
from real carbonate systems and comparing them with the model outputs (Scathro et 
al., 1989; Bosscher and Schlager, 1992). 
 
The advantage of using a computer model is that they can be used to test theories as 
to how different processes interact to create the features observed such as how 
changes in sea level and subsidence produce carbonate cycles (Spencer, 1989; 
Burgess, 2001).  One of the main issues with computer based analogues is that the 
accuracy of the output is dependant on the accuracy of the input parameters and of 
the equations used to represent true physical processes.  As these are generally only 
known to within limits this results in a range of equally valid output models.  
Another issue is that not all of the processes which affect deposition can be included 
due to computational constraints. 
 
Both outcrop and process model based analogues are very useful in allowing us to 
understand how different carbonate systems develop and then once buried how 
porosity and permeability might be distributed within in a subsurface reservoir.  The 
key to the use of analogues is to be aware of their limitations.  In the case of modern 
analogues it should be noted that depositional conditions such as sea water chemistry 
will be different from those in the past.  Also the formation has not yet been 
subjected to the effects of burial and diagenesis.  With outcrop analogues it should be 
remembered that these rocks have been brought to the surface and will be altered due 
to the effects of weathering and the flow of meteoric waters through them.  In the 
case of computer based analogues it is not possible to capture every process and 
interaction which influences carbonate sedimentation.  Also computer based models 
produce a range of different but equally valid simulations and care is required in their 
interpretation. 
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2.3.2 Inter-borehole Scale 
The existence of a potential reservoir is determined largely using remote sensing 
methods such as reflection seismic surveys.  These can image subsurface structures 
but only in terms of seismic velocity.  For more detailed information boreholes are 
drilled from which specific rock types and packages are identified.  This information 
is used to build up a picture of the reservoir structure between boreholes.   
2.3.2.1 Inter-borehole Correlation 
The simplest method to achieve this is through the inter-borehole correlation and 
interpolation of specific, easily identifiable horizons or packages.  By linking these 
horizons and packages throughout a network of boreholes a 3D image of the 
reservoir structure can be created. 
 
Correlation has conventionally been carried out manually.  However such 
correlations can be highly subjective resulting in different results from different 
geologists, especially when dealing with complex structures.  This has lead to the 
development of a number of computer-aided methodologies in an attempt to remove 
subjectivity.  The methods still rely on manual classification of log data into 
stratigraphic units and key surfaces prior to correlation.  Initial attempts were based 
on cross-correlation between pairs of boreholes with the optimal correlation being 
the maximum value of the cross-correlation function (Rudman and Lankston, 1973; 
Mann and Dowell, 1978).  The method has been further improved through the use of 
weights based on bed thickness (Olea, 2004).   
 
Another approach has been to utilise sequence matching techniques initially 
developed in molecular biology such as dynamic waveform matching (DWM).  The 
DWM technique allows the thickness of units in a sequence to be varied.  This 
allows the technique to cope with missing units and variable thicknesses of units 
(Smith and Waterman, 1980; Waterman and Raymond, 1987).  A further refinement 
to this technique is through the use of dynamic programming which minimises a cost 
function based on differences between attributes of the two boreholes (Fang et al., 
1992).  Correlation techniques provide very simple information about what happens 
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between boreholes – simply that beds change thickness or disappear.  For an 
indication of how the beds might change between boreholes requires more detailed 
methods.   
2.3.2.2 Variograms  
One method for predicting behaviour between boreholes is through the use of 
geostatistics.  These are a set of tools which were developed for the mining industry 
to enable predictions to be made of ore grade potential between boreholes (Matheron, 
1963).  Geostatistical theory assumes that the data being investigated is a set of 
realisations drawn from an underlying random function.  The aim then is to 
characterise features of this underlying distribution which can then be used to draw 
realisations in unsampled locations.  The use of geostatistics makes the assumption 
that the underlying random function remains the same throughout the region and so 
the data can be described as stationary (Wackernagel, 1998).   
 
The variogram is the main tool used in geostatistics to capture information about the 
underlying random function.  It measures the expected degree of dissimilarity 
between pairs of points as a function of the distance between the points.  The 
variogram is defined as: 
 








γ       …(2.1) 
 
where g(x) is the porosity data at position x, h is the separation between points, and n 
is the number of pairs of points with a separation h (Clark, 1979).  By constraining 
the direction in which the distance between the pairs is measured, different 
variograms can be calculated revealing any anisotropy in the data.  To enable the 
calculated variogram to be used to simulate data it must be replaced with a best-fit 
model variogram to ensure that it has physical meaning and that the random function 
it represents could exist (Wackernagel, 1998).  Model fitting is generally done by eye 
but there have been several attempts to automate the process using a least squares 
method (Zhang et al., 1995; Jian et al., 1996).  




Once a valid variogram model has been fitted it can then be used to simulate data in 
unsampled locations using a method called kriging.  In ordinary kriging a weighted 
linear combination of neighbouring samples is used to estimate a value at unsampled 
locations.  The weights are determined using the variogram model to ensure the 
estimation variance is minimised, in a method similar to standard linear regression 
(Armstrong, 1998).  The kriging technique has been adapted to allow multiple sets of 
data to be used, such as borehole-derived porosity data and seismically-derived 
porosity data.  The technique is known as cokriging.  To achieve this variograms 
need to be determined for both sets of data, as was the cross-variogram between the 
two sets of data (Wackernagel, 1998; Yao and Journal, 2000).   
2.3.2.3 Multi-point statistics  
The use of traditional geostatistics for modelling has limitations as it is based on 
variograms.  As variograms measure the expected variability between two locations 
they cannot capture curvilinear features of a reservoir such as meandering channels.  
To successfully capture such features requires techniques which take information 
from multiple-points (Strebelle, 2002).  However to capture multiple-point statistics 
requires dense data coverage and when studying the subsurface data is only available 
from a limited set of boreholes.  The solution is to use training images to capture the 
statistics.  Training images are 2D (or 3D) datasets which contain examples of the 
geological structures which are thought to exist within the reservoir (Caers and 
Zhang, 2004).  They can be taken from analogues observed at the surface, created 
from a simulation algorithm or can even be digitised by a geologist.  Care needs to be 
taken when selecting which training images are used.  As when calculating 
variograms, care should be taken to ensure that the training images are stationary (i.e. 
the features of interest are statistically repeated) to allow their multiple-point 
statistics to be captured. 
 
The multiple-point statistics are measured by comparing the differences and spatial 
locations of a target cell with those around it.  The number of cells involved is 
normally restricted to a limited number of neighbouring cells using a template.  The 
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template is passed cell by cell over the training image and at each step the state of 
individual cells beneath the template, their position,  and the state of the central cell 
is stored (Wang, 1996).   
 
The creation of simulations based on the multiple-point statistics can be created 
using a number of different methods.  An early approach was to use simulated 
annealing (Farmer, 1992).  In simulated annealing a random image is created and 
then pixels are altered until a distance function (which compares the simulation 
statistics with the training image statistics) is minimised.  This is a computationally 
intensive approach requiring multiple scans of the simulation image and it can be 
difficult to ensure the real distance function minimum is reached and not a local 
minimum. 
 
Another borehole used approach is that of the snesim algorithm (single normal 
equation simulation) (Strebelle, 2002).  In this algorithm any known data (e.g. 
borehole data) is assigned to simulation cells.  Then a random path is determined 
which visits each cell without data once.  Then at each cell a search is made for 
surrounding cells containing data (simulated or known), which is then used to 
construct a probability model using the multiple-point statistics measured from the 
training image.  A draw is made from the probability model which is then assigned to 
the cell.  This process is repeated until the simulation is filled.   The advantage of this 
approach is that each cell is visited only once reducing computing time and also it is 
relatively straight forward to include information from other sources, such as seismic 
data, into the probability model to improve the simulation (Caers, 2002; Strebelle et 
al., 2002). 
 
The use of multiple-point statistics is useful for capturing the curve-linear features 
poorly determined by variograms which are particularly important when dealing with 
reservoirs.  However the technique is at present limited to data which has been 
divided into a limited number of states, often restricted to a binary system.  This is 
due to the large number of interactions which are being measured, each increase in 
state dramatically increases the number of interactions which need to be measured.  
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The problem will be partially fixed through increases in computing power but there 
will still remain the issue of ensuring that a multiple state training image contains all 
the relevant interactions. 
2.3.2.4 Markov chain simulation  
Another approach related to multiple-point statistics is to capture sequences which 
are repeated in geology.  Many of these sequences and patterns are assumed to be 
Markovian in nature (Davis, 2002).  In a Markovian process the future state of the 
system depends only on the present state and the past states have no influence (Fisz, 
1963).  This implies that if the small scale behaviour is understood it can be used too 
replicate large scale behaviour. 
 
In geology the subsurface is often divided into discrete units based on lithology or 
deposition.  In such a discrete system the Markov process is known as a Markov 
chain.  Markov chains can be used to simulate geological structures using transition 
probabilities, which give the probability of a cell containing a certain state given the 
state of neighbouring cells (Davis, 2002).  The transition probabilities tend to be 
measured from real data rather than training images as in multiple-point statistics.  
Initially the technique was used to simulate vertical sequences with the transition 
probabilities being obtained from borehole data (Vistelius, 1949; Gingerich, 1969; 
Doveton, 1971).  Work carried out in the field of image processing developed 
methods for combining Markov chains in a coupled chain to create multiple-
dimensional simulations (Geman and Geman, 1984; Qian and Titterington, 1991).  
This was utilised to create 2-D geological simulations with the vertical transitions 
again taken from borehole data and the vertical transitions taken from outcrop data 
(Carle and Fogg, 1997; Elfeki and Dekking, 2001; Li et al., 2004).  These 
simulations also allowed the conditioning of the simulation to real data. 
 
As with multiple-point statistics the use of Markov chains has been restricted to 
discrete geological data.  However as only a limited number of directions are 
involved it means there are far fewer interactions to measure and so more data states 
can be used.  This means that the end simulation is more realistic in terms of the 
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variability of data types but it may poorly represent transitions out with the 
horizontal or vertical planes.  
2.3.3 Single borehole scale  
The drilling of boreholes allows access to the subsurface but due to the expense of 
extraction the amount of physical core samples recovered is generally limited in 
depth range.  Instead a range of remote sensing logging tools have been developed 
which measure a variety of physical properties (e.g. sonic velocities, neutron density 
etc) as they are passed through the boreholes.  Using the changes observed in the 
physical properties, predictions can be made about the lithologies within the borehole.  
The conventional use of such tools provides coverage of the entire borehole but 
coverage is limited to a 1D profile with a resolution of several feet (Rider, 2002).   
 
Improvements in data acquisition have allowed the increased use of borehole 
imaging technology.  Borehole images provide high resolution, 2D information about 
the borehole wall.  Though they are called borehole images they can reflect changes 
in acoustic or resistivity properties as borehole as optical properties (Prensky, 1999).  
The advantage of high resolution, 2D information is that it reveals much of the small 
scale heterogeneities that are averaged over by conventional logging tools.  These 
heterogeneities can be used to subdivide large formations to reveal more of there 
depositional history (Williams and Pirmez, 1999; Russel et al., 2002).  They can even 
be used to identify specific fossil types aiding the interpretation of lithofacies 
(Hughes et al., 2003). 
 
The topic of borehole logging is a very large field and a more indepth study is 
beyond the scope of this review.  For further information on the field I refer the 
reader to existing reviews of the field (Timur and Toksoz, 1985; Hearst, 2000; Rider, 
2002). 
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2.3.4 Core and below scale 
2.3.4.1 Non-Destructive Methods 
The only way to be completely sure of what lies in the subsurface is to extract 
physical rock samples.  This allows detailed analysis of the rocks but is generally 
only available for limited regions of a borehole due to the cost of extracting the 
samples.  These factors make non-destructive analysis methods, which preserve the 
sample, particularly important.  One such method is to produce CT (computed 
tomography) scans of the sample.  CT scans are produced by passing X-rays through 
a sample and measuring the attenuation of the X-ray beam due to the sample.  The 
measurements are repeated as the sample is rotated and then back projection 
algorithms are used to construct a 2D image of the sample.  By stacking a set of 2D 
slices together a 3D volume can be constructed based on changes in X-ray 
attenuation within the sample.  The differences in X-ray attenuation can be attributed 
to changes in density caused by sub resolution porosity or areas with different 
chemical compositions (Duliu, 1999; Ketcham and Carlson, 2001).  By restricting 
the size of the samples analysed the CT volumes can have a resolution down to 2 µm 
(Knackstedt et al., 2004).  The high resolution images produced can be used to 
analyse the 3D distribution of fractures (Sellers et al., 2003; Vandersteen et al., 2003), 
to extract the pore network from which porosity and permeability estimates can be 
made (Arns et al., 2001; Arns et al., 2003; Knackstedt et al., 2004; Arns et al., 
2005b) or to directly image fluid progression through a sample by taking repeated 
scans as a liquid with contrasting X-ray attenuation properties is pumped into one 
end of the sample (Hirono et al., 2003). 
2.3.4.2 Destructive Methods 
Another non destructive analysis method is the visual description of the rocks as if 
they were observed in outcrop at the surface to produce sedimentary logs.  These 
logs can be used to identify different facies and help determine the stratigraphy of the 
rocks (Boyles et al., 1986).  The visual descriptions can be tied to geophysical log 
data by measuring the geophysical properties of the actual samples (Rider, 2002).  
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The visual description of facies can then be used to aid the interpretation of the 
geophysical logs. 
 
To visually identify the rock components requires that rock samples are cut up to 
produce thin sections.  The thin sections are very thin slices of rock which can be 
analysed under a microscope or electron microscope (Anselmetti et al., 1998).  This 
allows the rock sample to be described according to a standard rock classification 
system.  In carbonate rocks the first classification systems were based on either the 
major constituents of the rock (Folk, 1959).  This was then expanded to include the 
amount of cement/mud between the constituents (Dunham, 1962).  These systems 
described the rock fabric and provide little information about the petrophysical 
properties of the rock.  This lead to the development of a classification system based 
on the types of pore observed (Choquette and Pray, 1970).  This was followed by 
classifications which linked specific rock fabrics with petrophysical properties (Lucia, 
1983, 1995, 1999).  More recently a classification scheme has been proposed which 
combines the pore types observed with the rock fabrics to provide permability 
estimation (Lonoy, 2006).  This expansion of the classification systems to 
quantifying porosity and permeability is of particular importance when characterising 
reservoirs as these are the key properties which control fluid flow.   
 
The analysis of thin sections is generally carried out manually.  Attempts have been 
made to automate the process particularly when studying the pore network.  The 
method involves the impregnation of thin sections with blue epoxy which fills the 
pore network.  The pore network can then be easily identified in an optical image and 
the pore distribution measured (Mowers and Budd, 1996).  The problem with the 
analysis of thin sections is that they represent only a small section of the rock and are 
restricted to a single plane.  A solution to this problem is to capture the spatial 
statistics of the pore network from the thin section and then produce a range of 
simulations based on those statistics.  This has been carried out using the multiple-
point geostatistical method (Okabe and Blunt, 2004, 2005) and using a 2D Markov 
chain (Wu et al., 2004).  The Markov chain method has been expanded to measure 
2D Markov chains from 3 orthogonal thin sections and then combine these to create 
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3D simulations of the pore network.  These simulations can then be used in fluid 
flow models to give accurate permeability information (Wu et al., 2006). 
2.4 Integrating data 
In carbonate reservoirs heterogeneity is observed over a vast range of length scales.  
It can be seen in the micron sized gaps between crystals that have under gone 
diagenesis, at larger scales (mm's to 100's of metres) the rocks are composed of 
skeletal material and so vary depending on both the species present and the position 
within the reef complex, and controls of sea level change and tectonics control the 
shape and structure of the reservoir at the kilometre scale laterally.  To capture the 
heterogeneity within a carbonate reservoir requires the use of a range of the 
techniques outlined above.  The techniques can provide detailed information about 
heterogeneity at specific length scales but to understand the behaviour of the whole 
reservoir requires the integration of this information.  Some of the techniques 
described already offer some scope for data integration such as the use of seismic 
and borehole log data to constrain multiple-point geostatistical simulations (Caers, 
2002; Strebelle et al., 2002).  The process of integration is more generally carried out 
through some form of up-scaling process.  Up-scaling is the process of converting 
high resolution data to a low resolution equivalent by taking some average value.  
The advantage of up-scaling is that it allows high resolution data from boreholes to 
be converted to a form which can be used as an input into a reservoir simulator 
which, due to the scale of the reservoir and the relatively intense computation 
required for fluid flow simulation, have a far lower resolution (Pickup and Hern, 
2002). 
2.4.1 Up-scaling in General 
The individual measurements in a data set represent the value for a given sample size, 
known as the measurements support.  If the measurements are repeated with a 
different sized support (i.e. different sample size) then both the values and variability 
of the measurements will usually change.  This change can be illustrated if we 
consider a set of point measurements, ax of a physical property and a second set of 
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measurements, bx, of the same physical property but with a support which spans 
several of the point measurements (Figure 2.4.).   
 
 
Figure 2.4.  An example of why scaling is required.  The two sets of measurement ax and bx have 
different supports and therefore require scaling relative to each other in order to be compared. 
 
 
In this case the measurements, bx, are some average combination of the point 
measurements ax spanned by the support. The effect of this averaging is to lower the 
variability of the measurements bx as it smoothes out the extreme values in the data 
set.  The effect has been demonstrated using real core measurements of lead and zinc 
in (Clark, 1979) and also using porosity measurements in (Doveton, 1994).  The aim 
of up-scaling is to replicate the type of averaging which occurs when measurements 
are repeated at a larger scale. 
2.4.2 Permeability up-scaling 
The bulk of the literature on up-scaling in the subsurface has concentrated on up-
scaling permeability measurements as these are a key parameter in reservoir fluid 
flow simulations (Renard and Marsily, 1997).  However permeability up-scaling is 
complicated as permeability is a non additive property (Wen and Gomez-Hernandez, 
ax bx 
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1996).  This means that an average over a thin impermeable barrier (e.g. reservoir 
seal) and highly permeable surrounding rocks will have zero permeability at all 
resolutions.  In special circumstances simple means can be used to perform up-
scaling (e.g. the arithmetic mean parallel to infinite set of layers (Marsily, 1986)), but 
in general more complex methods are required.  One such method is a variation on 
the averaging method and uses a power average in which the exponent depends on 
the spatial distribution and the result lies between the harmonic and geometric means 
(Journel et al., 1986).  Other methods involve solving the diffusion equation using 
techniques such renormalisation (King, 1989) or tensors (Pickup et al., 1994).  In an 
attempt to integrate information about the geological structure with these numerical 
solutions a method was proposed which divides the data by detecting large changes 
in the permeability.  These regions are then scaled individually to create a more 
realistic model (Liu et al., 2002).  The problem with many of these methods is in the 
amount of computational time required to achieve a result with the result that in 
order to obtain quick results the less valid methods are used in which either a mean 
value is taken or a high resolution sample value is assigned to a larger scale block 
(Renard and Marsily, 1997). 
2.4.3 Variogram Scaling 
In geostatistics a set of laws were developed for which allow both the up and the 
downscaling of variograms.  These were developed to allow variograms calculated 
from different samples with different supports to be compared (Matheron, 1963).  
The scaling laws utilise the concept of a point scale variogram (the variogram which 
would be obtained if infinitely small samples were used) to calculate a variogram at 
any desired support (Frykman and Deutsch, 1999).  A detailed description of the 
laws is provided in section 6.3.  Once the variogram has been calculated for a new 
support then it can be used to create a kriging simulation.  An example of the use of 
geostatistical scaling laws is in the comparison of heterogeneity measured in high 
resolution image logs with that measured in standard low resolution wireline logs 
(Tilke et al., 2006).  The advantage of using variogram scaling laws is that they allow 
downscaling as borehole as up-scaling but the method is again computationally 
expensive requiring numerical integration over the different volumes of investigation. 
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2.5 What's missing 
In order to fully integrate data gathered over a wide range of length scales still 
requires the solution of several key problems.  One of these is the accurate 
correlation between data measured at different spatial resolutions and measured 
using different techniques.  This is a requirement for both the development of scaling 
relationships and also for the relative positioning of different data sets within a 
reservoir model.  In regions with large scale features, such as bed boundaries or 
faults, which can be observed in both data sets the problem is relatively 
straightforward (e.g. matching features in core and high resolution borehole images 
(Lofts and Bristow, 1998)).  However in large formations away from such features 
the correlation of data sets is much more complicated.  Without features the 
correlation has to be inferred from the nearest large scale feature.  If the nearest 
feature lies some distance away this can result in a large degree of uncertainty in the 
correlation.  In this thesis I propose a new correlation method based on matching the 
statistical features of the data distributions. 
 
Another area requiring investigation is that of downscaling.  As already highlighted 
there has been much work devoted to the problem of up-scaling.  This has been 
principally driven by the need for realistic inputs into reservoir simulations.  
However in some carbonate formations the bulk of the porosity is found at the 10µm 
scale between crystals (Budd, 1989; Moshier, 1989).  This lies borehole below the 
resolution of any of the available logging tools and can only be measured using rock 
samples.  As the availability of rock samples is limited it would be useful to be able 
to estimate porosity and hence permeability by downscaling low resolution data.  
These estimates would allow fluid flow simulations to be carried out at high 
resolution and the results can then be up-scaled to input into reservoir models.  The 
problem with downscaling is that as opposed to up-scaling which is a deterministic 
process, downscaling is a probabilistic process as the up-scaled data only constrains 
the probability distribution of possible down-scaled values.  The geostatistical 
scaling laws offer a framework for downscaling and so in this thesis I will investigate 
their application to carbonate data through up-scaling carbonate measurements. 
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Another issue is the integration of data which sample different spatial volumes such 
as 2D borehole wall images with 3D core measurements.  Permeability 
measurements made on a 2D data set will only capture connections in one plane and 
so may be very different to those made using 3D data.  However as with the scaling 
problem the 3D data sets require physical rock samples and the bulk of data is 
restricted to 2D or even 1D borehole logs.  If it was possible to capture spatial 
statistics from the borehole logs then these could be used to create 3D realisations.  
These realisations can then be used to constrain the range of possible porosity and 
permeability measurements.  In this thesis I will develop a modelling technique 
which captures spatial statistics from borehole wall images and then simulates a 
range of valid realisations. 
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Chapter 3 - Data 
3.1 Introduction 
In this chapter I will introduce the data sets which were provided to the project to 
enable the relationships between extracted core and borehole logs to be investigated.  
Two sections of extracted core data were provided in the form of Computed 
Tomography (CT) scanned volumes, which representing changes in x-ray attenuation.  
The associated borehole data came from a Fullbore MicroImager (FMI) tool which 
provides resistivity images of the borehole wall.  These images were provided to the 
project as well as a set of images which had been converted to porosity estimates. 
3.2 Geological Background 
All the data sets were obtained from a borehole through the Lower Cretaceous 
carbonate Shu' aiba Formation, which holds many prolific hydrocarbon reservoirs 
throughout the Middle East (Buchem et al., 2002).  The Shu' aiba was deposited in a 
shallow marine carbonate ramp setting and grades broadly from packstones and 
wackestones to inter-mixed rudist grainstones and algal boundstones (Alsharhan, 
1987; Pittet et al., 2002).  Much of the lime mud has been recrystallised as 
microrhombic calcite crystals (1-10µm), and a considerable proportion of the Shu' 
aiba's porosity lies between these crystals with typical pore diameters of less than 
2µm (Budd, 1989; Moshier, 1989). 
3.3 Core Data 
Two sections of extracted core where provided to the project.  One was 120mm in 
length and the other 165mm in length with a 500ft difference in depth between them.  
Each of the core sections was extracted from of a section of rudist rudstone.  The 
only obvious large-scale features within the cores are shell fragments from a marine 
bivalve known as a rudist.  These fragments are typically elliptical, up to 1" (25mm) 
in length and 0.6" (15mm) in width.  The outer shells of rudist valves are composed 
of low-Mg calcite and hence are generally preserved; the inner valves, originally 
composed of aragonite, are now represented by either recrystallised calcite or large 
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vugs.  The cores had previously been scanned using X-ray computed tomography 
(CT) to produce a 3D volume made up of volume elements known as voxels.  The 
voxels are cubic with dimensions of 0.006" (0.165mm) which represents the 
resolution of the tomogram.  The CT scan assigns to each voxel a value representing 
the average linear X-ray attenuation of the material bounded within that voxel.  As 
no siliciclastic material has been observed in the formation, and the abundance of 
high-magnesium echinoderm debris is minimal, the core samples were assumed to be 
composed largely of low magnesium calcium carbonate (personal communication, R. 
Wood 2006).  Since the carbonate core is essentially monomineralic, changes in 
linear attenuation reflect changes in density (Duliu, 1999; Ketcham and Carlson, 
2001).  It follows that the observed changes in CT value can be explained mainly by 
changes in the porosity of the material within each voxel, which is due to the 
variation in the distribution of micropores with lengthscales beneath the tomogram 
resolution. 
3.4 Borehole Data 
Almost 770ft of borehole data was also made available from a Fullbore MicroImager 
(FMI) tool.  The FMI tool has a series of electrode pads which are sprung to press 
against the borehole walls.  Current is passed into the formation and measured at the 
electrodes.  These measurements are converted to local resistivity estimates and 
plotted as an image.  The resolution of the FMI data is defined by the electrode 
spacing and is 0.1" (2.54mm) (Safinya et al., 1991).  Note that this is more than an 
order of magnitude larger than the CT data resolution. 
 
The FMI data from the borehole had previously been converted to a measure of 
porosity by Tilke et al (2006).  The porosity estimates were calculated using the 












Φ=Φ           …(3.1) 
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where Ф is porosity, R is the resistivity of the borehole wall, m is the cementation 
exponent and the subscript Ave indicates an average value for a given depth.  The 
relationship is derived from the classic Archie saturation equation.  The average 
porosity value for a given depth was taken from a conventional porosity logging tool.  
The cementation exponent was taken from laboratory core measurements (Ragland, 
2002).  In this borehole, m was 2.0 for the interval of investigation, within 
measurement uncertainty. 
3.5 Correlation between Core and Borehole Data 
 
Figure 3.1 An illustration of the data sets used in the project.  On the left is a photograph of one 
of the extracted core sections, while in the centre is the CT scan made of the core section.  On 
the right is the corresponding 2ft section of porosity converted FMI data. 
 
The FMI and extracted core sections were all obtained from the same well.  Due to 
the different systems used to measure the depth of two data sets there is a mismatch 
between their measured depths.  Attempts to correlate the data sets using bedding 
planes and other distinctive lithological marker features were only able to constrain 
the correlation to within 2ft (609.6mm) (personal communication, P.Tilke 2004).  
The core section with a measured depth 8626ft correlates with the region 8637ft to 
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8639ft within the FMI data and the 8121ft core section correlates with the 8133.25ft 
to 8135.25ft section of FMI. 
 
The uncertainty in the correlation is primarily due to the large distances between 
bedding planes in the formation.  However, during the process of core extraction a 2" 
annulus of rock is lost between the core and the borehole wall.  To aid correlation 
any lithological feature would have to span the 2" gap, but the largest features 
observed in the core sections are the 1" fragments of rudist shell. 
 
The correlation between the data sets has been constrained using bedding planes to 
within 2ft.  However this is still over 5 times the length of the core sections and 
given that the bulk of the porosity within the formation is at the micron scale, a 
further improvement is required if the porosity is to be investigated between the data 
sets. 
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Chapter 4 - Statistical Correlation between 
Geophysical Logs and Extracted Core 
The work presented in this chapter has been published in the journal Geophysics 
(Price et al., 2008), and has been presented in poster form at the IMA Modelling 
Permeable Rocks Conference 2007, Edinburgh. 
4.1 Introduction 
In this chapter a solution is proposed to the correlation problem for depth intervals in 
between marker features by matching a cascade of statistics of the core and log 
measurements.  The individual statistics are calculated for each data set individually 
and correlations between them identified.  The matching of individual statistics 
produces multiple possible correlation locations.  By combining the results from a 
number of statistics using a joint likelihood function, a powerful prediction tool is 
created. 
 
We apply the developed method to correlate Fullbore MicroImager (FMI) log data 
with a section of X-ray Computed Tomography (CT) scanned carbonate reservoir 
core.  While core and logs contain many more detailed features within their complex 
porosity distributions, these features do not span the interval between the outer core 
surface and the borehole wall (an annulus of rock between the two surfaces of 
approximately 2" (50.8mm) thick is lost during the coring process), and hence can 
not be used for direct visual correlation. As a result, it was only possible to locate the 
core section to within a 2 foot section of the log data using the standard method of 
visually matching lithological features.  I attempted higher resolution correlations 
using the following porosity statistics: mean, variance, and the spatial range.  As 
expected these statistics produce relatively uncertain results when applied on their 
own.  However when combined in a likelihood function they enable the correlation 
to be constrained to within 0.06ft or 0.72” (18.29mm). 
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4.2 Data Processing 
Before any statistical methods could be used, a number of processing steps were 
applied to the CT scan of the extracted core to make it comparable to the FMI 
derived data.  There were artefacts created during the scanning process which were 
removed.  The data had to be converted to an estimate of porosity to match the FMI.  
Finally the CT data was averaged spatially to a resolution matching that of the FMI. 
4.2.1 Removal of Artefacts from CT Data 
X-ray CT scanners measure the attenuation of an X-ray beam that has passed through 
a sample.  The sample is rotated and the attenuation measured at regular angular 
intervals.  A back-projection algorithm is then applied to the data to create a 3D 
reconstruction tomogram of the sample's attenuation properties.   
 
This technique works well for scanners using single energy frequency X-ray beams 
(monochromatic signals).  Most scanners, however, use X-ray beams that are 
composed of a range of energies, which creates artefacts in the tomogram as X-ray 
attenuation is energy dependent.  High energy X-rays are preferentially attenuated 
compared to low energy X-rays.  The incident X-ray beam therefore changes energy 
composition as it passes through the sample.  The outer parts of the sample will be 
measured using the complete beam when facing the source and an attenuated beam 
when facing the detector.  If the sample is circular the centre of the sample will be 
measured by a beam of similar (depleted) energy composition at all rotations.    The 
resulting artefact, known as beam hardening, is manifested as a gradient from high 
CT values at the edge to low CT values at the centre of the image.   This gradient 
does not reflect actual heterogeneity within the material. 
 
The artefact is reduced during the scanning process by using filters to pre-attenuate 
high energies in the X-ray beam (Curry et al., 1990).  However, some residual beam 
hardening remains in the tomogram of the extracted core.  It is most noticeable in a 
vertically averaged profile through the core (Figure 4.1). 
 




Figure 4.1 (left) Vertical slice through the centre of the CT volume. Colour scale represents 
differences in CT value and hence X-ray attenuation.  (right) Vertically averaged CT values 
from the slice (solid) with fitted polynomial (dotted) used to correct for beam hardening. 
 
To remove the artefact, the vertically averaged profile was fitted with a 2
nd
 order 
polynomial (Figure 4.1).  Horizontal slices were extracted from the CT volume and 
the centre of the core within each slice determined.  Then each voxel within the slice 
was assigned a correction factor from the polynomial, determined by its radial 
distance from the centre of the core. 
4.2.2 Conversion of X-ray density to Porosity Estimates 
To enable statistics to be compared between different data sources they must reflect a 
common property.  Key to our analysis is the assumption that the core sample can be 
considered essentially monomineralic.  Under such an assumption, differences in X–
ray attenuation can be attributed to averaging over varying porosity below the 
resolution of the CT data.  Therefore a method was devised to derive porosity 
estimates from the CT data. 




The CT data were stored using 8 bits and hence lie in the range 0 to 255.  The value 0 
is assigned to the least attenuating voxel of the scan while the value 255 is assigned 
to the most attenuating voxel which is often part of the scanning apparatus.  Using 
the assumption above, low attenuation areas (low CT values) correspond to porous 
areas of the core.  The lowest CT values will be assigned to large pores and to the air 
surrounding the core, and have porosity equal to 1.  The high attenuation areas (high 
CT values) will have low porosity, closer to 0. 
 
The following relationship was used to convert CT values to porosity estimates.  It 
assumes that there exists a dense carbonate region with zero porosity at the 










=       …(4.1) 
 
where C(x,y,z) is a CT value at each location and P(x,y,z) is the corresponding 
porosity estimate. 
 
The maximum CT value corresponding to a carbonate voxel correlates with the outer, 
calcite layers of rudist shells (large, oval features observed in Figure 4.1, left).  The 
low Mg calcite outer parts of rudist valves possess a prismatic microstructure with 
virtually zero porosity (Figure 4.2).  This made them resistant to the recrystallisation 
process that created microporosity in the Shu' aiba.  Hence these shell fragments 
have little or no porosity and correspond to high CT values compared to the 
surrounding matrix. 
 




Figure 4.2 Scanning Electron Microscope (SEM) image of carbonate matrix with microporosity 
(left), and the outer part of a rudist valve composed of virtually zero porosity, prismatic, low Mg 
calcite (right). The white bar (lower-left) is a 2µm lengthscale. 
 
However, the maximum CT value overall within the core was 150 and occurred in 
slice 359 (Figure 4.3).  This voxel does not correlate with a fragment of rudist shell.  
It is an isolated and sharply defined anomaly.  This suggests that it was caused by an 
anomalous material, probably a series of diagenetic pyrite framboids. 
 
2 µm 




Figure 4.3 Horizontal slice through CT volume containing maximum CT value. 
 
The presence of pyrite within the core sample threatens the assumption of 
monomineralic composition.  However similar peaks in CT value are only observed 
in a limited number of slices.  I therefore make the assumption that pyrite is rare, and 
volumetrically insignificant, within this section of core (personal communication, R. 
Wood, 2006). 
 
The background maximum was then taken as the maximum CT value for a carbonate 
voxel.  This was observed to be 144 ± 2.  This range of values correlates with 
fragments of rudist shell. 
 
The tomogram and the FMI data have resolutions of 0.006" (0.165mm) and 0.1" 
(2.54mm) respectively.  To enable statistical comparison between the data sets they 
were converted to the same resolution.  This was achieved by averaging the CT data 
to the same resolution as the FMI data using a 3D kernel of weights: 
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where i, j and k are the discrete x, y and z coordinates of each voxel in the kernel 
discretised by the CT data at 0.165mm.  The kernel used was 31*31*31 voxels in 
size.  The choice of kernel size was determined to make the central section, with 
weights above 0.5, correspond to an FMI-sized pixel (15*15 CT voxels in size). 
4.3 Correlation Methodology 
In order to compare individual statistical values either between core length windows 
of FMI data down the borehole, or between CT and FMI data, a non-dimensional 
misfit measure is used: 







=         …(4.3) 
where M(x) is the misfit at depth x, T(x) is the observed value of any particular 
statistic in the FMI data at depth x, σ is the standard deviation of T(x), and T is the 
reference value of the statistic in the area of interest.  For statistics other than the 
mean, the value of σ
2
 is taken to be the variance of each statistic T(x) within the 2ft 
region of the well from which the core was known to have been extracted. 
 
The misfit for statistic i is normalized to lie between 0 and 1 by converting to a 
likelihood function, Li(x), using (Tarantola, 1994), 
 
( ) ( )[ ]{ }2exp xMxLi −=        …(4.4) 
 
which is valid for the Gaussian uncertainty on the values of the statistics.  The 
Central Limit Theorem (Hoel, 1962) is used to justify this choice.  The likelihood 
increases with improved fit (unlike the misfit), and can also be calculated for more 
than one statistic.  A joint likelihood function for n independent statistics is given by: 
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        …(4.5) 
 
The proposed correlation method requires statistics to be identified that have 
predictive power when used to correlate core data to geophysical data.  These 






ii ppKH ln         …(4.6) 
 
where pi is the normalized likelihood at location i and K is a constant relating to the 
measurement scale.  The entropy value is the negative of the information represented 
by the normalized likelihood function.  Low entropy values indicate that a likelihood 
function contains more information than one with high entropy values (Shannon, 
1948). 
 
Finally there is always have prior information about the likely correlation of core and 
logs (e.g. from the closest marker horizons, or operationally measured core and log 
depths).  If this information is described by a probability distribution ρ(x), then our 
final uncertainty in correlation depth is represented by P(x) = ρ(x)J(x) by Bayes 
theorem.  In this paper, the prior is chosen to be uniform: constant within the 2 foot 
(609.6mm) interval and zero elsewhere.  Hence, P(x) α J(x) within the interval and 
P(x) = 0 outside it. 
4.4 Statistics 
A number of statistics were applied to the data sets.  The first four moments of the 
data distributions were used, as well as the geostatistical range parameter.  As the 
range parameter was calculated on a curved surface instead of a plane, a new 
technique for its automatic determination was developed. 
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The following equations 2.8 to 2.11 are the first four moments of the distribution of 















































































The mean and variance are well known.  The skewness and kurtosis are non-
dimensional.  Positive skewness values indicate a distribution with a longer 
asymmetric tail towards larger values and vice versa.  The kurtosis describes the 
peakedness or flatness of a distribution compared to a Gaussian distribution, with 
positive values being more peaked.  A potential problem with the skewness and 
kurtosis is that they are higher order statistics and hence are known to have larger 
sampling errors than others (Bulmer, 1979).  
 
The variogram is a measure of the expected dissimilarity between pairs of points as a 
function of the distance between them.  The definition of variogram used in this 
study is: 
 








γ       …(4.11) 
 
where g(x) is the porosity data at position x, h is the separation between points, and n 
is the number of pairs of points with a separation h (Clark, 1979). 
 
An example of one of the variograms calculated for a particular window of the FMI 
data is shown in Figure 4.4.  The variogram follows the classic shape, rising steeply 
at first then levelling off.  The variance at which the variogram levels off is termed 
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the sill.  The distance (or lag) at which the sill value is attained is termed the range.  
Conventional variogram analysis involves fitting a model variogram to the calculated 
variogram which allows the variograms to be described and compared by their sill 
and range values. 
 
 
Figure 4.4 An example of a calculated variogram with the key terms used to describe its shape. 
 
Most least-squares model-fitting algorithms implicitly assume that the number of 
points separated by short distances is far greater than the number separated by larger 
distances (this occurs when a variogram is calculated for data distributed over a plane 
such as a map).  The assumption biases the model fitting algorithms towards fitting 
the initial rise and plateauing of the variogram curve which leads to accurate 
estimates of the sill and range parameters.  However the FMI data was collected 
around circular surfaces and hence have a greater number of pairs of points separated 
by large distances than small distances.  Therefore, a new technique was required to 
estimate the range and sill parameters. 
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Variograms calculated from the FMI data are generally noisy so the data was 
smoothed.  The smoothing was carried out using a 1 inch moving average filter.  An 
example of the smoothed data is shown in Figure 4.5 (dotted line).  The sill value 
was then taken from the smoothed data by averaging between lags 4.5” to 6.3”, an 
interval chosen to span part of the steady state region and to be unaffected by edge 
effects caused by the smoothing process.  The range was then defined as the first 
crossing point of the estimated sill value with the original (non-smoothed) variogram 
(Figure 4.5).    
 
 
Figure 4.5 Example of range fitting.  The calculated variogram (solid) is smoothed (dotted) and 
then the average sill (solid horizontal) and its bounds (dashed horizontal) are calculated.  The 
range estimate is the lag at which the calculated variogram and average sill first cross, RL the 
lag at which the calculated variogram and the lower sill bound cross and RU is calculated from 
equation 4.12. 
 
The point pairs in FMI data used to find the sill are separated by large distances 
relative to the size of the largest significant sedimentary features in the core (rudist 
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shell fragments).  Hence the sill value should be similar to half the calculated 
variance within each window.  The variance statistic will be used independently from 
this fitted model (equation 4.8) so the principal new statistic estimated by the above 
process is the range.  One advantage of using the range estimate is that it does not 
depend on the absolute linear scaling of the porosity data.  Hence the range is 
unaffected by any errors introduced by that scaling.  
 
To estimate the possible error in the range estimate, R, the standard deviation, σR, of 
the original variogram from R to the maximum lengthscale (8.5”) was calculated 
(horizontal dashed lines, Figure 4.5).  The lower bound, RL, was then taken as the 
first crossing of the sill minus one standard deviation with the original data. 
A similar approach was tried for the upper bound, RU, but the results were erratic.  
Instead RU was defined as the expectation of the crossing between the sill, S, plus one 
standard deviation and the original data, calculated using: 
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where f(x) is the original variogram.  An example of the lower and upper bounds RL 
and RU, respectively, are shown in Figure 4.5. 
4.5 Results 
4.5.1 Testing the Differentiation Power of Statistics 
In order to test the power of various alternative statistics independently from the 
FMI-CT correlation data methodology, a test was made of the ability of each statistic 
to differentiate the FMI-derived porosity distribution within the targeted 2ft depth 
interval from the FMI-derived porosity distribution in the rest of the borehole.  Thus 
avoiding the circularity of argument of both testing and applying each statistic to the 
FMI and CT correlation problem. 





Figure 4.6 The calculated mean FMI-derived porosity values for windows of FMI, plotted 
against depth. 
 
Each of the statistics was calculated for core length (116mm) windows of the FMI 
derived porosity data.  Between each calculation the window was moved down the 
well by one horizontal row of data (0.1" (2.54mm)).  This resulted in 80,478 
windows and associated statistic values.  The mean estimates calculated for windows 
of FMI data are shown in Figure 4.6 as a function of depth.  The top plot shows the 
results for the available FMI data, while the bottom plot focuses on the region from 
which the core was extracted.  The 2ft target interval, from which the core was 
extracted, is marked as the “CT interval”.  The average value of the mean, and its 
standard deviation, σ, within the windows of the CT interval was also calculated 
(Figure 4.6): 99.7% of the values lie within the range µ +/- 3σ (dotted line, Figure 
4.6).  To test the differentiating power of the mean, a set of likelihood functions 
(equation 4.5) were calculated to compare each core-length window (120mm in 
length) within the CT interval against the rest of the borehole.  Likelihood values of 
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1 indicate regions with the similar mean values, while values close to 0 indicate 
regions with significantly differently mean values.  A selection of four of the 




Figure 4.7 Four separate likelihood functions.  Each likelihood function was created by 
comparing a separate core-length window within the CT interval with the rest of the borehole. 
 
To measure the depth differentiation offered by the different likelihood functions, the 
entropy (equation 4.6) was calculated for each.  A similar procedure was repeated for 
the other statistics and all calculated entropy values are shown in Figure 4.8 (lines 
connecting values using the same core-length window). 
 




Figure 4.8 The entropy for each of the likelihood functions comparing the core-sized windows 
within the CT interval and the rest of the core, calculated for each statistic. 
 
Likelihood functions with low entropy values contain more differentiation (or 
correlation) information than those with high entropy values.  Therefore the entropy 
results in Figure 4.8 show that the variance generally contains the greatest depth 
differentiation, followed by the mean.  The skewness, kurtosis and range statistics 
contain roughly similar amounts of information.   
 
The appropriate order in which to combine the likelihood functions was determined 
using the entropy of the functions.  A range of joint likelihood functions were 
calculated using different combinations of statistics.  Each of the combinations 
involved the variance since it contains the most information.  The resulting entropy 
values averaged across all windows within the CT interval are shown in figure 4.9.  
The results show that when using two statistics, the combination of variance and 
mean provides the most information.  When using three statistics the addition of the 
range parameter provides the most information. 





Figure 4.9 The entropy for each of the likelihood functions comparing the windows within the 
CT interval and the rest of the core, calculated for different combinations of statistics 
(V=variance, M=mean, S=skewness, K=kurtosis, R=range). 
4.5.2 CT Results 
Having determined the order in which to combine the statistics in the correlation 
method using the FMI data, the first four statistical moments were then calculated 
from the averaged CT volume and the results are given in Table 4.1.  The values in 
the Estimate, Upper and Lower bound columns were calculated using porosity values 
derived using CT maximum values 144,142 and 146 respectively in equation 4.1.  
The Skewness and Kurtosis each have only one calculated value as these statistics 
describe the shape of the distribution and are independent of the choice of maximum 
CT value. 
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Table 4.1 Conventional Statistics that describing the CT data. 
 Estimate Upper Bound Lower Bound 
Mean 0.214 0.224 0.203 
Variance 0.001 0.001 0.001 
Skewness 0.338 - - 
Kurtosis 1.139 - - 
 
A horizontal variogram was calculated for the averaged CT data using Equation 4.11.  
For the CT data the horizontal distances were assigned to 35 0.1" (2.54mm) bins with 
centres between 0.1" and 3.5".  The calculated variogram is shown in Figure 4.10. 
The variogram in Figure 4.10 is unlike the 'classic' variogram shape shown in Figure 
4.4.  It climbs steeply initially then levels off around a lag of 0.5"; at a lag of 1.75" it 
starts to climb again, the slope increasing with increasing lag.  This behaviour 
suggests that at least two different lengthscale processes are responsible and this type 
of variogram is generally referred to as nested. 
 




Figure 4.10 Horizontal variogram calculated for the averaged CT volume, with the range 
estimate and its upper and lower bounds marked. 
 
Unlike the FMI variograms previously, the averaged CT volume variogram is better 
determined at short lags.  This is due to the larger number of pairs of points separated 
by short distances compared to pairs separated by larger distances within a volume.  
Therefore the calculation of the range, using the same algorithm as for the FMI 
variograms, used the data between 0 and 1.75".  The estimated range for the 
averaged CT volume was 1.25" with a lower bound of 0.49" and an upper bound of 
1.27".  
4.5.3 Likelihood Functions 
Using the likelihood function defined in equation 2.5, the statistics from the two data 
sets were compared.  From the entropy results (Figure 2.8) the variance was shown 
to be the statistic containing the most information.  The likelihood function for the 
variance values is shown in Figure 2.11.  The three curves reflect the three estimates 
of the porosity derived using different maximum CT values.  The curves are similar 
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and show strong likelihood values (>0.5) in the region 8637ft to 8637.6ft and around 
8638.05ft and 8638.4ft.  These suggest that the core was extracted from somewhere 
within one of these regions. 
 
 
Figure 4.11 Comparison of CT and FMI variance values using likelihood function: (top) whole 
borehole; (bottom) CT interval. 
 
The pair of statistics containing the most information was shown to be the variance 
and the mean and hence the joint likelihood between these statistics was calculated 
and shown in Figure 4.12.  The plots were constructed using the best estimate of CT 
porosity (solid line, Figure 4.12).  The upper plot shows a great improvement in the 
number of possible correlation locations, with 8 regions having likelihood values 
above 0.5.  Within the CT interval (lower plot) the joint likelihood narrows the 
correlation locations to the region [8637.00ft, 8637.6ft]. 
 




Figure 4.12 Comparison of CT and FMI mean and variance values using a joint likelihood 
function: (top) whole borehole; (bottom) CT interval. 
 
To further improve the correlation the range statistic was added.  The joint likelihood 
for mean, variance and range values is shown in Figure 4.13.  The addition of the 
range to the likelihood has further constrained the number of possible correlations 
within the well, but at the expense of a drop in likelihood strength.  Within the CT 
interval the addition has constrained the correlation to a single region between 
8637.0ft and 8637.06ft. 
 




Figure 4.13 Comparison of CT and FMI mean, variance and range values using a joint 
likelihood function: (top) whole borehole; (bottom) CT interval. 
 
It was hoped that skewness and kurtosis results could be added to the joint likelihood 
to further constrain the correlation.  However there proved to be a mismatch between 
the FMI and CT data sets making these statistics unusable.  For the averaged CT scan 
the Skewness was calculated as 0.338 and the Kurtosis as 1.139.  These values fail to 
match any of the FMI values within the CT interval.  The mismatch is attributed to 
the large sampling errors associated with these statistics as noted earlier.  The lower 
plot in Figure 4.13 therefore represents our final state of information about the depth 
correlation of core and FMI data (since P(x) α J(x) within the CT interval and is zero 
otherwise) 




This method has been demonstrated using the mean, variance and the range 
parameter as these statistics were shown to have some predictive power within the 
data sets.  However the method could be applied to any combination of statistics, and 
hence be applied to many different correlation problems. 
 
There are a number of sources of uncertainty with the study.  These mainly result 
from aspects of the data processing either in the choice of maximum CT value, or 
estimation of the range parameter. 
4.6.1 Difference in Measurement Conditions 
The FMI data was measured at a depth of around 8600ft and hence at considerable 
pressure.  In contrast, the CT scan was carried out at the earth's surface at 
atmospheric pressure.  It is possible that the core sample underwent decompression 
as it was brought to the surface, changing its porosity.  To test the magnitude of this 
effect the change in dimensions between a standard limestone at depth and at the 
Earth’s surface was calculated using Young’s Modulus (Davis and Reynolds, 1996): 
E = PL/∆L where P is pressure, L is length and ∆L is length change.  The density of 
limestone was taken to be 2611 kg/m
3
 (personal communication, S. Elphick 2006) 
and the overlying rocks were all assumed to have a similar density.  The value of 
pressure at 8600ft was then estimated at 67.8 MPa.  Using a value of 53 GPa for 
Young’s Modulus in limestone, the ratio ∆L to L is calculated to be 0.0013 or 0.13%.  
Therefore decompression can be discounted as a major source of error. 
4.6.2 Error in Maximum CT value 
Another potential source of error is the conversion of CT values to porosity estimates.  
The key to the conversion process was finding a CT value representing a carbonate 
voxel with zero porosity.  The maximum CT value in the core section was 150, but 
this was shown to correspond to non-carbonate features, probably pyrite.  To ensure 
the maximum value represented a carbonate voxel, a fragment of outer rudist shell 
was chosen as these are known from scanning electron microscopy to have little 
porosity.  The resulting maximum CT value was 144 ± 2.  The range in the joint 
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mean, variance and range likelihood corresponding to the choice of maximum CT 
value is shown in Figure 4.14. 
 
 
Figure 4.14 Range of joint mean, variance and range likelihood values caused by choice of 
maximum CT value. 
 
The single strong correlation (likelihood above 0.5), found around 8637.0ft (Figure 
4.13), is replicated for both the upper (dotted line, Figure 4.14) and lower (dashed 
line, Figure 4.14) maximum CT values.  The lower bound also produces two strong 
correlations around 8638.0ft and 8638.4ft.  The insensitivity of the correlation 
around 8637.0ft, to the choice of maximum CT value, makes this the most likely 
correlation location.  The other peaks only appear for extreme values of maximum 
CT value.   
4.6.3 Error in Range Estimate 
Another source of error lies in the estimation of the range parameter from variograms.  
In an attempt to quantify this error an upper and lower bound was also estimated.  
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The effect of using the extreme values for the range within the joint likelihood of the 
mean, variance and range are shown in Figure 4.15 for the CT range and Figure 4.16 
for the FMI ranges. 
 
 
Figure 4.15 Range of joint mean, variance and range likelihood values caused by estimation of 
CT range value. 
 
For the CT range values (Figure 4.15) the upper bound (dotted) agrees well with the 
estimated value.  This is to be expected given the similarity between the range values.  
The lower bound (dashed) is significantly different, with no strong correlations.  The 
difference in behaviour is due to the shape of the variogram (Figure 4.10).  The sill 
does not flatten out completely and so the range estimate and upper bound are similar.  
The lower bound is much smaller and lies close to the point where the variogram 
starts to flatten out.  Visual inspection of the CT variogram would suggest that the 
range actually lies midway between the calculated estimate and lower bound at 0.85".  
A joint likelihood was calculated using this value (Figure 4.15, dash-dot line).  This 
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plots between the estimate and lower bound curves but importantly has its strongest 
values around 8637ft, consistent with the calculated estimate. 
 
 
Figure 4.16 Range of joint mean, variance and range likelihood values caused by estimation of 
FMI range values. 
 
For the FMI range values (Figure 4.16) the upper bound (dotted line) is almost zero 
for the entire interval.  The lower bound (dashed line) produces a number of strong 
correlations, one of which matches the best range estimate around 8637.0ft.  The 
other strong locations only occur when using the extreme lower range value. 
The likelihood plots using the extreme range values show that the choice of range 
value is critical.  However in the correlation method uses the same algorithm to 
determine the range value for each variogram and therefore any bias or procedural 
error should be the same for each result.  The results may be improved subjectively 
by visual inspection of each variogram, but this approach would greatly increase the 
time required to apply the method due to the enormous number of variograms 
considered. 




A method has been proposed to constrain the correlation of geophysical logs with 
extracted core.  A number of statistics are calculated for each data set and an 
entropy- based measure has been proposed in order to find the most informative 
combination of these.  Then the individual statistical correlations are combined using 
a joint likelihood function, and these are combined with any other prior information 
using a Bayesian methodology.  The method has been demonstrated using FMI logs 
and X-ray CT scans of extracted core.  The use of the mean and variance statistics 
proved successful in constraining the depth of the FMI data relative to the CT data 
but failed to produce a unique depth range.  Calculated higher order conventional 
statistics proved unmatchable between the two data sets.  A geostatistical approach 
using the range parameter from variograms constrained the correlation to a single 
depth interval of 0.06ft = 0.72" (18.29mm), or 7 possible FMI window positions, 
allowing for the subsequent development of interpretation techniques requiring 
accurate core-log correlation. 
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Chapter 5 - Application of Correlation Methodology 
5.1 Introduction 
The correlation methodology developed in the previous chapter was applied to a 
second core section.  The second core section came from the 8121ft region of the 
same well as the core section used in chapter 4.  The extracted core was again 
scanned with X-rays to produce a 3D tomogram based on X-ray attenuation.  Log 
data was available in the region in the form of resistivity data from a Fullbore 
MicroImager (FMI).  As before the aim was to improve the correlation between these 
two data sets from the 2ft interval provided by conventional depth matching methods.   
 
The same processing methodology as used previously was applied to the data sets, 
with the CT data being averaged to FMI resolution and both data sets being 
converted to porosity estimates.  The application of the correlation method resulted 
in a decrease in the correlation uncertainty from 2ft down to two possible locations, 
each 0.15ft in length. 
5.2 Core Description 
The second core section was extracted from the same Middle Eastern borehole as the 
first but 500ft nearer the surface at 8121ft.  It is still from the Cretaceous Shu' aiba 
formation deposited on a platform at the edge of the Tethys ocean (Konert et al., 
2001).  The core section is 165mm in length and is made up of rudist rudstone, with 
the dominant features being rudist shells up to 1" in diameter.  The core was scanned 
using X-ray CT to produce a 3D volume with cubic voxels with a length scale of 
0.125mm. 
 
The associated log data was again taken from the FMI resistivity tool.  As in 
described in chapter 3, the data had already been converted to porosity estimates 
using the method outlined in Tilke et al (2006).  As with the first core section, there 
are no large scale features which would allow a direct correlation to be made 
between the two data sets, due to the 2" annulus of rock lost during the coring 
process. 
Chapter - 5  
 67 
5.3 Data Processing 
The CT data processing followed the same procedure as for the first core.  A 'beam 
hardening' correction was applied using a second order polynomial to remove the 
gradient in CT values between the centre and the edge of the volume.  After the 
correction was applied a number of anomalously high CT values were observed in 
the centre of the core (Figure 5.1, light voxels around 3.5 inches down within box).  
The regular shape and association of these high values with shell fragments suggests 
that they are due to the presence of pyrite rhomboids.  Therefore the conversion from 
CT value to porosity was carried out using the maximum CT value for a purely 
carbonate voxel.  The CT value used was 150, which correlates with fragments of 
assumed-zero porosity rudist shell. The CT scan was then averaged to the same 
resolution as the FMI.  Given the different CT resolution (0.125mm opposed to 
0.165mm) of the second CT scan, the kernel used in the averaging process was 
changed to be 41*41*41 voxels in size.  The final averaged volume was the same 
size as the averaged volume used in the correlation of the first core section.   
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Figure 5.1. Vertical slice through the centre of the CT tomogram after the 'beam hardening' 
correction had been applied.  The high CT values around 3.5 inches down (within box) are due 
to the presence of pyrite. 
5.4 Entropy Analysis 
Since the averaged core sections here and from the previous chapter are of the same 
size, the statistics calculated, in Chapter 4, for core sized windows of the FMI data 
could be used unchanged.  As with the correlation of the first section of core, the 
most appropriate order for combining the statistics was determined using FMI data 
alone.  For each statistics a set of likelihood functions were calculated to compare 
each window within the CT interval against the rest of the borehole.  The amount of 
differentiation information contained within each of the likelihood functions was 
determined by calculating its entropy.  The entropy results for each of the individual 
statistics are shown in Figure 5.2. 
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Figure 5.2.  The entropy for each of the likelihood functions comparing the core-sized windows 
within the CT interval and the rest of the core, calculated for each statistic. 
 
Low entropy values indicate functions containing more differentiation information 
than those with high entropy values.  Hence Figure 5.2 shows that, as previously, on 
average the variance contains the most differentiation information.  However the 
remaining statistics contain similar amounts of information.  The entropy results for 
different combinations of statistics, averaged across all windows within the CT 
interval, are shown in Figure 5.3. 
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Figure 5.3. The entropy for each of the likelihood functions comparing the windows within the 
CT interval and the rest of the core, calculated for different combinations of statistics 
(V=variance, M=mean, S=skewness, K=kurtosis, R=range). 
 
The results in Figure 5.3 show that the most information, when using two statistics, is 
provided by the mean and variance.  When using three statistics the addition of the 
skewness provides the most information. 
5.5 CT Results 
The values for the different statistical techniques, calculated from the averaged CT 
volume are given in Table 5.1.  The values in the Estimate, Upper and Lower bound 
columns were calculated using porosity values derived using a CT maximum value 
of 150, 152 and 148 respectively.  There are no skewness or kurtosis values in the 
Upper or Lower Bound columns.   Both of these techniques describe aspects of the 
shape of the distribution that are unaffected by the choice of CT maximum. 
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Table 5.1. Statistical results describing the averaged CT data. 
 Estimate Upper Bound Lower Bound 
Mean 0.190 0.200 0.179 
Variance 0.001 0.001 0.001 
Skewness 0.877 - - 
Kurtosis 10.572 - - 
Range 1.201 1.275 0.574 
5.6 Likelihood functions 
The statistics calculated from the averaged CT data and core sized windows of FMI 
data were compared using a likelihood function.  The entropy results (Figure 5.2) 
show that the variance has the most differentiation information for a single statistic.  
The likelihood function of the relative location of the core within the FMI log found 
by comparing only the variance values is shown in Figure 5.4.  The plot shows that 
there are strong likelihood values (>0.5) over much of the length of the borehole.  
However, within the CT interval there is a clear differentiation between the upper 
and lower sections with strong likelihood values only being found in the lower 
section between 8134.3ft and 8135.25ft. These suggest that the core was extracted 
from somewhere within this region. 
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Figure 5.4. Likelihood function comparing the variance values of the CT and core sized 
windows of FMI data: (top) whole borehole; (bottom) CT interval. 
 
When using two statistics, the combination of the variance and the mean was shown 
to provide the most information.  Therefore the joint mean and variance likelihood 
function was calculated and shown in Figure 5.5.  The function again has strong 
values in the lower section of the CT interval but with the strongest values occurring 
in the region between 8134.4ft and 8135ft.  
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Figure 5.5. Joint likelihood function comparing the variance and mean values of the CT and 
core sized windows of FMI data: (top) whole borehole; (bottom) CT interval. 
 
To further improve the correlation a third statistic was added to the joint likelihood.  
The entropy results show that the skewness, followed by the kurtosis, would provide 
the most differentiation information.  However the joint likelihood functions 
calculated using these statistics show very weak likelihood values (<0.01) throughout 
the CT interval.  A mismatch in these statistics was observed between the FMI and 
the first section of CT data, which was attributed to the magnification of errors 
during their calculation.  Therefore, as in the previous chapter, it was decided to 
ignore these statistics and use the range parameter instead. 
 
The joint variance, mean and range likelihood function is shown in Figure 5.6.  The 
results show strong likelihood values in the regions between 8134.4 ft and 8134.55ft 
and 8135.1ft and 8135.25ft.  However there is a single very strong peak (0.95) at 
8134.5ft.  This is the most likely position from which the core was extracted. 
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Figure 5.6. Joint likelihood function comparing the variance, mean and range values of the CT 
and core sized windows of FMI data: (top) whole borehole; (bottom) CT interval. 
5.7 Discussion 
5.7.1 Error in Maximum CT  
As with the first core section a potential source of error lies in the choice of the CT 
value used to represent solid carbonate.  The CT value was chosen by selecting the 
voxel with the maximum value which correlates with shell fragments which are 
known to have little porosity.  The chosen value was found to be 150 ± 2.  The 
change in the joint variance, mean and range likelihood caused by the choice of 
maximum CT value is shown in Figure 5.7. 
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Figure 5.7. The changes in the joint variance, mean, and range likelihood values caused by the 
choice of maximum CT value. 
 
The different likelihood values all follow a similar pattern with peaks in the same 
regions but show changes in amplitude.  The single strong peak observed in Figure 
5.7 at 8134.5ft broadened for the lower maximum CT value (Figure 5.7, dashed line) 
and the peak between 8135.1ft and 8135.25ft is greatly reduced.  The upper 
maximum CT value (Figure 5.7, dotted line) has similar amplitude values between 
8134.4 ft and 8134.55ft but lacks the spike at 8134.5ft.  The peak between 8135.1ft 
and 8135.25ft is however greatly increased, to above 0.9 at its peak, using the upper 
value.     
5.7.2 Error in Range Estimate 
Another source of error is estimation of the range parameter from variograms.  Upper 
and lower bounds on the estimates were calculated and the resulting effect on the 
joint variance, mean and range likelihood values are shown in Figures 5.8 and 5.9. 
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Figure 5.8. The range of joint variance, mean, and range likelihood values caused by the 
estimation of the range from the variogram of the CT data. 
 
The upper (Figure 5.8, dotted line) and lower (dashed line) range values estimated 
from the CT data agree well with the estimated (solid line) values.  The upper bound 
in particular closely mirrors the estimated values.  The lower bound values have a 
broader maximum peak than the estimated values between 8134.4 ft and 8134.55ft.  
The peak between 8135.1ft and 8135.25ft is however much reduced.   
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Figure 5.9. The range of joint variance, mean, and range likelihood values caused by the 
estimation of the range from the variograms of the FMI data. 
 
For the FMI range values (Figure 5.9) the upper bound (dotted line) is almost zero 
for the entire interval. The lower bound (dashed line) is similar to the estimated 
values but has a new strong correlation between 8134.85ft and 8135ft. 
5.7.3 Comparison with first core section correlation 
The correlation results for the second core section are not as precise as those for the 
first section as they give two possible correlation regions.  They do however greatly 
improve upon the correlation obtained using conventional methods.  The presence of 
two peaks indicates that there are two regions within the 2ft section which have 
similar mean, variance and range statistics.  The inclusion of additional statistics to 
the likelihood function might eventually discriminate between the two peaks. 
 
However the addition of statistics would also increase the amount of error contained 
within the likelihood function.  This would lead to a decrease in the amplitude of the 
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likelihood peaks observed making correct correlation harder to determine.  The key 
to the successful application of this correlation technique is to identify a small 
number of statistical techniques which have most predictive power.   
5.8 Conclusion 
The application of the statistical correlation technique to an X-ray CT scanned 
section of core and a corresponding section of resistivity data measured from the 
borehole wall resulted in two strong correlation locations in the regions between 
8134.4 ft and 8134.55ft and 8135.1ft and 8135.25ft.  The strongest peak (0.95) was 
found at 8134.5ft.  This is the most likely position from which the core was extracted. 
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Chapter 6 – Up-Scaling 
6.1 Introduction 
In chapters 4 and 5 a method for the accurate statistical correlation of extracted core 
to measurements from wireline logging tools has been set out and applied.  The 
creation of such a correlation allows the development of statistical up- and down-
scaling relationships between the high resolution core data and the lower resolution 
logging data.  The down-scaling relationships could then in principle be applied in 
regions of the borehole with logging data but without core samples to provide a 
statistical constraint on the range of high resolution structures consistent with the 
lower resolution logging data (Figure 1.1). 
 
The creation of down-scaling relations can be considered as an inverse problem: in 
order to achieve it, we first have to understand the far simpler 'forward' problem of 
up-scaling, in this case using variogram scaling laws.  In this thesis I will not get on 
to down-scaling, but will create a foundation for it by studying the up-scaling 
relationship. 
 
As in chapters 4 and 5 the high resolution core data is taken from a CT scan of 
extracted core and the low resolution logging data is taken from the FMI resistivity 
tool.  In previous chapters the CT data was averaged prior to statistics being 
calculated and compared with those from the FMI data.  In this chapter, for the first 
time, statistics calculated at multiple scales are compared. 
 
Two comparisons are made in this chapter.  Firstly, the validity of applying 
variogram up-scaling theory to the CT data is tested.  This is carried out by 
comparing up-scaled variograms, calculated using the original CT data, with those 
calculated after averaging of the CT data.  Secondly a comparison is made between 
up-scaled CT variograms and those calculated from FMI data. 
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6.2 Background 
In geological investigations the gathered data often spans a range of different scales 
(e.g. core plugs, well logs, seismic, etc).  This is a particular problem for mining 
engineers trying to determine the grade of a mineral reserve from diverse data 
sources.  To solve the problem, scaling laws were developed for the variogram, the 
standard spatial statistic used in mining (Matheron, 1963; Journal and Huijbregts, 
2003).  Though initially developed for the mining industry the use of variograms, or 
geostatistics, has spread into many other areas of study including the oil industry 
(Hohn and Neal, 1986), hydrology (Kitandis, 1997) and remote sensing (Curran and 
Atkinson, 1998).  The scaling laws are therefore useful tools for a variety of areas of 
study. 
6.3 Scaling Laws 
The following description of variogram scaling has been adapted from Clark (1979), 
Frykman and Deutsch (1999), Journel and Huijbregts (2003) and Tilke et al (2006).  
 

















eCChγ        …(6.1) 
 
where γ(h) is the model variance at lag h, C0 is the nugget effect, C1 the sill, and L1 is 
the range.   
 
Now consider two finite volumes, v (measurement volume of the original CT 
volume) and V (measurement volume of the averaged CT volume), with v < V.  
These are measurement volumes: each measurement in the original CT data is an 
average over the volume v, and each measurement in the averaged CT data is an 
average over the volume V.  The variogram scaling laws can then be used to derive 
the variogram parameters for V (C0,V,  C1,V, and L1,V) from the parameters for v (C0,v,  
C1,v, and L1,v) as follows: 
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CC vV ,0,0 =          …(6.2) 
 
The range can be up-scaled using the relation: 
 
( )vVLL vV −+= ,1,1         …(6.3) 
 
where V  and v  are the dimensions, or lengths, of the volumes V and v, in the 
direction in which the variogram is measured.  In this chapter the variograms are 
always measured parallel to the sides of the volumes and so V  and v  are 3 V and 
3 v  respectively. 
 
To upscale the sill requires the concept of a point scale sill Cp.  This is the sill which 
would be calculated if the area of interest was divided into infinitely small volumes 
creating a data set of point measurements with no averaging.  Then the decrease in 
the sill for the volume v, is: 
 
vpvp CCC Γ=−         …(6.4) 
 
where vpC Γ  is the point scale sill within the volume v, and vΓ  is the normalised 
point scale sill in v, which is calculated using the double integral: 
 
  
          …(6.5) 
where ba −  is the Euclidean distance between all pairs of points a and b within the 
volume v.  pΓ is the full normalised (has maximum value 1) point scale model semi-

















−=−Γ ,11        …(6.6) 
 
where vL v −,1  is the modelled point scale range by equation 6.3 applied to the 
volume v and the infinitesimal point volume. 
 
Similarly to equation 6.4 the decrease in sill for the volume V is: 
 
VpVp CCC Γ=−         …(6.7) 
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        …(6.9) 
 
6.4 Validation of Code 
A section of code was developed in Matlab (MathWorks, 2002) which numerically 
evaluated the double integrals involved in equations 6.5 and 6.8.  To ensure the 
stability of the integration the size of the integration intervals da and db were steadily 
decreased until the integration result became stable.  This approach minimises any 
uncertainty introduced through the use of numerical integration.  The code was 
validated using data from Frykman and Deutsch (1999) and the results proved to be 
in good agreement. 
Chapter - 6  
 83 
6.5 Data 
The FMI and CT data sets used in previous chapters have different measurement 
scales.  Before the correlation method could be applied, the CT data, (with 
resolutions of 0.0064" and 0.0049"), was up-scaled to the FMI resolution of 0.1".  
The up-scaling was carried out using a kernel of Gaussian distributed weights.  The 
averaged data was taken as the sum of products of the kernel and the CT data. 
 
The scaling validation was applied to both sets of extracted core CT scans.  
Variograms were calculated for each CT scan using the original data and the 
averaged data.  Like the CT variogram calculated in chapter 4 the variograms were 
calculated using horizontal slices.  However the 8626ft core scan had 813631631 ××  
voxels while the 8121ft section had 1542823823 ×× voxels.  These large data sets 
made the calculation of a 2D variogram impractical due to the large number of data 
pairs.  Instead a rectangular section was extracted from each horizontal slice of the 
scan.  Two variograms were then calculated for the two directions parallel to the 
sides of the rectangle.  These directions were termed horizontal and vertical and are 
shown in Figure 6.1. 
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Figure 6.1. A horizontal slice of original scale CT scanned extracted core.  Box marks the region 
used to calculate variograms with the direction labels, horizontal and vertical, marked. 
 
A similar approach was used to calculate the variograms from the averaged CT data.  
The same rectangular section was extracted from each horizontal slice of the 
averaged CT scan.  Variograms were then calculated in the same directions as for the 
original data. 
6.6 Variogram Scaling using CT Data 
6.6.1 8626ft Core Section 
The calculated variograms from the original and averaged CT data are shown in 
Figure 6.2. 
Chapter - 6  
 85 
 
Figure 6.2. The variograms calculated from the 8626ft section of core.  Variograms calculated 
using the original data is shown with a solid line while those calculated from the averaged data 
is shown with a dashed line. 
 
For each data set the variograms in each direction are very similar.  They have 
consistent range (the distance at which the variogram levels off) and sill values (the 
variance at which the variogram levels off).  However between the data sets there is a 
large change in the sill value.  It drops from a value of 44 for the original data down 
to a value of 13 for the averaged data.  This drop is to be expected as any averaging 
process removes a degree of variability.  The range value has changed little, 
increasing from 0.4" for the original data, to 0.45 for the averaged data. 
 
The up-scaled range was calculated using equation 6.3.  The original CT 
measurement scale, v, was 0.0065".  The averaged CT data measurement scale, V, 
was 0.1".  This gave a predicted up-scaled range of 0.49".  This is very close to that 
observed from the averaged data. 
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To calculate the up-scaled sill required the evaluation of the terms vΓ and VΓ from 
equations 6.5 and 6.8 respectively.  The terms were evaluated using numerical 
integration to give 310414.0 −×=Γv  and 0916.0=ΓV .  These values gave an up-
scaled sill value of 40.  This value is far larger than the value of 13 observed for the 
averaged data variogram.  A summary of the results is given in Table 6.1. 
 
Table 6.1. Variogram parameters calculated from the CT scan of core section 8626ft. 
 Range (inches) Sill 
Original Data 0.4 44 
Predicted Up-scaled Data 0.49 40 
Averaged Data 0.4 13 
6.6.2 8121ft Core Section 
The calculated variograms from the original and averaged CT data are shown in 
Figure 6.3. 
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Figure 6.3. The variograms calculated from the 8121ft section of core.  Variograms calculated 
using the original data is shown with a solid line while those calculated from the averaged data 
is shown with a dashed line. 
 
As with the 8626ft core section the directional variograms are similar in magnitude.  
However those calculated from the original data show a difference in shape.  The 
vertical direction variogram starts to flatten off before the horizontal variogram at 
around 0.05".  There is then a change of slope around 0.24" before reaching a plateau, 
of 77, at around 0.65".  The change of slope suggests that there are two or more 
spatial scales which interact to create this complicated behaviour.  The horizontal 
variogram reaches a plateau of 77, at around 0.55" and beyond this its behaviour also 
becomes more complex.  To simplify the scaling algorithm, only the horizontal 
variogram with a range of 0.55" and a sill of 77 was used in the test. 
 
The variograms calculated using the averaged data are also shown in Figure 6.3 and 
are far more consistent.  They both rise up to a sill of 13 at a range of 0.6".  They also 
exhibit more complex behaviour beyond a lag of 0.8". 
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The up-scaled range was again calculated using equation 6.3, with original CT 
measurement scale, v = 0.0049" and the averaged CT scale, V = 0.1".  This gave a 
predicted up-scaled range of 0.645".  The predicted range value is slightly larger than 
that observed using the averaged data. 
 
Again numerical integration was used to evaluate the terms required for the up-
scaled sill calculation as, 310123.0 −×=Γv  and 0488.0=ΓV .  These values give a 
predicted value for the up-scaled sill as 73.  As with the first core section this is far 
larger than the 13 observed from the averaged variogram.  A summary of the results 
is shown in Table 6.2. 
 
Table 6.2. Variogram parameters calculated from the CT scan of core section 8121ft 
 Range (inches) Sill 
Original Data 0.55 77 
Predicted Up-scaled Data 0.645 73 
Averaged Data 0.60 13 
6.6.3 Discussion of Variogram Scaling 
If the assumptions underlying the up-scaling theory are valid, the application of the 
up-scaling theory to the CT data sets should produce consistent results as the only 
change in the data has been the application of the averaging process.  The 
comparison of the range parameter shows good agreement in the 8626ft core section.  
In the 8121ft core section there is a difference of 0.045" between the up-scaled and 
averaged values.  This is a relatively small difference and maybe explained by the 
uncertainties introduced by estimating the range value on a shallow slope.  However, 
the comparison of sill values shows considerable differences for both core sections. 
 
There are a number of possible reasons for the difference in sill values observed.  
Firstly the choice of an exponential variogram model for the variograms may not be 
appropriate.  All the variograms calculated show complicated behaviour after the 
first break of slope.  This behaviour could be modelled using a set of nested 
variograms representing different scaled processes.  However, the variogram 
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parameters were measured at the first break in slope and assumed to be the result of a 
single process.  The combination of a number of different variograms, which would 
each up-scale differently and then be combined, could produce the difference in sill 
values observed.  However a misfit in the range parameter might also be expected if 
this was the case. 
 
Another reason for the difference in the sill values could be the choice of averaging 
process used to average the CT data.  The averaged CT data was calculated using a 
kernel of Gaussian distributed weights.  This weighting scheme may remove too 
much of the variability in the data resulting in the lower than expected sill values for 
the averaged data.  To test this theory, the CT data from the 8626ft section of core 
was averaged again using a square kernel of uniform weights.  Variograms were then 
calculated for the horizontal and vertical directions.  The resulting variograms are 
shown in Figure 6.4. 
 
 
Figure 6.4. The variograms calculated from the CT scan of the 8626ft section of core, averaged 
using a uniform weighting kernel. 
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The variograms in Figure 6.4 have a range of 0.5 and a sill value of 7.5.  This is 
taken from the first break in slope.  As before the variograms show more complex 
behaviour beyond this point.  The range values are similar to those up-scaled from 
both the original CT data variograms and from the Gaussian averaged CT data 
variograms (Figure 6.2).  The sill values are slightly lower than those for the 
Gaussian averaged data (13) and far lower than the up-scaled data (40).   The change 
in the averaging method for the CT data produced only a small change in the sill 
value.  Therefore it is unlikely that the averaging process is the primary cause of the 
sill differences. 
 
Finally, the datasets used may not be suitable for investigation using variograms.  
The use of variograms assumes that each data measurement is a draw from a random 
variable.  This variable is assumed to be, at least, second-order stationary 
(Wackernagel, 1998).  This means that the first two moments (mean and variance) of 
the random variable remain constant throughout the dataset.   If they are not then the 
use of variograms is invalid and the scaling laws will not work. 
6.7 Comparing Up-scaled CT and FMI 
Though I have questioned whether the use of variograms is valid for the CT data sets, 
they will be used in this section simply to illustrate the general method for comparing 
parameters up-scaled from core measurements with those derived from wireline 
(image) logs.  The up-scaled range parameters seem to match those determined from 
variograms of the averaged CT data.  Therefore the method is illustrated by 
comparing up-scaled range parameters from the core data with those determined 
from FMI data. 
 
6.7.1 8626ft Section 
The range values for the FMI data were measured from variograms calculated using 
core length windows of data as described in chapters 4 and 5.  The range values for 
the region of the borehole around the 8626ft section of core are shown in Figure 6.5. 
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Figure 6.5. Comparison of Range values, for the 8626ft core section, determined from 
variograms calculated from core length windows of FMI data (solid line) and the up-scaled 
range value from the original CT data (dashed line).  The uncertainty in the FMI range values, 
is also indicated (feint dotted line). 
 
The best estimate of the FMI range values is shown in Figure 6.5 (solid line) as well 
as estimated upper and lower bounds on the values (feint dotted lines).  The up-
scaled range from the variogram of the original CT data is also marked (dashed line).  
The up-scaled range correlates well with a marked trough in the estimated FMI range 
at 8637.97ft.  It is also within the range parameter bounds of uncertainty in the region 
8637.69ft to 8638.04ft. 
 
The combined likelihood function, containing the range parameter, in chapter 4 
(figure 2.13) predicts a correlation around 8637.02ft.  This is almost 1ft further up 
the borehole from that predicted by the up-scaled CT range.  Potential reasons for 
this mismatch will be discussed in section 6.8.  
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6.7.2 8121ft Section 
The comparison of the range values associated with the 8121ft section of core is 
shown in Figure 6.6. 
 
Figure 6.6. Comparison of Range values, for the 8121ft core section, determined from 
variograms calculated from core length windows of FMI data (solid line) and the up-scaled 
range value from the original CT data (dashed line).  The uncertainty in the FMI range values, 
is also indicated (feint dotted line). 
 
As before the best estimate (solid line), upper and lower bounds (feint dotted lines) 
and the up-scaled CT range (dashed line) is shown in Figure 6.6.  The up-scaled 
range correlates well with the FMI in the region 8134.4ft to 8134.5ft, and lies within 
the bounds of uncertainty in the regions 8134.32ft to 8134.52ft and 8134.88ft to 
8135.03ft. 
 
The combined likelihood function, containing the range parameter, in chapter 5 
(figure 3.6) predicts a correlation in the region 8134.4ft to 8134.55ft.  This region 
matches well with that predicted by the up-scaled CT range. 
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6.7.3 Discussion of Comparison with FMI 
The comparison of range parameters measured from variograms of FMI data and up-
scaled from the original CT data, show regions of possible correlation in both core 
sections.  This tells us the up-scaling laws may produce range values with the correct 
magnitude.  However it is difficult to gauge the robustness of these correlations.   
 
One test is to compare the correlations found above with those found in chapters 4 
and 3 using combined likelihood functions.  Whereas in the 8121ft core section the 
two correlations are in good agreement, in the 8626ft core section the depth match of 
the up-scaled correlation is significantly different, of the order of 1ft, from the 
combined likelihood correlation.  This difference in behaviour for the different core 
sections makes it difficult to draw definite conclusions from the results, but the lack 
of consistent success suggests that the up-scaling method employed above is 
inappropriate for the range parameter, as well as for the sill as shown earlier. 
6.8 Discussion and Conclusion 
A major problem with the application of the scaling laws may lie in the use of simple 
variogram models.  None of the variogram plots in this chapter have followed the 
conventional variogram shape that rises steeply at short lags before levelling off to a 
constant sill at longer lags.  Instead they tend to rise again after having levelled off.  
This indicates that a nested combination of variogram models should be used to 
represent them.  Each of these variograms would then be scaled independently before 
being combined.  However there is currently no simple and reliable method for 
automatically fitting multiple variogram models.  This would be a pre-requisite due 
to the large number of variograms produced from the FMI data.  Therefore future 
work involving variogram scaling should include the development of a technique for 
the fast, accurate and efficient fitting of nested combinations of variogram models. 
 
Another problem may be the unsuitability of carbonate data for analysis using 
variograms.  The use of variogram analysis assumes that the mean and variance the 
same throughout the data.  This is because variogram analysis assumes that the data 
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is a draw from a stationary random variable.  If the mean and variance vary 
throughout the data then the use of a variogram analysis is not invalid. 
 
Figure 6.7. A random slice of porosity converted, CT data from the core section 8626ft.  Each 
voxel has a side length of 0.165mm.   
 
Figure 6.7 shows a slice through the CT data from the core section 8626ft.  It shows 
the heterogeneity of the pore system of the carbonate rock, with different rock 
components clearly identifiable.  On visual inspection this data does not appear to be 
stationary and therefore invalidates the use of a variogram analysis model. 
 
The implication of this result is that the correlation results between up-scaled CT 
statistics and FMI data in section 6.7.3 are invalid as they are based on up-scaling 
variogram models.  This can then explain the deficiencies in performance observed 
earlier in this chapter.  Note, however, that the general approach to relating scale 
statistics with log data is still valid and could be applied if another up-scaling method 
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This conclusion does not call into question the validity of the statistical correlation 
technique described in chapter 4.  In that technique the variogram range is used 
purely as a diagnostic statistic.  It was calculated using the same technique, from CT 
and log data sets that had been converted to the same resolution.  Hence, no scaling 
was performed, and the technique relied on finding a similar estimate for the range 
statistic in log and CT data sets.  Even if the single variogram was inappropriate, a 
similar procedure applied to both data sets should find a similar range estimate when 
core and logs are correctly aligned, which is the only underlying assumption of that 
correlation methodology. 
 
In summary, the results shown in this chapter have proved unsuccessful in validating 
the use of variograms and variogram scaling laws to up-scale CT data to FMI 
resolution.  This failure can be attributed to the non-stationary nature of the data.
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Chapter 7 – Modelling 
7.1 Introduction 
This thesis investigates some of the various challenges which need to be overcome to 
improve our understanding of carbonate reservoirs across a range of lengthscales 
(Figure 1.2).  So far a method has been proposed which will allow extracted core to 
be precisely aligned with borehole measurements.  A precise correlation would allow 
up- and down-scaling relationships to be developed between the core and borehole 
data sets.  One such scaling method, using variograms has been demonstrated.  Once 
scaling relationships have been developed the goal is to apply them in areas of the 
borehole with log measurements but without extracted core.  In these regions, 
particularly for carbonate formations, the porosity information is required in 3D to 
understand the storage and flow of fluids within the formation.  Therefore a method 
is required to simulate the 3D volume of rock from which the borehole has been cut.   
 
The simulation of geological formations is a useful tool to aid our understanding of 
how structures are formed.  It can also help constrain predictions about what lies in 
the subsurface.  Ideally these simulations would be created by modelling the 
cumulative effects of a number of physical processes in a process model.  However 
in geological structures the processes are often highly complex and poorly 
constrained (Wijns et al., 2003).  In carbonates in particular, the complex biological 
origins and subsequent diagenetic overprinting creates highly heterogeneous 
formations (Choquette and Pray, 1970; Lucia, 1995).  In such circumstances a 
stochastic approach can be used.  A stochastic simulation is one based on the 
probability of given events or states occurring. 
  
In geology, many sequences and structures are assumed to be Markovian in nature.  
A Markov process is one in which future states depend only on the present state, with 
past states having no influence (Fisz, 1963).  In a discrete system Markov processes 
are referred to as Markov chains.  For a simulation, Markov behaviour implies that 
probabilities measured at small scales are sufficient to simulate large scale structures.    
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Markov chain theory can be applied using transition probabilities.  These measure 
the probability that a cell of interest contains a certain state given the state of 
reference cells.  The transition probabilities are calculated from a training image with 
similar structures to those in the area of interest.  This approach was initially used to 
simulate 1-D lithological sequences in boreholes (Vistelius, 1949; Gingerich, 1969; 
Doveton, 1971).  Advances were then made in the field of image processing, 
expanding Markov chain theory into multiple dimensions (Geman and Geman, 1984; 
Qian and Titterington, 1991).  This lead to a similar expansion in geological Markov 
chain simulations to 2-D (Li et al., 2004; Wu et al., 2004) and 3-D simulations (Carle 
and Fogg, 1997; Wu et al., 2006). 
 
In this chapter I propose a method for the simulation of borehole data using Markov 
chain theory.  While the technique used for individual cell simulation is similar to 
those used in previous studies, the method utilises a novel approach for capturing 
transition probabilities from the curved borehole wall and determining the order of 
cell simulation.  The borehole data used came from the Fullbore MicroImager (FMI) 
resistivity tool, which produces a 2-D image of the borehole wall.  Initially, to 
develop the simulation method, only a 2-D binary simulation is created.  This 
minimises the number of transition probabilities required.  The 2 – D simulation is 
orientated perpendicular to the trajectory of the borehole.  Therefore only a single 
row of FMI data is used to calculate two point transition probabilities between the 
nearest neighbouring cells.  These transition probabilities are then combined to infer 
multi-point statistics which cannot be measured directly due to the tool geometry.  
Two methods are proposed for this combination, one based on averaging and another 
using least squares estimation.  The two methods also produce a ranking to determine 
the order in which cells should be simulated.  The two methods are then compared 
using a set of synthetic geological models. 
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7.2 FMI Layout 
The FMI tool gathers resistivity data from the wall of a borehole through a system of 
pads and flaps.  The layout of the pads and flaps around a cross-section of the 
borehole is shown in Figure 7.1. 
 
Figure 7.1. Arrangement of FMI electrode pads and flaps 
 
Transition probabilities, the probability of a cell containing a certain state given the 
state of surrounding cells, are conventionally calculated from linear data, such as 
boreholes (Doveton, 1971), or horizontal surfaces, such as maps (Weissmann et al., 
1999).  As the FMI data is collected from a cylindrical surface it must be assigned to 
an appropriate coordinate system to allow transition probabilities to be calculated. 
 
The obvious and mathematically rigorous coordinate system would be Polar 
coordinates, using the angle θ around the borehole and the borehole radius, r.  With 
the centre of the borehole taken to be the origin of the system, the measurements 
from the borehole wall will provide information about transitions in the θ direction.  
However, as the measurements are all made at a constant radius, transitions in the r 
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direction will not be observed.  This shows that the FMI data geometry is particularly 
deficient in transition information. 
 
Instead the FMI measuring positions were converted from a Polar to a Cartesian 
coordinate system.  A Cartesian grid was chosen such that each FMI measurement 
could be assigned to a separate grid cell.  This allows transitions to be measured in 
all directions, but still at a fixed radius, r.  Hence, the transition probabilities should 
not, in principle, be used to simulate away from the fixed radius, r.  This forces the 
assumption to be made that the Cartesian transition probabilities are independent of 
radius. 
 
A 125 cell, square grid was setup to represent a 9" square centred on the centre of the 
borehole (each cell being 0.072" in side length).  For a single horizontal slice each 
element of FMI data was converted from polar coordinates to Cartesian coordinates 
and then assigned to an individual cell in the grid.  Each cell of data was then 
binarised into two states, 0 and 1, depending its value was above or below a 
threshold.  An example of a horizontal slice of the FMI data represented in this way, 
using a threshold of 0.2, is shown in Figure 7.2. 
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Figure 7.2. Example of FMI data assigned to square grid.  The data has been binarised and cells 
containing data are either grey (solid) or black (pore), while empty cells are white. 
 
7.3 Calculation of Transition Probabilities 
 
Figure 7.3. Template used to capture two-point transition probabilities; arrows define the 
direction of each of the surrounding cell's relationship to the central cell. 
Transition Template 
Transitions :  ti  i = 1,..,8 
Centre        :  c 
Possible Transitions for each ti: 
 
 c ti 
Event 1 0 0 
Event 2 0 1 
Event 3 1 0 
Event 4 1 1 
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To calculate the two-point transition probabilities the 9-cell template in Figure 7.3 is 
in turn centred above each FMI data measurement location in Figure 7.2.  Those 
surrounding cells, ti, containing FMI data are identified, each of which has a 
direction relative to the central cell as defined in Figure 7.3.  The binarised data 
values within these surrounding cells and the central cell determines one of four 
possible transition events, 1 to 4.  This process is repeated for each of central cell 
location in Figure 7.2 and the number of each type of transition observed, and their 
directions are histogramed and stored in a 4×8 matrix.  The transition probability pi,0, 
for a particular direction i, of a 0 being in a target cell given that the reference cell 










====       …(7.1) 
 
where nk is the number of times event k is observed in the histogram.  Similarly the 










====       …(7.2) 
 
To make a prediction in a particular cell, given the state of a neighbouring reference 
cell, the relevant probability of the cell containing a 0 for the orientation between the 
cells is calculated.  Then a random draw is made from the range 0 to 1 using a 
random number generator (in this work the rand function from Matlab is used 
(MathWorks, 2002)).  If the result is less than the probability then the cell is assigned 
the value 0 and if it is greater than the probability then the cell is assigned the value 1. 
7.4 Simulation 
To simplify the problem, while investigating different simulation strategies, it was 
restricted to the simulation of a 2D surface.  The surface represents a single 
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horizontal slice perpendicular to the borehole.  Data taken from the FMI tool is 
included in the surface and acts as a starting point for the simulations. 
 
 
Figure 7.4. Illustration of the two challenges to creating a simulation using binary data (black 
and white):  a) How to combine two-point transition probabilities to infer multi-point 
probabilities.  b)  The ranking problem of how to select the order in which cells are simulated.  
 
There are two main challenges to be tackled in the simulation.  Firstly there is the 
problem of how to combine two-point transition probabilities (Figure 7.4 a).  The 
cells which are to be simulated may be surrounded by more than one cell containing 
data.  Each of these data cells will have a different transition probability for the state 
of the cell to be simulated.  The simulation technique must combine these individual 
two-point probabilities to infer the multi-point probability.  Secondly there is the 
issue of how to decide upon the next cell to simulate (Figure 7.4 b).  With each cell 
assigned a multi-point transition probability a method is then required which ranks 
the cells in the order in which they should be simulated.  Two different methods are 
proposed to tackle these problems one using simple averaging, while the second 




p = 0.2 p = 0.1 p = 0.9 
p = ?? 
p1 = 0.2 
p2 = 0.5 
p3 = 0.9 
a) Combination 
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7.5 Neighbourhood Averaging 
The simplest method to combine a number of transition probabilities is to take an 
average value.  This approach is used by (Wu et al., 2006) to combine transition 
probabilities calculated in 3 perpendicular planes in order to create a 3D volume.   
 
For any given cell, with i nearest neighbour cells containing data, the probability of 










0          …(7.3) 
 
Then to determine the order in which cells should be simulated each cell in the 
surface is ranked according to the number of nearest neighbouring cells containing 
data.  The cell with the maximum number of neighbours containing data is then 
simulated.  In the event of more than one cell having the same maximum number of 
neighbours, one of them is selected at random.  After a cell has been simulated the 
ranking of its neighbouring cells is re-evaluated.  This method ensures that the 
simulation is always carried out for cells which have the greatest amount of 
information at each step.   
7.6 Least Squares 
7.6.1 Combination 
The neighbourhood averaging approach weights each transition probability equally 
and takes no account of how well each probability is determined.  A more 
mathematically rigorous method is to use a least square approach, with each 
transition probability weighted by a function of its variance. 
 
The least squares approach requires the assumption that each of the individual 
transition probabilities follows a binomial distribution.  A binomial distribution is the 
discrete probability distribution which would be expected following a series of 
independent yes/no trials, such as tossing a coin (Wetherill, 1982).  Say x is a random 
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variable that takes the values 0 or 1 according to a Binomial distribution.  Then, 
consider N trials or draws of x, and let r be the number of these that result in a value 
x = 1.  Then the Binomial distribution of r is: 
 
( ) ( ) rNrr
N CrP
−
−= θθ 1        …(7.4) 
 











which is the binomial coefficient and is the number of possible ways of achieving r 
successes in N trials.  The expectation of r is given by, 
 
( ) θNrE =          …(7.5) 
 
and the variance of r is, 
 
( ) ( )θθσ −= 12 Nr         …(7.6) 
 
If it is assumed that the transition probabilities follow a binomial distribution, in that 
they represent the probability of a trial with only two outcomes, 0 and 1.  Then the 
variance of the transition n1 in direction i is, 
 
( ) ( ) ( ) ( )0,0,210,0,12 11 iiii ppnnpNpn −+=−=σ     …(7.7) 
 
Note that the term n1 appears on both sides of the equation, this is because n1+n2 = N 
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= σσ     …(7.9) 
 
Then the combination of transition probabilities to estimate the overall probability of 
a cell having a zero can be set out as a least squares problem weighted by variance.   
A least squares estimate can be obtained using the following definition (Sneider and 
Trampert, 1999): 
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A is a linear operator between the model and data space, Q
T
Q is the covariance 
operator made up of the variance estimates on the individual transition probabilities 
and d is the vector of individual transition probabilities.  An estimate of the 
combined transition probability of the target cell containing a 0, 0p̂ , constructed from 
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7.6.2 Ranking 
To determine the order in which cells are selected for simulation they are ranked 
according to both the confidence in the combined probability estimate, and the 
strength of the probability.  In this work the term strength is used to describe how 
close the probability is to 0 or 1.  In the extreme case, a well constrained probability 
of 0 or 1 will provide a prediction with a great deal of certainty, whereas a prediction 
made using a probability of 0.5 is simply a fair random draw. 
 
The strength of a probability function is measured using a 'Utility' function, taken 
from Decision Theory (Berger, 1980).  The Utility function reflects the strength of 
information contained within different values of the variable of interest.  In our case 
it is a quadratic function of probability U( p ):  
 
( ) 144 2 +−= pppU         …(7.13) 
 
The utility function is dimensionless and has a value of 1 for 0=p  and 1=p , and a 
minimum of 0 for 5.0=p .  The uncertainty in the combined probability estimate is 
assumed to follow a Gaussian distribution with the variance determined in equation 
7.12.  An example of the utility function, U(p), and a Gaussian distribution of 
transition probabilities are shown in Figure 7.5. 
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Figure 7.5. An example of a Gaussian distribution of transition probabilities (mean=0.3, 
variance=0.15) and the utility function, U(p). 
 
For each cell a ranking, R, can be calculated by integrating between 0 and 1, the 
product of the Gaussian distribution of transition probabilities and the utility 
function:   
 









































   …(7.14) 
7.7 Test Results 
There are two major areas for investigation in the simulation problem.  The first 
concerns the ability of the FMI data to capture sufficient spatial information to 
enable realistic simulations to be created.  Secondly there is the performance of the 
proposed simulation methodologies in creating simulations which honour the spatial 
information. 
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7.7.1 Synthetic Features 
To investigate the simulation problem, code was developed to simulate planes 
containing a number of different synthetic geological features.  The planes were the 
same size as the FMI grid shown in Figure 7.2: 125×125 cells.  This enabled the 
slices to be used as training images for the simulation from which synthetic FMI data 
can also be extracted and for comparison with the simulation results. 
 
Examples of the synthetic features used are shown in Figure 7.6(a-e).  They are 
respectively, 
 
Faults: A series of straight lines, with a constant orientation, representing 
any linear features (faults, closed fractures etc.)  
Vugs: A series of circles that represent the large scale pores sometimes 
found within carbonates. 
Faults and Vugs: A mixture of both Fault and Vug features. 
Rudists: A series of crescent shapes, representing the rudist shells 
observed in the carbonate core sections. 
Fractures: A series of elliptical features similar to the Fault features.  These 
represent open fractures which change in aperture along their 
length. 
 
All the features were randomly distributed within the plane and varied in size.  The 
features were represented in binary form. 
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Figure 7.6. Examples of the synthetic features used during the testing of the simulation method. 
 
The transition probabilities, calculated from different images (Training (synthetic), 
FMI, or simulated realisations), were compared using the root mean square error 



















R         …(7.15) 
 
The calculation is normalised by N, the number of transition probabilities calculated 
for each image. In this case N equals16 as there are 8 transition probabilities for the 
centre cell containing a 0 and 8 fro the centre cell containing a 1.  To estimate the 
variability in the RMSE the comparison was repeated using twenty different sets of 
statistics allowing the standard deviation to be calculated.  To provide an indication 
of the scale of the RMSE values the absolute average value (AAV) was also 
calculated using: 














        …(7.16) 
 
The AAV provides a single value which can be compared with the RMSE value to 
estimate the scale of the RMSE value relative to the probabilities from which it is 
calculated. 
7.7.2 FMI Results 
To test the ability of the roughly circularly sampled FMI data to capture the correct 
spatial statistics of features in a plane, a set of experiments were run.  First a 
synthetic training image containing Fault features was created.  Synthetic FMI data 
was then extracted from this image by placing an FMI template similar to that in 
Figure 7.2, over the image and extracting the data (0 or 1) that lies beneath the 
template.  The transition probabilities for both the training image and the synthetic 
FMI were calculated.  The two sets of statistics were then compared using the root 
mean squared error (RMSE) in Equation 7.15. 
 
This comparison was repeated using an increasing numbers of training images to 
calculate the transition probabilities.  The number of images was increased as this 
should improve the accuracy of the FMI statistics as it allows the FMI geometry to 
sample more of the structures present and better constrain the transition probabilities.  
The transition probabilities were averaged over the number of images by summing 
the transition counts for each image.  The entire set of experiments was then repeated 
using each of the different synthetic feature types in Figure 7.6.  The results are 
shown in Figure 7.7. 
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Figure 7.7. The mean RMSE between transition probabilities calculated from training images 
and synthetic FMI extracted from the training images.   The dotted lines show the +/- 1 standard 
deviation from the mean RMSE. 
 
The mean RMSE (solid lines) for all of the synthetic features show a decrease as the 
number of images over which they are measured increases.  They all level off to 
relatively constant values below 0.02, with the rate of decrease in RMSE greatest 
when using 1-4 images.  The standard deviation (dotted lines) also decreases as the 
number of images increases.  The best RMSE values are consistently observed for 
the simple fault and vug features. 
 
The AAV results are given as a single average value as the plots were flat curves.  If 
the curves had been included in Figure 7.7 then the detail of the RMSE results would 
have been lost.  For each feature type the RMSE value levels off at 0.02 which is less 
than 10% of the AAV value.  This suggests that the FMI geometry is sufficient to 
capture spatial statistics, particularly if averaged over a number of images. 
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7.7.3 Simulation Results 
Having successfully tested the ability of the FMI geometry to capture canonical pore-
scale spatial statistics, the two simulation methods proposed were then compared.  
This was carried out using a similar experiment to that used to test the FMI layout.  
An outline of the experiment is shown in Figure 7.8. 
 
 
Figure 7.8. Outline of the experiment used to asses each simulation method. 
 
Again a single training image was constructed, from which synthetic FMI data was 
extracted.  Then the transition probabilities calculated from the synthetic FMI data 
were used to create a realisation using one of the simulation methods.  Transition 
probabilities were calculated for the realisation and compared, using the RMSE, 
against both the FMI probabilities used in the simulation, and those calculated from 
the initial training image.  The variability in the comparison was determined by 
repeating the process 20 times.   
 
The whole process above was then repeated ten times, each time increasing the 
number of training images and the number of realisations by one.  Finally, all of the 
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above experiments were repeated using each of the different types of synthetic 
features in Figure 7.6.  The results are shown in Figures 7.9 to 7.13. 
 
 
Figure 7.9. The mean RMSE between pairs of transition probabilities calculated from training 
images, synthetic FMI data, and simulated realisations using Fault features.  The results using 
the Neighbourhood averaging method are shown on the left, and the results using the Least 
Squares method on the right.  The dotted lines show +/- 1 standard deviation from the mean 
RMSE.  The legends give the AAV value for each comparison. 
 
The Fault features appear to be the simplest of those created, consisting of 
straight lines with a constant orientation.  They might therefore be expected to 
be the simplest to simulate.  The comparison of the RMSE results (Figure 7.9) 
for the two simulation methods however shows significant differences between 
the various sets of probabilities.  Only the comparison between the training 
image and FMI statistics ("+" symbol) is the same across the two plots as this is 
unaffected by the choice of simulation method and is the same as in Figure 7.7.  
The results for the neighbourhood averaging method (Figure 7.9, left) are very 
consistent for both the Training image/Realisation and FMI/Realisation 
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comparisons.  The mean RMSE remains steadily around 0.065 as the number of 
images increases.  The range of RMSE values (dotted lines) reduces as the 
number of images used is increased from 1 to 10.  The RMSE value of 0.065 
represents a 20% error when compared to the AAV values of around 0.3. 
 
The RMSE results for the Training image/Realisation and FMI/Realisation mean 
using the least squares method (Figure 7.9, right) are again very consistent with 
each other.  However instead of remaining constant they start off at 0.055, drop 
to 0.04 using 4 images, then rises to 0.065 using 10 images.  The greatest 
difference from the neighbourhood averaging results is in the variation of the 
RMSE values, with one standard deviation starting around 0.02 using 1 image 
and increasing to 0.03 using 10 images.  Again the RMSE value represents a 
20% compared with the AAV value. 
 
 
Figure 7.10. The mean RMSE between pairs of transition probabilities calculated from training 
images, synthetic FMI data, and simulated realisations using Vug features.  The results using 
the Neighbourhood averaging method are shown on the left, and the results using the Least 
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Squares method on the right.  The dotted lines show +/- 1 standard deviation from the mean 
RMSE.  The legends give the AAV value for each comparison. 
 
The comparison of the simulation methods using the vug features (Figure 7.10) again 
shows significant differences between them.  As with the fault feature results, the 
comparison between the training image and realisation and the FMI and realisation 
are very similar using the neighbourhood averaging method (Figure 7.10, left).   The 
mean RMSE for both comparisons remains just above 0.05 as the number of images 
increases.  The variation in RMSE values (dotted line) is again reduced by increasing 
the number of images used.  The RMSE value of 0.05 represents an error of 12% 
compare to the AAV value.  
 
Using the least squares method (Figure 7.10, right), the two comparisons, Training 
image/Realisation and FMI/Realisation are again very similar.  The mean RMSE 
starts around 0.03 (8% of AAV) using one image and rises to a peak of 0.14 (40% of 
AAV) using 8 images before dropping slightly, to 0.11 (31% of AAV) using 10 
images.  As with the fault features the range of RMSE values (dotted line) is much 
larger than when using the neighbourhood averaging method.  One standard 
deviation starts at 0.04 using one image and remains consistent until 8 images when 
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Figure 7.11. The mean RMSE between pairs of transition probabilities calculated from training 
images, synthetic FMI data, and simulated realisations using a mixture of Fault and Vug 
features.  The results using the Neighbourhood averaging method are shown on the left, and the 
results using the Least Squares method on the right.  The dotted lines show +/- 1 standard 
deviation from the mean RMSE.  The legends give the AAV value for each comparison.  
 
Using a mixture of vugs and faults again produces different results for the two 
simulation methods.  The mean RMSE values for the realisation comparisons, using 
the neighbourhood averaging method (Figure 7.11, left), are again similar and 
consistently around 0.06 (15% of AAV).  The range of RMSE values is constrained 
as the number of images is increased. 
 
The mean RMSE values for the realisation comparisons, using the least squares 
method (Figure 7.11, right), start at 0.05 (16% of AAV) using one image and rise 
rapidly to 0.1 (32% of AAV) using 3 images then the increase slows reaching 0.12 
(39% of AAV) using 10 images.  Unlike the individual fault and vug results in 
Figures 7.9 and 7.10 the range of RMSE values decreases as the number of images 
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used increases, with one standard deviation starting at 0.03 using one image and 
dropping to 0.01 using 10 images.  
 
Figure 7.12. The mean RMSE between pairs of transition probabilities calculated from training 
images, synthetic FMI data, and simulated realisations using Rudist features.  The results using 
the Neighbourhood averaging method are shown on the left, and the results using the Least 
Squares method on the right.  The dotted lines  show +/- 1 standard deviation from the mean 
RMSE.  The legends give the AAV value for each comparison. 
 
The comparison using the rudist features shows similar behaviour using the two 
simulation methods, with both levelling off to a constant value.  Using the 
neighbourhood method (Figure 7.12, left) the mean RMSE starts at 0.056 (25 
% of AAV) and falls to 0.051 (23% of AAV) using 10 images.  Compared to 
previous results the training image/realisation and FMI/realisation comparisons are 
not as similar.  The range of RMSE values again drops as the number of images 
increases. 
 
The mean RMSE values using the least squares method (Figure 7.12, right), start at 
0.06 (33% of AAV) and 0.073 (40% of AAV) for the FMI/realisation and training 
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image/realisation comparisons respectively.  These both rise to a value of 0.078 
(43% of AAV) using 10 images.  As with using the neighbourhood method the two 
comparisons are not as similar as the results using faults or vugs.  The range of 
RMSE values drops as the number of images increases, with one standard deviation 
dropping from 0.02 using one image down to 0.005 using 10 images.  
 
Figure 7.13. The mean RMSE between pairs of transition probabilities calculated from training 
images, synthetic FMI data, and simulated realisations using Fracture features.  The results 
using the Neighbourhood averaging method are shown on the left, and the results using the 
Least Squares method on the right.  The dotted lines show +/- 1 standard deviation from the 
mean RMSE.  The legends give the AAV value for each comparison. 
 
The results obtained using the fracture features are similar to those obtained using the 
fault features (Figure 7.9).  This is to be expected as the fractures are ovals with a 
constant orientation like the faults.  The neighbourhood results (Figure 7.13, left) are 
consistently around 0.07 (25% of AAV) compared with 0.065 (20% of AAV) using 
the faults.  The standard deviation in the RMSE values drops rapidly as the number 
of images increases, dropping from 0.02 down to 0.004.  
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The mean RMSE results using the least square method (Figure 7.13, right) start 
around 0.06 (24% of AAV) and rise to 0.115 (46% of AAV) using 10 images.  The 
range of RMSE values decreases as the number of images increase, with one 
standard deviation dropping from 0.03 using one image to 0.01 using 10 images.   
 
7.8 Discussion 
The comparison between the neighbourhood averaging and least squares simulations 
show significant differences between the methods for all the features tested.  The 
simplest simulation was the neighbourhood averaging method.  For all five types of 
features, its mean RMSE value rapidly levels off and the remains constant as the 
number of images increases.  The variation in RMSE values steadily decreases as the 
number of images increases.  The scale of the RMSE values change depending on the 
feature type, ranging form 12% of AAV for vug features up to 25% for rudists and 
fracture features. 
 
The least squares method is more complex but also more mathematically rigorous 
since it accounts for variance in each transition probability.  Across all the features 
its mean RMSE values tend to start at similar values to those from the 
neighbourhood method, but then they rise as the number of slices increases.  The 
range of RMSE values is normally larger than for similar neighbourhood 
comparisons.  The range also falls off far less rapidly as the number of images 
increases.  The scale of the RMSE values is significantly larger than the 
neighbourhood RMSE values, ranging form 31-46% of AAV.  The exception is for 
fault features when the two methods result in the same scale of error, 20%. 
 
The results show that the neighbourhood averaging approach will produce 
realisations with transition probabilities with a consistent mean difference from those 
used in there calculation as the number of training images increases.  The variation 
between realisations is decreased as the number of training images increases.  Using 
the least squares method, the realisations best match the training image statistics 
when a small number of training images are used.  These results can be better than 
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similar results using the neighbourhood averaging method.  However there is a lack 
of consistency (large variation) between realisation results, a problem that is only 
slightly reduced by increasing the number of training images.   
 
The relative scale of the RMSE values is an area of concern.  The comparison with 
the absolute average values suggests that the probabilities obtained from the 
simulation results are considerably different to those from the original images.  
However the comparison with the AAV values is only a guide to the scale of the 
RMSE values as both are single value summaries of 16 different probabilities.   
7.8.1 Averaging Transition probabilities 
The differences observed between the two simulation methods maybe an artefact 
caused by averaging in the experiment used to compare them.  In the experiment 
(Figure 7.8) increasing numbers of training images were created, from which 
synthetic FMI was extracted and then transition probabilities calculated.   These 
transition probabilities were then used to calculate a number of realisations equal to 
the number of training images.  For the multiple images, transition probabilities were 
averaged by summing the number of times each transition event was observed in 
each image. 
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Figure 7.14. Outline of the experiment used to test if the differences observed in the RMSE 
results are due to the simulation method or the averaging of statistics over a number of slices.  
An increasing number of slices are used to calculate the transition probabilities but only one 
realisation is created. 
 
To test if the averaging of the statistics, or the difference in simulation method, was 
responsible for the differences observed a modified experiment was carried out 
(Figure 7.14).  As before, an increasing number of training images is used to 
calculated transition probabilities to use in the simulation.  These are averaged as 
before but then used to calculate only a single realisation.  Any differences in the 
comparisons with the realisation will then be attributable to differences in the 
simulation method and not the post-simulation averaging process.  The experiment 
was carried out using the vug features as these showed a particularly strong 
difference between the two simulation methods.  The maximum number of training 
images was also increased to check if the rise, observed in Figure 10 (right) using the 
least squares method, levelled off.  
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Figure 7.15. The mean RMSE between pairs of transition probabilities calculated from training 
images, synthetic FMI data, and a single simulated realisation using Vug features.  The results 
using the Neighbourhood averaging method are shown on the left, and the results using the 
Least Squares method on the right.  The dotted lines show +/- 1 standard deviation from the 
mean RMSE.  The legends give the AAV value for each comparison. 
  
The results of the experiment (Figure 7.15) show strong differences still exist 
between the two simulation methods.  As in the multiple realisation experiment 
(Figure 7.10) the mean RMSE using the neighbourhood averaging method remains 
consistently around 0.055 (14% of AAV) as the numbers of images increase.  The 
range in RMSE values also drops as the number of images used increases.  The mean 
RMSE values, obtained using the least squares method, are also similar to those from 
the multiple realisation experiment.  They start lower than the neighbourhood values 
at 0.03 (13% of AAV) but quickly rise before levelling off at 0.13 (48% of AAV) 
using 20 images. 
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These results show that the differences observed using the two simulation methods 
are due to differences in the simulation methods, and are not an artefact introduced 
by averaging the transition probabilities over a number of images. 
7.8.2 Transition probabilities 
The results in Figures 7.9-7.13 show that the behaviour of the two simulation 
methods changes as the number of training images used increases. Therefore the 
change in the transition probabilities used to create the simulations was investigated. 
 
Figure 7.16. An example of the transition probabilities used to create the simulation, illustrating 
how they change as the number of training images increase.  The probabilities shown are for the 
cell of interest containing a 0.  The horizontal axis indicates the position of the transition and the 
vertical axis indicates the state of the central cell.  The colour scheme indicates the size of the 
transition probabilities. 
 
An example of the change in the transition probabilities used in each simulation is 
shown in Figure 7.16, using vug features.  These are the probabilities calculated from 
the synthetic FMI data extracted from each training image.  The probabilities shown 
are for the probability of a 0 being in the cell of interest.  The horizontal axis 
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indicates the orientation of the transition, it , for i =1 to 8, and the vertical axis gives 
the state of the central cell, c, as either 0 or 1 (see Figure 7.3).   
 
Figure 7.16 shows that when comparing transition probabilities using a small number 
of training images (e.g. looking along the top row of 5 plots) there are large 
differences in the probabilities given that the centre cell contains a 0.  As the number 
of training images increases this variability decreases and the probabilities for all the 
transitions have similar values.  The probabilities for the centre cell containing a 1 
show little change as the number of training images increase.  This is because 1 is the 
background and dominant cell state in all of the training images. 
 
Figure 7.17. The mean difference (solid line) between successive sets of transition probabilities 
as the number of training images increases.  The variation in the difference is shown by +/- 1 one 
standard deviation (dotted line). 
 
Figure 7.16 shows the results for a single experiment for each increase in the number 
of training images. By repeating the experiment at each step the mean difference in 
the transition probabilities can be calculated (Figure 7.17): the mean difference was 
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calculated by subtracting the transition probabilities for n+1 training images from 
those using n training images.  The results confirm that the transition probabilities 
are very variable using a limited number of training images but quickly becomes 
more consistent as the number increases. 
 
The change in transition probabilities can be used to explain the differences observed 
between the two simulation methods.  The neighbourhood method calculates 
combined probabilities by taking the mean value of the relevant transition 
probabilities.  The simulation is then performed using those cells with the most 
neighbouring cells containing data.  The least squares method combines the 
probabilities using least squares but then ranks the cells to be simulated according to 
the strength of the probabilities.  This in turn leads to different simulation behaviour 
as shown in Figure 7.18. 
 
 
Figure 7.18. Example of how the simulation methods fill in the 2-D area.  The simulation uses 
transition probabilities calculated using 5 training images with vug features.  The simulation 
was run for 4000 cells.  The white cells have not been simulated. 
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Figure 7.18 shows that the neighbourhood averaging method (left) grows steadily out 
from the given FMI data, with no preferred orientations.  The lack of growth on the 
top section of data is a statistical artefact.  There are a number of cells with the same 
number of neighbours, one of which is picked at random.  For this section, in this 
realisation the simulation has not selected cells in the region as often as in other 
regions purely by chance.  The simulation created using the least squares method 
(right), however, shows a strong preference for growth in vertical directions.  This 
indicates a strong probability (near 0 or 1) in the transition probabilities in the 
vertical directions.  There is little or no horizontal growth, and little or no variation in 
the vertical direction. 
 
The neighbourhood averaging simulation seems to follow an intuitively natural 
growth pattern as it propagates into the space by enlarging the simulation around the 
existing data.  Conversely the least squares method is unnatural as it strictly follows 
the directions with strong probabilities, often with reference to only a single data cell.   
 
The consistent RMSE results obtained using the neighbourhood averaging simulation 
method, observed in Figures 7.9-7.13, can be explained by the ranking system it uses.  
By always selecting the cell with the most neighbouring data points, the combined 
probabilities used tend towards some average value.  The drop in the variation of 
RMSE values can also be explained by the ranking: as the transition probabilities 
become more stable the combined statistics will also become more stable. 
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The behaviour observed using the least squares method can also be explained by the 
ranking method it utilises.  It simulates the cells with the strongest (closest to 0 or 1) 
combined probabilities.  As averaging tends to weaken the combined probability the 
simulation tends to follow strong probabilities based on a single data cell.  This 
creates the single lines of simulated data, seen in Figure 7.18, that grow into the 
simulation space.  Using a single training image the transition probabilities are quite 
variable.  The least squares method then simulates a limited number of strong 
probabilities but with a large degree of variability in the results.  As the transition 
probabilities become more similar the method still selects the strongest probability 
even though this may only be slightly stronger then the rest.  This creates a 
preference for certain directions, which is not contained in the original statistics.  
This causes the rise in RMSE values with increasing numbers of training images seen 
in Figures 7.9-7.13. 
7.8.3 Actual Simulated Images 
The work so far has compared the two methods on their ability to replicate statistics.  
Perhaps of more concern to the end user is the ability of each method to reproduce 
realistic and interpretable features.  
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Figure 7.19.  An example of the realisations created using both methods.  The transition 
probabilities were calculated using a single training image with vug features. 
 
Figure 7.19 shows an example of the realisations calculated by each simulation 
method using transition probabilities calculated from a single training image of vug 
features.  The vug features are simple circles.  Neither of the two methods has been 
able to create obvious circular features, though they do show a strong degree of 
clustering.  The neighbourhood realisation (left) contains the greatest range in size 
and number of clusters, while the least squares realisation has only two clusters. 
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Figure 7.20. An example of the realisations created using both methods.  The transition 
probabilities were calculated using ten training images with vug features. 
 
Figure 7.20 shows the realisations created using transition probabilities calculated 
from ten training images containing vug features.  Again neither shows the perfect 
circles of the original training images.  However the neighbourhood realisation (left) 
show strong clustering into curved features. As with the realisation created using a 
single training image there is a degree of noise, in the form of small clusters within 
the image.  The least squares realisation (right) contains very little clustering and all 
the features created are in the form of vertical lines.  
7.8.4 Further Work 
The results of the experiments carried out show that the simple neighbourhood 
averaging method is the best method for the simulation of 2-D planes from FMI data.  
However it would seem that the problem with the more mathematically rigorous, 
least squares method lies in the ranking system used.  Therefore an interesting 
experiment would be to create a new simulation method which uses the least squares 
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method to combine the statistics but then the ranking system used is weighted by the 
number of neighbouring data cells. 
 
The goal of the simulation method should be the creation of 3-D volumes from FMI 
data.  A crude method would be to create a stack of 2-D slices, but this would lack 
continuity between the slices.  Therefore a truly 3-D approach should be the goal.  
The method of capturing transition probabilities described in this chapter could easily 
be extended to 3-D by expanding the template in Figure 7.3.  It would become a cube, 
which would measure the 27 possible two point transitions between the nearest 
neighbours.  These could then be combined, as for the 2-D case, to create the missing 
multi-point transitions.  Potential problems would lie in determining the amount of 
FMI data required to capture stable transition probabilities and then in validating the 
realisations produced. 
7.9 Conclusion 
A method has been proposed for the capture of nearest neighbour, two point 
transition probabilities from 2-D slices of FMI data, using a 3 by 3 template.  Two 
methods were then described for the combination of these two point probabilities to 
estimate the unavailable multi point probabilities, and their subsequent simulation.  
One method involves taking the mean of the individual two point transition 
probabilities.  The simulation is then performed by successively simulating the cell 
surrounded by the largest number of cells containing data.  The second method 
combines the two point probabilities using a least squares method weighted by the 
variance of the probability estimates.  For this method the cells were ranked 
according to the strength of the combined probability.  The strength of the 
probability is defined as how close it lies to 0 or 1.   
 
A set of synthetic features were used to compare the two simulation methods.  The 
results show that the neighbourhood simulation method produces realisations with 
transition probabilities that are stable compared to the training image used in its 
creation.  The least squares method produces realisations with transition probabilities 
that become increasingly different as the number of training images used in its 
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creation is increased.  The different behaviour in the two simulation methods can be 
attributed to the different ranking methods they use.  Visual inspection of the 
different realisations shows that the neighbourhood averaging method produces the 
most realistic simulations.  The next step would be to extend the method to 3-D to 
enable a volume of FMI scale material to be simulated.  
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Chapter 8 - Discussion 
To successfully exploit hydrocarbon reservoirs we require an understanding of the 
porosity distribution within the reservoir because this controls the storage and flow 
of fluids.  In reservoirs within carbonate formations the porosity distribution is 
complex due to the heterogeneity of carbonate rocks.  Carbonate heterogeneity spans 
a wide range of length scales and is a product of the biological origins of the 
formations and their susceptibility to diagenetic change.  To understand the 
distribution of porosity within such formations requires the integration of data 
gathered using a range of different techniques across the range of length scales at 
which heterogeneity is observed. 
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Figure 8.1. Outline of the proposed methodology for the integration of porosity information 
across a range of scales, from individual pores observed in core samples up to wireline log 
measurements.  A) Core and wireline data sets require to be accurately correlated.  Correlation 
then allows B) the development of porosity scaling relationships and C) the development of 
modelling techniques.  These can then be combined to D) simulate core sections and populate 
them with down-scaled porosity information. 
 
 
In this thesis a methodology has been proposed to tackle part of the integration 




C) Modelling B) Scaling Relationships 
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from extracted core samples (Figure 8.1).  A number of the key problems in the 
methodology were identified and then investigated; the correlation of data sets, the 




8.1.1 The Correlation Problem 
The first step in the data integration process is the accurate positioning, or correlation, 
of data sets relative to one another.  When integrating core and wireline log data the 
task of correlating the data sets is complicated by differences in when and how they 
are measured.  Core samples are extracted as part of the drilling process, while 
wireline log measurements are made after drilling has been completed.  This results 
in two different depth measurements which are measured at different times and 
susceptible to different degrees of uncertainty (e.g. due to the stretching of cables or 
the sticking of cables).  The conventional method for correlating the two data types 
involves identifying prominent features, such as bed boundaries in both data sets and 
then interpolating between them.  In regions of the borehole without such features 
this approach can lead to an uncertainty in the correlation in the order of several feet.  
When integrating wireline data with a much higher resolution, such as FMI data with 
a resolution of 0.1”, then a more accurate correlation is required, particularly if 
scaling relationships are to be developed between the two data sets. 
8.2.1 Statistical Correlation 
In this thesis I have proposed and demonstrated a new statistical method to tackle the 
correlation problem (Chapter 4 & 5).  The method correlates data sets based on their 
statistical properties.  Statistics were calculated for a core sample and for overlapping 
core-length windows of the wireline log data.  The core statistic was then compared 
with that measured in each core length window.  The use of individual statistics 
alone is insufficient to provide a unique correlation, but by combining the results 
from several statistics in a likelihood function the uncertainty in the correlation can 
be greatly reduced.  Indeed, the method outlined in Chapter 4 enables the uncertainty 
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in correlation between FMI and CT data to be reduced from 2ft (609mm), using 
geological marker horizons alone, to 0.72" (18mm) using my new method. While 
this is not yet at the same resolution as of the FMI data, that is 0.1" (2.54mm), it is a 
notable improvement on the conventional method.   
8.1.3 Limitations 
The major limitation on using this method for correlation is that if two regions have 
the same porosity distribution then discrimination between them is not possible in 
which case other prior information must be used to resolve the ambiguity.  However, 
if the regions have different distributions, then the correlation maybe further 
constrained by adding additional statistics to the likelihood function.  The addition of 
further statistics has to be treated carefully as they may result in spurious correlations.  
The choice of statistics used should therefore always be made using the entropy 
function, as shown in Chapter 4, to ensure strong correlations are made. 
 
The proposed correlation technique relies on both data sets measuring the same 
physical property.  In Chapters 4 and 5 the FMI and CT data sets used were both 
converted to spatially variable porosity estimates.  In the examples used this was 
relatively straight forward as the formation from which the data was measured could 
be considered to be mono-mineralic and composed purely of low-Mg calcite 
(calcium carbonate).  Therefore any differences in the measurements observed could 
be attributed to changes in porosity alone (the small quantities of pyrite observed in 
the CT scans (Figures 4.3 and 5.1) were taken as volumetrically insignificant).  In 
different formations, composed of a range of minerals, the conversion to a common 
property would be more problematic.  In particular, the conversion of CT scans 
would be particularly difficult as they provide a measure of X-ray attenuation for a 
given volume of material.  X-ray attenuation values depend on density, which is a 
function of both the chemical composition of the material and the degree of porosity 
in the measurement volume.  The two effects would combine and it would be 
impossible to separate out the porosity component without additional information.  A 
possible solution might be to flood the core sample with a tracer substance with an 
X-ray attenuation coefficient greatly different from that of the minerals present in the 
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core.  The tracer would reside only in the pore space and be distinguishable from 
surrounding rock.  However, the tracer substance could not be guaranteed to reach all 
of the porosity particularly if it is particularly small (e.g. microporosity) or isolated 
from the main pore network. 
8.1.4 Applications of the method 
In Chapters 4 and 5 a range of statistics were calculated for use in the correlation 
method.  However, the skewness and kurtosis results resolved no correlations 
between the data sets.  This was attributed to the large sampling errors associated 
with these statistics.  Therefore the mean, variance and range statistics were used as 
they produce good correlations and are simple to calculate. However the method is 
not restricted to the use of these statistics.  Any statistic which can be calculated for 
both data sets can be used to provide a correlation.  To ensure the strength of 
correlations obtained the chosen statistics should be compared using the entropy 
process (Chapter 4). 
 
The correlation technique is also not restricted to core and well log data.  As the 
method produces a correlation based on statistical properties it can be applied to any 
two data sets which measure the same physical property or can be converted to the 
same measurement type.  The method can therefore be applied in a range of contexts 
wherever data sets are required to be accurately correlated.  Possible applications 
include the provision of correlations at other length scales for the integration of 
carbonate data, to aid correlations between boreholes or for the identification of 
features as part of image processing.  
8.2 Up-Scaling 
8.2.1 The Scaling Problem 
Once accurate correlation has been achieved, the next step is to develop scaling 
relationships between the porosity distributions measured at different length scales.  
Such scaling relationships would allow data measured at a particular length scale to 
be converted into measurements which would have been obtained at a different 
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length scale.  These relationships therefore allow data from different measurement 
techniques with different resolutions to be integrated and compared.  
 
Traditionally scaling relationships have been calculated in the up-scaling direction.  
That is, if properties are known at one scale, they can be calculated at larger length 
scales by up-scaling.  However, in the methodology outlined in Figure 8.1, the 
scaling relationships would be used to infer information about the porosity 
distribution below wireline log resolution through the down-scaling of the wireline 
log measurements.  To date there has been very little work which looks at the down-
scaling of data.  The only widely used method is through variogram scaling laws 
developed for the mining industry (Matheron, 1963; Clark, 1979; Frykman and 
Deutsch, 1999).  The variogram scaling laws offer a mechanism for up- and down-
scaling measurements through the scaling of variogram parameters. 
 
More generally, up-scaling relationships can be used to down-scale, using inverse 
theory.  In all cases, when down-scaling the result will be a family of detailed 
porosity distributions (usually infinitely many) which are consistent with the 
observed up-scaled distribution. 
8.2.2 Implementation of Variogram Scaling 
In this thesis I am interested in the scaling relationships between core measurements, 
with resolutions of 0.0064" and 0.0049", and wireline log measurements from an 
FMI tool, with a resolution of 0.1".  As variogram scaling laws offer a mechanism 
for both up- and down-scaling data I created new computer code which would 
implement the scaling laws.  The code was tested on previously published examples 
(Frykman and Deutsch, 1999). 
 
Before investigating the down-scaling results, the accuracy of variogram scaling was 
tested.   The testing was carried out by up-scaling variogram parameters measured 
from the original high resolution CT data and comparing them with variogram 
parameters measured from CT data averaged to the same resolution as FMI data.  
The results for the range parameter showed the up-scaled and averaged values to 
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have similar values, .  However, the results for the sill parameter were not in good 
agreement showing considerable differences between the up-scaled and averaged 
values, beyond the level of uncertainty.  To test if the averaging method applied to 
the CT was responsible for the mismatch a different method was applied, using a 
kernel of uniform opposed to Gaussian weights.  However, the results showed the 
two methods produced data with similar variogram parameters. 
 
As the up-scaled range had been shown to be similar to the averaged range it was 
then compared with the range calculated from core-length windows of FMI data.  
The up-scaled CT range value was of the same magnitude as the FMI range values 
but they produced different correlation results from those identified using the 
statistical correlation technique developed in Chapter 4. 
 
These results show that the variogram scaling technique has failed to up-scale the 
carbonate data.  Given that the code used to implement the technique has been tested 
successfully and different methods for averaging the CT data produced similar 
results, then the failure is assumed to be due to some inherent feature of the data.  
The most likely case is that the data does not conform to the limited statistical model 
underlying variogram scaling. 
8.2.3 Limitations of Variogram Up-Scaling 
The use of variogram analysis assumes that the data used is at least second order 
stationary (mean and variance are the same throughout the data set).  On inspection, 
carbonate data, due to its heterogeneous nature, is not stationary.  Therefore, the use 
of variogram analysis is not valid for carbonate data.   
 
Note that this finding does not call into question the use of the range parameter in the 
correlation technique (Chapter 4) as it is calculated using the same technique from 
similarly scaled data.  This ensures that even if the use of variograms is unsuitable, 
then the range values obtained should be comparable between FMI and CT data sets 
for the same piece of rock.   
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A possible solution to the problem of non-stationary carbonate data would be to sub-
divide the data into regions in which the data is stationary.  Variogram analysis could 
then be carried out within these regions, and those variograms could be scaled using 
the variogram scaling laws.  The sub-division of the data would complicate any 
method for linking core and wireline data as the different stationary regions would 
need to be identified in both data sets.  Also, if the stationary regions are too small 
then there will be insufficient data to constrain the calculated variogram making it 
difficult to estimate variogram parameters. 
8.2.4 Other Up-Scaling Methods 
The lack of stationarity in the carbonate data lead to the failure to implement the 
variogram based scaling laws.  The lack of stationarity in carbonate data will also 
affect the application of other scaling methods such as those based on multiple-point 
statistics or Markov chains.  These methods require stationary training images from 
which to measure the relevant statistics or transitions.  Therefore, other scaling 
methods must be considered if we are to perform the integration of carbonate data 
from different scales. 
8.2.4.1 Up-Scaling Carbonate Porosity Measurements 
Porosity is a bulk property of a rock sample: the percentage volume of the sample 
filled by pore space.  In simple monomineralic examples, such as used in this project, 
the up-scaling could be achieved by taking the arithmetic mean value of a block of 
measurements.  In a more complex sample, with a range of mineral components, it 
would be difficult to obtain 3D porosity measurements from CT scans due to the 
difference in X-ray attenuation.  If porosity measurements were available then again 
arithmetic means could be used to provide up-scaled measurements.  However, the 
ultimate goal of this work was to derive down-scaling as well up-scaling 
relationships.  This was why variogram scaling was initially chosen as it provided a 
mechanism for tackling both aspects of the problem.  The use of the arithmetic mean 
would provide very little information with which to constraint down-scaled 
measurements.   
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Another approach that could be considered in future would be to calculate porosity 
distributions for the data sets at different scales.  The statistics of these distributions 
could then be compared and studied for the presence of scaling behaviour.  This 
would require data which samples the same porosity distribution, but at a range of 
scales.  This could be achieved by taking a succession of increasingly smaller sub-
samples from a single core sample and then CT scanning them at increasingly higher 
resolutions.   
8.2.4.2 Up-Scaling Carbonate Permeability Measurements 
Another approach could be that instead of focusing on porosity another parameter 
such as permeability could be scaled.  Permeability is not a bulk volume property 
like porosity and so is therefore more complex to up-scale.  There is a range of 
permeability up-scaling methods which vary from power averaging to the solution of 
the fluid flow equation at each location (see section 2.4.2.).  None of these methods 
require stationary data and so could be applied to carbonate data.  The methodology 
of Liu (2002) would be particularly relevant when using carbonate data.  Their 
method divides the sample up into regions separated by boundaries with large 
permeability changes.  A separate up-scaling relationship is then calculated for each 
region.  This allows the major fluid flow barriers to be retained in the up-scaled data.   
 
Though there has been a range of work on up-scaling permeability there has been 
very little on its down-scaling.  None of the methods discussed in Chapter 2.4.2. 
provide mechanisms for creating or constraining down-scaled measurements.  This 
therefore remains an area in which there is still much research to be carried out. 
8.3 Modelling 
8.3.1 The Modelling Problem 
The length of physical core samples recovered from any borehole is limited due to 
the expense of its recovery.  The expense is incurred because to extract a core sample 
requires the replacement of the conventional drill bit with a core cutting bit.  This 
requires the extraction of the drill string, several thousand feet in length, from the 
borehole costing time and therefore money.  Compared to core samples, wireline log 
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data is very cheap to obtain as the entire borehole can be covered in a single pass as 
the tool is pulled through the borehole.  This means that there are large amounts of 
low resolution wireline log data compared to the high resolution core samples.  To 
aid our understanding of formations it would be useful if core scale information 
could be inferred from wireline log data in the regions of the borehole without core 
samples. 
 
Work carried out so far has used borehole image logs to identify specific facies and 
features (Williams and Pirmez, 1999; Russel et al., 2002; Hughes et al., 2003).  
However borehole image logs can only provide a 2-D image.  If the aim is to 
investigate porosity and fluid flow this requires 3-D information which we could 
obtain through the creation of 3-D models simulating statistically likely 3-D cores 
from only borehole image log information. 
8.3.2 Modelling from FMI 
The accurate correlation between core and wireline log allows the development of a 
new modelling technique to aid our understanding of porosity distribution.  The aim 
of the technique is to measure spatial statistics from wireline log data and then use 
these statistics to create a section of 'virtual' core.  This 'virtual' core section is a 3-D 
volume representing the core section which would have been extracted from that 
section of the borehole.  The 'virtual' core section can then be populated with 
appropriate porosity down-scaled from the wireline log data. 
 
To achieve the simulation two different modelling techniques were developed and 
are described in Chapter 7.  The methods take two-point, spatial statistics measured 
from a single slice of FMI data and combine them to infer the multiple-point 
statistics which are not actually observed.  One technique averages the two-point 
statistics from surrounding data while the other combines them using least squares, 
weighted by variance.  The multi-point point statistics are then used to simulate a 2-
D slice at FMI resolution.  The techniques were compared using synthetic data 
examples of simple geological features (e.g. faults, vugs etc).  The best results were 
obtained using the method which averaged the two-point statistics. 
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The techniques developed in this thesis build on the approach of Wu et al (2004).  In 
their work they use 2-D training images to capture transition statistics and then use 
them to create separate 2-D simulations.  However, the techniques developed in this 
thesis measure two-point transition statistics from a 1-D ring of FMI data and then 
combine these to estimate the unseen multiple-point transitions.  Also the techniques 
in this thesis create simulations which include the original data, because they use this 
as a starting point.  This results in simulations which can be exactly integrated with 
measured data. 
8.3.3 Limitations 
8.3.3.1 Binary Data 
The modelling techniques have been developed using binary data.  This is created by 
dividing the data into two states, pore and solid.  In real data this division is not 
straightforward due to measurements that are made from rock volumes including 
both pore and rock.  This creates a continuum of values between the end members 
which represent pure pore and solid values.  The appropriate threshold for the 
segmentation of the data from within the continuum is not clear.  A similar problem 
exists in the field of digital image analysis and methods developed to tackle this 
could provide a solution (Mardia and Hainsworth, 1988; Oh and Lindquist, 1999). 
 
The use of binary data by the simulation techniques limits the complexity of data that 
can be captured and then simulated.  One solution would be to increase the number 
of states into which the data is segmented.  This would allow different rock types to 
be separated, or regions with different distributions of sub-resolution porosity to be 
distinguished.  However any increase in the number of states used would lead to a 
large increase in the number of transition probabilities to be determined.  As the 
transition probabilities are determined by counting the occurrences of data events 
within a training image, this would also increase the amount of training data required 
to ensure the statistics were stable.  Increasing the size of the training image risks 
averaging over regions with different structures but even with a large training image 
not all of the transitions required maybe observed.  
Chapter - 8  
 143 
8.3.3.2 2-D Simulation 
The modelling techniques described in Chapter 7 create 2-D slices of data, but to 
understand fluid flow within complex heterogeneous pore networks as found in 
carbonates requires information in 3-D.  To achieve this, the 2-D slices could be 
stacked on top of each other.  These would, however, lack any continuity between 
the slices.  A better approach would be to extend the modelling techniques to 
simulate a true 3-D volume.  The extension would involve using a 3×3×3 cube, 
instead of a 3×3 square.  This would capture the two-point transitions, in 3-D, from a 
given length of FMI.   As before these transitions would be combined to infer the 
multi-point transitions which cannot be directly measured.  As with an increase in the 
number of states, an expansion to 3-D would lead to a large increase in the number of 
statistics to be determined. 
8.3.3.3 Synthetic Features 
The modelling techniques have been demonstrated on very simple synthetic features 
(Figure 7.6).   The results have shown that the techniques have only shown some 
success in replicating these features.  Therefore the application of these techniques to 
real data would be restricted to regions with very simple features, such as fractures.  
We have shown that capturing the more complex curvelinear features found in 
carbonate formations is as yet beyond the power of the techniques developed. 
8.3.4 Modelling Applications 
To date the analysis of borehole image logs has been restricted to 2-D analysis, 
positioning data in terms of its vertical position and position around the borehole 
wall.  However, the borehole wall is curved, so the images contain 2-D information 
about the plane perpendicular to the borehole axis as well as 1-D information in the 
vertical plane.  Therefore, in theory the images can be analysed to provide 3-D 
information.  In this thesis I have shown that the 2-D information in the plane 
perpendicular to the borehole axis can be measured and then used to create 
simulations of that plane.  Though restricted to examples with relatively simple 
features the work has been successful in demonstrating that information gathered in 
1-D can be used to create simulations in 2-D.   
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The modelling techniques developed in this thesis could be applied to the problem of 
creating 3-D simulations from 2-D thin sections, as has been attempted by Wu et al 
(2006).  The work carried out to date measures transition probabilities on orthogonal 
thin-sections and then creates a 3-D simulation not constrained to real data.  The key 
ideas that could be taken from this thesis include the concept of using real data (e.g. 
from thin sections or borehole image logs) as the starting point of the simulation.  
This constrains the simulation to transitions which are actually observed in the data 
and allows the direct integration of the simulation with the original data.  Another 
idea which could be included is the idea that the order in which cells are simulated is 
determined by how well the cells transition probabilities are known.  This would also 
stop poorly constrained probabilities skewing the simulation. 
8.4 Other Issues Tackled 
8.4.1 Variogram Fitting 
If the use of variogram scaling was applicable to the data sets, it would still be 
sensitive to the difficult and somewhat subjective task of fitting a variogram model.  
Variograms calculated from real data are subject to noise which creates a rough 
curve.  Typically these are fitted with a smooth model which has key parameters 
which capture the main features: nugget, range and sill.  The fitting of these models 
is generally done by eye but this was impractical in this situation with over 80,000 
variograms to be fitted.  The are a number of automated variogram fitting algorithms 
(Zhang et al., 1995; Jian et al., 1996) but these are designed for situations in which 
the short length lags are better constrained than the longer length lags.  When 
calculating variograms using borehole FMI data the opposite is true and a new 
method was required.  Therefore a new method for fitting variogram models was 
developed during this thesis (Section 4.4.).  The method smoothes the variogram and 
takes an average of the longer lag values to be the sill.  The range is then taken as the 
first lag at which the variogram reaches the sill value.  This approach can produce 
some erratic changes of values in the more complex variograms and so the method 
also estimates robust upper and lower bounds on the estimated values. 
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The method I have developed has a number of areas in which it could be improved.  
It currently does not fit a nugget value.  This was a decision taken because in the vast 
majority of the variograms visually inspected the nugget parameter would have been 
negligible.  However, to make the method more generally applicable it should 
provide an estimate of the nugget.   Another area for improvement would be in the 
identification of nested variograms.  The more complex variogram shapes can be best 
modelled through the interaction of several superimposed variogram models.  This 
has not been tackled so far by any of the automated fitting methods but is a 
prominent feature in variograms calculated from real data. 
8.5 Future Work 
There are some areas of the proposed methodology outlined in Figure 8.1 which still 
require investigation.  One area is the expansion of the method to larger scales, 
allowing the integration of seismic data.  This could be achieved using effective 
medium theory (Chapman et al., 2002) which links measured seismic data to 
physical rock properties.  Linking these rock properties to those measured by 
wireline log data would enable the methodology to provide petrophysical data from 
individual pores at the micron scale to the kilometre wide reservoir scale. 
 
Another area of future work is to perform fluid flow simulations on the 3-D virtual 
core simulations.  This could be carried out using the established Lattice-Boltzmann 
methods as in Wu et al (2006).  As each simulation represents a single realisation 
that honours the transition probabilities, fluid flow results from a large number of 
simulations would be required to estimate the range of fluid flow properties.  If the 
simulations are to be used in fluid flow simulations then this would have impact on 
how the initial wireline data is segmented, with the further requirement of 
distinguishing between regions with different porosity and permeability 
measurements. 
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Chapter 9 - Conclusions 
The main aims of this thesis were: 
1. Develop a method for the accurate correlation between core and log data. 
2. Use variogram scaling laws to relate variograms calculated from core data to those 
from borehole log data. 
3. Develop a method for simulating a 3-D volume from 2-D log measurements. 
4. Integrate aims 2 and 3 to create simulations of 3-D rock at small (core) scale from 
data at log scale. 
 
The conclusions of this thesis are: 
1. A novel method was developed using a cascade of statistics to correlate core and 
wireline log data.  This new method uses a range of statistics, calculated in both data 
sets.  The results for each individual statistic are compared using a likelihood 
function.  The likelihood functions are then combined to produce an accurate 
correlation.  The order in which the statistics are combined is determined using the 
entropy of the likelihood functions.  It was found that the new method improved the 
accuracy of the core and wireline log correlation, bringing it to within 0.72", 
compared to 2ft using the existing method.  
 
2. The standard variogram scaling laws were applied to variograms calculated from 
CT data.  The up-scaled variograms were then compared with variograms calculated 
from averaged CT data.  The comparison revealed a mismatch in the sill values 
between the two sets of variograms.  The mismatch was still observed when different 
averaging methods were used.  The mismatch has therefore been attributed to the 
non-stationary nature of the data.  The observation that carbonate data is non-
stationary is important as it rules out the use of variogram analysis, or any method 
using training images, to analyse carbonate data.   
 
3. The basis of a modelling method was developed showing that a 1-D ring of data 
can be used to capture sufficient spatial statistics to simulate a 2-D plane.  Two 
methods were developed using a 1-D ring of binary FMI data.  Both methods use the 
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ring of data to build up a set of transition probabilities for the two point transitions 
between adjacent cells.  The methods then simulate a 2-D plane using a ring of FMI 
data as a starting point.  The methods use different methods to combine the transition 
probabilities and determine the order in which the cells are simulated.  One method 
takes an average of the transition probabilities and simulates the cells with the most 
neighbouring cells containing data.  The other method combines them using a least 
squares approach and then the cells are simulated according to the strength of the 
combined transition probability.  The methods were applied to a range of different 
synthetic data.  The testing revealed that the simpler neighbourhood averaging 
method produced the best results.  This work has the potential to be extended to 
enable the 3-D simulations required to be calculated from 2-D borehole data.   
 
4. This aim was not achieved during the course of this thesis.  However, the work 
carried out has provided a basis for future work in which 3-D core simulations could 
be created and populated with sown-scaled porosity information from borehole 
image logs.
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