The quadratic knapsack problem (QKP) is a well-known combinatorial optimization problem with numerous applications. Given its NP-hard nature, finding optimal solutions or even high quality suboptimal solutions to QKP in the general case is a highly challenging task. In this paper, we propose an iterated "hyperplane exploration" approach (IHEA) to solve QKP approximately. Instead of considering the whole solution space, the proposed approach adopts the idea of searching over a set of hyperplanes defined by a cardinality constraint to delimit the search to promising areas of the solution space. To explore these hyperplanes efficiently, IHEA employs a variable fixing strategy to reduce each hyperplane-constrained sub-problem and then applies a dedicated tabu search procedure to locate high quality solutions within the reduced solution space. Extensive experimental studies over three sets of 220 QKP instances indicate that IHEA competes very favorably with the stateof-the-art algorithms both in terms of solution quality and computing efficiency. We provide additional information to gain insight into the key components of the proposed approach.
Introduction

1
The quadratic knapsack problem (QKP) [14] can be informally described as 2 follows. We are given a capacity-constrained knapsack and a set of candidate 3 objects (or items). Each object has a positive weight, and if selected, generates 4 an object profit and a pairwise profit with any other selected object. The 5 purpose of QKP is to select a subset of objects to fill the knapsack so as to 6 maximize the overall profit while the total weight of the selected objects does 7 not exceed the knapsack capacity.
8
Formally, let c be the knapsack capacity and N = {1, 2, ..., n} the set of 9 objects. Let p ii be the profit of object i (i ∈ N ), w i be its weight. For each 10 pair of objects i and j (1 ≤ i ̸ = j ≤ n), p ij denotes the pairwise profit 11 which is added to the total profit only when both objects are selected. Let x i
12
(1 ≤ i ≤ n) be the decision variables such that x i = 1 if object i is selected, 13 x i = 0 otherwise. Then QKP can be formulated as follows:
subject to:
x ∈ {0, 1} n
QKP can be reduced to the classical knapsack problem (KP) by restricting the problem [6, 28] . From the perspective of computational complexity, QKP is 18 NP-hard in the strong sense [6] . It is also tightly related to other challenging 19 problems (e.g., edge-weighted maximum clique [9] and weighted maximum b-20 clique [27] ), and appears as a column generation sub-problem when solving 21 the graph partitioning problem [22] . In addition to its theoretical importance, [2, 6] , linearization [1, 22] , semidefinite programming [21] .
30
The progress made on exact methods continually enlarged the class of QKP in-
31
stances that can be solved optimally. Among state-of-the-art exact approaches,
32
the B&B algorithm introduced in [29] is probably one of the most successful 1 methods which uses aggressive problem reduction techniques. Today's state-2 of-the-art exact methods are able to solve instances with up to 1500 variables. 3 On the other hand, to handle problems whose optimal solutions cannot be 4 reached by an exact algorithm, heuristics constitute a useful and complemen-5 tary approach which aims to find sub-optimal solutions as good as possible to 6 large problems within a reasonable time. Existing QKP heuristic methods can 7 be classified into two categories, namely the randomized or stochastic heuris-8 tics (which use random choices in their search components) and deterministic 9 heuristics (which, given a particular input, always produce the same output). 10 Representative randomized heuristic approaches for QKP include three greedy, 11 genetic and greedy genetic algorithms [23] , a Mini-Swarm algorithm [35] , and a 12 GRASP-tabu search algorithm [37] . Typical deterministic heuristic approaches 13 include an upper plane based heuristic [14] , a greedy constructive heuristic [5] , 14 a hybrid method [1] combining the greedy heuristic of [5] and the "fill-up and 15 exchange" procedure of [14] , a linearization and exchange heuristic [20] and 16 a dynamic programming heuristic [12] . Different from the methods dealing 17 directly with QKP, the approach of [18] reformulates it as an unconstrained 18 binary quadratic problem (UBQP) and applies a tabu search algorithm de-19 signed for UBQP to solve the reformulated model. Among the aforementioned 20 heuristics, the Mini-Swarm algorithm [35] , the GRASP-tabu search algorithm 21 of [37] and the very recent dynamic programming heuristic of [12] are the 22 state-of-the-art approaches which are used as our references for performance 23 assessment and comparisons. Finally, several approximation algorithms can 24 be found in [24, 36] . For a comprehensive survey of different solution methods 25 prior to 2007, the reader is referred to [28] .
26
One observes that, compared to the research effort on exact algorithms which 27 has taken place for a long time, studies on heuristics for QKP are more recent 28 and less abundant. In this work, we are interested in solving large scale QKP 29 instances approximately and present an effective heuristic approach which 30 explores the idea of searching over promising hyperplanes. The proposed ap-31 proach basically introduces an additional cardinality constraint to the original 32 model to prune regions of the search space where no optimal solution exists. 33 Such an idea proved to be very useful for designing effective heuristics for the 34 multidimensional knapsack problem [4, 11, 32] . Similar ideas were also explored 35 as a type of "generalized branching" [30] or "constraint branching" [13] within 36 the general B&B framework. In this work, we adapt for the first time the idea 37 of hyperplane exploration in the context of QKP. For this purpose, we address 38 two relevant issues which are critical to make our approach successful. First, 39 we need to identify the promising hyperplanes which are likely to contain high 40 quality solutions. Second, we want to search efficiently inside the identified hy-41 perplanes since each hyperplane, though already much reduced relative to the 42 original model, may still contain a very large number of candidate solutions. 43 Based on the above considerations, our proposed iterated "hyperplane explo- [6] .
24
The rest of the paper is organized as follows. Section 2 describes the proposed 25 approach. Section 3 presents an extensive computational assessment in com-
26
parison with the state-of-the-art approaches and reports new results for a set 27 of very large-sized instances. Section 4 studies some key ingredients of the 28 proposed approach. Conclusions are drawn in Section 5.
29
2 Iterated "hyperplane exploration" algorithm for QKP
30
In this section, we present our iterated "hyperplane exploration" algorithm for
31
QKP. We begin with some useful notations and definitions, and then present 32 the main components of the proposed approach. 
Basic notations and definitions
1 For a precise presentation of the IHEA algorithm, the following notations and 2 definitions are first introduced.
3
-Given a solution x ∈ {0, 1} n of a QKP instance P , I 1 (x) and I 0 (x) denote 4 respectively the index set of variables receiving the value of 1 and 0 in x; 5 -Given a solution x ∈ {0, 1} n of a QKP instance P , σ(x) denotes the sum of 6 the values of all variables in x (i.e., σ(x) = |I 1 (x)|).
7
-Given two solutions x ∈ {0, 1} n and
Hamming distance between x and x ′ .
9
-Function f r (x) calculates a raw objective value of solution x ∈ {0, 1} n which 10 could be either feasible or infeasible with respect to the capacity constraint. 11
Definition 1 Given a solution x ∈ {0, 1}
n , the contribution of object i (i ∈ 12 N ) to the objective value with respect to x is given by:
Definition 2 Given a solution x ∈ {0, 1} n , the density of object i (i ∈ N ) 14 with respect to x is given by:
Definition 3 A constrained QKP with a k dimensional hyperplane constraint 16 is defined as:
where 
Then the feasible solution space of the constrained QKP with a k dimensional 18 hyperplane constraint (CQKP [k] ) is given by:
19
20
QKP can be decomposed into n independent sub-problems (constrained QKPs): 
items are sorted in non-increasing order according to their weight w j (j ∈ N ),
28
there must be only one positive integer k LB simultaneously verifying the fol-29 lowing two constraints: 1) Notice that the existing QKP benchmark instances follow this assumption.
32
This leads to the following proposition.
33
Proposition 1. There must exist optimal solutions of QKP in hyperplanes 34 whose dimensions satisfy: 17 be explored efficiently, especially when the gap between k LB and k U B is large 18 which is typically the general case (see Section 4.1). In order to further prune 19 some less-promising solution spaces, we explore the hypothesis that high qual-20 ity solutions are located in a set of "promising" hyperplanes whose dimensions 21 are close to k U B . This hypothesis is confirmed by the experimental results pre-22 sented in Section 3 and Section 4.1.
23
Based on the above hypothesis, the general idea of our IHEA approach is to 24 progressively and intensively explore a small number of "interesting" hyper-25 planes whose dimensions are close to k U B so that a large subspace is effectively 26 pruned and the search effort is more focused. We carry out the hyperplane ex-27 ploration in increasing order of their dimensions aiming to identify solutions 28 of increasing quality, and restart this process with a perturbation when no 29 improvement can be found. When the search seems to stagnate in one hyper-30 plane, we seek better solutions in a higher dimensional hyperplane. To explore 31 a given hyperplane, additional variable fixing techniques are applied to fix a 32 number of variables so as to further shrink the subspace to be examined. 33 1 In case an optimal solution exists in a hyperplane with a dimension k < k LB , an optimal solution x * identified in k ∈ [k LB , k UB ] must include items with zero contribution. In a practical situation where the (positive) weight of an item represents a cost, an additional step is required to remove from x * the zero contribution items. we move to the next hyperplane; otherwise we skip to step (3).
General
16
(3) Apply a perturbation to restart the search from a new starting point.
17
This perturbation (removing some specifically selected items) typically high quality solutions might exist (though with a small probability). loop, IHEA first applies specific variable fixing rules to construct a reduced
the tabu search procedure (Section 2.6). Each time a better solution
) by tabu search, IHEA updates the best solu-
35
tion found x b and moves on to solve another constrained problem in a higher 36 dimensional hyperplane. To do this, the algorithm increments k by one and scent procedure) to a local optimum, and use the local optimum to start a new 1 round of the "hyperplane exploration" procedure. The above whole procedure 2 continues until a maximum number of allowed iterations is reached.
3 Algorithm 1 Pseudo-code of the IHEA algorithm for QKP.
1: Input: P : an instance of the QKP ; L: size of running list; rcl: max allowed size of restricted candidate list; M axIter: max number of iterations; 2: Output: the best solution x * found so far 3:
records the best solution found in current iteration */ 8: x * ← x b /* x * records the global best solution */ 9: repeat 10:
/* "hyperplane exploration" phase */ 14:
while SolutionImproved do 15:
20: 
end if 30: /* Perturbation phase */ 31:
33: 4 IHEA constructs an initial solution according to a greedy randomized con-5 structive heuristic. In order to place the initial solution in a "good" hyperplane, 6 we additionally improve the constructed solution with a descent procedure. In 7 this section, we explain these two procedures.
Initial solution
Greedy randomized construction procedure 1
Our greedy randomized construction procedure follows the spirit of the GRASP 2 approach [10] which has been investigated in [37] to solve QKP. Different 3 from [37] where the construction procedure is used as the main search al-4 gorithm, our IHEA algorithm uses this construction procedure to obtain an 5 initial solution.
6
Starting from a partial solution x where all items are set unselected initially, 7 the construction procedure iteratively and adaptively selects some items to be 
Descent procedure 33
Starting from a solution generated through the greedy randomized construc- which allows the hyperplane exploration to start from a high platform.
1
Our descent procedure jointly employs two different neighborhoods defined by 2 two basic move operators: ADD and SWAP .
-ADD(i):
This move operator adds an unselected item i (i ∈ I 0 (x)) to a 4 given solution x. It can be considered as a special case of FLIP used in [37] 5 by restricting the flipped variables to those having the value of 0 in the given 6 solution. N A denotes the neighborhood induced by the ADD operator, and 7 N F A is a subset of N A that contains only feasible neighbor solutions.
). This operator is 10 commonly used in the existing QKP approaches [1, 37] . A SWAP operation 11 can be realized as two consecutive FLIP operations where one is to flip a 12 variable from 0 to 1 and the other is to flip another variable from 1 to 0. 13 N S denotes the neighborhood induced by the SWAP operator, and N F S is a 14 subset of N S that contains only feasible neighbor solutions.
15
The aim of the descent procedure is to attain a local optimum (as good as 16 possible) in both neighborhoods N 
22
It should be noted that our descent procedure is different from the "fill-up 23 and exchange" procedure of [14] which also relies on ADD and SWAP. Our 24 descent procedure examines neighbor solutions in random order and accepts 25 the first encountered improving neighbor while the "fill-up and exchange" 26 procedure checks neighbor solutions in a deterministic way. Moreover, our 27 descent procedure explores N F A and N F S in a token-ring way while the "fill-up 28 and exchange" process explores these neighborhoods in a sequential way. 
Variable fixing and problem reduction 30
By adding a hyperplane constraint σ(x) = k to QKP, the induced con- 31 and fixes them to the value of 1. We then remove these variables (these vari-7 ables are said fixed) from CQKP [k], leading to a reduced constrained problem
In order to limit the risk of fixing wrong variables, we follow the general idea 10 of identifying a set of "strongly determined" variables [15] . For this purpose,
11
we make use of information from the density value associated with each item.
12
According to the definition presented in Section 2. can be summarized as a three-step method:
variables in V f ixed with the value of 1, leading to a reduced constrained
26
In the last step, n f is determined using the following empirical formula:
where k LB is the minimum number of items that can be contained in the (n f ) is specified by formula (7).
32 Formula (7) was identified in the following manner. We first obtained optimal 33 solutions for a set of instances of different sizes (ranging from n = 100 to 500) 34 with the exact solver of [6] . We also obtained a set of near-optimal solutions 35 provided by our solution initialization procedure of Section 2.4. We sorted 36 the selected items of the near-optimal solutions according to their density 37 values, and then compared them to the optimal solutions. Finally, we arrived 1 at the following observations: 1) the number of items that can be fixed (n f ) 2 is somewhere between k LB and |I 1 (x ′ )|; 2) the number of items that can be 3 fixed enlarges as the size of the instance increases. The design of formula (7) 4 basically integrates these observations.
5
Note that different strategies for temporary or definitive variable fixing were 6 explored in [2] for QKP and studied in other contexts like 0-1 mixed integer 7 programming, integer linear programming and binary quadratic programming 8 [7, 33, 34] . Moreover, the notion of item density was previously used in other 9 construction procedures [5, 37] . For instance, from the set of given items, the 10 greedy construction procedure in [5] drops iteratively the "lightest" items one 11 by one until the remaining items form a feasible solution (i.e., the knapsack 12 constraint becomes satisfied). Furthermore, unlike our procedure where the 13 density of each item is calculated only once, the procedure of [5] updates, 14 after each iteration, the density value of each remaining item. 15 
Hyperplane exploration with tabu search
16
The tabu search procedure (T abuSearch Engine) described in this section is 17 designed to solve the reduced constrained problem
, 18 i.e., identify feasible solutions that are better than x b which is the current best 19 solution found in the current course of the "hyperplane exploration" proce-20 dure. The key ingredients of T abuSearch Engine are described as follows.
21
• Neighborhood: It is known that allowing a controlled exploration of in-22 feasible solutions may enhance the performance of a heuristic search al-23 gorithm, by facilitating transitions between structurally different feasible 24 solutions [17] . Following this idea, we employ the N S neighborhood (de-25 fined in Section 2.4.2) which contains both feasible and infeasible neighbor 26 solutions. In order to explore effectively the search space of a given hy-27 perplane, we restrict our tabu search procedure to visit solutions that are 28 considered better than the best feasible solution found so far, leading to 29 a restricted SWAP neighborhood N R S . Precisely, given the objective value 30 of the current best feasible solution with objective value f min , the neigh-31 borhood N R S (x) of a solution x (either feasible or infeasible) is defined as: 
fies one of the following two conditions: 
17
At each iteration, the algorithm identifies the best non-tabu SWAP move 
23
Note that tabu search was also used in [37] to enhance a GRASP procedure. operates with the "one-flip" move operator (called "shift" in [37] ) which adds 35 or removes an item (SWAP was not used). 
36
Algorithm 2 Pseudo-code of T abuSearch Engine
for each i ∈ I 0 (x) do 11:
for each j ∈ I 1 (x) do 12: To establish a global form of diversification and reinforce the capacity of the 2 algorithm to visit unexplored "promising" hyperplanes, we employ a perturba-3 tion strategy to restart the search from a new starting point (usually in a lower 4 dimensional hyperplane w.r.t. the current hyperplane). A perturbation is ap-5 plied when the hyperplane-based search stagnates, i.e., the local optimum x *
[k] 14 The calibration of the parameters t and s is discussed in Section 3.2.
15
To improve the diversification effect of the perturbation, we employ a short- 
26
In addition, we also introduce a fast feasibility checking technique.
27
Given a solution x, which may be either feasible or infeasible, flipping a vari-28 able x i produces a new solution x ′ whose raw objective value can be con- To achieve this saving, we maintain a memory structure ∆ to store the current 37 contribution value of each variable ∆ i (corresponding to C(i, x) for a given 38 solution x) which is updated each time a flip operation is performed. Given an 1 empty solution where all variables are assigned the value of 0, the contribution 2 of flipping any variable is initialized to its profit value, i.e., ∆ i ← p i , i ∈ N . 3 Thereafter, once a move is performed, the contribution value of each variable 4 after flipping a variable x i can be efficiently updated as follows:
The total time of updating the structure ∆ is bounded by O(n). Using this 6 memory structure, a new solution x ′ transitioned from the current solution x 7 by adding an unselected item x i can be evaluated using the following equation: 8
Similarly, a new solution x ′ produced by swapping items x i (x i = 1) and x j 9 (x j = 0) of the current solution x can be evaluated by the following equation: 10
In addition to ∆, we maintain another memory structure which stores the sum 11 of weights of all the selected items in the current solution, which is updated 12 accordingly after an operation is performed. This memory structure allows the 13 capacity constraint checking to be achieved with a time complexity of O(1).
14
Computational Experiments
15
This section is dedicated to a computational assessment of the proposed algo-16 rithm and comparisons with the state-of-the-art QKP approaches. 
Experimental protocol
18
To evaluate the efficiency of the proposed algorithm, we carry out extensive 19 experiments on a set of 220 instances ranging from small to very large sizes. 20 These instances can be divided into three groups:
21
• Group I. This group is composed of 100 small and medium sized benchmark 1 instances generated by Billionnet and Soutif [2] . These instances, generated 
10
• Group II. The second group includes 80 large-sized benchmark instances 11 which are recently generated by Yang et al. [37] . These instances have a num-12 ber of objects from 1000 to 2000, a value of density from 25% to 100%. Due
13
to their large size, optimal solutions are still unknown for these instances. from the authors of this work (they are too large to be put on our web).
21
The above three groups of instances were all generated using the same gener-
22
ator that was very popular and commonly used in QKP literature [1, 6, 14, 20] . 12.04. When running the DIMACS machine benchmark program dfmax.c on 1 graphs r300.5, r400.5 and r500.5 (available at ftp://dimacs.rutgers.edu/ 2 pub/dsj/clique/) (compliled without optimization flag), the run time on our 3 machine is 0.40, 2.50 and 9.55 seconds respectively for these graphs. 
Parameter calibration
5
Our IHEA algorithm relies on five parameters (see Table 1 ). To calibrate these 6 parameters, we employed an automatic configuration method called Iterated . p 1 and p 2 are two parameters 11 associated with t and s, i.e., t = min{p 1 , (I 1 (x) − n f )} and s = min{p 2 , t}. 12 We restricted the training set to 26 representative instances: one instance from 13 each (n, d) combination. To run IFR, we used the tuning budget of 3000 IHEA 14 runs, each run being given 50 iterations. Once the previous four parameters 15 are determined, the termination condition parameter M axIter can be easily 16 tuned by taking into account the balance between quality and efficiency of 17 the IHEA algorithm. The parameter values shown in Table 1 were used in all 18 experiments in the following sections unless otherwise mentioned. 
Comparative results on small and medium instances of Group I
20
Our first experiment was performed on the benchmark instances of Group 21 I. These instances were first solved to optimality by the exact algorithm of 22 [2] , with hundreds or thousands of CPU seconds on a 300 MHz Pentium II 23 Processor. Several recent heuristic approaches are able to attain these optimal 24 solutions with much less computing efforts (typically a few seconds) [35, 37] . 25 To evaluate the performance of our IHEA algorithm, three leading heuristic 26 methods were considered for our comparison:
27
-A Mini-Swarm approach [35] . The experiments reported in [35] were per-28 formed on a computer with a 3.06 GHz P4 processor. given to us by the authors of [12]) on our machine. Since DP+FE is a 8 deterministic heuristic algorithm, it was executed for a single run.
9
-A GRASP-tabu approach [37] . This approach includes two algorithm vari-
10
ants (GRASP and GRASP+tabu). We used the results of GRASP+tabu 11 for our comparative study since it dominates GRASP alone. The reported 12 results were obtained on a Pentium 1.73 GHz processor with 2 GB RAM.
13
It is not a straightforward task to make a fully fair comparative analysis 14 with the reference approaches due to the differences in computing hardware,
15
termination criterion, etc. This is particularly true for the computing times.
16
For this reason, we focus our study on the quality criterion of the solutions algorithms reported in [35, 37] (see Table 2 for the scaling factors).
21
Like the two reference randomized algorithms (Min-Swarm and GRASP+tabu), -f best )/f LB × 100); 3) the average CPU time in seconds for one trial (t(s)).
31
Note that for the single-run deterministic algorithm (DP+FE), the average 32 values over multiple runs are not needed. For our IHEA algorithm, we also 33 report the average time when the algorithm first encounters the best solution
34
(t b (s)) over 100 trials. Since our proposed algorithm as well as the reference 35 algorithms can easily attain the optimal results for all the benchmark in- 36 Table 3 Comparative results of IHEA with 3 state-of-the-art algorithms on the 100 benchmark instances of Group I [2] . The values in bold indicate the improved results of IHEA. stances under consideration, these optimal results are not listed in the table 1 (see [2, 35, 37] for these optimal results). The results of the reference algorithms 2 are extracted from the corresponding papers [35, 37] (the code of the reference 3 algorithms are not available).
4
From Table 3 , we observe that our IHEA algorithm attains the known optimal 5 values with a successful rate of 100% for all these instances with an average 6 computing time of no more than 1.156 seconds. The average best solution 7 time t b (s) of IHEA is even more interesting since the maximum time is only 8 0.035 seconds (for 200 50). IHEA outperforms the Min-Swarm approach in 9 the success rate and the relative percentage deviation by consuming typically 10 less CPU seconds. Meanwhile, IHEA dominates the deterministic DP+FE 11 algorithm in terms of both solution quality and computational efficiency for 12 all instance classes. Compared to GRASP+tabu which is one of the current 13 best performing heuristic algorithms, IHEA remains very competitive since it 14 solves all these instances to optimality with a 100% success rate while there 15 are 2 instances for which GRASP+tabu is not able to achieve a success rate 16 of 100%. Another interesting feature of IHEA is that its average computing 17 time is approximately linear relative to the size of the instance which was not 18 observed for the reference algorithms. 
Comparative results on large instances of Group II
20
In this section, we investigate the behavior of our algorithm on the second 21 group of 80 large instances (n = 1000 or 2000) with unknown optima. Like 22 GRASP+tabu of [37] , our IHEA algorithm was executed 100 times for each in-23 stance. As reference algorithms, we again used GRASP+tabu (which reported 24 the current best known lower bounds for these instances) and DP+FE. The 25 results of DP+FE were obtained by executing a single run of its source code 26 on our machine while the results of GRASP+tabu were extracted from [37] . 1   Table 4 (for instances with 1000 objects) and Table 5 (for instances with Table 4 Table 4 Comparative results of IHEA with two state-of-the-art algorithms on the 40 instances with 1000 objects of Group II. The best known results are in italic and the new best known results are in boldface. by our IHEA algorithm, we used the method proposed in [6] 4 (indeed, we did not obtain any result with a time limit of one week).
5
Our IHEA algorithm was executed 100 times for each instance. Table 6 sum-6 marizes the results: the best lower bound (column Best), the gap between the 7 upper boundÛ 2 CP T and the best lower bound in percentage (column GAP, 8 calculated by (Û 2 CP T -Best)/Best × 100), success rate (column SR), relative 9 percentage deviation (column RPD), the average computational time for one 10 trial (column t(s)) and the average best solution time aver 100 trials (column 11 t b (s)). The last row (Avg.) indicates the average value of each column. From 12 Table 6 , we observe that IHEA is able to attain high quality lower bounds for 13 all these large and difficult instances. These lower bounds are typically very 14 close to the corresponding upper bounds. Indeed, the average gap between the 15 best lower bound and the upper boundÛ 2 CP T is 1.359% for the whole instance 16 set. Moreover, IHEA achieves a success rate of 100% for 30 out of 40 instances 17 (75%). The average success rate across all instances is 87.675%. When we ex-18 amine the computing time, the results are quite acceptable. Specifically, the 19 average run time for one trial is 174.075 seconds. The best solution time is 20 much shorter with an average value of 14.456 seconds.
21
Discussion
22
The computational outcomes and comparisons with state-of-the-art algorithms 23 presented in Section 3 demonstrated the effectiveness of the proposed IHEA 24 approach. In this section, we provide additional information to gain more in-25 sights into the "hyperplane exploration" component (Section 4.1), and further 26 investigate two other important ingredients of the IHEA algorithm: the vari-27 able fixing strategy (Section 4.2) and the perturbation strategy (Section 4.3). 28 To simplify the presentation of Sections 4.1 and 4.2, we used a subset of 8 rep-29 resentative instances (see Table 7 -8) from the 80 benchmarks of Group II [37] . 30 These instances cover all sizes and all densities of Group II. We denote this 31 subset of instances as Group ii. 33 To show the influence of the "hyperplane exploration" component on the ef-34 ficiency of IHEA, we provide additional information on the 8 representative 35 instances of Group ii in Table 7 (complementary to Tables 4 and 5) includ-36 Table 6Table 7Table 8 Comparative results of IHEA and IHEA N oV F on the benchmarks of Group II Table 8 shows that IHEA performs better than IHEA N oV F in terms of both Table 9 Comparative results of IHEA with IHEA RDP T and IHEA N OP T on the 80 large instances of Group II [37] . The values in bold denote the best results of row Sum. Table 9 summarizes the results based on three indicators: 1) average best solu-5 tion value (Avg.Best); 2) average success rate (Avg.SR); 3) average computing 6 time for one trial (Avg.t(s)). The last row of the table (Avg.) indicates the 7 average of the listed values of each column. From Table 9 , we observe that 8 eliminating the perturbation phase from the IHEA algorithm causes a great 9 deterioration of its performance in terms of both best solution value and suc-10 cess rate. Indeed, compared to IHEA and IHEA RDP T , IHEA N OP T achieved a 11 smaller average best solution (Avg.Best) value for 6 out of 8 instance classes 12 and even a smaller average success rate (Avg.SR) for all 8 classes. When com-13 paring IHEA RDP T with IHEA, one observes that, although IHEA RDP T does 14 not deteriorate the best solution value, it is less stable than IHEA by achieving 15 a smaller average success rate for 7 out of 8 instance classes. A Wilcoxon signed 16 rank test with a significance factor of 0.05 was applied to compare the success 17 rates of IHEA RDP T and IHEA, and the resulting p-value of 0.001602 discloses 18 that IHEA RDP T is significantly worse than IHEA. Moreover, IHEA RDP T re-19 quired on average more computing time than IHEA (20.171 seconds v.s. 14.367 20 seconds). This experiment confirms that the perturbation phase of IHEA is 21 useful and the adopted density based strategy is effective.
Insight into the "hyperplane exploration" phase
22
Conclusions
23
This paper deals with the NP-hard Quadratic Knapsack Problem which is 24 a highly useful model in practice. To approximate this hard combinatorial 25 problem, we developed an iterated "hyperplane exploration" approach mixing 26 problem reduction techniques and local optimization with tabu search. The 27 proposed approach introduces a hyperplane constraint to the original QKP 28 model to generate a series of "interesting" hyperplane-constrained problems 1 whose solution space represents a small subset of the original solution space 2 of QKP. To further reduce the hyperplane-constrained problem, we employ 3 specific variable fixing rules based on item density information to fix "strongly 4 determined" variables. The dedicated tabu search procedure is then used to 5 explore the reduced hyperplane-constrained problem. Finally a perturbation 6 strategy is applied to help the search to escape from deep local optima. 7 We assessed the performance of the proposed approach and presented com- it would be useful to investigate additional methods able to identify the most 1 "promising" hyperplanes and thus reduce the number of hyperplanes to be 2 explored. Finally, given that the idea of hyperplane decomposition is quite 3 general, it would be interesting to investigate its merit for solving other knap-4 sack and related problems. 
