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1 Descripción del proyecto 
 
1.1 Presentación 
 
El presente proyecto ha consistido en el diseño e implementación de un sistema que, 
utilizando el protocolo de gestión de redes SNMP, permitiera la monitorización y 
configuración de los parámetros más relevantes de un módem de comunicaciones por 
satélite. 
 
El sistema completo ha sido implementado en lenguaje C sobre un sistema operativo 
Linux Red Hat y está formado por una interfaz de comunicación encargada de enviar y 
recibir los mensajes SNMP, un módulo que analiza el contenido de dichos mensajes y 
otro módulo que se encarga de interactuar con la aplicación principal que controla el 
funcionamiento del módem. El mecanismo de intercomunicación entre las aplicaciones 
se basa en el uso de 2 memorias compartidas en las cuales se almacenan los valores de 
los diferentes parámetros a gestionar. 
 
Este nuevo sistema de comunicación ha permitido la integración total del módem en 
entornos de redes gestionados íntegramente mediante el protocolo SNMP. Esto, a su 
vez, ha permitido la configuración y monitorización del módem a través de 
herramientas SNMP genéricas, facilitando y agilizando ambos procesos. 
 
La parte práctica de este proyecto ha sido realizada de forma íntegra en la empresa 
Indra Espacio. Concretamente en el Departamento de Comunicaciones y Soluciones de 
Navegación, bajo la tutela de José Enrique Acín Lacort, Ingeniero de 
Telecomunicaciones por la ETSETB. La duración que ha tenido el proyecto ha sido de 8 
meses, desde marzo de 2008 hasta octubre de 2008, durante los cuales se han llevado a 
cabo las tareas de recopilación de información, diseño, implementación y codificación 
del proyecto propuesto y las pruebas finales de funcionamiento.  
 
1.2 Objetivos 
 
En la actualidad, todos los equipos diseñados para trabajar en red (routers, hubs, 
impresoras, etc.) incorporan la implementación del protocolo SNMP como una de sus 
principales características. A través de SNMP, todos los equipos pueden ser 
monitorizados e incluso configurados desde una misma plataforma común a todos 
ellos, facilitando las labores de administración, supervisión y mantenimiento. 
 
El objetivo de este proyecto ha sido dotar de esta interfaz de monitorización y control a 
un módem de comunicaciones por satélite, el SR-40, de la empresa Indra Espacio, S.A. 
Este módem forma parte, junto con otros elementos, del equipo portátil de 
comunicaciones Manpack, según terminología de la OTAN, utilizado por tropas del 
Ejército Español para establecer comunicaciones seguras de alta velocidad cuando se 
encuentran en campo. En el anexo I se muestra la hoja de características del equipo. 
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La estructura interna del módem, dividido en varias unidades funcionales, ha exigido un 
diseño modular del sistema implementado. Este requerimiento ha hecho que se 
establecieran diversos objetivos parciales para la realización del proyecto. El primero de 
ellos, ha sido la creación de la base de datos que contiene todos los parámetros a 
gestionar a través de SNMP. El segundo y más complejo, ha sido implementar la interfaz 
de acceso al módem mediante SNMP, permitiendo la visualización de la base de datos 
anterior y su configuración a través de una herramienta genérica de gestión de redes. 
Finalmente, se ha migrado la implementación a la última versión de SNMP (SNMPv3), 
estableciendo los niveles de seguridad (autenticación y privacidad) exigidos en las 
transmisiones realizadas desde este tipo de equipos. 
 
El total de estos objetivos han sido cumplidos en el plazo establecido como puede 
comprobarse en la segunda parte de la memoria bajo el capítulo de pruebas realizadas. 
 
1.3 Metodología de desarrollo 
 
La metodología seguida para la realización del proyecto ha estado marcada por los 
plazos de desarrollo establecidos por la empresa. Con las fechas de entrega de cada 
uno de los objetivos parciales, se ha planificado la guía temporal incluida en el anexo II. 
El seguimiento de esta guía ha facilitado la labor de desarrollo y ha permitido el poder 
cumplir con todos los plazos marcados. 
 
El primer mes fue dedicado de forma íntegra a la obtención de toda la información 
necesaria para el desarrollo del proyecto. El objetivo principal durante este tiempo fue 
la adquisición de todos los conocimientos posibles sobre el protocolo SNMP, desde su 
funcionamiento a todos los niveles hasta la gestión de las bases de datos asociadas al 
protocolo, así como la familiarización con la placa sobre la que se iba a realizar la 
implementación, su estructura interna, sus componentes, su sistema operativo y las 
posibilidades de interconexión con las aplicaciones que ya estaban corriendo 
previamente sobre ella. También fue necesario familiarizarse con el entorno de 
programación y las herramientas SNMP disponibles. 
 
Durante el siguiente mes se llevó a cabo la implementación de la base de datos 
asociada al protocolo SNMP. Esta base de datos es la que contiene la información de 
todos los parámetros a gestionar. 
 
Los 2 meses y medio siguientes se dedicaron a la implementación de las 2 memorias 
compartidas que permiten el intercambio de información entre la aplicación SNMP y la 
aplicación principal del módem y de todas las funciones de acceso asociadas, 
necesarias para llevar a cabo este intercambio. 
 
A continuación, durante 3 semanas, se llevo a cabo la configuración del agente SNMP 
principal, encargado de la gestión, a bajo nivel, del protocolo. Conjuntamente, se 
implementó el subagente correspondiente con las funciones asociadas a cada uno de 
los parámetros a gestionar.  
 
Posteriormente, se realizó la integración de todos los módulos desarrollados en uno 
solo y se implementó la seguridad sobre el protocolo (SNMPv3). 
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Cada uno de los objetivos parciales fue comprobado con una serie de pruebas, los 
resultados de las cuales se adjuntan al final de la memoria. 
 
Antes de iniciar las pruebas finales sobre el sistema completo, se añadieron varios 
parámetros adicionales que surgieron durante la fase de codificación y cuya adición se 
consideró necesaria. 
 
Finalmente, en el último mes, se realizaron las pruebas finales sobre el sistema 
completo para comprobar que éste era fiable y seguro y que la comunicación entre 
cada uno de los diferentes módulos que constituyen la interfaz funcionaba 
correctamente. Durante este último mes, también se terminó de redactar toda la 
documentación solicitada por la empresa para poder mantener el sistema. 
 
1.4 Organización de la memoria 
 
Esta memoria está divida en 6 partes, incluyendo esta primera de introducción. La 
segunda parte, está formada por 4 capítulos en los cuales se realiza una introducción 
teórica a los temas más importantes que han sido utilizados en el desarrollo práctico del 
proyecto. Así pues, se presentan de forma resumida el protocolo SNMP, sus 
componentes, versiones y comandos, la estructura y sintaxis de una base de datos MIB 
y se explica de forma esquemática el funcionamiento del sistema de seguridad que 
utiliza el protocolo junto con sus algoritmos de autenticación y privacidad. Finalmente, 
se describe de forma breve el equipo sobre el cual se ha desarrollado el proyecto. 
 
La tercera parte de la memoria está formada por 4 capítulos. En esta parte, se exponen 
todos los procesos llevados a cabo para la realización del proyecto. Más concretamente, 
se describen de forma detallada la implementación de la MIB, las 2 memorias 
compartidas que forman la pasarela de intercambio de información entre la aplicación 
SNMP y la aplicación principal del módem y finalmente, el subagente SNMP encargado 
de gestionar todas las solicitudes entrantes. 
 
En la cuarta parte se muestran los resultados de las pruebas realizadas, con sus capturas 
de pantalla correspondientes, que han permitido comprobar el correcto 
funcionamiento de cada unidad y del sistema completo. 
 
La quinta parte incluye un capítulo de conclusiones derivadas de las pruebas realizadas 
y sus resultados y un capítulo de líneas futuras, donde se describen posibles 
características adicionales que podrían ser añadidas al sistema. 
 
Finalmente, en la sexta parte se presentan la bibliografía y los anexos del proyecto. 
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2 Protocolo SNMP 
 
2.1 Introducción 
 
SNMP es un protocolo de la capa de aplicación, perteneciente al grupo de los 
protocolos TCP/IP, que facilita el intercambio de información administrativa entre los 
dispositivos de una red, con el fin de que los administradores puedan supervisar su 
desempeño, buscar y resolver problemas y planear su crecimiento. Esto se consigue 
con un entorno de trabajo estandarizado y un lenguaje común empleado para la 
monitorización y la gestión de los dispositivos de dicha red. 
 
SNMP nació con una arquitectura independiente de la máquina en la que se 
implementase el protocolo, de forma que la definición, creación y representación de 
parámetros y el intercambio de mensajes fuesen únicos y estandarizados. 
 
La meta del protocolo era crear una herramienta de administración de red con un coste 
relativamente reducido, que permitiese el manejo de parámetros de configuración de 
equipos remotos mediante una familia de funciones fáciles de comprender, de utilizar y 
de ampliar en un futuro. 
 
2.2 Componentes 
 
SNMP es una parte de la arquitectura de administración de Internet. Esta arquitectura 
está basada en la interacción de varias entidades que intercambian información entre 
ellas. En las RFC’s de Internet se especifican los 9 elementos indispensables para el 
funcionamiento de esta arquitectura: 
 
1. Elementos de red: son los dispositivos que va a ser monitorizados y manejados 
a través de SNMP. Pueden ser routers, módems, ordenadores, impresoras, etc. 
 
2. Agente SNMP: es el módulo de software instalado en cada elemento de red. Se 
encarga de responder a las solicitudes que le llegan vía SNMP. Según el tipo de 
solicitud el agente debe devolver el valor de un parámetro del dispositivo o 
modificarlo con el fin de que éste actúe de forma diferente. 
 
3. NMS: es el equipo de administración de red. Suele ser un equipo potente, con 
una CPU veloz, mucha memoria y un gran espacio de disco. Generalmente, un 
solo equipo se encarga de monitorizar todo los elementos de la red.  
 
4. Manager SNMP: es el módulo de software instalado en el equipo de 
administración de red. Se encarga de interrogar y gestionar a los agentes 
SNMP. Puede funcionar de forma dirigida o automática según las condiciones 
de la red y su configuración. 
 
5. Objetos administrables: son los parámetros de los elementos de red que son 
controlados por el agente y accedidos a través de SNMP por el manager. 
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6. MIB: es la base datos que contiene los objetos administrables y en la cual se 
describen sus características. 
 
7. ASN.1: define la notación sintáctica que deben seguir los objetos de una MIB de 
forma que su descripción sea independiente de la máquina en la que son 
implementados. 
 
8. SMI: especifica las normas para describir la información a administrar. Está 
definida con notación ASN.1. 
 
9. Parties: son las entidades lógicas que pueden iniciar o recibir una comunicación 
SNMP. Cada party comprende una única identidad, una locación dentro de la 
red y unos protocolos de autenticación y privacidad específicos. 
 
Varios de estos elementos serán descritos con más detalle en apartados siguientes. 
 
A continuación, se presenta un esquema típico de una red SNMP. Se pueden observar 
los equipos y dispositivos que se quieren administrar a través del protocolo, en los 
cuales se encuentra la MIB que contiene los objetos accesibles y el agente que permite 
la comunicación con el manager SNMP instalado en el equipo NMS desde el cual se 
realizarán las tareas de gestión. 
 
 
Figura 1. Esquema de una red SNMP 
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2.3 Versiones 
 
A principios de los 80 se vio la necesidad de disponer de una herramienta para la 
administración y gestión de redes TCP/IP. Debido a esta necesidad, varios grupos de 
desarrollo produjeron sus propias tecnologías y así nacieron los protocolos HEMS y 
HEMP, definidos en las RFC’s desde la 1021 hasta la 1024. El número de diferentes 
protocolos que se desarrollaron hizo que la IETF publicase en 1988 la RFC 1052, en la 
cual se destacaba la importancia de obtener un estándar y se detallaba la forma en la 
que debía desarrollarse. La conclusión de dicha RFC era la utilización de SGMP, definido 
un año antes en la RFC 1028, como la base sobre la cual implementar el protocolo 
SNMP. 
 
Existen 3 versiones de SNMP aunque sólo la última se considera actual. La evolución del 
protocolo ha estado muy ligada al incremento de la seguridad en la transferencia de 
información, mientras que los cambios sobre su estructura básica han sido pocos. 
 
A continuación se detallan algunos de los aspectos más importantes de cada versión. 
 
2.3.1 SNMPv1 
 
SNMPv1 nació con la RFC 1067 y posteriormente se modificó con las RFC’s 1098 y 1157 
que definían de forma completa las especificaciones del protocolo y lo establecían 
como el recomendado para la administración de redes. 
 
Como medida para aumentar la seguridad del protocolo se creó la versión SNMPsec 
cuyos fundamentos se definen en las RFC’s 1351 y 1352 y cuya propuesta era la 
introducción de las denominadas parties, grupos de entidades asociadas para 
compartir información de forma segura. Esto permitía una mayor flexibilidad en el 
control de acceso, así como la utilización de algunos mecanismos criptográficos para 
conseguir autenticación e integridad en los mensajes. 
 
La versión SNMPsec se adoptó para crear en 1992 SNMPv2. 
 
2.3.2 SNMPv2 
 
SNMPv2 mantiene la misma estructura que SNMPv1 pero incluye la definición de los 
nuevos comandos GetBulkRequest e InformRequest, además de algunos tipos de datos 
adicionales. Esta versión provee la infraestructura sobre la cual pueden construirse 
nuevas aplicaciones de gestión de red, como las alarmas y los monitores de 
desempeño, que hasta entonces quedaban fuera del estándar.  
 
Con SNMPv2 aparecen 3 nuevas versiones: SNMPv2c, SNMPv2u y SNMPv2*. La primera, 
definida en las RFC’s desde la 1902 hasta la 1908, es la más utilizada e incluye el 
concepto de seguridad basada en comunidades. Este mecanismo permite la definición 
de políticas de acceso consistentes en asociar un nombre de comunidad a un perfil 
formado por una vista de la base de datos SNMP junto con unos derechos de acceso a 
dicha vista. La segunda, definida en las RFC’s 1909 y 1910, presenta un modelo de 
acceso basado en usuarios y contraseñas, muy similar al que se desarrollaría 
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posteriormente en SNMPv3. La tercera versión fue desarrollada como un protocolo a 
parte y no es compatible con las anteriores. 
 
2.3.3 SNMPv3 
 
SNMPv3 es la última evolución del protocolo, cuyo cambio más destacable es la división 
de cada entidad en diferentes módulos que realizan una función específica. La 
modularidad facilita la implementación de los diferentes elementos que forman parte 
del protocolo y se independizan los mecanismos utilizados para la seguridad, el control 
de acceso y la gestión de los mensajes.  
 
Otro de los cambios importantes, es la introducción de un sistema de seguridad basado 
en usuarios (USM) y otro de control de acceso basado en vistas (VACM) lo cual permite 
definir de forma precisa los objetos accesibles por cada usuario, incrementando 
notablemente la seguridad del protocolo. Una misma entidad puede utilizar diferentes 
modelos de seguridad y de control de acceso de forma simultánea, lo que incrementa la 
flexibilidad y la interoperabilidad. 
 
En el capítulo 4 se profundiza en los aspectos relativos a la arquitectura y la seguridad 
de SNMPv3. 
 
2.4 Comandos 
 
SNMP funciona sobre el protocolo de transporte UDP utilizando, por defecto, el puerto 
161. Los dispositivos a administrar deben escuchar en dicho puerto para recibir los 
mensajes de administración. Las posibles PDU’s (tipos de mensajes) enviadas por un 
manager son las siguientes: 
 
1. GetRequest: solicita el valor de uno o más objetos. 
 
2. GetNextRequest: solicita el valor del objeto siguiente al indicado. Es útil para 
recorrer tablas o nodos de la MIB o cuando el manager no conoce el nombre 
del objeto que sigue al que acaba de solicitar. 
 
3. SetRequest: actualiza el valor de uno o varios objetos. 
 
A continuación se describen las PDU’s que tienen origen en un agente SNMP:  
 
1. GetResponse: devuelve el valor de los objetos solicitados. Es transmitido como 
respuesta a un GetRequest, GetNextRequest o SetRequest, también por el 
puerto UDP 161. A partir de SNMPv2 pasa a denominarse Response. 
 
2. Trap: mensaje no solicitado por un manager, que envía un agente para 
informar de eventos inesperados o destacables. El agente envía, por el puerto 
UDP 162, el objeto que ha originado dicho evento y su valor actual para que el 
manager correspondiente actúe en consecuencia. Cabe destacar que los Traps 
no tienen confirmación de recepción. A partir de SNMPv2 pasa a denominarse 
Trapv2. 
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Con la versión SNMPv2 se incluyeron 3 nuevas PDU’s: 
 
1. GetBulkRequest: es enviada por un manager para solicitar el valor de un amplio 
número de objetos de una sola vez, en lugar de solicitarlos de uno en uno con 
los comandos GetRequest y GetNextRequest. 
 
2. InformRequest: funciona de una forma muy similar a un Trap con la diferencia 
de que requiere la confirmación de recepción y en caso de no recibirla 
retransmite el paquete. 
 
3. Report: se utiliza para el intercambio de información de control. 
 
2.4.1 Formato de un mensaje SNMP 
 
El formato genérico de un mensaje SNMP está formado por los 3 campos siguientes: 
 
1. Version: informa de la versión utilizada. 
 
2. Comunidad: informa de la comunidad utilizada. 
 
3. PDU: información específica del comando que ha generado el mensaje. 
 
 
Figura 2. Formato genérico de un mensaje SNMP 
 
El campo PDU puede tener diversas configuraciones dependiendo del tipo de comando 
enviado. Los comandos GetRequest, GetNextRequest, SetRequest y GetResponse 
utilizan el mismo formato genérico. Seguidamente se describe el significado de cada 
subcampo: 
 
1. Tipo de PDU: indica el tipo de mensaje. 
 
2. Request ID: identificador numérico de la PDU. 
 
3. Código de error: en un mensaje GetResponse indica si ha habido algún error al 
procesar la solicitud. En el resto de mensajes vale 0. 
 
4. Índice de error: en un mensaje GetResponse indica el código del error, en caso 
de haya habido alguno. En el resto de mensajes vale 0. 
 
5. Asignación de variables: listado de variables con sus correspondientes valores. 
 
 
Figura 3. Campo PDU genérico 
 
Versión Comunidad PDU
Tipo de PDU Request ID Código de Error Índice de Error Asignación de Variables
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Figura 4. Subcampo de asignación de variables 
 
Una configuración diferente del campo PDU, se encuentra en el comando Trap, por 
ejemplo, cuyos subcampos se describen a continuación: 
 
1. Tipo de PDU: indica el tipo de mensaje. 
 
2. Request ID: identificador numérico de la PDU. 
 
3. Dirección del agente: dirección del objeto generador del Trap. 
 
4. Trap genérico: tipo genérico del Trap. 
 
5. Trap específico: tipo específico del Trap. 
 
6. Time-Stamp: tiempo transcurrido entre el último reinicio del agente y la 
generación del Trap. 
 
7. Asignación de variables: listado de variables con sus correspondientes valores. 
 
 
Figura 5. Campo PDU del comando Trap 
 
Nombre 1 Valor 1 Nombre 2 Valor 2 … Nombre N Valor N
Tipo de 
PDU
Request ID
Dirección 
del Agente
Time-
Stamp
Asignación de 
Variables
Trap 
Genério
Trap 
Específico
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3 MIB SNMP 
 
3.1 Introducción 
 
Una MIB es una base de datos de información en la que se agrupan todos los objetos de 
un recurso que van a ofrecer algún tipo de interoperabilidad o funcionamiento en éste 
y que se desea que sean gestionados a través de SNMP.  
 
Para que un dispositivo pueda ser manejado a través de SNMP debe incorporar una MIB 
que incluya todos los objetos que van a ser accesibles desde un manager instalado en 
un NMS. La MIB contiene la forma en cómo pueden ser accedidos esos objetos, 
definiendo la relación existente entre ellos, su estructura y el tipo de datos al que 
pertenecen.  
 
Existen diversas MIB’s estándar que definen una serie de objetos comunes en la mayoría 
de dispositivos. Cada fabricante puede extenderlas añadiendo los objetos que 
considere necesarios para ser manejados a través de SNMP. Debido a esta posibilidad, 
resulta casi imprescindible disponer de las MIB’s de los dispositivos que se desean 
controlar desde un manager, de forma que éste posea  toda la información necesaria 
para poder acceder a cada uno de los objetos de forma correcta.  
 
Tanto en el dispositivo como en el NMS, las MIB’s a utilizar deben guardarse en una 
ubicación determinada donde el agente y el manager van a ir a buscarlas cada vez que 
arrancan, respectivamente. 
 
Actualmente, la gran mayoría de fabricantes de dispositivos compatibles con SNMP 
proporcionan de forma totalmente libre las distintas MIB’s cargadas en sus equipos, 
facilitando la integración de éstos en los procesos de administración de la red a la que 
pertenecen. 
 
Una de las mayores utilidades de poseer la MIB de un dispositivo es el poder visualizar 
todos los objetos accesibles de forma rápida y sencilla, sin que el manager tenga que 
solicitarlos uno a uno mediante el comando GetNextRequest, con el consiguiente 
aumento del tráfico en la red. Además, una vez la MIB está cargada en memoria, el 
usuario puede olvidarse de las ubicaciones de los parámetros ya que el acceso a los 
objetos se puede realizar a través de su nombre (único dentro de la MIB) en lugar de 
utilizar su ruta completa. 
 
Existen un gran número de managers y MIB browsers dotados de una interfaz gráfica 
que facilitan todavía más las funciones al usuario, permitiéndole navegar por una MIB 
como si de una estructura corriente de directorios se tratase. Al acceder a uno de los 
objetos, el programa muestra su OID, su descripción completa, la accesibilidad del 
parámetro y su valor actual. 
 
En la imagen siguiente se puede observar un MIB browser, en el que se muestra la 
estructura en cascada de una MIB estándar, en la izquierda de la imagen, y el valor de 
uno de los objetos, en la derecha.  
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Imagen 1. MIB browser 
 
3.2 Estructura de una MIB 
3.2.1 Árbol MIB 
 
Los objetos de una MIB están agrupados en una estructura en cascada compuesta por 
diversos nodos. Cada uno de estos nodos contiene un determinado número de objetos 
relaciones entre sí según su función dentro del dispositivo. A esta estructura se la 
conoce con el nombre de árbol MIB. 
 
La zona superior de este árbol está reservada para diferentes organizaciones 
estándares, mientras que en la inferior están colocadas las organizaciones asociadas. La 
rama principal se inicia en el nodo iso (International Organization for Standardization) 
donde además de los apartados definidos para su propio uso, se ha definido uno para el 
resto de organizaciones, identified-organization. Dentro de éste, se encuentra el nodo 
del Departamento de Defensa de los USA, dod, y dentro de este último se encuentra el 
nodo correspondiente a la comunidad de Internet. 
 
El nodo internet, uno de los principales nodos del árbol, en un principio estaba formado 
por las siguientes 4 ramificaciones: 
 
1. directory: reservada para memorias futuras que discutan sobre la organización 
de la estructura OSI utilizada en Internet. 
 
2. mgmt: identifica los objetos definidos en documentos aprobados por IAB. Aquí 
es donde se almacenan las nuevas MIB’s estándares.  
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3. experimental: es donde se almacenan las MIB’s que están en fase de pruebas. 
 
4. private: es uno de los nodos más importantes dentro de internet ya que es 
donde se almacenan las MIB’s definidas de forma unilateral. Dentro del nodo 
private existe el nodo enterprises donde cada fabricante reconocido dispone 
de su propio espacio para almacenar las MIB’s de sus dispositivos. En el link 
siguiente se encuentra el listado de empresas que poseen un identificador 
registrado: 
 
http://www.iana.org/assignments/enterprise-numbers 
 
Posteriormente, se añadieron 3 ramificaciones más: security, utilizado para almacenar 
objetos relacionados con la seguridad del protocolo, snmpv2, utilizado para los nuevos 
objetos de la versión 2 de SNMP  y mail, utilizado para los objetos de correo. 
 
A continuación, se muestran los principales nodos de los niveles jerárquicos superiores 
del árbol: 
 
 
Figura 6. Niveles superiores del árbol MIB 
 
3.2.2 OID’s 
  
Cada una de las ramificaciones del árbol y de los objetos contenidos en éstas, están 
representados por un número que identifica su posición exacta dentro de la MIB. Este 
número se denomina OID y es único entre todas las MIBs existentes. Esto hace que cada 
objeto sea accesible a través de uno y sólo un camino, quedando perfectamente 
identificado mediante lo que se conoce como ruta absoluta del objeto. Por ejemplo, la 
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ruta absoluta de algunos objetos pertenecientes al grupo estándar system son las 
siguientes: 
 
sysDescr  .1.3.6.1.2.1.1.1 
sysObjectId  .1.3.6.1.2.1.1.2 
sysUpTime .1.3.6.1.2.1.1.3 
sysContact .1.3.6.1.2.1.1.4 
 
Cabe destacar, en primer lugar, que para utilizar una ruta absoluta hay que iniciar el OID  
del objeto con un ‘.’ y, en segundo lugar, que para obtener o modificar el valor  de dicho 
objeto es necesario añadir ‘.0’ al final de su OID. Por ejemplo, ‘.1.3.6.1.2.1.1.4.0’ permite 
acceder al valor del objeto sysContact. 
 
Otra forma de acceder a un objeto es a través de una ruta relativa al nodo actual. Así 
pues, si el nodo actual es ‘.1.3.6’ para acceder al objeto sysContact debería especificarse 
la ruta ‘.1.2.1.1.4.0’. 
 
Debido a que los nombres de los nodos y de los objetos deben ser únicos dentro de 
una misma MIB, los identificadores de éstos pueden sustituirse por su nombre, dando 
lugar a notaciones totalmente textuales o incluso mixtas: 
 
sysContact  .iso.org.dod.internet.mgmt.mib-2.system.sysContact 
                .1.3.6.1.mgmt.mib-2.system.sysContact 
 
Como ya se ha comentado, una vez la MIB está cargada en memoria, el acceso a un 
objeto puede realizarse utilizando únicamente su nombre, ya que el manager se 
encarga de buscar su ruta de forma automática. 
 
3.3 Sintaxis de una MIB 
3.3.1 Definiciones 
3.3.1.1 ASN.1 
 
ASN.1 es una notación estándar muy flexible que proporciona un conjunto de normas, 
tipos de datos y constructores, que permiten describir estructuras para representar, 
codificar, descodificar y transmitir datos, de forma independiente de la máquina en la 
que se encuentran y de sus formas de representación internas. 
 
Fue desarrollada como parte de la capa de presentación del modelo OSI y ofrece una 
abstracción similar a la que otorga un lenguaje de programación de alto nivel. Al igual 
que cualquiera de estos lenguajes, la notación se especifica utilizando gramática BNF. 
 
Se publicó en la recomendación ITU-T X.208 | ISO/IEC 8824 en 1987. En 1995 se 
aplicaron algunas modificaciones para corregir errores y ambigüedades y los 
documentos revisados se incluyeron en la serie de recomendaciones X.680. La última 
versión de esta serie está fechada en 2002, aunque a finales de 2008 la ITU actualizó los 
estándares que describen la notación y sus reglas de codificación. En el anexo III se 
detallan dichos estándares. 
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Actualmente, la notación ASN.1 se utiliza para describir infinidad protocolos en el 
campo de la aviación (FAA e ICAO), la automoción (Ford, Mitsubishi…), la programación 
de routers (Cisco, Zyxel…), de teléfonos y demás sistemas de comunicaciones, entre 
muchas otras aplicaciones. 
 
3.3.1.2 SMI 
 
La SMI es el subconjunto de la notación ASN.1 que se utiliza en SNMP para definir las 
normas que regulan cómo debe agruparse y estructurarse la información y qué tipo de 
operaciones y de datos están permitidos, así como, la sintaxis con la que debe escribirse 
una MIB. 
 
Permite la comunicación entre varios dispositivos, garantizando que éstos utilizan una 
estricta representación de los datos común a todos. En concreto, la SMI está diseñada 
para definir los siguientes 4 elementos: 
 
1. Las características generales asociadas a todos los objeto de una MIB, 
definiendo cómo éstos deben ser descritos. 
 
2. Los diferentes tipos de datos que pueden ser utilizados para crear los objetos 
de una MIB. 
 
3. La estructura jerárquica para identificar los objetos de forma unívoca. 
 
4. La información de administración asociada a cada objeto de la MIB. 
 
En resumen, el lenguaje de definición de datos (SMI) es independiente de las bases de 
datos de objetos (MIB’s), que a su vez son independientes del protocolo de 
comunicación utilizado (SNMP). 
 
3.3.1.3 Simbología y convenciones 
 
ASN.1 define una serie de caracteres especiales con un significado concreto y mediante 
los cuales se realizan todas las operaciones posibles dentro de una MIB. En la tabla 
siguiente se presenta cada uno de ellos: 
 
Símbolo Significado 
: : = Asignación 
| Alternativa 
{ } Inicio y final de una lista 
[ ] Inicio y final de una etiqueta 
( ) Inicio y final de un subtipo 
- Número con signo 
- - Comentario 
. . Rango 
 
Tabla 1. Símbolos especiales ASN.1 
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Además de la simbología anterior, ASN.1 también define una serie de convenciones a la 
hora de escribir los nombres de cada tipo de elemento de una MIB.  En la tabla adjunta 
se describen dichas convenciones: 
 
Elemento Convención 
Tipos Inicial en mayúscula 
Valores Inicial en minúscula 
Macros Todas las letras en mayúsculas 
Módulos Inicial en mayúsculas 
Palabras clave Todas las letras en mayúsculas 
 
Tabla 2. Convenciones ASN.1 
 
Finalmente, existen una serie de palabras reservadas que no pueden utilizarse en el 
nombre de ningún objeto de la MIB: 
 
ABSENT, ACCESS, AGENT-CAPABILITIES, ANY, APPLICATION, AUGMENTS, BEGIN, 
BIT, BITS, BOOLEAN, BY, CHOICE, COMPONENT, COMPONENTS, CONTACT-INFO, 
CREATION-REQUIRES, Counter32, Counter64, DEFAULT, DEFINED, DEFINITIONS, 
DEFVAL, DESCRIPTION, DISPLAY-HINT, END, ENUMERATED, ENTERPRISE, 
EXPLICIT, EXPORTS, EXTERNAL, FALSE, FROM, GROUP, Gauge32, IDENTIFIER, 
IMPLICIT, IMPLIED, IMPORTS, INCLUDES, INDEX, INTEGER, Integer32, IpAddress, 
LAST-UPDATED, MANDATORY-GROUPS, MAX, MAX-ACCESS, MIN, MIN-ACCESS, 
MINUS-INFINITY, MODULE, MODULE-COMPLIANCE, MODULE-IDENTITY, 
NOTIFICATION-GROUP, NOTIFICATION-TYPE, NOTIFICATIONS, NULL, OBJECT, 
OBJECT-GROUP, OBJECT-IDENTITY, OBJECT-TYPE, OBJECTS, OCTET, OF, 
OPTIONAL, ORGANIZATION, Opaque, PLUS-INFINITY, PRESENT, PRIVATE, 
PRODUCT-RELEASE, REAL, REFERENCE, REVISION, SEQUENCE, SET, SIZE, STATUS, 
STRING, SUPPORTS, SYNTAX, TAGS, TEXTUAL-CONVENTION, TRAP-TYPE, TRUE, 
TimeTicks, UNITS, UNIVERSAL, Unsigned32, VARIABLES, VARIATION, WITH y 
WRITE-SYNTAX. 
 
3.3.1.4 OBJECT IDENTIFIER 
 
Los OBJECT IDENTIFIER se pueden utilizar de 2 formas diferentes: 
 
1. Para registrar, mediante el propio OBJECT IDENTIFIER, la definición de un 
objeto en particular y asociarle un descriptor. Después de un registro, el 
OBJECT IDENTIFIER no puede ser utilizado de nuevo y el descriptor no puede 
ser cambiado ni asociado a otro registro. Para ello se utilizan las macros que se 
verán en el apartado siguiente. 
 
2. Para asignar un descriptor a un OBJECT IDENTIFIER concreto. Después de una 
asignación, el descriptor asociado no puede ser asociado a otro OBJECT 
IDENTIFIER. Sin embargo, múltiples descriptores pueden asociarse al mismo 
OBJECT IDENTIFIER.  
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3.3.2 Estructuración y definición de la información 
3.3.2.1 Módulos 
 
ASN.1 agrupa conjuntos de descripciones en módulos. Cada uno de estos módulos 
debe comenzar por su nombre, con la letra inicial en mayúscula como indica la 
convención, seguido de la secuencia ‘: : =’ y la palabra BEGIN que indica el inicio de las 
descripciones. El final del módulo se indica con la palabra END. 
 
Un módulo puede contener tipos importados de otros módulos, así como exportar los 
tipos que se definen en él. 
 
3.3.2.2 Macros 
 
El lenguaje ASN.1 permite ser extendido mediante la utilización de macros. La 
descripción de una MIB está compuesta por macros mediante las cuales se definen los 
elementos que forman parte de ella. 
 
Las más utilizadas se describen brevemente a continuación. La descripción completa 
puede encontrarse en la RFC 2578.  
 
3.3.2.2.1 MODULE-IDENTITY 
 
Se utiliza para proporcionar información de contacto del creador del módulo y la 
historia de revisiones de éste. Debe aparecer una única vez por módulo. 
 
El valor de esta macro es un OBJECT IDENTIFIER y como tal, puede ser utilizado para 
acceder a la información que ésta contiene. Es usual utilizar este valor como 
ramificación del árbol MIB bajo la cual cuelguen más OBJECT IDENTIFIER definidos en el 
propio módulo. 
 
Las cláusulas que agrupa son las siguientes: 
  
LAST-UPDATED 
Debe estar presente y contiene la fecha y la hora en que el módulo se editó por última 
vez. 
 
ORGANIZATION 
Debe estar presente y contiene una descripción textual de la organización que 
desarrolló el módulo. 
 
CONTACT-INFO 
Debe estar presente y contiene toda la información de contacto de la persona a la que 
debe dirigirse cualquier consulta técnica sobre el módulo. 
 
DESCRIPTION 
Debe estar presente y contiene una descripción del contenido del módulo. 
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REVISION 
Es opcional y contiene el historial de revisiones del módulo con la fecha y la hora en que 
fueron realizadas. Además, por cada cláusula REVISION debe haber una cláusula 
DESCRIPTION asociada en la que se detallan los cambios realizados. 
  
3.3.2.2.2 OBJECT-IDENTITY 
 
Se utiliza para incluir información sobre la asignación a un OBJECT IDENTIFIER. Permite 
incluir ramificaciones en el árbol MIB. 
 
Las cláusulas que agrupa son las siguientes: 
 
STATUS 
Debe estar presente e indica si la definición es actual o no. Los valores que puede tener 
esta cláusula son: 
 
1. current: la definición es actual y válida. 
 
2. obsolete: la definición es obsoleta y no debe implementarse o puede 
eliminarse en caso de que ya se haya implementado. 
 
3. deprecated: la definición es obsoleta pero permite su implementación para 
mantener la interoperabilidad con versiones anteriores. 
 
DESCRIPTION 
Debe estar presente y contiene una descripción de la asignación realizada. 
 
REFERENCE 
Es opcional y contiene una referencia a otros documentos en los que se pudiera detallar 
más información sobre la asignación. 
 
3.3.2.2.3 OBJECT-TYPE 
 
Se utiliza para definir las características de los objetos administrables. El valor de la 
macro es el propio objeto, quedando éste registrado a través de un OBJECT IDENTIFIER. 
 
Las cláusulas que agrupa son las siguientes: 
 
SYNTAX 
Debe estar presente y define el tipo de dato del objeto. Los posibles tipos de datos se 
presentan en el apartado siguiente. 
 
UNITS 
Es opcional y contiene la descripción de las unidades asociadas al objeto. 
 
MAX-ACCESS 
Debe estar presente e informa del máximo nivel de acceso al objeto. Los valores que 
puede tener esta cláusula son: 
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1. not-accessible: el objeto es auxiliar y no puede ser accedido. 
 
2. accessible-for-notify: el objeto sólo puede ser accedido a través de una 
notificación. 
 
3. read-only: el objeto sólo puede ser leído. 
 
4. read-write: el objeto puede ser leído y escrito pero no creado. 
 
5. read-create: el objeto puede ser leído, escrito y creado. 
 
STATUS 
Debe estar presente e indica si la definición es actual o no. Los valores que puede tener 
esta cláusula son: 
 
1. current: la definición es actual y válida. 
 
2. obsolete: la definición es obsoleta y no debe implementarse o puede 
eliminarse en caso de que ya se haya implementado. 
 
3. deprecated: la definición es obsoleta pero permite su implementación para 
mantener la interoperabilidad con versiones anteriores. 
 
DESCRIPTION 
Debe estar presente y contiene una descripción de toda la información necesaria para 
la implementación del objeto. 
 
REFERENCE 
Es opcional y contiene una referencia a otros documentos en los que se pudiera detallar 
más información sobre la asignación. 
 
INDEX 
Únicamente debe estar presente si el objeto pertenece a una fila de una tabla, siempre 
y cuando, no esté presente la cláusula AUGMENTS. Define la información para 
identificar los objetos de las columnas asociadas. Para obtener más información sobre 
esta cláusula se aconseja la lectura del apartado 7.7 de la RFC 2578. 
 
AUGMENTS 
Es una alternativa a la cláusula INDEX. Se utiliza cuando una tabla tiene una 
dependencia uno a uno con otra tabla. Esto es particularmente útil cuando una MIB 
importa otra MIB que comparte una misma tabla. En este caso, una de las tablas actúa 
como tabla base y la otra como tabla que aumenta la primera, utilizando la cláusula 
AUGMENTS para ello.  Más información sobre esta cláusula puede encontrarse en el 
apartado 7.8 de la RFC 2578. 
 
DEFVAL 
Es opcional y se utiliza para asignar el valor por defecto de un objeto. Es útil en caso de 
que un agente deba crear de forma dinámica un objeto, ya sea escalar o perteneciente 
a una tabla. 
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3.3.2.2.4 NOTIFICATION-TYPE 
 
Se utiliza para definir la información contenida en una transmisión de información no 
solicitada desde una manager, como es el caso de los Trap’s y los Inform’s. El valor de 
esta macro es el nombre del Trap o el Inform, quedando éste registrado a través de un 
OBJECT IDENTIFIER. 
 
Las cláusulas que contiene son: 
 
OBJECTS 
Es opcional y define una secuencia de objetos asociados al objeto que genera el Trap o 
el Inform. Es importante destacar que un objeto especificado en esta cláusula no puede 
tener la cláusula MAX-ACCESS con valor not-accessible. 
 
STATUS 
Debe estar presente e indica si la definición es actual o no. Los valores que puede tener 
esta cláusula son: 
 
1. current: la definición es actual y válida. 
 
2. obsolete: la definición es obsoleta y no debe implementarse o puede 
eliminarse en caso de que ya se haya implementado. 
 
3. deprecated: la definición es obsoleta pero permite su implementación para 
mantener la interoperabilidad con versiones anteriores. 
 
DESCRIPTION 
Debe estar presente y contiene una descripción de toda la información necesaria para 
la implementación de la notificación. 
 
REFERENCE 
Es opcional y contiene una referencia a otros documentos en los que se pudiera detallar 
más información sobre la asignación. 
 
3.3.2.2.5 Otras macros de utilidad 
 
Adicionalmente a las macros anteriores también son importantes las siguientes, que 
pueden encontrarse descritas junto a sus cláusulas asociadas en la RFC 2580. 
 
NOTIFICATION-GROUP 
Se utiliza con fines de conformidad para agrupar a todos los objetos que pueden 
generar una notificación. 
 
OBJECT-GROUP 
Se utiliza con fines de conformidad para agrupar a todos los objetos administrables. 
 
AGENT-CAPABILITIES 
Se utiliza para describir las diferentes capacidades que posee un módulo que actúa 
como agente. Por ejemplo, incluye todos los módulos MIB con los que es compatible. 
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MODULE-COMPLIANCE  
Se utiliza para especificar los requisitos mínimos que debe cumplir la implementación 
de un módulo. Incluye todos aquellos objetos que deben ser soportados por un agente 
que utilice dicho módulo. Todas las MIB estándar deben incluir esta macro. 
 
3.3.2.3 Tipos de datos 
 
Como se ha comentado en el apartado anterior, el tipo de de datos al que pertenecen 
los objetos de una MIB se define en la cláusula SYNTAX de la macro OBJECT-TYPE. 
 
Los tipos de datos se agrupan en 4 categorías: primitivos, construidos, definidos y 
etiquetados. A continuación se definen los tipos que incluye cada categoría: 
 
3.3.2.3.1 Tipos primitivos 
 
Los tipos primitivos son escalares,  de un valor único. En SNMP se utilizan los siguientes: 
 
Integer32 e INTEGER 
Definen un número entero entre -231 y 231 – 1. La diferencia entre ambos es que el tipo 
INTEGER se utiliza para definir enumeraciones. 
 
En una enumeración cada posible valor del enumerado tiene asociado un nombre que 
lo identifica. En SNMP se recomienda que los enumerados empiecen en 1 y que todos 
los valores sean consecutivos. 
 
OCTET STRING 
Define una secuencia arbitraria de bytes. A pesar de que la SMI define que el tamaño 
máximo de bytes es de 65535, no se aconseja utilizar un tamaño superior a 255. 
 
SNMP utiliza 3 casos particulares de este tipo: 
 
1. DisplayString: para cadenas de caracteres ASCII imprimibles. 
 
2. OctetBitString: para cadenas mayores de 32 bits. 
 
3. PhysAddress: para representar direcciones del nivel de enlace. 
 
OBJECT IDENTIFIER 
Define el identificador de un objeto, es decir, la posición de éste dentro el árbol MIB. 
 
BITS 
Define una serie de bits, cada uno de los cuales está definido con su propio nombre. 
 
3.3.2.3.2 Tipos definidos 
 
Los tipos definidos nacen a partir de los anteriores y se utilizan para definir objetos de 
una forma más descriptiva según su utilización o funcionamiento. Son los siguientes: 
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IpAddress 
Define una dirección IP de 32 bits. Está formado por un OCTECT STRING de longitud 4. 
 
Counter32 
Define un número entero no negativo que se incrementa hasta alcanzar 232 – 1. Cuando 
llega al valor máximo empieza de nuevo desde 0. La cláusula MAX-ACCESS de los 
objetos de este tipo sólo puede ser read-only o accessible-for-notify y además, la 
cláusula DEFVAL no está permitida. 
 
Counter64 
Define el mismo tipo que un Counter32 pero su valor máximo es 264 – 1.  
 
Gauge32 
Define un número entero no negativo que puede incrementarse o disminuirse siempre 
y cuando no se sobrepasen los límites inferior y superior, 0 y 232 – 1, respectivamente. 
 
TimeTicks 
Define un número entero no negativo que representa un periodo de tiempo entre 2 
eventos que deben definirse en la descripción del objeto. El tiempo se cuenta en 
centésimas de segundo y se muestra en módulo 232. 
 
Opaque 
Este tipo está disponible para mantener la compatibilidad con implementaciones 
previas de SNMPv1. Se utilizaba para soportar objetos arbitrarios, sin un tipo definido. 
Estos objetos se codificaban como cadenas de bytes y posteriormente como OCTET 
STRING, formando un doble envoltorio del valor original. 
 
Actualmente, se desaconseja su uso y la SMI sólo requiere que se soporte pero no 
obliga a interpretar su valor. Una MIB estándar no puede contener objetos de este tipo. 
 
Unsigned32 
Define un número entero no negativo entre 0 y 232 – 1. 
 
3.3.2.3.3 Tipos constructores 
 
Los tipos constructores se utilizan para crear vectores y tablas de datos. A pesar de que 
las operaciones del protocolo SNMP sólo aplican sobre objetos escalares, para los 
desarrolladores, puede ser conveniente estructurar ciertos objetos interrelacionados en 
forma de vectores o de tablas.  
 
Para formar estas tablas se utilizan las formas siguientes: 
 
1. SEQUENCE: es un tipo estructurado definido mediante una lista de tipos fijos y 
ordenados. Cada conjunto de tipos SEQUENCE define una fila de la tabla y cada 
unos de los tipos que lo forman define una columna de dicha fila. 
 
2. SEQUENCE OF: es un tipo estructurado definido mediante la referencia a un 
solo tipo concreto. 
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Según la implementación de la tabla es posible crear y eliminar filas y columnas en 
tiempo de ejecución. 
 
3.3.2.4 Etiquetas de los tipos de datos 
 
ASN.1 etiqueta cada uno de los tipos de datos existentes en una de las 4 clases que 
tiene definidas para ello. De esta forma cada tipo queda identificado unívocamente y 
además, se permiten crear nuevos tipos, a partir de los primitivos, limitados a una 
aplicación más específica, en este caso el protocolo SNMP. 
 
Las 4 clases definidas son las siguientes: 
 
1. UNIVERSAL: bajo esta clase se agrupan todos los tipos primitivos de ASN.1.  
Estos tipos son de uso genérico en todas las aplicaciones que utilizan la 
notación. Debido a que su uso es globalmente conocido no es necesario 
especificar la etiqueta de los tipos al utilizarlos. 
 
2. APPLICATION: bajo esta clase se agrupan todos los tipos creados para una 
aplicación en concreto. En el caso de SNMP, se encuentran todos los tipos 
definidos.  
 
3. PRIVATE: bajo esta clase se agrupan los tipos creados por empresas u 
organizaciones y que sólo serán utilizados dentro de sus propios módulos.  
 
4. CONTEXT-SPECIFIC: bajo esta clase se agrupan los tipos creados para un 
determinado contexto dentro una aplicación. Las PDU’s de SNMP se etiquetan 
dentro de esta clase. 
 
A modo de ejemplo, se muestran a continuación las etiquetas de algunos tipos de datos 
de SNMP. Al lado de la clase a la que pertenecen, se añade el número de etiqueta del 
tipo dentro de dicha clase. 
 
INTEGER [UNIVERSAL 2] 
OCTET STRING [UNIVERSAL 4] 
 
IpAddress [APPLICATION 0] 
Counter64 [APPLICATION 6] 
 
GetResponse [CONTEXT-SPECIFIC 2] 
SetRequest [CONTEXT-SPECIFIC 3] 
 
3.4 Codificación de la información 
3.4.1 Introducción 
 
Además de las reglas sintácticas vistas en el apartado anterior, ASN.1 también define un 
conjunto de reglas básicas (BER) para codificar la información abstracta en un flujo de 
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bits único, de forma que éste pueda ser interpretado en cualquier máquina de la misma 
manera. Al conjunto de estas reglas se le denomina sintaxis de transferencia. 
 
La sintaxis BER, junto con 2 subconjuntos (CER y DER) se definen en el documento ITU-T 
X.690 y describen la representación de los tipos de datos básicos, la estructura de las 
tramas y la forma para definir nuevos tipos compuestos basados en los tipos básicos. 
 
3.4.2 Representación TLV 
 
La sintaxis BER utiliza una representación TLV, es decir, utiliza 3 campos para codificar el 
tipo de dato, su longitud y su valor. Este formato permite al receptor de la información, 
poder descodificar el mensaje sin necesidad de conocer previamente el tamaño, el 
contenido o el significado de los datos recibidos. 
 
A continuación se muestra el orden de los bits en la representación TLV: 
 
 
 
Figura 7. Representación TLV 
 
3.4.2.1 Campo tipo 
 
El campo tipo es el primero, ocupa un byte e informa al receptor de la estructura que 
sigue. Está formado por los 3 subcampos mostrados a continuación: 
 
1. Clase: está formado por 2 bits y contiene la codificación de la clase ASN.1 a la 
que pertenece el tipo de dato a codificar. En la tabla siguiente se muestran las 4 
combinaciones posibles: 
 
Clase Bit 8 Bit 7 
UNIVERSAL 0 0 
APPLICATION 0 1 
CONTEXT-SPECIFIC 1 0 
PRIVATE 1 1 
 
Tabla 3. Codificación de la clase del tipo de dato 
 
2. P/C: está formado por el sexto bit e informa de si el tipo de dato a codificar es 
primitivo, bit a 0, o construido, bit a 1. 
 
Campo LongitudCampo Tipo Campo Valor
8 7 6 5 4 3 2 1
MSB LSB
BYTE
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3. Número de etiqueta: está formado por los 5 bits restantes y codifica el número 
de etiqueta del tipo de dato. 
 
3.4.2.2 Campo longitud 
 
El campo longitud es el segundo e indica el número de bytes que contendrá el campo 
valor. Puede codificarse de 2 formas dependiendo de la longitud de este último. 
 
1. Si el octavo bit del primer byte del campo longitud vale 0, el campo ocupa ese 
único byte y el resto de los 7 bits codifican directamente la longitud en bytes 
del campo valor. De esta forma se pueden codificar valores que ocupen un 
máximo de 27 – 1 bytes. 
 
2. Si el octavo bit del primer byte del campo longitud vale 1, los 7 bits siguientes 
indican la longitud en bytes del propio campo. En los bytes siguientes se 
codifica la longitud, también en bytes, del campo valor. Debido a que en el 
primer byte, la combinación todo 1’s está reservada, el campo valor puede 
estar codificado por hasta 126 bytes, de forma que se pueden codificar 
longitudes hasta 21008 – 1 bytes, donde 1008 es el resultado de multiplicar los 
126 bytes del campo por los 8 bits de cada byte. 
 
3.4.2.3 Campo valor 
 
El campo valor es el tercero y contiene el valor concreto del objeto codificado. 
 
3.4.2.4 Ejemplo: Codificación del tipo INTEGER 
 
En el siguiente ejemplo se codifica el valor entero 328: 
 
1. Campo tipo: El tipo INTEGER es un tipo primitivo que pertenece a la clase 
UNIVERSAL y que tiene la etiqueta número 2. La codificación es: 00000010. 
 
00: clase UNIVERSAL 
0: tipo primitivo  
00010: etiqueta número 2 
 
2. Campo longitud: El valor 328 debe codificarse con 2 bytes. Por lo tanto, el 
campo longitud ocupará 1 byte, en el cual, el octavo bit será 0 ya que los 7 bits 
restantes son suficientes para codificar el tamaño del campo valor, en este caso 
2. La codificación es: 00000010. 
 
0: campo longitud ocupa 1 byte 
0000010: campo valor ocupa 2 bytes 
 
3. Campo valor: En este campo se codifica directamente el valor 328: 
 
0000 0001 0100 1000: valor 328 codificado en binario 
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4 Seguridad en SNMPv3 
 
4.1 Introducción 
 
En un principio, los estándares de control de redes no contemplaban la seguridad como 
algo imprescindible. El protocolo SNMP original incorporaba un mecanismo de 
restricción de acceso a las MIB’s basado en comunidades. Cada solicitud se identificaba 
a través de dicha comunidad, de forma que el destinatario podía comprobar si ésta 
concordaba con la que él mismo tenía definida. De esta forma se podía implementar un 
control de acceso muy simple, ya que a cada comunidad definida se le podían asociar 
unos determinados derechos de acceso. Sin embargo, debido a que el campo 
comunidad de los mensajes viajaba en texto claro por la red y a que no era posible 
identificar el origen de los mensajes, SNMP estaba frecuentemente limitado a un uso de 
monitorización, impidiendo cualquier acción sobre los elementos de la red. 
 
Con la introducción de SNMPv3, se incorporó autenticación y privacidad al protocolo, 
así como una infraestructura sobre la cual implementar la seguridad. Sobre esta 
infraestructura se pueden configurar nombres de usuario, derechos de acceso y claves 
asociadas que limitan el acceso a la información de la red. Esta mejora en la seguridad 
ha permitido que el protocolo sea utilizado también para tareas de configuración 
además de monitorización. 
 
4.2 Arquitectura de SNMPv3 
 
La principal ventaja que incorpora SNMPv3 es la modularidad. Cada entidad SNMP 
consta de un motor y de unas aplicaciones. El motor es el encargado de proporcionar 
los servicios del protocolo, desde la recepción y el envío de mensajes hasta la 
implementación de la seguridad. Las aplicaciones utilizan los servicios que brinda el 
motor para desarrollar unas tareas determinadas, como puede ser la comunicación con 
otras entidades SNMP para conocer su estado y su configuración de funcionamiento. 
 
Todo motor SNMP está formado por 4 módulos diferentes, cada uno de los cuales 
realiza una función determinada. A continuación, se describen de forma breve: 
 
1. Despachador: es el encargado de dar soporte a las diferentes versiones de 
SNMP, de recibir los mensajes entrantes y pasarlos al subsistema  de procesado 
y de enviar los mensajes salientes a la red. 
 
2. Subsistema de procesado: es el encargado de preparar los mensajes para ser 
enviados y de extraer la información de los recibidos. 
 
3. Subsistema de seguridad: es el encargado de proporcionar los servicios de 
autenticación y privacidad a las solicitudes que los requieran. 
 
4. Subsistema de control de acceso: es el encargado de gestionar los privilegios 
de acceso a la información de la entidad. 
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En cuanto a las aplicaciones, los principales módulos que suelen encontrarse en toda 
entidad SNMP son los siguientes: 
 
1. Generador de comandos: es el encargado de generar las solicitudes a enviar a 
la red y de procesar las respuestas recibidas. 
 
2. Contestador de comandos: es el encargado de ejecutar los comandos 
recibidos. 
 
3. Generador de notificaciones: es el encargado de monitorizar constantemente 
el sistema y de generar las notificaciones correspondientes en caso de  detectar 
un evento particular para el cual está programado. 
 
4. Receptor de notificaciones: es el encargado de monitorizar la llegada de 
notificaciones y de tratarlas una vez recibidas. 
 
5. Despachador proxy: es el encargado del direccionamiento de los mensajes. 
 
Una entidad no tiene por qué implementar todos los módulos anteriores ya que esto 
depende de las diferentes funcionalidades que se desea que tenga. 
 
A continuación, se pueden observar un esquema de los diferentes módulos que forman 
parte de una entidad SNMP: 
 
 
Figura 8. Módulos de una entidad SNMP 
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4.3 Control de acceso basado en vistas (VACM) 
 
VACM está implementado sobre el subsistema de control de acceso y tiene la misión de 
permitir o denegar un determinado tipo de acceso a un objeto, según las políticas 
(vistas de ese objeto) definidas en la configuración del motor SNMP al que pertenece. 
 
Este subsistema está formado por los siguientes 5 elementos: 
 
1. Grupos: aúnan un conjunto de usuarios con los mismos derechos de acceso. 
Todo grupo se identifica con un groupName al que se mapea un securityModel 
(any, v1, v2c o usm) y un securityName (usuario). 
 
2. Niveles de seguridad: definen las diferentes comprobaciones (autenticación y 
privacidad) que deben considerarse antes de permitir un acceso. Es posible 
configurar diferentes derechos de acceso para cada usuario de un grupo. 
 
3. Contextos: son un conjunto determinado de objetos, bajo el nombre 
contextName, accesibles por una entidad SNMP. Ofrecen la posibilidad de 
agrupar los objetos bajo diferentes políticas de acceso. Un objeto puede 
pertenecer a más de un contexto. 
 
4. Vistas MIB: limitan el acceso de ciertos grupos a determinadas partes de una 
MIB. El acceso a un contexto se realiza definiendo distintas vistas, una para cada 
tipo de acceso que se desea permitir o denegar. Una vista puede estar formada 
por subvistas que limitan el acceso a partes más concretas de la MIB. 
 
5. Políticas de acceso: definen los tipos de acceso permitidos (lectura, lectura-
escritura, notificación y acceso-restringido). 
 
A continuación, se muestra el esquema de decisiones que utiliza VACM: 
 
 
Figura 9. Esquema del control de acceso 
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El funcionamiento del esquema anterior es sencillo. En primer lugar, se trata de 
identificar quién está realizando el acceso para asociarle su grupo correspondiente. 
Posteriormente, se verifica a qué parte de la MIB, bajo qué nivel de seguridad y con qué 
propósito se realiza el acceso. Finalmente, se comprueba si el objeto accedido permite 
el tipo de acceso identificado y se procede a su permiso o denegación. 
 
Más información sobre la implementación de VACM puede encontrarse en la RFC 3415. 
 
4.4 Modelo de seguridad basado en usuarios (USM) 
 
USM está implementado sobre el subsistema de seguridad para proporcionar los 
servicios de autenticación y privacidad en una entidad SNMPv3. Utiliza un mecanismo 
típico de usuario y contraseña asociada a éste y funciona ligado de la mano con el 
subsistema de control de acceso ya que cada uno de estos usuarios debe estar asociado 
a un grupo VACM con una serie de vistas configuradas que establecerán sus privilegios 
de acceso. 
 
El subsistema está formado por los siguientes 3 módulos internos: 
 
1. Módulo de autenticación: es el encargado de garantizar la integridad y el 
origen de los datos recibidos. 
 
2. Módulo de guía temporal: es el encargado de ofrecer protección frente a 
retardos o repeticiones de mensajes fuera de la normalidad. En concreto, 
descarta los paquetes que están fuera de una cierta ventana de tiempo. 
 
3. Módulo de privacidad: es el encargado de proporcionar la confidencialidad de 
los datos. 
 
4.4.1 Elementos de un motor SNMP 
 
Todo motor SNMP contiene 3 elementos fundamentales que permiten la 
implementación del modelo USM: 
 
1. snmpEngineID: identifica de forma única, dentro del dominio SNMP 
administrado, a un motor SNMP. 
 
2. snmpEngineBoots: es un contador que computa el número de veces que el 
motor SNMP ha sido reiniciado desde que se definió su snmpEngineID. 
 
3. snmpEngineTime: es el número, en segundos, que han pasado desde la última 
vez que el motor SNMP fue reiniciado. 
 
Estos parámetros permiten la definición de lo que se conoce como motor SNMP 
autoritativo, que es un elemento indispensable para la implementación de la seguridad 
en una red SNMPv3. 
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4.4.2 Motor SNMP autoritativo 
 
En toda transmisión que utilice el modelo USM debe existir un motor SNMP autoritativo 
encargado de gestionar la seguridad. La asignación de un motor autoritativo permite la 
realización de 2 tareas fundamentales: 
 
1. Creación de la guía temporal: cuando un motor autoritativo envía un mensaje, 
añade una serie de indicadores temporales que deben ser analizados por el 
motor de la entidad receptora con el fin de determinar si el mensaje está 
dentro de la ventana temporal correcta y por tanto, debe ser aceptado. 
 
2. Creación de claves localizadas: son las claves que comparte un usuario con un 
motor SNMP determinado. A pesar de que un usuario puede utilizar la misma 
clave para todos los motores con los que se comunica, la clave real utilizada es 
diferente y se denomina clave localizada. Ésta se forma aplicando una función 
de hash a la clave original y envolviendo al parámetro snmpEngineID del motor 
correspondiente  con el resultado, para  luego volver a aplicar la función de 
hash de nuevo (RFC 3414). Al final, cada usuario posee una clave localizada, 
diferente de cualquier otra, para comunicarse con cada motor SNMP. 
 
El motor autoritativo queda definido según las siguientes reglas: 
 
1. Si el mensaje que se envía espera una respuesta del destinatario, el motor 
autoritativo es el receptor. 
 
2. Por el contrario, si el mensaje que se envía no espera una respuesta del 
destinatario, el motor autoritativo es el emisor. 
 
4.4.3 Descubrimiento de motores SNMP 
 
USM requiere de un proceso de descubrimiento mediante el cual, un motor SNMP no 
autoritativo obtiene suficiente información sobre el motor autoritativo con el que 
quiere comunicarse. Para ello, el motor no autoritativo envía un mensaje Request al 
motor autoritativo, el cual contesta con un Report en el que envía su parámetro 
snmpEngineID. 
 
Si la comunicación debe ser autenticada,  es necesario establecer una sincronización 
entre ambos motores. Para ello, el motor autoritativo añade en su respuesta los valores 
de los parámetros snmpEngineBoots y snmpEngineTime. Gracias a ellos, el motor no 
autoritativo puede crear y mantener una ventana temporal que le permitirá validar los 
mensajes que reciba del motor autoritativo. 
 
4.4.4 Formato de un mensaje SNMPv3 
 
En la siguiente imagen se muestra la estructura de un mensaje SNMPv3. Sobre ésta, se 
puede apreciar el alcance de la autenticación y de la privacidad, así como el grupo al 
que pertenece cada campo. 
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Figura 10. Estructura de un mensaje SNMPv3 
 
El campo msgSecurityParameters contiene los parámetros relacionados con la 
seguridad de la comunicación que se está llevando a cabo y está formado por los 
siguientes subcampos: 
  
1. msgAuthoritativeEngineID: contiene el parámetro snmpEngineID del motor 
autoritativo. 
 
2. msgAuthoritativeEngineBoots: contiene el parámetro snmpEngineBoots del 
motor autoritativo. 
 
3. msgAuthoritativeEngineTime: contiene el parámetro snmpEngineTime del 
motor autoritativo. 
 
4. msgUserName: contiene el identificador de usuario bajo el cual se están 
enviando los mensajes. 
 
5. msgAuthenticationParameters: codifica los parámetros de autenticación del 
mensaje. 
 
6. msgPrivacyParameters: codifica los parámetros de privacidad del mensaje. 
 
4.4.5 Autenticación 
4.4.5.1 Introducción 
 
La autenticación es el proceso mediante el cual se verifica de forma fiable la fuente y la 
validez de una solicitud o una respuesta. En SNMP, tanto los agentes como el manager 
necesitan verificar que una solicitud o la respuesta a ésta, proviene de una entidad 
conocida y que no ha sido modificada o corrompida. En este proceso intervienen el 
módulo de autenticación, con su mecanismo HMAC, junto con el módulo de guía 
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temporal, el cual utiliza los parámetros snmpEngineTime y snmpEngineBoots para 
validar los mensajes recibidos. 
 
La autenticación protege frente a las amenazas descritas en el siguiente apartado. 
 
4.4.5.2 Amenazas 
4.4.5.2.1 Suplantación 
 
El emisor de un mensaje pretende hacerse pasar por otro. En este caso, un intruso 
pretende enviar una solicitud de un parámetro determinado, como si fuera otra 
entidad, imitando el mensaje que enviaría un equipo autorizado. 
 
En la figura siguiente, se muestra el caso en el que un intruso copia los datos de un 
equipo autorizado para obtener información restringida: 
 
 
Figura 11. Esquema de suplantación 
 
4.4.5.2.2 Modificación de la información 
 
Un intruso pretende interceptar un paquete para modificar o corromper su contenido, a 
fin de que no pueda ser leído correctamente por el destinatario, de que la información 
que éste reciba sea errónea o de que la respuesta al mensaje vaya dirigida a un lugar 
diferente del que debiera. 
 
La figura a continuación, muestra a un equipo intruso interceptando el intercambio de 
mensajes entre 2 equipos autorizados: 
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Figura 12. Esquema de modificación de la información 
 
4.4.5.2.3 Modificación del flujo de mensajes 
 
Un intruso repite un mensaje previamente enviado o intercepta un mensaje para 
enviarlo transcurrido un cierto tiempo, con el fin de provocar confusión en los equipos 
autorizados, ya que éstos no saben si su mensaje ha llegado correctamente al destino. 
 
La figura siguiente, muestra a un equipo intruso repitiendo un mensaje previo: 
 
 
Figura 13. Esquema de modificación del flujo de mensajes 
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4.4.5.3 Mecanismo HMAC 
 
SNMP utiliza HMAC, descrito en la RFC 2104, como mecanismo de autenticación. Éste se 
basa en un sistema de clave privada (MAC) combinado con una función de hash o 
resumen. En un mecanismo MAC, las entidades comparten una clave secreta para 
garantizar la autenticidad del mensaje. 
 
Para cada paquete con autenticación, el emisor calcula un resumen del mensaje basado 
en el contenido de la solicitud o la respuesta y lo incluye en la cabecera de éste. El 
receptor calcula el resumen del mensaje recibido y verifica que éste concuerda con el 
enviado por el emisor.  La clave utilizada en el algoritmo para calcular el resumen sólo 
es conocida por el emisor y por el receptor por lo que cualquier modificación en el 
mensaje o en el resumen es identificada. A continuación se muestra la fórmula utilizada 
para el cálculo del resumen mediante el mecanismo HMAC: 
 
),(,( MipadKHopadKH ⊕⊕  
 
Donde H  es la función de hash utilizada, M  el mensaje y K  la clave privada, a la que 
se añaden 2 series diferentes de bits, opad e ipad. 
 
Cada manager debe conocer la clave de autenticación de cada agente con el que se va 
a comunicar.  Un mismo usuario puede utilizar una misma palabra secreta para todos 
los agentes con los que va a interactuar pero cada agente genera su propia clave 
secreta diferente a partir de esa palabra y la almacena en texto codificado. 
 
La RFC 3414 designa MD5 y SHA-1 como las 2 posibles funciones de hash a utilizar en el 
mecanismo HMAC. En concreto, se denominan HMAC-MD5-96 y HMAC-SHA-96, 
respectivamente, ya que truncan los resúmenes obtenidos y sólo se quedan con los 
primeros 96 bits. 
 
A continuación se muestra el funcionamiento básico de ambos algoritmos: 
 
4.4.5.4 Algoritmo MD5 
 
MD5 es un algoritmo de reducción diseñado por el profesor Ronald Rivest del MIT en 
1991 como sustitución del MD4. El algoritmo es algo más lento que su predecesor, 
aunque es más seguro. 
 
MD5 genera un resumen de 32 dígitos hexadecimales para un mensaje cualquiera de 
tamaño variable. El algoritmo consta de los siguientes 5 pasos fundamentales: 
 
4.4.5.4.1 Adición de bits 
 
El mensaje original se extiende hasta que su longitud en bits sea congruente con 448, 
módulo 512. Esta extensión se realiza siempre, incluso si el mensaje original ya es 
congruente con 448, módulo 512. 
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La extensión se realiza añadiendo un bit 1 al final del mensaje y luego, tantos bits 0 
como sea necesario. En todos los mensajes se añade como mínimo un bit y como 
máximo 512. 
 
4.4.5.4.2 Longitud del mensaje 
 
Un entero de 64 bits que representa la longitud del mensaje original (antes de añadir 
los bits adicionales) se añade al resultado del paso anterior. Si el tamaño del mensaje 
original fuese superior a 264 sólo los 64 bits de menor peso se utilizarían. 
 
Una vez hecho esto, se dispone de un mensaje con una longitud múltiplo de 512. De 
otra forma, se dispone de un mensaje múltiplo de 16 palabras con 32 bits por palabra. 
 
4.4.5.4.3 Inicialización del búfer MD 
 
El búfer está formado por 4 registros de 32 bits cada uno, denominados A, B, C y D. 
Estos registros se utilizan para calcular el resumen del mensaje y son inicializados con 
los siguientes valores (bits de menor peso primero): 
 
Registro A: 01 23 45 67 
Registro B: 89 AB CD EF 
Registro C: FE DC BA 98 
Registro D: 76 54 32 10 
 
4.4.5.4.4 Procesado del mensaje en bloques de 16 palabras 
 
En primer lugar, se definen 4 funciones no lineales que toman como entrada un grupo 
de 3 palabras y sacan como salida otra palabra, todas ellas de 32 bits: 
 
 ( ) ( ) ( )ZXYXZYXF ∧¬∨∧=,,  
( ) ( ) ( )ZYZXZYXG ¬∧∨∧=,,  
( ) ZYXZYXH ⊕⊕=,,  
( ) ( )ZXYZYXI ¬∨⊕=,,  
 
Donde los símbolos ⊕ , ∧ , ∨  y ¬  se corresponden con las funciones XOR, AND, OR y 
NOT respectivamente. 
 
Cabe destacar que si los bits de X , Y  y Z  son independientes y no sesgados, cada uno 
de los bits de salida de las funciones anteriores también lo será. 
 
Cada bloque de 512 bits se divide en 16 palabras de 32 bits cada una. A continuación, 
se realizan una serie de 64 operaciones divididas en 4 etapas. Cada una de estas 
operaciones toma una palabra y le suma el resultado de aplicar una de las funciones no 
lineales anteriores a los registros de estado B, C y D. Al resultado se le suma una 
constante y el valor del registro A y finalmente, se realiza un desplazamiento a 
izquierdas de longitud variable.  Después de cada operación, el valor obtenido es 
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añadido al valor existente en el registro B, mientras que el resto de registros 
intercambian sus valores de forma circular, como puede observarse en la figura 
mostrada a continuación: 
 
 
Figura 14. Operación MD5 
 
La función no lineal utilizada en las 16 operaciones de una etapa es la siempre la misma 
y una vez terminada dicha etapa, la función se cambia por la siguiente. Así pues, para 
las primeras 16 operaciones se utiliza la función ),,( ZYXF , para las siguientes 16 la 
función ),,( ZYXG  y así sucesivamente con ),,( ZYXH  e ),,( ZYXI . 
 
La constante que se utiliza en las 64 operaciones es siempre diferente y se obtiene de 
una tabla cuyos valores se calculan con la fórmula siguiente: 
 
)2))1(sin((][ 32⋅+= iabsflooriK  
 
Donde floor obtiene la parte entera, abs el valor absoluto y la variable i (en radianes) va 
de 0 a 63 y se corresponde con el número de la operación que se está ejecutando en 
ese momento. 
  
4.4.5.4.5 Salida 
 
El resumen del mensaje es el valor que contienen los registros A, B, C y D una vez se han 
procesado todos los bloques de 512 bits. El resumen empieza por el byte de menor 
peso de A y  termina por el de mayor peso de D. 
 
En la RFC 1321, se puede encontrar la descripción completa y detallada del algoritmo. 
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4.4.5.5 Algoritmo SHA-1 
 
SHA-1 es un algoritmo de reducción diseñado por la NSA y publicado por el NIST en 
1995. Forma parte de la familia de algoritmos SHA (SHA-0, SHA-1 y SHA-2) de los cuales 
es el más utilizado. Actualmente se está desarrollando SHA-3 y se calcula que el nuevo 
algoritmo será publicado en 2012. 
 
SHA-1 genera un resumen de 160 bits para cualquier mensaje de longitud inferior a 264 
y su funcionamiento está basado en el algoritmo MD5. 
 
Los 2 primeros pasos del algoritmo son exactamente iguales a los realizados en MD5. El 
resto de pasos son los siguientes: 
 
4.4.5.5.1 Inicialización del búfer SHA 
 
Se inicializan 5 registros de 32 bits cada uno con los siguientes valores: 
 
Registro A: 67452301 
Registro B: EFCDAB89 
Registro C: 98BADCFE 
Registro D: 10325476 
Registro E: C3D2E1F0 
 
4.4.5.5.2 Procesado del mensaje en bloques de 16 palabras 
 
Como en MD5, primero se definen las 4 funciones no lineales que van a utilizarse en 
cada una de las 4 etapas en que se divide el algoritmo. Cada etapa está compuesta por 
20 operaciones que incluyen la función no lineal correspondiente. Cabe destacar que la 
segunda y la cuarta etapas utilizan la misma función. 
 
( ) ( ) ( )ZXYXZYXF ∧¬∨∧=,,  
( ) ZYXZYXG ⊕⊕=,,  
( ) ( ) ( ) ( )ZYZXYXZYXH ∧∨∧∨∧=,,  
( ) ZYXZYXI ⊕⊕=,,  
 
También se define una tabla de constates pero a diferencia de MD5, en SHA sólo se 
asignan 4 valores diferentes que se mantienen durante las 20 operaciones de cada 
etapa. 
 
8279995][ AiK =  para i de 0 a 19 
196][ EBAEDiK =  para i de 20 a 39 
BBCDCFiK 18][ =  para i de 40 a 59 
6162][ DCCAiK =  para i de 60 a 79 
 
El mensaje se divide en bloques de 512 bits y éstos, a su vez, se dividen en palabras de 
32 bits cada una. A partir de las 16 palabras resultantes, se realiza una extensión 
obteniendo 80 palabras. Cada operación toma una de estas palabras, le suma la 
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constante según su número de operación y el resultado de aplicar la función no lineal 
correspondiente sobre los registros B, C y D. El resultado final es añadido al registro A 
que previamente ha sufrido un desplazamiento a izquierdas. El resto de registros se 
actualizan según la imagen siguiente: 
 
 
Figura 15. Operación SHA-1 
 
4.4.5.5.3 Salida 
 
El resumen del mensaje es el valor que contienen los registros A, B, C, D y E una vez se 
han procesado todos los bloques de 512 bits. El resumen empieza por el byte de menor 
peso de A y  termina por el de mayor peso de E. 
 
En la RFC 3174, se puede encontrar la descripción completa y detallada del algoritmo. 
 
4.4.6 Privacidad 
4.4.6.1 Introducción 
 
La privacidad es la habilidad de mantener en secreto una información y sólo revelarla 
de forma selectiva. La privacidad en el entorno de SNMP evita que terceros puedan 
acceder a la información confidencial que se transmite entre los agentes y el manager.  
 
4.4.6.2 Mecanismo de privacidad 
 
Para implementar la privacidad se requiere de un algoritmo de encriptación que haga 
que parte del mensaje que se va a transmitir no sea accesible a terceros. En SNMP, se 
utiliza una clave privada junto con el valor de la guía temporal y el parámetro 
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snmpEngineBoots para crear un vector de inicialización, que es el que se utiliza en el 
proceso de encriptación. 
 
Tal y como ocurre con el mecanismo de autenticación, la clave privada es compartida 
por todas las entidades autorizadas a enviar mensajes bajo un determinado usuario y 
debe almacenarse de forma encriptada. 
 
 
Figura 16. Esquema de privacidad 
 
En la RFC 3414 se designó CBC-DES como el único algoritmo para implementar la 
privacidad. Más adelante, con la RFC 3826, también se incluyó el algoritmo AES como 
técnica adicional para este propósito. Actualmente, son muchas las implementaciones 
de SNMP que, además de AES, soportan 3-DES (triple DES) como algoritmo para la 
privacidad. 
 
A continuación, se detallan las características principales del funcionamiento de estos 2 
últimos algoritmos:  
 
4.4.6.3  Algoritmo 3-DES 
 
3-DES es el resultado de aplicar 3 veces seguidas el algoritmo DES. Fue desarrollado por 
IBM en 1978 después de que se descubriese que DES, con una clave de 56 bits, no era lo 
suficientemente robusto para evitar un ataque por fuerza bruta. 3-DES utiliza una clave 
de 168 bits en su versión para SNMP. 
 
El algoritmo básico funciona según la fórmula siguiente: 
 
( )(( )MEDEC kDESkDESkDES 123=  
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Esto es, se toma el mensaje M  y se encripta con la clave 3k . Luego se desencripta con la 
clave 2k  y, finalmente, se vuelve a encriptar con la clave 1k . 
 
4.4.6.4 Algoritmo DES 
 
DES es un algoritmo de cifrado por bloques, es decir, siempre toma bloques del mismo 
tamaño, en este caso 64 bits, y realiza sobre ellos las operaciones de cifrado.  Para 
realizar el cifrado se utiliza una clave también de 64 bits, aunque sólo son efectivos 56, 
ya que los 8 restantes se utilizan sólo para comprobar la paridad y después son 
descartados. 
 
4.4.6.4.1 Funcionamiento 
 
Se basa en un esquema de 16 rondas por la que va pasando el bloque a cifrar. Al inicio y 
al final existen 2 bloques que realizan una permutación inversa el uno del otro. Se 
utilizan para facilitar la carga y descarga de los bloques sobre el hardware de 
encriptación. Después de la permuta inicial, el bloque es divido por la mitad formando 2 
palabras de 32 bits que se van entrecruzando en lo que se denomina esquema de 
Feistel. Este esquema asegura que tanto el encriptado como el desencriptado se 
pueden realizar sin variación alguna de la estructura facilitando en gran medida la 
implementación del hardware correspondiente.  
 
Cada una de las 16 rondas está formada por 2 funciones. La primera función, llamada 
función de Feistel, mezcla una de las 2 palabras con parte de la clave y la segunda 
función realiza una XOR de la salida de la función anterior con la otra palabra que 
formaba el bloque. A continuación, se produce el entrecruzado de las palabras y se pasa 
a la ronda siguiente. 
 
En la imagen de la página siguiente, puede observarse de forma clara el 
funcionamiento del algoritmo: 
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Figura 17. Algoritmo DES 
 
4.4.6.4.2 Función de Feistel 
 
La función de Feistel opera con una palabra y consta de los 4 procesos que se describen 
seguidamente: 
 
1. Expansión: se obtienen 48 bits a partir de los 32 iniciales, duplicando algunos 
de ellos. 
 
2. Mezcla: se combinan los 48 bits con una subclave, también de 48 bits. 
 
3. Sustitución: se divide la palabra en 8 trozos de 6 bits y éstos se procesan en las 
S-cajas. Éstas reemplazan sus 6 bits de entrada por 4 bits de salida según una 
transformación no lineal determinada. Las S-cajas son el núcleo del cifrado DES 
ya que sin ellas, el cifrado sería lineal  y fácilmente rompible. 
 
4. Permutación: los 32 bits de salida se reordenan según una permutación fija. 
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En la figura siguiente se puede apreciar el esquema de la función de Feistel: 
 
 
Figura 18. Función de Feistel 
 
4.4.6.4.3 Generación de subclaves 
 
El algoritmo genera 16 subclaves de 48 bits a partir de una clave de 64 bits. Para ello, se 
seleccionan 56 de los 64 bits y se dividen en 2 bloques de 28 bits cada uno. Estos 
bloquen son procesados en 16 rondas, una por subclave. En cada ronda, ambos 
bloques son desplazados a izquierdas para finalmente, seleccionarse 24 bits de cada 
bloque, que una vez permutados entre sí, dan lugar a una subclave. 
 
 
Figura 19. Generación de subclaves en DES 
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4.4.6.5 Algoritmo AES 
 
AES es un algoritmo de cifrado por bloques creado por los belgas Joan Daemen y 
Vincent Rijmen. Fue anunciado por el NIST en 2001 como sustituto del DES. En 2002 se 
convirtió en un estándar efectivo y a partir de 2006 se ha convertido en uno de los 
algoritmos más utilizados en todo el mundo. En SNMP se utiliza la versión de 128 bits 
en modo CFB, aunque existen diversas versiones más. 
 
4.4.6.5.1 Funcionamiento 
 
El algoritmo trabaja con bloques de 128 bits que son colocados en una matriz de 4x4 
bytes. En cada ronda del algoritmo (excepto la primera y la última) se realizan los 
siguientes 4 procesos: 
 
1. SubBytes: se realiza una sustitución no lineal, a través de las S-cajas, de cada 
byte de la matriz. 
 
2. ShiftRows: se aplica una transposición donde los bytes de cada fila son 
desplazados de forma cíclica un determinado número de veces. 
 
3. MixColumns: realiza una transformación lineal de los 4 bytes de cada columna. 
 
4. AddRoundKey: combina cada byte de la matriz con la clave específica de la 
ronda. Esta clave se obtiene a partir de la clave de cifrado utilizando un proceso 
de iteración de clave. 
 
En la primera ronda sólo se aplica el proceso AddRoundKey, mientras que en la ronda 
final, se elimina el proceso MixColumns. 
 
En las figuras que se muestran a continuación pueden verse los 4 procesos de cada una 
de las rondas: 
 
 
Figura 20. SubBytes de AES 
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Figura 21. ShiftRows de AES 
 
 
Figura 22. MixColumns de AES 
 
 
Figura 23. AddRoundKey de AES 
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5 Módem SR-40 
 
5.1 Introducción 
 
El SR-40 es un módem de comunicaciones por satélite (civiles o militares) que utiliza 
tecnología DAMA/CDMA-SS para proporcionar un acceso de alta velocidad y seguridad 
en las bandas X y Ku. El módem forma parte, junto con otros dispositivos, del terminal 
Manpack, un equipo portátil y de muy bajo consumo que permite la realización de 
conexiones remotas en las más extremas circunstancias. Es capaz de proporcionar una 
velocidad de transmisión de voz de hasta 8Kbps y una de datos de hasta 64Kbps con 
una pequeña antena y unos niveles de alimentación mínimos. El terminal es utilizado 
por el Ejército Español para garantizar las comunicaciones de las tropas desplazadas en 
campo. 
 
5.2 Estructura interna 
 
La estructura interna del SR-40 se muestra en la figura siguiente, en la que se pueden 
apreciar las relaciones entre las diferentes aplicaciones que corren en el módem y 
también, las relaciones con los elementos externos de éste.  
 
 
Figura 24. Estructura interna del SR-40 
 
El núcleo principal del SR-40 es la placa Viper, donde corren todas aplicaciones que 
controlan el funcionamiento del módem. La aplicación principal se encarga de 
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gestionar el resto de aplicaciones y de ejecutar las funciones más importantes para las 
comunicaciones. Adicionalmente, existen 3 aplicaciones más. La primera se encarga de 
gestionar la interacción con los usuarios (HMI), ya sea a través del puerto de consola o 
del panel de usuario del módem. Esta aplicación, envía los comandos enviados por el 
usuario a la aplicación principal para que sean ejecutados por ésta y permite 
monitorizar el estado del módem. Las otras 2 (AIF y UDIF), se encargan de gestionar las 
2 tarjetas de comunicaciones del dispositivo. Básicamente, envían parámetros de 
monitorización como la potencia de señal entrante y saliente, la SNR, etc. a la aplicación 
principal para que ésta sepa en todo momento en qué estado se encuentra el canal de 
comunicaciones. Ambas aplicaciones reciben los comandos de la aplicación principal 
para modificar las condiciones en las que se realizan las comunicaciones. 
 
Finalmente, existe una base de datos no volátil donde se almacenan todos los 
parámetros imprescindibles para el correcto funcionamiento del dispositivo.  
 
La necesidad de disponer de una interfaz de configuración y monitorización adicional 
hizo que se pensara en la creación de una nueva aplicación, la diseñada e 
implementada en este proyecto, que permitiera gestionar los principales parámetros de 
comunicaciones del módem mediante de una herramienta genérica de control de 
redes. A partir de ahí, se diseñó la aplicación SNMP encargada de controlar el proceso 
de recepción y envío de mensajes a través de este protocolo. Esta aplicación, se 
comunica con la aplicación principal a través de 2 memorias compartidas y permite 
monitorizar el estado en que se encuentra el módem así como configurar los 
principales parámetros de comunicaciones. 
 
5.3 Placa Viper 
 
Como se ha comentado en el apartado anterior, la placa Viper es el núcleo del módem 
SR-40. Se trata de un ordenador embebido en una placa gobernada por un procesador 
PXA255 XScale RISC a 400Mhz. El PXA255 es una implementación de la arquitectura 
Intel XScale que además incluye un controlador para panel gráfico, un controlador 
DMA, un gestor de interrupciones, un reloj de tiempo real y múltiples puertos serie, USB 
y Ethernet. La placa puede venir programada con los sistemas operativos Windows CE o 
Embedded Linux y con soporte para tecnología Java. 
 
La placa permite múltiples aplicaciones, entre las cuales, destacan los sistemas 
embebidos de bajo consumo para comunicaciones, telemática y aplicaciones 
multimedia. Es, por lo tanto, una placa idónea sobre la que implementar el  sistema de 
comunicaciones previsto para el SR-40. 
 
En el anexo IV puede verse la hoja de características de la placa y una imagen de ésta. 
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6 Aplicación SNMP 
 
6.1 Introducción 
 
La aplicación SNMP, objetivo de este proyecto, tiene la misión de hacer de enlace entre 
una herramienta de gestión de redes gobernada por un usuario y la aplicación principal 
que controla el SR-40. De esta forma, el usuario puede monitorizar e incluso configurar 
los parámetros más relevantes del sistema de comunicaciones de una forma estándar, 
sencilla y muy extendida en el campo de la administración de redes. 
 
La aplicación está desarrollada íntegramente en lenguaje C sobre un entorno Linux Red 
Hat que es el sistema operativo que lleva incorporado la placa Viper del SR-40. La base 
de datos donde se almacenan todos los parámetros gestionados está escrita con 
notación ASN.1. 
 
6.2 Estructura en módulos 
 
La aplicación está dividida en 3 módulos que, a su vez, pueden englobar diversos 
módulos menores. En primer lugar, está formada por la MIB SNMP que es la base datos 
que contiene todos los objetos accesibles a través del protocolo. En segundo lugar, está 
formada por la interfaz SNMP propiamente dicha. Esta interfaz está compuesta por el 
agente SNMP encargado de la recepción y el envío de los mensajes, gestionando el 
protocolo a bajo nivel. Este agente tiene un subagente asociado encargado del análisis 
de los mensajes y de actuar en consecuencia. Se trata de la parte inteligente de la 
interfaz. Este subagente está formado por la unión de los módulos correspondientes a 
cada uno de los grupos de parámetros a gestionar.  De forma adicional, se ha incluido 
un módulo de seguridad en la configuración del agente, en el cual se seleccionan los 
niveles de seguridad a utilizar. Finalmente, en tercer lugar, está formada por la interfaz 
de interconexión con la aplicación principal del módem. Esta interfaz, la constituyen 2 
memorias compartidas, a través de las cuales se realiza el intercambio de información 
entre ambas aplicaciones. Cada una de las memorias compartidas se encarga de una 
serie de parámetros determinados y dispone de su propio set de instrucciones de 
acceso, tanto desde la aplicación SNMP como desde la aplicación principal. 
 
6.3 Esquema de archivos 
 
La imagen que se adjunta a continuación, muestra la distribución de los archivos de la 
aplicación según el módulo al que pertenecen. Se pueden observar de forma clara, los 3 
módulos principales (M&C, SNMP y MIB) junto con las librerías y los archivos de 
implementación asociados. Adicionalmente, se muestran los ficheros de configuración, 
la integración de los módulos formando el subagente SNMP y la relación de éste con el 
agente y la aplicación principal del SR-40. 
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Figura 25. Esquema de archivos del proyecto 
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Dentro del módulo de M&C se encuentran las librerías donde se definen todos los tipos 
y estructuras utilizadas y las funciones de acceso a las memorias compartidas que, a su 
vez, utilizan diversas librerías de sistema. 
 
El módulo SNMP está formado por las librerías de cada grupo de parámetros junto con 
las funciones de monitorización y configuración asociadas a cada uno de estos grupos. 
Mediante la integración de estas librerías y ficheros de implementación junto con el 
código de la función de inicialización de los parámetros a gestionar, se creó el 
subagente SNMP encargado de la gestión de todas las solicitudes que llegan al módem 
a través de este protocolo. El subagente hace uso de las funciones de M&C para 
comunicarse con la aplicación principal del SR-40 y del protocolo AgentX para 
comunicarse con el agente SNMP. 
 
El agente y el subagente obtienen sus parámetros de funcionamiento de los archivos 
de configuración y los objetos que deben gestionar de la MIB del SR-40. 
 
En los siguientes capítulos se trata de forma más precisa la creación de cada uno de los 
módulos, su posterior integración y las pruebas realizadas para comprobar su 
funcionamiento. 
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7 MIB del SR-40 
 
7.1 Introducción 
 
En este capítulo se describe el proceso de creación y depuración del elemento más 
importante de la estructura SNMP implementada sobre el SR-40, la MIB que contiene 
todos los elementos a los que se puede acceder a través del protocolo. 
 
La MIB fue redactada utilizando el programa MIB Compiler de la empresa MG-Soft. Se 
trata de un editor de texto con reconocimiento de código ASN.1 y resaltado de sintaxis 
que facilita la redacción de la MIB. Una de sus características más útiles es la 
compilación del código para la detección de errores y la generación de un árbol MIB a 
partir de éste, mediante el cual se puede comprobar la estructura que se está creando. 
 
Además, se utilizó el MIB Builder como herramienta de comprobación a través de la cual 
se comparaba el árbol MIB obtenido con el MIB Compiler, con el árbol MIB creado de 
forma independiente en el MIB Builder mediante su interfaz gráfica. Una vez ambos 
árboles coincidían se daba por buena la parte de la MIB bajo test. 
 
A continuación, se muestra parte del árbol MIB creado con el MIB Builder: 
 
 
Imagen 2. Programa MIB Builder 
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7.2 Estructura de la MIB 
 
La implementación de la MIB se llevó a cabo tras la edición de varios listados en los que 
se describían los parámetros que debían ser accesibles, su tipo y su rango de valores 
permitido. En el anexo V se encuentra el último listado realizado en el que se pueden 
observar todos los elementos implementados, 189 en total, agrupados según su 
ubicación final en la MIB. 
 
La estructura principal de la MIB está formada por 5 nodos. En los 3 primeros, los 
elementos se agrupan según el tipo de secuencia de comunicación que generan (scpc, 
fh, dsscpc). Dentro de cada uno de estos nodos, la división se lleva a cabo según si el 
parámetro es de transmisión o de recepción. El cuarto nodo, está formado por los 
elementos de configuración comunes a todas las secuencias de comunicación 
anteriores. En concreto, establecen su comportamiento, los parámetros del módulo de 
radiofrecuencia, el registro de trazas, etc. En el quinto y último nodo, se agrupan los 
elementos comunes de monitorización. Son aquellos que no pueden recibir solicitudes 
del tipo Set ya que sólo se encargan de dar información sobre el estado en el que se 
encuentra el módem en cada instante. 
 
Este tipo de agrupación, ofrece una clara lectura e identificación de cada parámetro y 
de su función dentro del SR-40 y permite la ampliación de la MIB de una forma sencilla y 
sin tener que modificar los elementos ya existentes ya que basta con añadir los nuevos 
al final de cada uno de los nodos correspondientes. 
 
7.3 Sintaxis de la MIB 
7.3.1 Introducción 
 
En este apartado se describen la sintaxis y la notación ASN.1 que deben utilizarse para 
crear una MIB, aplicadas sobre la propia MIB del SR-40. En concreto, se describen con 
detalle el encabezamiento y final de la MIB, la creación de nodos y la definición de 
objetos escalares y tablas. 
 
7.3.2 Encabezamiento y final de la MIB 
 
El encabezamiento de toda MIB debe iniciarse con una sentencia que incluye el nombre 
de la MIB y el identificador de inicio BEGIN. A continuación, se realizan todas las 
importaciones necesarias para definir los elementos que van a implementarse. En 
concreto, para la MIB del SR-40, se han importado las definiciones de los tipos 
IpAddress, Integer32 y Unsigned32 junto al nodo experimental y las macros OBJECT-
TYPE y MODULE-IDENTITY de la MIB SNMPv2-SMI. También se ha importado la macro 
OBJECT-GROUP de la MIB SNMPv2-CONF. Una vez importados los elementos 
necesarios, debe definirse el módulo a través de la macro MODULE-IDENTITY que 
permite registrar los datos básicos de la MIB, como son la fecha de la última 
actualización, la organización o empresa a la que pertenece, la información de contacto 
de ésta y el propósito de la propia MIB. 
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A continuación, se muestra una captura de pantalla en la que se puede observar el 
encabezamiento completo de la MIB del SR-40: 
 
 
Imagen 3. Encabezamiento de la  MIB del SR-40 
 
Al final de la MIB, es donde deben agruparse los objetos de ésta utilizando la macro 
OBJECT-GROUP. Esta macro engloba el conjunto formado por todos los elementos de la 
MIB que van a ser accesibles a través de SNMP. Finalmente, se cierra la MIB con la 
sentencia END. 
 
7.3.3 Creación de nodos 
 
La creación de nodos está basada en la instrucción OBJECT IDENTIFIER. A través de ésta 
se registra el nombre del nodo correspondiente en una posición determinada. En la 
imagen anterior, puede observarse la definición del nodo sr40Config bajo el nodo sr40, 
que a su vez cuelga de ptpModems y éste finalmente, cuelga del nodo experimental, 
importado en  el encabezamiento. Sobre cada definición se muestra el OID del nodo. 
 
De cada uno de estos nodos pueden colgarse más nodos, como ya se ha visto, o 
implementarse los objetos correspondientes según se describe a continuación. 
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7.3.4 Definición de objetos escalares 
 
Los objetos escalares se forman a partir de la macro OBJETC-TYPE. A continuación, 
deben implementarse las cláusulas obligatorias de la macro (SYNTAX, MAX-ACCESS, 
STATUS y DESCRIPTION) y finalmente, las no obligatorias según cada caso. 
 
Una vez implementadas las cláusulas correspondientes, se cierra la macro OBJECT-TYPE 
indicando el nodo al que pertenece el objeto y la posición que ocupa dentro de éste. 
 
7.3.4.1 Definición de objetos enumerados 
 
Los objetos enumerados son un tipo particular de objetos escalares cuyo rango de 
valores está acotado. A cada valor de dicho rango, le corresponde una etiqueta y es a 
través de estas etiquetas como se realiza la asignación o solicitud del valor del objeto. 
 
En la imagen siguiente puede observarse como la cláusula SYNTAX del objeto 
scpcTxCode define tan sólo 4 posibles valores asociados a su etiqueta correspondiente. 
En la misma imagen, puede observarse también el objeto scpcTxInfoRate, cuya 
descripción indica el rango de valores aceptados y las unidades en las que deben 
expresarse dichos valores: 
 
 
Imagen 4. Definición de objetos escalares de la MIB del SR-40 
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7.3.5 Definición de tablas 
 
Una tabla SNMP es el equivalente a una matriz del lenguaje C, en la cual se agrupan 
elementos con unas mismas propiedades. En el proyecto, se ha aprovechado este tipo 
de estructura para mapear los vectores del lenguaje C. Cada columna identifica a un 
vector y cada fila a un elemento de éste. 
 
Para definir una tabla, se utiliza la macro OBJECT-TYPE como en el caso de los objetos 
escalares y también deben implementarse todas sus instancias obligatorias. La 
diferencia entre ambos tipos de objeto, es la inclusión de la cláusula INDEX, obligatoria 
en las tablas, que define la variable índice que se utilizará para acceder a cada elemento 
de la tabla. Otra diferencia se encuentra en la cláusula SYNTAX que en lugar de indicar 
el tipo del objeto definido, asocia la tabla con una secuencia de tipos a través de la 
instrucción SEQUENCE OF. Esta secuencia se define posteriormente con la instrucción 
SEQUENCE y es aquí donde se incluyen las columnas (vectores en lenguaje C) de la 
tabla. Finalmente, se define cada una de estas columnas como si fuera un objeto 
escalar, entendiéndose que lo que realmente se definen son los elementos del vector. 
 
En la imagen siguiente se muestra la definición de la tabla dsscpcTxICode. En primer 
lugar, puede observarse la definición de la tabla con la instrucción SEQUENCE OF. A 
continuación, se definen las columnas que forman la tabla con la instrucción 
SEQUENCE. Finalmente, se definen los elementos que forman parte del vector. 
 
 
Imagen 5. Definición de una tabla de la MIB del SR-40 
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8 Funciones de Monitorización y Control 
 
8.1 Introducción 
 
En este capítulo se describen las funciones de M&C que permiten el intercambio de 
información entre la aplicación principal del SR-40 y la aplicación que se encarga de la 
gestión del protocolo SNMP. Como se ha visto anteriormente, el intercambio de 
información se lleva a cabo a través de 2 memorias compartidas. La primera de ellas, 
sólo permite el flujo de información en un sentido, de la aplicación principal a la 
aplicación SNMP y se utiliza solamente para monitorizar el estado del equipo. La 
segunda, permite un flujo bidireccional de información y está gestionada mediante un 
flag que controla los accesos y la temporización de éstos.  
 
El capítulo se divide en 3 apartados. Los 2 primeros están dedicados a cada memoria 
compartida y en ellos se describe su funcionamiento y su estructura, así como las 
funciones utilizadas tanto por la aplicación principal del SR-40 como por la aplicación 
SNMP para poder intercambiar información entre ellas. El último apartado está 
dedicado al archivo makefile utilizado para compilar el código de cada memoria y los 
programas de prueba del sistema. 
 
8.2 Memoria compartida de monitorización 
8.2.1 Introducción 
 
Esta memoria agrupa los 30 parámetros que informan sobre el estado general del 
sistema.  En el anexo V se encuentra el listado completo de todos ellos. 
 
Se denomina memoria de monitorización porque sólo permite observar el estado en 
que se encuentran los principales parámetros del sistema pero no permite su 
configuración o cambio de valor. Por lo tanto, el flujo de información sólo va en una 
dirección, de la aplicación principal del SR-40 a la aplicación encargada del protocolo 
SNMP. 
 
8.2.2 Funcionamiento 
 
Debido a que el flujo de datos es unidireccional, se trata de una memoria de acceso 
rápido, es decir, la lectura y la escritura se realizan de forma inmediata sin ningún 
mecanismo de control de acceso. 
 
La aplicación principal se encarga de refrescar la memoria compartida periódicamente 
con el valor actual de cada parámetro, mientras que la aplicación SNMP realiza una 
lectura de éstos cuando recibe una solicitud. De esta forma se consigue que el proceso 
de monitorización sea muy rápido y eficiente ya que toda solicitud recibida es 
respondida de forma inmediata por la aplicación SNMP a través de una única lectura en 
la memoria compartida, sin ningún mecanismo de control ni esperas. Además, la 
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frecuencia de refresco de los datos se ha calculado para que toda solicitud reciba como 
respuesta un valor actualizado de forma muy reciente. 
 
8.2.3 Estructura 
 
Los elementos que permiten el funcionamiento descrito anteriormente están 
dispuestos según la siguiente estructura: 
 
 
Figura 26. Estructura de la memoria compartida de monitorización 
 
8.2.4 Funciones de gestión de la memoria 
 
La memoria compartida de monitorización dispone de 4 funciones que permiten 
gestionarla completamente: 
 
mc_result_e mc_create_server_mem_sm_monit(); 
 
Esta función sirve para crear la memoria compartida y asignarle el espacio requerido en 
la memoria del sistema. La utiliza la aplicación que funcionará como servidora de la 
información, en este caso la aplicación principal del SR-40. En primer lugar se asegura 
de que la memoria no esté creada previamente. Entonces, la crea, le asigna el espacio 
adecuado y lo mapea en la memoria del sistema. Finalmente, le asigna un descriptor 
que será el utilizado en las operaciones de escritura.  
 
mc_result_e mc_create_client_mem_sm_monit(); 
 
Esta función es utilizada por la aplicación que actuará como cliente receptor de la 
información, en este caso la aplicación SNMP. En primer lugar, espera a que se cree la 
memoria compartida con la función descrita anteriormente y una vez creada le asigna 
el descriptor con el que se realizarán las operaciones de lectura. 
 
mc_result_e mc_destroy_mem_sm_monit(); 
 
Esta función se utiliza para destruir la memoria compartida y eliminarla de la memoria 
del sistema. Debe ser utilizada por la aplicación que actúa como servidora de la 
información y que por tanto, utilizó previamente la función para crear dicha memoria. 
 
mc_result_e mc_initialize_mem_sm_monit(); 
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Esta última función se encarga de inicializar todos los parámetros de la memoria 
compartida a unos valores por defecto. Debe ser utilizada por la aplicación servidora 
justo después de crear la memoria compartida con el fin de evitar que una lectura 
prematura de ésta devuelva valores erróneos sin que la aplicación cliente pueda 
detectarlo. 
 
8.2.5 Funciones de acceso a la memoria 
8.2.5.1 Funciones para la aplicación servidora 
 
Son las funciones utilizadas por la aplicación principal del SR-40 para escribir los valores 
de los parámetros de forma periódica en la memoria compartida. Hay una función de 
escritura para cada parámetro de forma que sólo es necesario pasarle el valor a escribir. 
La asignación de éste es directa a través del descriptor obtenido con la función de 
creación de la memoria. 
 
Existe una función especial que permite modificar toda la memoria compartida de una 
sola vez. A esta función se le pasa como parámetro una estructura idéntica a la de la 
memoria compartida, que es copiada directamente sobre esta última. A continuación, 
se muestra parte del código de de ambas funciones a modo de ejemplo: 
 
mc_result_e mc_SET_modem_type_sm_monit(mc_modem_type_e modem_type) 
{ 
   /* Ensure that the shared memory has been already created */ 
   if (sm_monit != 0) 
   { 
      sm_monit->modem_type = modem_type; 
         return result_OK; 
   } 
         
   return result_FAILURE; 
} 
 
mc_result_e mc_SET_ALL_sm_monit(mc_sm_monit_s *sm_monit_data) 
{ 
   /* Ensure that the shared memory has been already created */ 
   if (sm_monit != 0) 
   { 
      *sm_monit = *sm_monit_data; 
      return result_OK; 
   } 
         
   return result_FAILURE; 
} 
 
8.2.5.2 Funciones para la aplicación cliente 
 
Las funciones para la aplicación cliente se estructuran de forma muy similar a las de la 
aplicación servidora, cambiando la operación de escritura por la de lectura. También 
existe una función por cada parámetro que permite a la aplicación SNMP obtener el 
valor de éste de forma individual y otra función que permite la obtención de todos los 
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valores de una sola vez. A continuación, se muestra parte del código de de ambas 
funciones a modo de ejemplo: 
 
mc_modem_type_e mc_GET_modem_type_sm_monit() 
{ 
   return sm_monit->modem_type; 
} 
 
mc_result_e mc_GET_ALL_sm_monit(mc_sm_monit_s *sm_monit_data) 
{ 
   /* Ensure that the shared memory has been already created */ 
   if (sm_monit != 0) 
   { 
      *sm_monit_data = *sm_monit; 
      return result_OK; 
   } 
 
   return result_FAILURE; 
} 
 
8.3 Memoria compartida de configuración 
8.3.1 Introducción 
 
Esta memoria agrupa los 159 parámetros que permiten configurar el sistema a través de 
SNMP. En el anexo V se puede observar el listado completo de todos ellos. 
 
Al contrario que la memoria de monitorización, ésta dispone de un mecanismo de 
control basado en un flag que gestiona los permisos de acceso a los parámetros. Esto es 
necesario debido a que el intercambio de información a través de la memoria es 
bidireccional, es decir, tanto la aplicación principal del SR-40 como la aplicación SNMP 
pueden leer y escribir el valor de cada parámetro. Esto permite que a través de SNMP se 
pueda variar el estado actual y el comportamiento del SR-40. 
 
8.3.2 Funcionamiento 
 
El flag que controla el proceso de intercambio de información tiene 5 estados posibles: 
 
1. flag_FREE: es el estado por defecto e indica que se puede realizar una 
operación de lectura o escritura sobre la memoria compartida. Una vez 
finalizado todo el proceso correspondiente a la solicitud, el flag debe volver a 
este estado. 
 
2. flag_SENT: es el estado que fija la aplicación SNMP para indicar que ha enviado 
una solicitud a la aplicación principal. 
 
3. flag_REPLIED: es el estado que fija la aplicación principal una vez ha ejecutado 
la operación de lectura o escritura solicitada por la aplicación SNMP. Cuando la 
aplicación SNMP ve el flag en este estado, lee la memoria compartida para 
obtener el resultado de la solicitud procesada y poderlo devolver al cliente 
SNMP. Una vez hecho esto último, devuelve el flag al estado por defecto. 
  Capítulo 8: Funciones de Monitorización y Control 
  Página 75 
 
4. flag_UNAVAILABLE: este estado se utiliza para indicar que el flag no está 
disponible en ese momento. Esto ocurre si se realiza una solicitud para leer o 
cambiar su estado mientras la memoria compartida no está disponible. 
 
5. flag_SENT_OR_REPLIED: este no es un estado real del flag. Presenta un valor 
lógico 1 si el flag se encuentra en los estados flag_SENT o flag_REPLIED y 0 en 
caso contrario. Se utiliza para temporizar el proceso de intercambio de 
información, evitando que la aplicación SNMP pudiera quedar colgada a la 
espera de una respuesta que la aplicación principal no pudo enviar a tiempo 
debido a que estaba ocupada con otra tarea. 
 
Así pues, el proceso completo de intercambio de información se inicia con la recepción, 
por parte de la aplicación SNMP, de una solicitud de lectura o de escritura de un 
parámetro. A continuación, escribe en la memoria compartida los datos de la solicitud y 
fija el flag al estado flag_SENT. La aplicación principal está monitorizando el flag 
constantemente y una vez lo ve en este estado, lee los datos de la solicitud de la 
memoria compartida, la ejecuta, devuelve el resultado también a través de la memoria 
compartida y fija el flag al estado flag_REPLIED. Una vez la aplicación SNMP ve que el 
flag ha vuelto a cambiar, lee y envía el resultado de la ejecución al cliente SNMP y fija el 
flag a flag_FREE reiniciando el proceso de nuevo. 
 
8.3.3 Estructura 
 
 Los elementos que permiten el funcionamiento descrito anteriormente están 
dispuestos según la siguiente estructura: 
 
 
Figura 27. Estructura de la memoria compartida de configuración 
 
8.3.4 Funciones de gestión de la memoria 
 
La memoria compartida de configuración dispone de 7 funciones que permiten 
gestionarla completamente. Las 3 primeras funciones actúan de forma análoga a las de 
la memoria compartida de monitorización. A continuación se describen las 4 funciones 
adicionales a éstas: 
 
mc_result_e mc_init_mutex_sm(); 
Lectura de la respuesta
flag_FREE
Envío de la respuesta
flag_REPLIED
Ejecución de 
la solicitud
Equipo autorizado
Solicitud vía SNMP
SNMP
Aplicación 
SNMP
Aplicación 
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Envío de la solicitud
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Memoria compartida 
de configuración
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Esta función sirve para inicializar un mutex que es utilizado para el control de acceso a 
los parámetros de la memoria. Su uso permite un acceso exclusivo a cada parámetro 
solucionando el problema de la concurrencia.  
 
mc_result_e mc_lock_mutex_sm(); 
 
Esta función es utilizada para bloquear el mutex creado anteriormente, de forma que 
desde ese preciso momento y hasta que éste se desbloquee, no se permite otro acceso 
al parámetro de la memoria que está siendo accedido. Si se utiliza esta función sobre un 
parámetro previamente bloqueado por otra aplicación, la función permanece a la 
espera del desbloqueo hasta que éste se produce.  
 
mc_result_e mc_try_lock_mutex_sm(); 
 
Esta función actúa de la misma forma que la anterior con la diferencia de que en este 
caso, si el parámetro está previamente bloqueado, la función no queda a la espera del 
desbloqueo sino que devuelve un error indicando que el parámetro no está disponible 
en ese momento. 
 
mc_result_e mc_unlock_mutex_sm(); 
 
Esta última función se encarga de liberar el mutex una vez se ha realizado la acción 
deseada sobre el parámetro bloqueado. 
 
8.3.5 Funciones de acceso a la memoria 
8.3.5.1 Funciones sobre el flag de control 
 
La gestión del flag de control de acceso se lleva a cabo utilizando las 3 funciones 
descritas a continuación: 
 
mc_result_e mc_SET_FLAG_STATUS_sm(mc_flag_status_e status); 
 
A través de esta función se puede modificar el estado del flag para fijarlo a cualquiera 
de los estados descritos anteriormente. 
 
mc_flag_status_e mc_GET_FLAG_STATUS_sm(); 
 
Esta función permite obtener el estado del flag en cualquier momento.  
 
mc_result_e mc_WAIT_FLAG_sm(mc_flag_status_e status, int 
timeout_msec); 
 
Finalmente, mediante esta función se puede realizar una espera finita, de forma que si 
en un determinado periodo de tiempo, enviado como parámetro, el flag no ha 
cambiado al estado indicado, se devuelve un error. Es en esta función en la que se 
utiliza el estado flag_SENT_OR_REPLIED para determinar si la aplicación está ocupada 
procesando una petición en el momento en el que se recibe una nueva solicitud SNMP. 
Como se ha comentado anteriormente, esto permite evitar un posible bloqueo de la 
aplicación SNMP. 
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8.3.5.2 Funciones para la aplicación servidora 
 
La aplicación principal del SR-40 utiliza tan solo 2 funciones para leer y escribir los 
valores de la memoria compartida. A continuación se detallan y describen ambas 
funciones: 
 
mc_result_e mc_receive(mc_sm_s *buffer) 
{ 
   if (sm->flag.status == flag_SENT) 
   { 
      memcpy(buffer, sm, sizeof(*sm)); 
      return result_MESSAGE; 
   } 
      
   return result_NO_MESSAGE; 
} 
 
A través de esta función la aplicación principal monitoriza el estado del flag de control y 
detecta si hay una petición pendiente por servir. En caso afirmativo, guarda en un búfer 
una copia del contenido de la memoria compartida, en la que se incluye cuál es el 
parámetro al que la aplicación cliente quiere acceder, si el acceso es de lectura o 
escritura y el valor a escribir en este segundo caso.  A continuación, realiza o no la 
función solicitada según su configuración interna, los permisos de acceso definidos, etc. 
y finalmente, ejecuta la función siguiente: 
  
void mc_reply(mc_sm_s *buffer) 
{ 
   memcpy(sm, buffer, sizeof(*sm)); 
   sm->flag.status = flag_REPLIED; 
} 
 
Con esta función, la aplicación principal copia sobre la memoria compartida el 
resultado de la acción solicitada por la aplicación SNMP y cambia el estado del flag de 
control para indicar que ya ha procesado la solicitud que estaba pendiente. 
 
8.3.5.3 Funciones para la aplicación cliente 
 
La aplicación SNMP dispone de 3 tipos de funciones para modificar el contenido de la 
memoria compartida. A continuación, se muestra parte del código y la descripción de 
cada una de ellas a modo de ejemplo del resto de funciones disponibles: 
 
mc_result_e mc_SET_SCPC_TX_sm(mc_scpc_tx_s *scpc_tx); 
 
A través de esta función, la aplicación SNMP realiza una solicitud de escritura sobre la 
memoria compartida para cambiar su configuración. Cómo se puede observar, el 
parámetro que se pasa a la función es una estructura de datos completa que agrupa un 
conjunto de parámetros que están relacionados. En la estructura queda identificado el 
parámetro que se quiere modificar y el nuevo valor a asignarle. La razón por la que se 
han agrupado las funciones de escritura por estructuras de datos completas es la de 
facilitar su implementación interna y evitar el número tan elevado de funciones que 
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habría si hubiese una por parámetro. Además, esta estructura también facilita la 
modificación simultánea de todos los parámetros del grupo ya que si se incluye la 
opción SET_ALL se realiza una copia secuencial de todos ellos. 
 
Una vez se ejecuta la función, ésta comprueba que la memoria compartida esté creada 
y espera a que el flag de control quede libre indicando que le permite el acceso. En el 
acceso, copia los valores a modificar sobre la memoria compartida y fija el identificador 
de la solicitud de forma que la aplicación servidora reconozca qué parámetro es el que 
debe modificarse. Una vez hecho esto, modifica el valor del flag y espera a que la 
aplicación principal responda confirmando o denegando la acción solicitada. 
Finalmente, libera el flag e informa al cliente SNMP del resultado de la solicitud. 
 
mc_result_e mc_GET_SCPC_TX_sm(mc_scpc_tx_s *scpc_tx) 
 
Mediante esta función, la aplicación SNMP realiza una solicitud de lectura de la 
memoria compartida. Como ocurre con la función anterior, el parámetro que se pasa a 
la función es una estructura de datos completa que será rellenada convenientemente 
por la aplicación principal. 
 
El funcionamiento es muy similar al de la función de escritura. En primer lugar, realiza la 
petición de lectura fijando el identificador del parámetro a solicitar, modifica el valor del 
flag y queda a la espera de la respuesta de la aplicación principal. Una vez recibida la 
respuesta, reestablece el flag y devuelve el resultado al cliente SNMP. 
  
mc_result_e mc_SET_USER_INTERFACE_sm(mc_user_interface_e 
user_interface); 
 
La función anterior forma parte del grupo de comandos ejecutables a través de SNMP. 
A diferencia de las funciones de configuración que permiten variar el valor de un 
parámetro, los comandos permiten ejecutar acciones directamente sobre el SR-40, tales 
como resetearlo, cambiar la interfaz de transmisión o la interfaz de comunicación de 
usuario activa. 
  
8.4 Archivo makefile 
8.4.1 Introducción 
 
Un archivo makefile permite automatizar el proceso de compilación de una aplicación a 
través de la definición de una serie de dependencias entre los archivos que se quieren 
obtener como resultado del proceso y los que son necesarios para que éste se lleve a 
cabo. Dicho de otro modo, en un makefile se definen la secuencia completa de 
compilación, los archivos que deben utilizarse, las reglas que definen cómo deben 
utilizarse estos archivos y el resultado final del proceso. El proceso definido en un 
archivo makefile se invoca a través del comando make. 
Por lo general, están formados por 4 tipos de declaraciones: 
 
1. Comentarios: contribuyen a un mejor entendimiento de las reglas definidas en 
el archivo. Los comentarios se inician con el símbolo #. 
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2. Variables: se utilizan con el mismo fin que en cualquier lenguaje de 
programación. Se definen con el símbolo = y se utilizan con el símbolo $. 
 
3. Reglas explícitas: indican las dependencias existentes entre los archivos, así 
como los comandos a ejecutar durante el proceso de compilación. Su formato 
es el siguiente: 
 
archivoDestino: archivosOrigen 
 comandos  #Existe una caracter TAB (tabulador) antes de cada comando 
 
4. Reglas implícitas: son similares a las explícitas con la diferencia de que en este 
caso no es necesario especificar el comando a ejecutar sino que se deja a la 
elección del comando make, que decide según las extensiones de los archivos. 
 
8.4.2 Makefile del SR-40 
  
En el anexo VI se encuentra el fichero makefile utilizado para la compilación del 
proyecto y de todos los programas de prueba utilizados. 
 
Como se puede observar está dividido en las siguientes 7 partes: 
 
1. Cabecera: donde se indican todos los datos del proyecto al que pertenece el 
archivo y su historial de cambios. 
 
2. BUILD TOOLS: donde se define el compilador que se va a utilizar. En el caso 
concreto del proyecto se utilizaron 2 compiladores diferentes: 
 
gcc: para compilar y probar el código sobre el propio ordenador. 
arm-gcc: para compilar el código que será ejecutado sobre la placa del SR-40. 
 
3. DEFINITIONS: donde se definen los directorios en los que se encuentran los 
archivos a utilizar y en los que se van a dejar los archivos resultados de la 
compilación. 
 
4. TARGETS: donde se especifican los ficheros que se quieren obtener a partir de 
la compilación. 
 
5. COMPILATION: donde se especifican de forma ordenada todos los comandos a 
ejecutar durante el proceso de compilación. 
 
6. CLEAN: donde se especifican los comandos a ejecuta si en lugar de una llamada 
al comando make se invoca el comando make clean. A través de este comando 
se eliminan todos los archivos objeto y ejecutables creados previamente con la 
ejecución del comando make. 
  Capítulo 9: Funciones SNMP 
  Página 80 
9 Funciones SNMP 
 
9.1 Introducción 
 
En este capítulo se van a tratar las funciones que permiten el intercambio de 
información a través del protocolo SNMP. Este conjunto de funciones son las 
encargadas de procesar las solicitudes recibidas y de actuar en consecuencia leyendo o 
escribiendo el valor de un objeto. Para ello, utilizan el conjunto de funciones de acceso 
a las memorias compartidas en las cuales están representados todos los objetos que 
forman la MIB del SR-40. 
 
El capítulo está divido en 5 apartados. En primer lugar, se describen el proyecto Net-
SNMP, sus herramientas y su proceso de instalación. En segundo lugar, se profundiza en 
la herramienta mib2c que ayuda en la creación de las funciones SNMP. En los 2 
siguientes, se describe el proceso de implementación de las funciones de acceso tanto 
a los objetos escalares como a las tablas que forman la MIB. Por último, se describe el 
protocolo AgentX que facilita enormemente el intercambio de información a través de 
SNMP independizando las funciones de gestión de los objetos de la propia 
implementación del protocolo de comunicación. 
 
9.2 Net-SNMP 
9.2.1 Introducción 
 
Net-SNMP es un proyecto de desarrollo de código bajo licencia BSD que ofrece un 
conjunto de herramientas dirigidas a programadores y desarrolladores para facilitarles 
la implementación del protocolo SNMP. 
 
El conjunto incluye las siguientes aplicaciones: 
 
1. Gestor de comandos: permite obtener el valor de los objetos de cualquier 
dispositivo con soporte SNMP a través de peticiones simples (snmpGet, 
snmpGetNext) o múltiples (snmpTable, snmpWalk). También permite modificar 
dicho valor (snmpSet) y obtener una completa descripción del objeto en 
cuestión (snmpTranslate). 
 
2. MIB Browser: permite recorrer una MIB de forma visual. 
 
3. Demonio SNMP: encargado de recibir notificaciones, de registrarlas y 
procesarlas e incluso de reenviarlas a otro equipo. 
 
4. Agente extensible: encargado de responder a las solicitudes que llegan al 
dispositivo. Permite ser extendido con MIB’s particulares y módulos adicionales 
que amplían sus capacidades. 
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5. Biblioteca SNMP: contiene herramientas y API’s para C y Perl que facilitan el 
desarrollo de aplicaciones SNMP. 
 
Net-SNMP está disponible para el sistema operativo Windows y  para un gran número 
de sistemas operativos basados en UNIX. Su modularidad le permite ser instalado en 
dispositivos con poca memoria disponible, como sistemas portátiles basados en 
microcontroladores. 
 
Más información sobre el proyecto Net-SNMP puede encontrase en la página siguiente: 
 
http://www.net-snmp.org 
 
9.2.2 Instalación 
 
Para la realización de las pruebas previas a la implementación del protocolo sobre el 
dispositivo objetivo, se utilizó un ordenador con el sistema operativo Linux Red Hat 
emulando el que se encuentra instalado en el microcontrolador de la placa principal. 
 
La última versión disponible de Net-SNMP es la 5.4.2.1 aunque en el proyecto fue 
utilizada la 5.4.1. El código fuente de las últimas versiones se encuentra disponible para 
descargar en el siguiente enlace:  
 
http://www.net-snmp.org/download.html 
 
Una vez descargado el archivo, debe descomprimirse utilizando el siguiente comando: 
 
tar -zxvf net-snmp-5.4.1.tar.gz 
 
Una vez descomprimido, debe ejecutarse la siguiente secuencia: 
 
./configure --with-perl-modules 
make 
make test 
make install 
snmpconfig -g basic_setup 
 
En la tabla siguiente se muestra la distribución de los directorios creados durante la 
instalación. 
 
Directorio Contenido 
/usr/local/bin Herramientas de línea de comandos 
/usr/local/sbin Agente y demonio receptor SNMP 
/usr/local/libs Librerías con las funciones de la API 
/usr/local/include/net-snmp Cabeceras de las funciones de la API 
/usr/local/share/snmp Ficheros de configuración 
/usr/local/share/snmp/mibs MIB’s soportadas por el agente 
/usr/share/perl/5.8.7 Módulos Perl para las herramientas incluidas 
 
Tabla 4. Listado de directorios de Net-SNMP 
 
  Capítulo 9: Funciones SNMP 
  Página 82 
Las librerías incluidas en la API son las siguientes: 
 
libnetsnmp 
libnetsnmpagent 
libnetsnmpmibs 
libnetsnmphelpers 
 
9.3 Herramienta mib2c 
9.3.1 Introducción 
 
Mib2c es la herramienta más importante del conjunto Net-SNMP. Está diseñada para 
recibir como parámetro un nodo de una MIB y generar un código plantilla, según el 
resto de parámetros proporcionados, correspondiente a todos los objetos bajo ese 
nodo. Principalmente, se utiliza para generar las plantillas (fichero de cabeceras y 
fichero de implementación) para la gestión de los objetos a través de SNMP. A partir de 
estas plantillas se implementan las acciones a realizar cuando el agente recibe una 
solicitud sobre un determinado objeto. 
 
9.3.2 Generación de los códigos plantilla 
 
La generación de los códigos plantilla de una MIB suele realizarse de forma individual 
para cada nodo terminal del árbol, en lugar de para nodos complejos o para la MIB 
entera. Esto facilita la depuración del código y la detección de errores. Una vez las 
plantillas de cada nodo funcionan de forma separada, pueden juntarse en un solo 
archivo de código, si se cree oportuno. 
 
Existen 2 instrucciones básicas para la creación de las plantillas y su uso depende de la 
presencia de escalares y/o tablas en el nodo a codificar. Para generar la plantilla de un 
nodo con objetos escalares debe utilizarse la siguiente instrucción: 
 
mib2c –c mib2c.scalar.conf <nodo> 
 
Para generar la plantilla de un nodo que contiene tablas debe utilizarse la instrucción 
siguiente: 
 
mib2c –c mib2c.table_data.conf <nodo> 
 
Ambos comandos crean las plantillas <nodo>.h y <nodo>.c con las cabeceras de las 
funciones de gestión de los objetos del nodo  y su implementación, respectivamente. 
 
En el caso de que un nodo estuviese compuesto por objetos de ambos tipos, deben 
aplicarse ambas instrucciones de forma secuencial. Una vez finalizada la edición por 
separado de cada archivo, pueden unirse en uno solo, si así se desea. 
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9.4 Implementación de los objetos escalares 
9.4.1 Introducción 
 
El archivo <nodo>.h creado con la herramienta mib2c contiene las cabeceras de las 
funciones de gestión de los objetos a administrar, así como la cabecera de la función de 
inicialización del nodo, que es la encargada de registrar los OID’s de dichos objetos para 
que el agente sepa que son accesibles: 
 
void init_scpcTx(void); 
Netsnmp_Node_Handler handle_scpcTxInfoRate; 
 
En el anexo VII puede observarse el archivo scpcTx.h a modo de ejemplo del resto de 
archivo de cabeceras de los nodos de la MIB del SR-40. 
 
El archivo <nodo>.c es el segundo archivo que crea la herramienta mib2c. En él deben 
implementarse todas las funciones de gestión de los objetos que van a ser accesibles a 
través de SNMP. Las 3 partes en las que está dividido son las siguientes: cabecera del 
archivo de implementación, inicialización de los OID’s de los objetos e implementación 
de las funciones de acceso a los objetos. En los siguientes apartados se describe esta 
estructura de forma detallada.  
 
En el anexo VIII puede observarse parte del archivo scpcTx.c a modo de ejemplo del 
resto de archivos de implementación de las funciones de gestión de los objetos. 
 
9.4.2 Cabecera del archivo de implementación 
 
En la cabecera del archivo <nodo>.c se incluyen las llamadas a los archivos donde se 
definen las funciones a utilizar dentro del módulo. En el caso concreto, a modo de 
ejemplo, del archivo scpcTx.c se definen, en primer lugar, las 3 cabeceras 
correspondientes a las funciones propias del agente Net-SNMP. A continuación, se 
incluye el archivo scpcTx.h y finalmente, el archivo mc_fucntions.h que contiene las 
cabeceras de las funciones de acceso a las memorias compartidas. 
 
#include <net-snmp/net-snmp-config.h> 
#include <net-snmp/net-snmp-includes.h> 
#include <net-snmp/agent/net-snmp-agent-includes.h> 
 
#include "scpcTx.h" 
#include "mc_functions.h" 
 
En la cabecera también se declaran las variables globales del archivo. En este caso, sólo 
se declaran las variables result, en la que se guardan los valores de retorno de las 
llamadas a las funciones de la memoria compartida y snmp_scpc_tx, que es la 
estructura de datos que se utiliza en el intercambio de información con dicha memoria 
compartida. 
 
mc_scpc_tx_s snmp_scpc_tx; 
mc_result_e result; 
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9.4.3 Inicialización de los OID’s de los objetos 
 
La inicialización de los OID’s de los objetos es un proceso fundamental dentro del 
protocolo SNMP. Consiste en la declaración de las variables asociadas a los OID’s de los 
objetos que van a ser gestionados y su registro en el agente. En la porción de código 
siguiente, correspondiente al objeto scpcTxLevel, se puede observar, en primer lugar, la 
declaración de la variable asociada y posteriormente su registro como objeto escalar, 
en el que se indica la función que gestionará el objeto, su OID, la longitud de su OID y el 
tipo de acceso (lectura y/o escritura) que permite: 
 
static oid scpcTxLevel_oid[] = {1, 3, 6, 1, 3, 1, 1, 1, 1, 1, 4}; 
 
netsnmp_register_scalar(netsnmp_create_handler_registration("scpcTxL
evel", handle_scpcTxLevel, scpcTxLevel_oid, 
OID_LENGTH(scpcTxLevel_oid), HANDLER_CAN_RWRITE)); 
 
9.4.4 Implementación de las funciones de acceso a los objetos 
9.4.4.1 Introducción 
 
Las funciones de acceso son las encargadas de realizar todas las tareas necesarias para 
la correcta gestión de las solicitudes que llegan a través de SNMP. Como se ha visto en 
el apartado anterior, lo primero que se realiza es el registro de las funciones que 
gestionarán los accesos a cada objeto para que el agente pueda ejecutarlas al recibir 
una solicitud. En los siguientes apartados se describen la estructura y la 
implementación de dichas funciones sobre el SR-40. 
 
9.4.4.2 Parámetros y estructura 
 
Todas las funciones, independientemente del objeto que manejen, reciben los mismos 
parámetros. En concreto, son los 4 punteros descritos a continuación: 
 
1. *handler: contiene la estructura con la que se registra la solicitud. Pertenece al 
tipo netsnmp_mib_handler. 
 
2. *reginfo: contiene información sobre dónde está registrada la propia función. 
Pertenece al tipo netsnmp_handler_registration. 
 
3. *reqinfo: contiene la estructura de datos que permite la comunicación con el 
agente en el cual está registrada la función. Pertenece al tipo 
netsnmp_agent_request_info. 
 
4. *requests: contiene toda la información sobre la solicitud recibida. Pertenece al 
tipo netsnmp_request_info. 
 
Más información sobre estas estructuras de datos puede encontrase en la página del 
proyecto Net-SNMP. 
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La estructura básica de las funciones de manejo de objetos consta de una instrucción 
switch donde la variable reqinfo.mode contiene el tipo de solicitud (Get o Set) y 
selecciona la instancia case a ejecutar según ésta. En los 2 siguientes apartados se 
profundiza en las operaciones que se realizan en cada caso. 
 
9.4.4.3 Implementación del modo Get 
 
El modo Get está constituido por el código bajo la instancia case MODE_GET. Se ejecuta 
cuando se recibe una solicitud del tipo GetRequest o GetNextRequest y se encarga de 
leer la memoria compartida para obtener el valor del objeto solicitado y de devolverlo 
al agente para que sea enviado a través de SNMP. 
 
A continuación, se muestra el código que se ejecuta cuando se recibe una solicitud de 
este tipo sobre el objeto scpcTxLevel: 
 
case MODE_GET: 
   snmp_scpc_tx.param = scpc_TX_LEVEL; 
   result = mc_GET_SCPC_TX_sm(&snmp_scpc_tx); 
             
   if (result == result_OK) 
   { 
      snmp_set_var_typed_value(requests->requestvb, ASN_INTEGER, 
      (u_char *)   &snmp_scpc_tx.tx_level, 
      sizeof(snmp_scpc_tx.tx_level)); 
   } 
   else 
   { 
      netsnmp_set_request_error(reqinfo, requests, 
      SNMP_ERR_RESOURCEUNAVAILABLE); 
   } 
    
   break; 
 
En primer lugar, se asigna el objeto del módulo que se desea obtener y se pasa como 
parámetro la estructura de datos que permitirá el intercambio de información entre el 
subagente y la memoria compartida. En el caso de que el proceso de lectura del valor 
del objeto en la memoria compartida sea correcto, se procede al envío de éste al agente 
para que éste pueda responder a la solicitud recibida. En este proceso se realiza un cast 
del valor a un tipo de valor SNMP reconocido indicando la longitud de la variable. En el 
caso de que haya habido algún problema en la lectura se devuelve un error, indicando 
que el recurso al que se intenta acceder no está disponible en ese momento. 
 
9.4.4.4 Implementación del modo Set 
 
El modo Set está compuesto por 6 instancias de tipo case. De las 6 hay 4 que forman la 
rama principal del modo, que es la que se ejecuta en caso de que durante el proceso no 
aparezca ningún error. Las otras 2 instancias case se ejecutan dependiendo de dónde se 
produzca el error. 
 
Las 6 instancias se describen a continuación junto a un diagrama de flujo que 
representa los diferentes estados por los que debe pasarse al recibir un SetRequest: 
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1. SET_RESERVE1: se utiliza para detectar, lo antes posible, una solicitud 
SetRequest incorrecta. Esto puede ser debido a un tipo de valor incorrecto, a 
un valor fuera del rango permitido, etc. 
 
2. SET_RESERVE2: se utiliza para realizar cualquier reserva de memoria necesaria 
para la ejecución de la solicitud. 
 
3. SET_FREE: se utiliza para liberar todos los recursos reservados en las instancias 
RESERVE anteriores en caso de que se haya producido algún error. 
 
4. SET_ACTION: se utiliza para implementar la acción Set propiamente dicha. Se 
asigna al objeto su nuevo valor. 
 
5. SET_UNDO: se utiliza para deshacer la acción anterior en caso de que se haya 
producido algún error. El valor antiguo del objeto es restablecido. 
 
6. SET_COMMIT: se utiliza para confirmar que la acción Set se ha llevado a cabo 
correctamente. 
 
 
Figura 28. Flujo de respuesta a una solicitud SetRequest 
 
En el caso concreto del proyecto, sólo se utilizan las instancias SET_RESERVE1 y 
SET_ACTION. Las instancias SET_RESERVE2 y SET_FREE no se utilizan ya que no es 
necesario reservar ninguna porción de memoria y por tanto liberarla en caso de error. 
SET_UNDO no se utiliza porque en caso de error, no es necesario deshacer el proceso 
de escritura en la memoria compartida ya que el control se realiza de forma interna en 
el microcontrolador de la placa del SR-40. SET_COMMIT no se utiliza porque la 
     OK
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confirmación de la escritura en la memoria compartida se obtiene de la propia función 
de escritura en la instancia SET_ACTION. 
 
A continuación, se muestra el código que se ejecuta cuando se recibe una solicitud de 
este tipo sobre el objeto scpcTxLevel: 
 
case MODE_SET_RESERVE1: 
   ret = netsnmp_check_vb_type(requests->requestvb, ASN_INTEGER); 
             
   if (ret != SNMP_ERR_NOERROR) 
   { 
      netsnmp_set_request_error(reqinfo, requests, ret); 
   } 
    
   break; 
 
case MODE_SET_RESERVE2: 
   break; 
 
case MODE_SET_FREE: 
   break; 
 
case MODE_SET_ACTION: 
   snmp_scpc_tx.tx_level = (mc_scpc_tx_level_t) *(requests 
   ->requestvb->val.integer); 
   snmp_scpc_tx.param = scpc_TX_LEVEL; 
   result = mc_SET_SCPC_TX_sm(&snmp_scpc_tx); 
             
   if (result != result_OK) 
   { 
      netsnmp_set_request_error(reqinfo, requests, 
      SNMP_ERR_RESOURCEUNAVAILABLE); 
   } 
    
   break; 
           
case MODE_SET_COMMIT: 
   break; 
 
case MODE_SET_UNDO: 
   break; 
 
default: 
   snmp_log(LOG_ERR, "unknown mode (%d) in handle_scpcTxLevel\n", 
   reqinfo->mode); 
   return SNMP_ERR_GENERR; 
 
Como se puede comprobar, en primer lugar se realiza la comprobación de tipos en la 
instancia SET_RESERVE1 y en caso de error se devuelve dicho error al agente. En la 
instancia SET_ACTION se realiza la lectura del valor suministrado por el agente, se 
asigna el objeto del módulo  que va a ser modificado y se realiza la llamada a la función 
de escritura sobre la memoria compartida. En caso de que se produjese un error, éste es 
devuelto al agente para que informe de que el recurso no está disponible. En el caso no 
deseado de que llegase una petición errónea no contemplada en la instrucción switch 
se devuelve un error general, informando de la gravedad del suceso. Por último, si la 
solicitud se ha procesado correctamente, se devuelve el control al agente indicando 
que no ha habido ningún error  durante el proceso. 
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9.5 Implementación de las tablas 
9.5.1 Introducción 
 
La estructura general de los archivos en los que se implementan tablas guarda un gran 
parecido con la de los archivos en los que sólo se implementan objetos escalares. Sin 
embargo, existen ciertas peculiaridades y funciones adicionales que cabe destacar. En 
los siguientes apartados se muestran en profundidad los aspectos diferenciales de 
estos archivos. 
 
9.5.2 Archivo de cabeceras 
 
La principal diferencia que presenta un archivo <nodo>.h correspondiente a un nodo 
con tablas es la declaración de las funciones de inicialización de las tablas además de la 
propia función de inicialización del nodo: 
 
void init_dscpcTx(void); 
void initialize_table_dsscpcTxICodeTable(void); 
void initialize_table_dsscpcTxQCodeTable(void); 
 
También deben declararse las funciones que permiten la creación de los objetos que 
forman las filas de cada una de las tablas: 
 
netsnmp_tdata_row *dsscpcTxICodeTable_createEntry(netsnmp_tdata 
*table_data, long dsscpcTxICodeIndex); 
netsnmp_tdata_row *dsscpcTxQCodeTable_createEntry(netsnmp_tdata 
*table_data, long dsscpcTxQCodeIndex); 
 
Y finalmente, debe definirse el tamaño, en columnas, de cada tabla: 
 
#define COLUMN_DSSCPCTXICODE 1 
#define COLUMN_DSSCPCTXICODEINDEX 2 
 
#define COLUMN_DSSCPCTXQCODE 1 
#define COLUMN_DSSCPCTXQCODEINDEX 2 
 
En el anexo IX puede observarse parte del archivo dsscpcTx.c a modo de ejemplo del 
resto de archivos en los cuales se han implementado tablas. 
 
9.5.3 Cabecera del archivo de implementación 
 
La única diferencia que presentan las cabeceras de los archivos de implementación que 
contiene tablas es la definición de una estructura asociada a cada tabla que incluye un 
índice, las variables columna y un flag de control. El índice es el que, cuando se 
produzca una solicitud, permitirá el desplazamiento por los distintos valores guardados 
en la tabla.  
 
En la estructura que se muestra a continuación puede observarse el caso particular de la 
tabla dsscpcTxICode: 
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struct dsscpcTxICodeTable_entry 
{ 
   /* Index values */ 
   long dsscpcTxICodeIndex; 
 
   /* Column values */ 
   u_long dsscpcTxICode; 
 
   /* Flag */ 
   int valid; 
}; 
 
9.5.4 Inicialización de los OID’s de las tablas 
 
El proceso de inicialización de los OID’s de las tablas es distinto al que se lleva a cabo 
con los objetos escalares. Antes de registrar la tabla en el agente, se recopila toda la 
información de ésta sobre las 3 variables auxiliares *reg, *table_data y *table_info para 
luego proceder al registro: 
 
static oid dsscpcTxICodeTable_oid[] = {1, 3, 6, 1, 3, 1, 1, 1, 3, 1, 
2}; 
size_t dsscpcTxICodeTable_oid_len = 
OID_LENGTH(dsscpcTxICodeTable_oid); 
 
netsnmp_handler_registration *reg; 
netsnmp_tdata *table_data; 
netsnmp_table_registration_info *table_info; 
 
reg = netsnmp_create_handler_registration("dsscpcTxICodeTable", 
dsscpcTxICodeTable_handler, dsscpcTxICodeTable_oid, 
dsscpcTxICodeTable_oid_len, HANDLER_CAN_RWRITE); 
table_data = netsnmp_tdata_create_table("dsscpcTxICodeTable", 0); 
table_info = SNMP_MALLOC_TYPEDEF(netsnmp_table_registration_info); 
 
netsnmp_table_helper_add_indexes(table_info, ASN_INTEGER, 0); 
 
table_info->min_column = COLUMN_DSSCPCTXICODE; 
table_info->max_column = COLUMN_DSSCPCTXICODE; 
 
netsnmp_tdata_register(reg, table_data, table_info); 
 
Una vez procesado el registro de la tabla se crean todos los elementos que formarán las 
filas de cada uno de los objetos columnas. En este caso, el objeto dsscpcTxICode está 
formado por 8 de estos elementos: 
 
dsscpcTxICodeTable_createEntry(table_data, 1); 
dsscpcTxICodeTable_createEntry(table_data, 2); 
dsscpcTxICodeTable_createEntry(table_data, 3); 
dsscpcTxICodeTable_createEntry(table_data, 4); 
dsscpcTxICodeTable_createEntry(table_data, 5); 
dsscpcTxICodeTable_createEntry(table_data, 6); 
dsscpcTxICodeTable_createEntry(table_data, 7); 
dsscpcTxICodeTable_createEntry(table_data, 8); 
 
  Capítulo 9: Funciones SNMP 
  Página 90 
9.5.5 Implementación de las funciones de acceso a las tablas 
9.5.5.1 Introducción 
 
La estructura de las funciones de acceso a las tablas es exactamente la misma que para 
los objetos escalares. En ambos casos, las funciones reciben los mismos parámetros y 
basan su funcionamiento en una instrucción switch que selecciona las operaciones a 
realizar según sea el tipo de solicitud recibida. En los 2 siguientes apartados se 
profundiza sobre los aspectos diferenciales que existen en la implementación de los 
modos Get y Set para las tablas: 
 
9.5.5.2 Implementación del modo Get 
 
La implementación del modo Get de una tabla es muy similar a la de un escalar. La 
diferencia principal es que en el caso de la tabla, dentro de una misma solicitud se 
deben recorrer todos los elementos que forman cada una de las columnas de la tabla 
que han sido solicitadas. El proceso de lectura de la memoria compartida y la 
devolución del valor leído es el mismo que el realizado en el caso de un objeto escalar.  
 
A continuación se muestra, a modo de ejemplo, el código de la implementación del 
modo Get sobre la tabla dsscpcTxICodeTable perteneciente al archivo dsscpcTx.c. Cabe 
destacar la utilización del índice de la tabla table_entry->dsscpcTxICodeIndex para 
localizar el elemento correspondiente en cada caso: 
 
case MODE_GET: 
   for (request = requests; request; request = request->next) 
   { 
      table_entry = (struct dsscpcTxICodeTable_entry *) 
      netsnmp_tdata_extract_entry(request); 
      table_info = netsnmp_extract_table_info(request); 
 
      switch (table_info->colnum) 
      { 
         case COLUMN_DSSCPCTXICODE: 
            if (!table_entry) 
            { 
               netsnmp_set_request_error(reqinfo, request, 
               SNMP_NOSUCHINSTANCE); 
               continue; 
            } 
                        
            snmp_dsscpc_tx.param = dsscpc_I_CODE; 
            result = mc_GET_DSSCPC_TX_sm(&snmp_dsscpc_tx); 
 
            if (result == result_OK) 
            {                      
               snmp_set_var_typed_integer(request->requestvb, 
               ASN_UNSIGNED, snmp_dsscpc_tx.i_code[table_entry 
               ->dsscpcTxICodeIndex - 1]); 
            } 
            else 
            { 
               netsnmp_set_request_error(reqinfo, requests, 
               SNMP_ERR_RESOURCEUNAVAILABLE); 
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            } 
 
            break; 
                        
         default: 
            netsnmp_set_request_error(reqinfo, request, 
            SNMP_NOSUCHOBJECT); 
      } 
   } 
   
   break; 
 
9.5.5.3 Implementación del modo Set 
 
La implementación del modo Set de una tabla está basada en 6 instancias de una 
instrucción switch de las cuales sólo se utilizan 2, tal y como ocurre en el caso de los 
objetos escalares. En la instancia SET_RESERVE1 se realiza la comprobación de tipos de 
cada uno de los elementos solicitados que forman las columnas de la tabla. En la 
instancia SET_ACTION se realiza la escritura de los parámetros sobre la memoria 
compartida. Como ocurre con el modo Get, cabe destacar la utilización del índice de la 
tabla para localizar el elemento que debe ser escrito en cada caso. 
 
El código siguiente se corresponde con la implementación del modo Set de la tabla 
dsscpcTxICodeTable vista anteriormente: 
 
case MODE_SET_RESERVE1: 
   for (request = requests; request; request = request->next) 
   { 
      table_entry = (struct dsscpcTxICodeTable_entry *) 
      netsnmp_tdata_extract_entry(request); 
      table_info = netsnmp_extract_table_info(request); 
 
      switch (table_info->colnum) 
      { 
         case COLUMN_DSSCPCTXICODE: 
            ret = netsnmp_check_vb_int(request->requestvb); 
                         
            if (ret != SNMP_ERR_NOERROR) 
            { 
               netsnmp_set_request_error(reqinfo, request, ret); 
               return SNMP_ERR_NOERROR; 
            } 
                         
            break; 
                        
         default: 
            netsnmp_set_request_error(reqinfo, request, 
            SNMP_ERR_NOTWRITABLE); 
            return SNMP_ERR_NOERROR; 
      } 
   } 
             
   break; 
 
case MODE_SET_RESERVE2: 
   break; 
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case MODE_SET_FREE: 
   break; 
 
case MODE_SET_ACTION: 
   for (request = requests; request; request = request->next) 
   { 
      table_entry = (struct dsscpcTxICodeTable_entry *) 
      netsnmp_tdata_extract_entry(request); 
      table_info = netsnmp_extract_table_info(request); 
 
      switch (table_info->colnum) 
      { 
         case COLUMN_DSSCPCTXICODE: 
            snmp_dsscpc_tx.i_code[table_entry->dsscpcTxICodeIndex 
            - 1] = *request->requestvb->val.integer; 
            snmp_dsscpc_tx.param = dsscpc_I_CODE; 
            result = mc_SET_DSSCPC_TX_sm(&snmp_dsscpc_tx); 
 
            if (result != result_OK) 
            { 
               netsnmp_set_request_error(reqinfo, requests, 
               SNMP_ERR_RESOURCEUNAVAILABLE); 
            } 
                         
            break; 
      } 
   } 
             
   break; 
 
case MODE_SET_UNDO: 
   break; 
 
case MODE_SET_COMMIT: 
   break; 
 
9.6 AgentX 
9.6.1 Introducción 
 
La necesidad de poder ampliar del número de objetos manejables a través de SNMP de 
forma dinámica (sin detener el servicio) supuso la aparición de los denominados 
agentes extensibles. Un agente extensible está formado por 4 componentes básicos: 
 
1. Agente master: encargado de la recepción y el envío de los mensajes SNMP. 
 
2. Subagentes: encargados de hacer de intermediarios entre los objetos a 
manejar y el agente master. 
 
3. Protocolo: define el tipo de comunicación entre los subagente y el agente 
master. 
 
4. Herramientas: utilizadas para poder desarrollar los subagentes de forma que la 
mayor parte del protocolo de comunicaciones esté ya implementada y el 
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programador pueda centrarse en el tratamiento y la gestión de los objetos que 
van a ser manejados. 
  
Agent eXtensibility (AgentX) es el protocolo más común y utilizado en la extensión de 
agentes SNMP y, por lo tanto, ha sido el elegido para este proyecto. 
 
9.6.2 Funcionamiento 
 
El funcionamiento de AgentX se basa en la utilización de un agente estándar 
funcionando como master  que se encarga de recibir todas las peticiones que llegan a 
través de SNMP.  Este agente no tiene acceso a los objetos manejables y lo único que 
hace es redirigir las peticiones que recibe a los subagentes encargados de gestionar los 
objetos correspondientes según cada petición. 
 
El proceso se inicia cuando arranca un subagente. Éste inicia una sesión AgentX que 
debe ser aceptada por el agente master. Posteriormente, el subagente registra las 
regiones MIB y los objetos a los que tiene acceso. De esta forma, cuando un master 
recibe una petición, sabe a qué subagente debe redirigirla. Los subagentes también son 
los encargados de iniciar las notificaciones. De hecho, es en el propio subagente donde 
se deben programar los umbrales que originan dichas notificaciones. 
 
Para que un agente sepa que debe actuar como agente master debe añadirse la 
siguiente línea a su fichero de configuración /usr/loca/share/snmp/snmpd.conf: 
 
master agentx 
 
Más información sobre cómo actúa el protocolo puede encontrarse en la RFC 2741. 
 
9.6.3 Ventajas 
 
Las principales ventajas de utilizar AgentX son las siguientes: 
 
1. No es necesario modificar un agente estándar para que pueda trabajar con 
MIB’s propias. Esto facilita enormemente la tasca del programador que no tiene 
que trabajar sobre el código de un agente ya implementado y operativo, con el 
riesgo de que alguna modificación afecte a su funcionamiento. Es la forma de 
independizar el protocolo en sí de la manipulación de los objetos. 
 
2. No es necesario detener el agente principal y por tanto el servicio SNMP, cada 
vez que se desean añadir objetos nuevos o simplemente modificar el 
comportamiento de uno ya presente. Basta con detener el subagente 
correspondiente, actualizarlo y volverlo a poner en marcha. 
 
3. Como el número de subagentes activos es ilimitado, pueden realizarse 
agrupaciones de objetos en determinados subagentes de forma que cada uno 
puede tener un comportamiento específico independiente del resto. Además, 
podría detenerse el servicio SNMP de un determinado subagente sin tener que 
detener al resto. 
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9.6.4 Creación de subagentes 
 
Como se ha descrito anteriormente, el uso de AgentX permite al desarrollador centrase 
en las rutinas de manejo de los objetos implementándolas en un subagente, 
independiente del agente master. 
 
El punto de partida para la creación del subagente es la redacción de la MIB con los 
objetos a gestionar. Posteriormente, deben crearse las rutinas de acceso a estos objetos 
como se ha visto en el apartado anterior. Una vez en este punto, existen 2 formas 
diferentes de crear el subagente, dependiendo de si en la compilación intervienen o no 
archivos con implementaciones de funciones adicionales como ocurre en el caso del 
proyecto con el archivo mc_functions.c. 
 
En caso de que no sea necesario compilar ningún archivo adicional, el subagente puede 
crearse directamente a partir del archivo con la implementación de las funciones de 
gestión de los objetos, típicamente <nodo>.c. Para ello se utiliza la instrucción 
siguiente: 
 
net-snmp-config --compile-subagent <nombre_subagente> <nodo>.c 
 
En la imagen siguiente puede observarse el proceso de compilación del nodo scpcTx 
para crear el subagente de prueba testagent: 
 
 
Imagen 6. Creación del subagente del nodo scpcTx 
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En caso de que sí sea necesario añadir archivos adicionales en la compilación, el 
proceso no puede realizarse de forma automática a través de una sola instrucción. En 
primer lugar debe crearse el código main del subagente con la siguiente instrucción: 
 
mib2c -c subagente.m2c <nodo> 
 
Es importante remarcar que sólo los objetos bajo este nodo serán accesibles por el 
subagente. Es posible crear 2 subagentes de nodos independientes y de diferentes 
niveles jerárquicos y unir ambos códigos en uno, formando un subagente global que 
puede acceder a ambas ramificaciones sin afectar a las intermedias. 
 
El archivo de salida del comando anterior es nombrado <nodo>_subagent.c. En el 
anexo X puede verse el código main del subagente del nodo scpcTx de la MIB del SR-40. 
 
Una vez obtenido el main del subagente, debe compilarse junto al fichero que contiene 
la implementación de las funciones de gestión de los objetos y el resto de archivos con 
funciones adicionales (en este caso mc_functions.c). Para ello se utiliza la siguiente 
instrucción: 
 
mib2c -c mc_functions.c <nodo>.c <nodo>_subagent.c `net-snmp-config 
-agent-libs` -o <nodo>_subagente 
 
Se obtiene como resultado el ejecutable <nodo>_subagente. 
 
La ejecución del agente master y del subagente se realizan con los comandos 
siguientes (ejecutados como root), respectivamente: 
 
/usr/local/sbin/snmpd -Le 
./testagent -L & 
 
En la imagen siguiente puede observarse el proceso de inicialización del agente master 
junto con un subagente de prueba. En el caso del subagente se puede observar como 
abre una de las memorias compartidas para obtener los valores de los objetos a 
gestionar y como posteriormente se conecta al agente master a través del protocolo 
AgentX: 
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Imagen 7. Inicio del agente master y conexión de un subagente 
 
Una vez iniciados el agente master y el subagente, es posible comprobar que están 
activos y a la espera de solicitudes ejecutando el comando Netstat: 
 
 
Imagen 8. Puertos utilizados por el agente master y el subagente 
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Mediante la primera instrucción se filtran las conexiones activas que están utilizando un 
puerto UDP y mediante la segunda se filtran los sockets de UNIX activos cuyo nombre 
contiene agentx. Como era de esperar, la respuesta a la primera instrucción muestra el 
puerto UDP 161 abierto y la segunda muestra al subagente escuchando los solicitudes 
que llegan a través del protocolo AgentX. 
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10 Pruebas del sistema 
 
10.1 Introducción 
 
En este capítulo se detallan las pruebas realizadas para comprobar el correcto 
funcionamiento de todos los módulos que forman parte del proyecto que ha permitido 
dotar de una interfaz de monitorización y configuración a través de SNMP al SR-40. 
 
Todas las pruebas se realizaron sobre un entorno Linux Red Hat idéntico al que se 
encuentra instalado en el procesador principal de la placa Viper, por lo que los 
resultados son totalmente exportables a ésta. 
 
A continuación, se presentan de forma cronológica todas estas pruebas con sus 
correspondientes explicaciones y capturas de pantalla. 
 
10.2 Pruebas de la MIB del SR-40 
10.2.1 Introducción 
 
Mediante las pruebas realizadas sobre la MIB del SR-40 se comprobó la correcta 
definición sintáctica de ésta, la distribución de los nodos y la accesibilidad de todos los 
parámetros definidos, así como, que su valor por defecto fuese el correcto. 
 
Las pruebas de la MIB se llevaron a cabo en los 5 pasos que se enumeran a 
continuación: 
 
1. Carga de la MIB en memoria cuando se inicia el agente SNMP. 
 
2. Configuración de las vistas de la MIB. 
 
3. Configuración de los usuarios autorizados. 
 
4. Pruebas con el comando snmpTranslate. 
 
10.2.2 Carga de la MIB en memoria 
 
Para poder acceder a la MIB, ésta debe ser cargada en memoria por el agente cuando 
éste se inicia. Para ello, hay que copiarla en la carpeta /usr/local/share/snmp/mibs y 
modificar el archivo /usr/local/share/snmp/snmp.conf añadiendo la siguiente línea: 
 
mibs +SR40-MIB 
 
Esto indica al agente SNMP que al iniciarse debe cargar la MIB del SR-40 que se 
encuentra ubicada en la carpeta por defecto. 
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10.2.3 Configuración VACM 
 
Para poder interactuar con la MIB, deben configurarse una serie de vistas que definirán 
el tipo de acceso permitido a cada sección de ésta. Para ello, debe editarse el contenido 
del archivo /usr/local/share/snmp/snmpd.conf. En el anexo XI se puede observar el 
archivo de configuración de las vistas utilizado para realizar las pruebas. Este archivo se 
utilizó como patrón para crear las vistas definitivas del módulo. 
 
Básicamente, en el archivo se definen 2 comunidades, una local y otra de red, que 
posteriormente se mapean sobre 2 security names. A continuación, se crean una serie 
de grupos para  cada security name dependiendo del security model utilizado. Cada 
uno de estos grupos tiene definidas una serie de vistas que son las que limitan el acceso 
a ciertas secciones de la MIB o para ciertas operaciones sobre ella. Así por ejemplo, 
durante la fase de pruebas, se estableció que la comunidad local tuviera acceso 
ilimitado a la MIB y que la comunidad de red sólo tuviera acceso de lectura. 
 
Cabe destacar que es también en este archivo de configuración donde se incluye la 
información de contacto del sistema a través de las variables syslocation y syscontact y 
que también, es donde se establece el tipo de comunicación con los subagentes en 
caso de que existan, en este caso a través de AgentX. 
 
10.2.4 Configuración USM 
 
Una vez se han definido las vistas de la MIB, deben definirse los usuarios autorizados 
que van a tener acceso a estas a través de SNMPv3. Como se ha observado en el 
apartado anterior, existe una vista que engloba a todos los usuarios SNMPv3 locales y 
otra que engloba a todos los usuarios SNMPv3 de la red. 
 
Para la realización de las pruebas se definió el usuario admin al que se le concedieron 
permisos de lectura y escritura sobre la  MIB. Para ello es necesario modificar el archivo 
/usr/local/share/snmp/snmpd.conf con la siguiente línea: 
 
rwuser admin 
 
A continuación, debe editarse el archivo /var/net-snmp/snmpd.conf añadiendo el 
usuario al sistema junto con sus contraseñas de autenticación y privacidad. Para ello, se 
utiliza la siguiente línea de comandos: 
 
createUser <name> MD5 <auth_pass> DES <priv_pass> 
 
La primera vez que se ejecuta el agente después de haber creado un nuevo usuario, 
encripta la información anterior en el propio archivo para evitar que las claves puedan 
ser obtenidas fácilmente. 
 
En las primeras 5 líneas del texto de la imagen siguiente puede observarse dicha 
información una vez encriptada: 
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Imagen 9. Configuración USM encriptada 
 
10.2.5 Pruebas con snmpTranslate 
 
El comando snmpTranslate permite obtener información sobre los objetos que forman 
una MIB. Dependiendo de los parámetros adicionales con que se ejecute el comando, 
permite desde traducir el OID de un objeto a su nombre y viceversa, hasta obtener 
todos los datos que caracterizan al objeto, como su descripción, su nivel de acceso, etc. 
 
A través de este comando se puede comprobar que la sintaxis de una MIB es correcta y 
que todos los objetos están bien definidos. 
 
En la imagen siguiente se puede observar la ejecución del comando con diferentes 
opciones  sobre el objeto cMonModemType: 
 
 
Imagen 10. Prueba de varias opciones del comando snmpTranslate 
 
En las 2 imágenes a continuación, se muestra como a través del comando 
snmpTranslate se puede obtener también el rango de valores permitidos de un objeto: 
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Imagen 11. Obtención de la tabla de valores permitidos con snmpTranslate 
 
 
Imagen 12. Obtención del rango de valores permitidos con snmpTranslate 
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10.3 Pruebas del módulo de M&C 
10.3.1 Introducción 
 
Las pruebas del módulo de M&C sirvieron para comprobar la configuración y el buen 
funcionamiento de las memorias compartidas y de sus funciones asociadas. Todos los 
test realizados se basaron en el intercambio de información entre programas a través 
de las memorias compartidas. Las pruebas realizadas se dividieron en estas 3 etapas: 
 
1. Prueba del flag de control de la memoria compartida de configuración. 
 
2. Prueba de las funciones de acceso a la memoria compartida de configuración. 
 
3. Prueba de las funciones de acceso a la memoria compartida de monitorización. 
 
10.3.2 Prueba del flag de control 
 
Para probar el flag de control, se crearon 2 programas. El primero (mc_sender_test) se 
encarga de la creación de la memoria compartida y permite variar el flag a cualquiera 
de sus estados, pulsando una de las teclas que aparecen en el menú que se muestra en 
pantalla. El segundo (mc_receiver_test) se encarga de mostrar por pantalla el estado 
actual del flag cuando se pulsa la tecla para solicitarlo. También permite comprobar la 
función de espera activa diseñada para evitar que la aplicación se quede colgada a la 
espera de un cambio en el valor de éste. 
 
 
Imagen 13. Prueba del flag de control 
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En la imagen anterior se pueden observar ambos programas funcionando en paralelo. 
En primer lugar, el programa mc_sender_test crea la memoria compartida, a lo que el 
programa mc_receiver_test responde con la comprobación de acceso a dicha memoria. 
Posteriormente, con el primer programa se va variando el estado del flag mientras que 
con el segundo se van mostrando estos cambios. Se puede observar como todas las 
funciones actúan correctamente, incluida la función de espera activa. 
 
10.3.3 Prueba de la memoria compartida de configuración 
 
Para realizar las pruebas de la memoria compartida de configuración también se 
utilizaron 2 programas para intercambiar datos a través ésta. Mediante el programa 
mc_command_sender_test se enviaron una serie de comandos, a través de la memoria 
compartida, que fueron recibidos y ejecutados inmediatamente por el programa 
mc_command_receiver_test. 
 
En la imagen inferior se puede observar todo el proceso completo de intercambio de 
información que se lleva a cabo entre el programa que emula a la aplicación principal 
del SR-40 y la aplicación SNMP. En primer lugar, ambos programas abren la memoria 
compartida y a continuación, se puede ver como una vez que se envía un comando 
desde el programa emisor, éste es recibido por el programa receptor a través de la 
monitorización continua del flag de control. En efecto, el programa receptor está 
monitorizando ininterrumpidamente el estado del flag de control y una vez ve que éste 
cambia al estado flag_SENT, lee el comando de la memoria compartida y 
posteriormente lo ejecuta. Finalmente, responde modificando el estado del flag a 
flag_REPLIED. La aplicación que envió el comando sabe ahora que el comando se ha 
ejecutado y por lo tanto devuelve el flag a su estado por defecto, flag_FREE. 
 
 
Imagen 14. Prueba de la memoria compartida de configuración 
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10.3.4 Prueba de la memoria compartida de monitorización 
 
Las pruebas de la memoria compartida de monitorización se realizaron siguiendo la 
misma dinámica que las realizadas con la memoria compartida de configuración. Se 
utilizó el programa mc_monit_sender_test para cambiar el valor de algunos parámetros 
de la memoria emulando la función que realiza la aplicación principal del SR-40, 
mientras que con el programa mc_monit_receiver_test se iban mostrando los cambios 
de valor de dichos parámetros. 
 
En la imagen siguiente, se puede verificar el correcto funcionamiento de esta memoria: 
 
 
Imagen 15. Prueba de la memoria compartida de monitorización 
 
10.4 Pruebas del módulo SNMP 
10.4.1  Introducción 
 
Las pruebas realizadas sobre el módulo SNMP permitieron comprobar el correcto 
funcionamiento de todo el sistema. Estas pruebas se basaron en la utilización de los 
comandos SNMP disponibles para poner a prueba todas las funciones implementadas, 
desde la recepción de una solicitud por parte del agente, hasta la entrega de la 
respuesta al cliente SNMP, pasando por la interacción del subagente con las memorias 
compartidas. 
 
Para llevar a cabo estas pruebas, se diseñaron 2 programas que emulan las funciones de 
la aplicación principal del SR-40. El primer programa se encarga de monitorizar el flag 
de la memoria compartida de configuración en busca de una solicitud SNMP, mientras 
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que el segundo se encarga de refrescar los datos guardados en la memoria compartida 
de monitorización. 
 
Las pruebas se dividieron en las 3 etapas siguientes: 
 
1. Pruebas de respuesta a los comandos snmpGet, snmpSet y snmpWalk. 
 
2. Prueba del sistema de configuración completo. 
 
3. Prueba del sistema de monitorización completo. 
 
10.4.2 Pruebas con los comandos snmpGet, snmpSet y snmpWalk 
 
Para comprobar si el sistema respondía de forma correcta a los principales comandos 
SNMP se modificó ligeramente el código del subagente, de forma que en lugar de 
utilizar el flag de control, interactuase directamente con la memoria compartida 
guardando el valor recibido en caso de una orden Set o devolviendo el valor presente 
en caso de una orden Get.  
 
En las imágenes siguientes se pueden ver algunas de las pruebas realizadas. Las 2 
primeras muestran un acceso utilizando SNMPv2 con el modelo de seguridad basado 
en comunidades. Las 2 siguientes utilizan SNMPv3 con un acceso con autenticación 
pero sin privacidad en primer lugar y con autenticación y privacidad en el segundo. 
Esto permitió comprobar, de forma adicional, los distintos modelos de seguridad 
implementados como patrón para el modelo de seguridad definitivo del SR-40. 
 
 
Imagen 16. Respuesta a un comando snmpGet 
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Imagen 17. Respuesta a un comando snmpSet 
 
 
Imagen 18. Respuesta a un comando snmpSet con sólo autenticación 
 
 
Imagen 19. Respuesta a un comando snmpSet con autenticación y privacidad 
 
Finalmente, se probó el comando snmpWalk que permite obtener el valor de todos los 
objetos que pertenecen a un mismo nodo. Este comando es de mucha utilidad cuando 
se requiere obtener de forma rápida el listado de valores de un grupo de parámetros, ya 
que evita tener que hacer una solicitud Get por cada uno de ellos. 
 
En la imagen de la página siguiente se puede observar la respuesta del sistema a este 
comando solicitando los valores bajo el nodo scpcTx. 
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Imagen 20. Respuesta a un comando snmpWalk 
 
10.4.3 Prueba del sistema de configuración completo 
 
Una vez comprobado que el sistema recibía las solicitudes que le llegan a través de 
SNMP sin ningún problema, se pasó a probar el sistema completo. Para ello se diseñó 
un programa que emula el comportamiento de la aplicación principal del SR-40. El 
programa se encarga de monitorizar la memoria compartida de configuración a la 
espera de un cambio en el flag de control. Una vez se produce el cambio, el programa 
lee la solicitud generada por el subagente para procesarla y devolver la respuesta a 
través de la memoria compartida, avisando al subagente de que ésta ya está disponible 
modificando de nuevo el valor del flag. 
 
 
Imagen 21. Prueba del sistema de configuración completo 
 
En la imagen anterior se puede observar como en la ventana de la izquierda se inicia el 
programa de prueba. En primer lugar, éste abre la memoria compartida e 
inmediatamente se pone a monitorizar el flag de control en espera del valor flag_SENT. 
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Una vez lo recibe, empieza a procesar la solicitud, en este caso varios comandos Get y 
Set autenticados, a los que el programa responde mostrando la acción efectuada y 
fijando el flag al valor flag_REPLIED. En la ventana de la derecha se puede observar 
como todas las solicitudes SNMP realizadas han sido procesadas correctamente por el 
sistema. 
 
A continuación se muestra otra prueba similar utilizada para probar el funcionamiento 
de las tablas del sistema. En la imagen se puede observar como en primer lugar se fija 
de forma individual el valor de los 2 elementos que forman el objeto 
pppBsdCompTable y como, posteriormente, se utiliza el comando snmpTable, de 
funcionamiento muy similar a snmpWalk, para obtener todos los valores de la tabla con 
una sola orden. 
 
 
Imagen 22. Prueba de una de las tablas de configuración 
 
10.4.4 Prueba del sistema de monitorización completo 
 
Para realizar las pruebas del sistema de monitorización se utilizó una metodología muy 
similar a la utilizada para probar el sistema de configuración. Se creó un programa 
encargado de emular a la aplicación principal del SR-40. En este caso, el programa 
permite seleccionar una configuración, entre 2 posibles, para ser cargada en la memoria 
compartida de monitorización. Esto permite comprobar que la respuesta del sistema a 
las solicitudes SNMP coincide con el último valor del parámetro cargado en la memoria 
compartida. 
 
En la imagen que se muestra a continuación, se puede comprobar como con el 
programa de prueba se carga la segunda configuración sobre la memoria compartida y 
como a través del comando snmpWalk se obtienen todos los valores de ésta. 
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Imagen 23. Prueba del sistema de monitorización completo 
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11 Análisis del protocolo SNMP 
 
11.1 Introducción 
 
En este capítulo se describen una serie de capturas obtenidas con el programa 
analizador de protocolos Wireshark en las que se puede observar la estructura de las  
tramas SNMP. En concreto, se puede visualizar el valor de cada uno de los parámetros 
que forman la trama y permiten el intercambio de información entre 2 entidades SNMP. 
 
El uso del programa es muy intuitivo ya que basta con seleccionar el paquete a analizar 
de la ventana de recepción o de la de transmisión y hacer doble clic para ver los 
parámetros que contiene y sus valores asociados. Su utilización ha permitido 
comprobar de forma práctica todos los conceptos adquiridos durante la realización del 
trabajo y que han sido expuestos en la primera parte de éste. Además, ha permitido 
verificar el sistema implementado de forma completa incluyendo que las diferentes 
configuraciones de seguridad utilizadas funcionan correctamente, garantizando su 
solidez para una utilización en campo. 
 
11.2 Configuración inicial del programa Wireshark 
 
 
Imagen 24. Configuración inicial del programa Wireshark 
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La configuración del programa para la interceptación de los paquetes SNMP se basa en 
filtrar los paquetes UDP que contengan la cadena SNMP tal y como se ha mostrado en 
la imagen anterior. 
 
11.3 Análisis y capturas de los comandos básicos 
11.3.1 Comando snmpGet 
 
En la imagen siguiente se muestra una captura de pantalla de un paquete GetRequest. 
En ésta, se observan los diferentes campos descritos en la primera parte del proyecto: 
versión, comunidad, tipo de PDU, request ID, código de error, índice de error y la 
asignación de variables. En este último apartado se puede ver el OID del objeto 
solicitado y como su valor es Null ya que se trata de un comando Get. Otro aspecto que 
hay que destacar es que el valor del parámetro de seguridad, la comunidad, viaja en 
texto claro, siendo la causa de que SNMPv2 no sea seguro, como se ha visto en 
apartados anteriores. 
 
 
Imagen 25. Trama GetRequest 
 
11.3.2 Comando snmpSet 
 
En la imagen siguiente se observa una trama SetRequest. Su estructura es idéntica a la 
de la trama GetRequest analizada en el apartado anterior, con la particularidad de que 
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en este caso, el valor del parámetro en el campo de asignación de variables es el valor 
enviado desde el manager SNMP con el fin de que sea procesado por el agente. 
 
 
Imagen 26. Trama SetRequest 
 
11.3.3 Comando snmpWalk 
 
Como se ha descrito anteriormente, a través del comando snmpWalk es posible 
obtener el valor de todos los objetos que cuelgan de un nodo con una sola orden. Para 
ello, el programa que actúa como manager SNMP debe encargarse de utilizar de forma 
recurrente el comando GetNextRequest para recorrer todos los objetos del nodo. 
Concretamente, el manager envía una solicitud GetNextRequest con el OID del nodo a 
recorrer y es el agente SNMP el encargado de devolver el valor del parámetro solicitado 
junto al OID del siguiente elemento a solicitar. De esta forma, el manager va 
obteniendo el valor del objeto que acaba de solicitar y el OID del siguiente objeto sobre 
el cual debe enviar el comando GetNextRequest. Una vez se llega al último elemento 
del nodo, el agente envía el OID del siguiente elemento que sigue dentro de la MIB y es 
tarea del manager el identificar que ese elemento ya no pertenece al nodo del cual 
estaba solicitando la información y que, por tanto, debe dejar de enviar solicitudes. 
 
En la siguiente imagen se puede observar muy claramente este proceso. Se pude ver 
como el valor del objeto se devuelve dentro del capo de asignación de variables 
mientras que en la propia respuesta (GetResponse) se adjunta el OID del siguiente 
objeto a solicitar. 
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Imagen 27. Trama GetResponse de una instrucción GetNextRequest 
 
11.3.4 Comando snmpTable 
 
El comando snmpTable está basado en la utilización de la instrucción GetBulkRequest 
que permite extraer un gran número de información de una sola vez. A diferencia del 
comando snmpWalk que utiliza de forma recurrente una serie de instrucciones 
GetNextRequest, el comando snmpTable utiliza una sola instrucción GetBulkRequest 
para obtener el valor de un gran número de parámetros de forma simultánea. Para ello, 
utiliza los campos non-repeaters y max-repetitions. El primer campo indica el número 
de objetos regulares (no pertenecientes a una tabla) que se desean obtener y el 
segundo, indica el número de repeticiones máximas a realizar para obtener los valores 
(filas) de cada uno de los objetos restantes que forman parte de una tabla (columnas). 
Es decir, non-repeaters indica el número de objetos a obtener que no pertenezcan a 
una tabla, mientras que max-repetitions indica el número de filas a obtener del resto de 
objetos columna de la tabla. 
 
En la imagen siguiente se muestra la trama de una instrucción GetBulkRequest. En ella 
se puede observar como el campo non-repeaters vale 0, indicando que no se desea 
obtener ningún objeto que no pertenezca a una tabla, mientras que max-repetitions 
vale 10, indicando que se realicen 10 repeticiones como máximo para obtener las filas 
de cada uno de los objetos columna de la tabla. En este caso, la tabla 
pppBsdCompTable está formada por 1 solo objeto (columna) con 2 valores (filas). 
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Imagen 28. Trama GetBulkRequest 
 
En la imagen siguiente se puede ver la respuesta al comando anterior. En este caso, la 
instrucción GeResponse no contiene ningún valor regular ya que el campo non-
repeaters valía 0, mientras que contiene los 10 valores solicitados por el campo max-
repetitions. De estos 10 valores, sólo los 2 primeros pertenecen a la tabla solicitada, de 
forma que es el propio comando snmpTable el encargado de truncar esos valores y 
mostrar sólo los adecuados. 
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Imagen 29. Trama GetResponse de una instrucción GetBulkRequest 
 
11.4 Análisis y capturas de los comandos bajo SNMPv3 
11.4.1 Campos de un mensaje SNMPv3 
 
En la siguiente captura se pueden observar los campos de un mensaje SNMPv3 que han 
sido descritos en la primera parte del proyecto. Cabe destacar el campo msgFlags 
donde se indican las directivas de seguridad (autenticación y privacidad) del paquete y 
el campo msgSecurityModel en el que se indica que se está utilizando un modelo de 
seguridad basado en usuarios (USM). También se puede apreciar el proceso de 
descubrimiento del motor SNMP autoritativo. En este proceso, el emisor envía un 
GetRequest sin seguridad (como el de la captura) y el motor autoritativo responde con 
un Report indicando los parámetros de seguridad a utilizar (msgAuthoritativeEngineID, 
msgAuthoritativeEngineBoots y msgAuthoritativeEngineTime). Posteriormente, el 
emisor envía su mensaje, un SetRequest en este caso, con la seguridad aplicada, a lo 
que el receptor responde con un GetResponse confirmando la acción. 
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Imagen 30. Trama SNMPv3 
 
11.4.2 Comando snmpSet con autenticación 
 
En la captura siguiente se muestran los diferentes campos de un mensaje enviado con 
autenticación pero sin privacidad. Se puede ver el contenido de los parámetros de 
autenticación, el usuario del modelo USM, admin en este caso, y como el parámetro de 
privacidad no ha sido establecido. 
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Imagen 31. Trama SetRequest con autenticación 
 
11.4.3 Comando snmpSet con autenticación y privacidad 
 
En la captura siguiente se muestran los diferentes campos de un mensaje enviado con 
autenticación y privacidad. En este caso se observa como todos los parámetros de 
seguridad han sido establecidos. Cabe destacar que debido a que el alcance la 
privacidad incluye el campo que indica el tipo de PDU del mensaje, el programa 
analizador de protocolos no puede saber de qué tipo de instrucción se trata. 
 
Gracias a esta prueba se puede garantizar la total integridad y privacidad de los 
paquetes de configuración y monitorización que se utilizarán en el SR-40. Otorgando, 
de esta forma, un alto nivel de seguridad a la aplicación. 
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Imagen 32. Trama snmpSet con autenticación y privacidad 
 
11.5 Análisis y capturas de los Traps de alerta 
11.5.1 Introducción 
 
El agente SNMP puede ser configurado para que envíe, de forma automática, una serie 
de Traps cuando unas determinadas variables alcancen ciertos valores. Para ello, debe 
implementarse una rutina que recorra las 2 memorias compartidas analizando los 
valores que contienen y determinando si debe enviarse o no el Trap de alerta al 
manager o a la aplicación encargada de la gestión de éstos. 
 
A través de la ejecución de la función mc_check_send_traps() que corre en el main del 
agente, se realiza esta función. En el caso de que deba enviarse un Trap de alerta se 
utiliza la función send_v2trap() de la librería SNMP. A esta función se le deben pasar 
como parámetros, el OID del objeto que genera el Trap, junto con una serie de valores 
que puedan ser de utilidad,  para la aplicación receptora del Trap, a la hora de 
identificar el problema y generar una solución. 
 
Debido a la falta de tiempo, esta función no ha sido implementada completamente, 
aunque se ha proporcionado toda la información necesaria para ello. Sin embargo, y 
con el fin de probar el funcionamiento de los Traps, se han utilizado los mensajes 
automáticos de inicialización del agente que se generan cada vez que éste arranca y 
que contienen ciertos parámetros para su identificación. En el anexo XII se incluye la 
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parte del archivo de configuración del agente en la que se puede observar la sección 
Trap Information donde se declaran los parámetros necesarios para que el proceso de 
notificación funcione. 
 
11.5.2 Trap automático de inicialización 
 
En la imagen siguiente se muestra la trama del Trap automático de inicialización 
generado cada vez que el agente arranca. En el campo de variables se han remarcado 
los 3 objetos enviados en el Trap: sysUpTimeInstance, snmpTrapOID, 
snmpTrapEnterprise. El primero, indica el tiempo transcurrido, en centésimas de 
segundo, desde la última reinicialización. El segundo, contiene el OID del objeto que ha 
iniciado el Trap. Y el tercero, el propietario asociado al Trap. 
 
 
Imagen 33. Trama Trap de inicialización 
 
En la imagen anterior, también cabe destacar como a pesar de que el destino del Trap 
no ha sido alcanzado, el agente no realiza ninguna acción al respecto. 
 
A continuación, se muestran el significado de cada uno de estos 3 objetos y del valor 
asociado a los 2 últimos, a través del comando snmpTranslate. En este caso, el 
parámetro snmpTrapOID tiene como valor el OID del objeto coldStart que es el que ha 
generado el Trap, mientras que el parámetro snmpTrapEnterprise tiene como valor el 
objeto netSNMPAgentOID.10 perteneciente a la MIB de NET-SNMP. 
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Imagen 34. Objetos del Trap de inicialización 
 
 
 Imagen 35. Valores de los objetos del Trap de inicialización 
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11.5.3 Inform automático de inicialización 
 
En la imagen siguiente se muestra el equivalente al Trap de inicialización en SNMPV3. Es 
decir, un Inform de inicialización. Las variables enviadas son las mismas que en el caso 
del Trap pero a diferencia de éste, cuando el agente no recibe la conformidad de la 
entrega, inicia una secuencia de reenvío, ya que los Inform son mensajes de alarma con 
confirmación de recepción. 
 
 
Imagen 36. Trama Inform de inicialización 
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12 Conclusiones 
 
 
El diseño e implementación del sistema SNMP propuesto para este proyecto ha 
permitido al módem SR-40 dar un salto cualitativo notable. Se ha pasado de un proceso 
de monitorización y configuración a través de una consola en modo terminal o desde el 
propio panel del equipo, a un sistema totalmente automatizado y que además, puede 
utilizarse forma remota, facilitando ambas tareas. 
 
La característica básica del sistema es la capacidad de ser gestionado a través de 
herramientas SNMP genéricas, de forma que para llevar a cabo las labores de 
monitorización y configuración más comunes, basta con utilizar un programa estándar 
de gestión de redes. Esto permite la integración del módem en un entorno de red de 
forma inmediata, evitando el desarrollo de aplicaciones específicas o el tener que 
modificar la configuración de red existente. La monitorización de red puede 
centralizarse en un solo equipo que además, puede actuar sobre el módem en función 
de los parámetros del propio dispositivo o de otros equipos gestionados también por 
SNMP. Además, esta característica también permite el poder gestionar más de un 
módem de forma simultánea desde un solo equipo, abriendo un abanico de 
posibilidades de configuración casi ilimitado. 
 
Otra de las grandes ventajas del sistema implementado, es que permite ser configurado 
a distancia y en tiempo real según las características del canal de comunicaciones 
existentes en cada instante. Esto es posible gracias a que SNMP utiliza el protocolo 
TCP/IP sobre una conexión Ethernet estándar. Este proceso de configuración, puede ser 
automatizado a través de una herramienta genérica, como se ha comentado 
anteriormente, o puede realizarse mediante el diseño de una aplicación específica o un 
script. El hecho de que el protocolo SNMP sea globalmente conocido y estandarizado, 
facilita enormemente esta tarea que de hecho, se está llevando a cabo en la empresa 
actualmente. 
 
El hecho de que SNMP sea un protocolo estandarizado junto con el diseño estructurado 
del sistema, hace que la interfaz implementada sea muy fácilmente ampliable e incluso 
exportable a otros módems o dispositivos. Basta con copiar las funciones de acceso a 
las memorias compartidas y las funciones de gestión de los parámetros y modificar 
éstos por los nuevos que quieran introducirse. Esto permite aumentar de forma rápida y 
sencilla el número de objetos que pueden controlarse, incrementando las posibilidades 
del módem y proporcionando una manera de crear nuevas características y opciones 
de funcionamiento. 
 
La implementación de un completo sistema de seguridad con autenticación y 
privacidad de los mensajes SNMP, otorga al módem un alto rango de protección.  Esta 
protección es básica para que las ventajas comentadas anteriormente se materialicen. 
El acceso por usuario y contraseña y con unas restricciones de vistas configurables, 
permite que el uso remoto del dispositivo sea seguro y por tanto factible. Esto hace 
que, a pesar de que el módem forme parte de una red y se pueda manejar con una 
herramienta genérica de gestión de redes, el acceso a este pueda ser altamente 
controlado y supervisado. 
 
  Capítulo 12: Conclusiones 
  Página 125 
Otro aspecto digno de mención, es la capacidad del subagente SNMP de enviar 
mensajes de alarma bajo determinadas circunstancias. Esta característica se utiliza para 
tener conocimiento de las veces que la aplicación SNMP se reinicia, sea por la causa que 
sea, permitiendo tener un control de su estado actual. Pero además, esta opción puede 
utilizarse para generar mensajes de alerta cuando ciertos parámetros toman valores no 
previstos o considerados peligrosos por cualquier motivo. A partir de estos mensajes, la 
aplicación de monitorización puede iniciar procesos automáticos para tratar de 
corregirlos, dejar constancia de la incidencia en un registro o avisar al usuario de tal 
hecho. 
 
Además de todo lo anterior, otro motivo por el cual se eligió el protocolo SNMP, es la 
compatibilidad de versiones. Cada nueva versión del protocolo soporta todas las 
anteriores, cosa que permite la migración del sistema a la nueva versión sin tener que 
modificar prácticamente nada, pudiendo centrar todo el esfuerzo en implementar las 
nuevas mejoras aportadas. Por ejemplo, el sistema diseñado fue implementado en un 
principio sobre SNMPv2, con una política de seguridad basada en comunidades y 
posteriormente, fue migrado a SNMPv3, implementando la autenticación y la 
privacidad. 
 
Finalmente, deben destacarse los beneficios personales obtenidos con la realización de 
este proyecto. Destacando en primer lugar, el proceso de integración y el trabajo en 
equipo dentro de una de las empresas tecnológicas más importantes de Europa. La 
visión, desde dentro, del mundo de la alta tecnología, con grandes desarrollos, plazos 
de entrega estrictos y fases de pruebas muy rigurosas, hacen que uno se de cuenta de 
que el esfuerzo por superar la carrera ha servido de algo. Y no sólo por los 
conocimientos adquiridos, que también, sino por la madurez que se va alcanzando a 
medida que se avanza curso a curso. Esta madurez ha permitido desarrollar un proyecto 
en una tecnología sin un conocimiento previo de ésta y ha hecho que a través del 
aprendizaje y la práctica, la implementación terminase de forma satisfactoria y dentro 
de los plazos establecidos. 
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13 Líneas futuras 
 
 
Las posibles líneas futuras para mejorar el sistema implementado, pueden englobarse 
en 3 categorías diferentes según estén enfocadas a ofrecer unas mayores prestaciones y 
flexibilidad, un mayor nivel de seguridad y control de accesos o una mayor cantidad de 
parámetros controlables. 
 
Este último caso, es el que presenta una solución más simple, ya que basta con crear las 
librerías de acceso a cada uno de los nuevos parámetros a partir de las que ya están 
definidas y añadir los objetos correspondientes a la MIB del SR-40. Las posibilidades de 
ampliación en este aspecto son prácticamente infinitas y dependen del nivel de 
monitorización y control sobre el módem que se quiera ofrecer al usuario. 
 
Como se ha comentado en el capítulo de la MIB del SR-40, la implementación de la 
seguridad (autenticación y privacidad) y de los protocolos USM y VACM está totalmente 
terminada y probada con éxito. Sin embargo, para facilitar la integración de la 
aplicación en el módem y para evitar errores producidos por limitaciones de acceso 
durante las fases de pruebas, el sistema de usuarios y de vistas de dejó configurado de 
forma genérica. Una línea futura, es la modificación de los archivos de configuración 
para generar las vistas adecuadas para cada usuario según los niveles de seguridad que 
se deseen establecer. Para ello, basta con seguir la configuración genérica 
implementada e ir añadiendo las reglas, a partir de la principal, que limiten los accesos a 
las zonas de la MIB a proteger. 
 
Finalmente, la última línea futura de mejora consiste en la implementación del sistema 
de avisos automáticos (Traps). Gracias a este sistema, el módem puede ser capaz de 
generar alarmas para avisar al usuario o a la aplicación que actúa como manager SNMP 
de cualquier evento que requiera de su atención. Como se ha mostrado en el capítulo 
de pruebas realizadas, se han configurado los Traps automáticos del módem, que 
envían una determinada información cada vez que el agente SNMP se reinicia, sea por 
la causa que sea. Para la implementación de los Traps específicos para los parámetros 
del módem, debe completarse la función mc_check_send_traps() que recorre los 
diferentes objetos a controlar en busca de una anomalía en su valor. Al encontrarla, la 
función llama a la rutina generadora de Traps (send_v2trap()) y le pasa el OID y el valor 
del objeto generador del Trap junto con una lista de valores y OID’s de objetos que 
puedan ser de utilidad a la hora de analizar el motivo por el cual se ha producido la 
excepción. 
 
La realización parcial de estas 3 líneas ha sido documentada para su completa 
finalización a corto plazo con la revisión del firmware del módem y la finalización de la 
herramienta específica de configuración que se está diseñando para éste. 
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Anexo II. Guía temporal 
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Anexo III. Estándares ASN.1 
 
 
Los estándares que describen la notación ASN.1 son los siguientes: 
 
ITU-T Rec. X.680 | ISO/IEC 8824-1 
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Los estándares que describen las reglas de codificación de ASN.1 son los siguientes: 
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ITU-T Rec. X.693 | ISO/IEC 8825-4 (XER) 
ITU-T Rec. X.694 | ISO/IEC 8825-5 (XSD) 
RFC 3641 (GSER) 
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Anexo IV. Placa Viper 
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Anexo V. Listado de parámetros SNMP 
 
 
Las tablas siguientes contienen todos los parámetros SNMP implementados, agrupados 
por familias, junto con sus posibles valores o rangos de valores. 
 
SCPC   
Familia Parámetro Valor 
scpcTxInfoRate [64.000, 2.048.000] bps 
scpcTxCode Viterbi ½ 
Viterbi ¾ 
Viterbi ½ & RS 
Viterbi ¾ & RS 
scpcTxInterleaving Not-accessible 
scpcTxLevel [-450, 50] 0,1dBm 
scpcTxFreq [50.000.000, 90.000.000] Hz 
SCPC TX 
scpcTxScrambling 0: No 
1: Sí 
scpcTxInfoRate [64.000, 2.048.000] bps 
scpcTxCode Viterbi ½ 
Viterbi ¾ 
Viterbi ½ & RS 
Viterbi ¾ & RS 
scpcTxInterleaving Not-accessible 
scpcTxFreq [50.000.000, 90.000.000] Hz 
SCPC RX 
scpcTxScrambling 0: No 
1: Sí 
 
FH   
Familia Parámetro Valor 
fhTxModType Not-accessible 
fhTxSymbRate Not-accessible 
fhTxInfoRate {8.000, 16.000, 32.000, 64.000} 
bps 
fhTxCode Not-accessible 
fhTxLevel [-450, 50] 0,1dBm 
fhTxScrambling 0: No 
1: Sí 
fhTxInterleavingBit Not-accessible 
fhTxInterleavingRs Not-accessible 
fhTxIlDepth 0: IL_NO 
1: IL_RS_ONLY 
2: IL_BIT_ONLY 
3: IL_NORMAL 
4: IL_LOW 
5: IL_MAX 
FH TX 
fhTxCentralFreq [50.000.000, 90.000.000] Hz 
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fhTxBandwidth [1.000.000, 40.000.000] Hz 
fhTxSeqLength [4, 6.000] 
fhTxSpeed [0, 32.767] 
fhTxSelectIntFile 0: FH_INTERNAL 
1: FH_FILE 
fhRxModType Not-accessible 
fhRxSymbRate Not-accessible 
fhRxInfoRate {8.000, 16.000, 32.000, 64.000} 
bps 
fhRxCode Not-accessible 
fhRxCsi 0: NONE 
1: PARTIAL 
fhRxScrambling 0: No 
1: Sí 
fhRxInterleavingBit Not-accessible 
fhRxInterleavingRs Not-accessible 
fhRxIlDepth 0: IL_NO 
1: IL_RS_ONLY 
2: IL_BIT_ONLY 
3: IL_NORMAL 
4: IL_LOW 
5: IL_MAX 
fhRxCentralFreq [50.000.000, 90.000.000] Hz 
fhRxBandwidth [1.000.000, 40.000.000] Hz 
fhRxSeqLength [4, 6.000] 
fhRxSpeed [0, 32.767] 
FH RX 
fhRxSelectIntFile 0: FH_INTERNAL 
1: FH_FILE 
 
DSSCPC   
Familia Parámetro Valor 
dsscpcTxNumChannels [1, 8] 
dsscpcTxICodeTable [0, 127] 
dsscpcTxQCodeTable [0, 127] 
dsscpcTxServiceType Not-accessible 
dsscpcTxInsertUw Not-accessible 
dsscpcTxSpType Not-accessible 
dsscpcTxScrambled 0: No 
1: Sí 
dsscpcTxDataType Not-accessible 
dsscpcTxFrameType Not-accessible 
dsscpcTxRepeatSymb Not-accessible 
dsscpcTxLevel [-450, 50] 0,1dBm 
dsscpcTxCarrFreq [50.000.000, 90.000.000] Hz 
DSSCPC TX 
dsscpcTxServiceRate 0 : 600KHz – 16K 
1: 5MHz – 32K 
2: 5MHz – 64K 
3: 5MHz – 128K 
4: 10MHz – 64K  
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5: 10MHz – 128K 
6: 10MHz – 256K 
7: 360KHz – 5,7K 
8: FIXED RATE 
dsscpcTxCodeType Viterbi ½ 
Viterbi ¾ 
Viterbi ½ & RS 
Viterbi ¾ & RS 
dsscpcTxDiffCodeType 0: No 
1: Sí 
dsscpcTxIlDepth [0, 8] 
dsscpcTxChannelIl [0, 512] ms 
dsscpcTxDataRate [1, 4.000.000] bps 
dsscpcTxSpreading [0, 128] 
dsscpcTxBandwidth [0, 40.000] KHz 
dsscpcRxPilotNumChannels [1, 8] 
dsscpcRxPilotICodeTable [0, 127] 
dsscpcRxPilotQCodeTable [0, 127] 
dsscpcRxCheckUw Not-accessible 
dsscpcRxScrambled 0: No 
1: Sí 
dsscpcRxCarrFreq [50.000.000, 90.000.000] Hz 
dsscpcRxServiceRate 0 : 600KHz – 16K 
1: 5MHz – 32K 
2: 5MHz – 64K 
3: 5MHz – 128K 
4: 10MHz – 64K  
5: 10MHz – 128K 
6: 10MHz – 256K 
7: 360KHz – 5,7K 
8: FIXED RATE 
dsscpcRxCodeType Viterbi ½ 
Viterbi ¾ 
Viterbi ½ & RS 
Viterbi ¾ & RS 
dsscpcRxDiffCodeType 0: No 
1: Sí 
dsscpcRxIlDepth [0, 8] 
dsscpcRxChannelIl [0, 512] ms 
dsscpcRxDataRate [1, 4.000.000] bps 
dsscpcRxSpreading [0, 128] 
DSSCPC RX 
dsscpcRxBandwidth [0, 40.000] KHz 
dsscpcMobilityAstac 
FcarrCompensation 
[-128, 127] 
dsscpcMobilityAstac 
FcodeCompensation 
[-128, 127] 
dsscpcMobilityTcc 
FcarrCompensation 
[-128, 127] 
DSSCPC MOBILITY 
dsscpcMobilityTcc [-128, 127] 
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FcodeCompensation 
dsscpcMobilityPil 
ReacqDelayMs 
[0, 65535] ms 
dsscpcMobilityPil 
TimeoutResetTrialsSec 
[0, 65535] s 
dsscpcMobilityTcc 
ReacqDelayMs 
[0, 65535] ms 
dsscpcMobilityTcc 
LossDelayMs 
[0, 65535] ms 
dsscpcMobilityTcc 
TimeoutResetTrialsSec 
[0, 65535] s 
 
COMMON CONFIG   
Familia Parámetro Valor 
rfType 0: NONE 
1: INV500v2 
2: NOINV500v2 
rfTxFreq [950, 1.450] MHz 
rfRxFreq [950, 1.450] MHz 
rfFreqBucOl [0, 60.000] MHz 
rfFreqLnbOl [0, 60.000] MHz 
RF 
rfTimerPeriod [-1, 3600] s 
tcModulesMaskPortTable [0, 4294967295] 
tcModulesMaskFileTable [0, 4294967295] 
tcModulesMaskSyslogTable [0, 4294967295] 
tcMinLevelPort [-2147483648, 2147483647] 
TcMinLevelFile [-2147483648, 2147483647] 
tcMinLevelSyslog [-2147483648, 2147483647] 
tcPortTraceEnabled [-2147483648, 2147483647] 
TC 
tcModeTrace [-2147483648, 2147483647] 
LANGUAGE languageId 0: languageSpanish 
1: languageEnglish 
2: languageFrench 
3: languageDeutch 
pppIpLocal Dirección IP 
pppIpRemote Dirección IP 
pppNoccp 0: pppFalse 
1: pppTrue 
pppPersist 0: pppFalse 
1: pppTrue 
pppPassive 0: pppFalse 
1: pppTrue 
pppMru [-1, 2000] 
pppMtu [-1, 2000] 
PPP 
pppBsdcompTable [-1, 99] 
behaviourIP 
EstablishmentAuto 
0: MANUAL 
1: AUTO 
BEHAVIOUR 
behaviourIP 
ReleasementAuto 
0: MANUAL 
1: AUTO 
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behaviourTxPhisLink 
PowerOnDelays 
[-1, 3600] s 
behaviourRxPhisLink 
PowerOnDelays 
[-1, 3600] s 
behaviourTxPhisLink 
Persistent 
0: No 
1: Sí 
behaviourRxPhisLink 
Persistent 
0: No 
1: Sí 
behaviourPathMode 0: behaviourTxAlwaysOn 
1: behaviourTxOnWhenTx 
2: behaviourTxOnWhenRx 
3: behaviourTxOnWhenTxRx 
acuType 0: NONE 
1: TMS 
acuMciType 0: mciRs485 
1: mciRs232 
2: mciTcpIp 
acuMciRs485SAddr Dirección 
acuMciRs485MAddr Dirección 
acuMciRs485Speed Velocidad 
acuMciRs485DataBits Bits de datos 
acuMciRs485StopBits Bits de parada 
acuMciRs485Parity Paridad 
acuMciRs485Cflow Control de flujo 
acuMciRs485TtySDev Interfaz 
acuMciRs232Speed Velocidad 
acuMciRs232DataWidth Bits de datos 
acuMciRs232StopBits Bits de parada 
acuMciRs232Parity Paridad 
acuMciRs232Cflow Control de flujo 
acuMciRs232TtySDevTable Interfaz 
acuMciTcpIpPort Puerto TCP 
acuMciTcpIpAddr Dirección IP 
ACU 
acuMciTcpIpTransportLayer Capa de transporte 
bucType 0: NONE 
1: TMS 
bucMciType 0: mciRs485 
1: mciRs232 
2: mciTcpIp 
bucMciRs485SAddr Dirección 
bucMciRs485MAddr Dirección 
bucMciRs485Speed Velocidad 
bucMciRs485DataBits Bits de datos 
bucMciRs485StopBits Bits de parada 
bucMciRs485Parity Paridad 
bucMciRs485Cflow Control de flujo 
bucMciRs485TtySDev Interfaz 
bucMciRs232Speed Velocidad 
BUC 
bucMciRs232DataWidth Bits de datos 
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bucMciRs232StopBits Bits de parada 
bucMciRs232Parity Paridad 
bucMciRs232Cflow Control de flujo 
bucMciRs232TtySDevTable Interfaz 
bucMciTcpIpPort Puerto TCP 
bucMciTcpIpAddr Dirección IP 
bucMciTcpIpTransportLayer Capa de transporte 
bucTimerPeriod Periodo del temporizador 
commandLinkEstablish 0: linkStartTx 
1: linkStartRx 
2: linkStartTxRx 
3: linkStopTx 
4: linkStopRx 
5: linkStopTxRx 
commandModemType 0: modemSCPC 
1: modemFHSCPC 
2. modemDSSCPC 
3: modemDAMA 
commandReset 0: rebot 
COMMAND 
commandUserInterface 0: interfaceIP 
1: interfaceSERIAL 
pwrctrlMode 0: pwrctrlOFF 
1: pwrctrlLOCAL 
2: pwrctrlREMOTE 
pwrctrlDeltaPtx [0, 400] 0,1dB 
pwrctrlEbNoLocal [0, 320] 0,1dB 
POWER CONTROL 
pwrctrlEbNoRemote [0, 320] 0,1dB 
 
COMMON MONIT   
Familia Parámetro Valor 
cmonModemType 0: modemSCPC 
1: modemFHSCPC 
2. modemDSSCPC 
3: modemDAMA 
cmonUserInterface 0: interfaceIP 
1: interfaceSERIAL 
cmonPwrctrlMode 0: pwrctrlOFF 
1: pwrctrlLOCAL 
2: pwrctrlREMOTE 
cmonSoftVer Versión del software 
cmonNetIfEth0 Dirección IP 
cmonDspVer Versión del DSP 
cmonFpgaVer Versión de la FPGA 
cmonHardVer Versión del hardware 
cmonCpldPc104Ver Versión del CPLD PC104 
cmonOsVer Versión del sistema operativo 
cmonCpldFwVer Versión del firmware del CPLD 
cmonPicFwVer Versión del firmware del PIC 
ALL 
cmonTxScramState 0: scramDisabled 
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1: scramEnabled 
cmonRxScramState 0: scramDisabled 
1: scramEnabled 
cmonEbNo [0, 1.000] 0,1dB 
cmonEbNoRemote [0, 1.000] 0,1dB 
cmonRateTx [0, 4.000] Kbps 
cmonRateRx [0, 4.000] Kbps 
cmonTxLevel [-450, -50] 0,1dBm 
cmonFreqCorrection 0: [-5.000, 5.000] - SCPC 
1: [-2.500, 2.500] - FH 
2: [-15.000, 15.000] - DSSCPC 
cmonSr40State 0: sr40ON 
1: sr40INITIALIZING 
2: sr40OPERATIVE 
3: sr40FAULT 
cmonStateTx 0: stateDOWN 
1: stateUP 
cmonStateRx 0: stateDOWN 
1: stateUP 
cmonDspState 0: dspDsscpcAUTOTEST 
1: dspDsscpcFAULT 
2: dspDsscpcIDLE 
3: dspDsscpcPilotACQ 
4: dspDsscpcPilotACD 
5: dspDsscpcOTHER 
6: dspScpcAUTOTEST 
7: dspScpcFAULT 
8: dspScpcIDLE 
9: dspFhAUTOTEST 
10: dspFhFAULT 
11: dspFhIDLE 
cmonDspStateTx 0: dspTxDsscpcIDLE 
1: dspTxDsscpcCDMA 
2: dspTxDsscpcPureCar 
3: dspTxDsscpcOTHER 
4: dspTxScpcNODONE 
5: dspTxScpcIDLE 
6: dspTxScpcQpskOk 
7: dspTxFhNODONE 
8: dspTxFhIDLE 
9: dspTxFhHOPS 
cmonDspStateRx 0: dspRxDsscpcIDLE 
1: dspRxDsscpcP2P 
2: dspRxScpcNODONE 
3: dspRxScpcIDLE 
4: dspRxScpcGARDNER 
5: dspRxScpcAfcACQ 
6: dspRxScpcAfcTT 
7: dspRxScpcPLL 
8: dspRxScpcVITERBI 
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9: dspRxScpcSearchingUW 
10: dspRxScpcQpskOk 
11: dspRxScpcRESYNC 
12: dspRxFhNODONE 
13: dspRxFhIDLE 
14: dspRxFhACQ 
15: dspRxFhREACQ 
16: dspRxFhMATCHING 
17: dspRxFhTRACK 
18: dspRxFhSyncPREAMB 
19: dspRxFhSyncSYMB 
20: dspRxFhQPSK 
21: dspRxFhFSK 
22: dspRxFhSearchingUW 
23: dspRxFhDECOD 
24: dspRxFhDATA 
cmonExternalAgc [-30, 30] 
cmonInputLevel [0, 2048] 
cmonOcupDataIfTx [0, 100] % 
cmonOcupDataIfRx [0, 100] % 
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Anexo VI. Archivo makefile 
 
 
#-------------------------------------------------------------------------- 
#  (c) 2008 Indra Espacio SA 
#  Use, copy and modification rights reserved. 
#-------------------------------------------------------------------------- 
# 
#  Project: SR-40 M&C 
#  CI: 
#  Module:   
#  File name: Makefile 
#  Author: Marc Arazo 
# 
#  Description: This is the Makefile for the SR-40 M&C project 
# 
#-------------------------------------------------------------------------- 
# 
#  Dependencies: 
# 
#  Type definitions: 
# 
#  Macro definitions: 
# 
#  Global variables: 
# 
#  Function prototypes: 
# 
#     Name               Req. ID               Comments 
#-------------------------------------------------------------------------- 
# 
# 
# 
#-------------------------------------------------------------------------- 
# 
#  Change Log: 
# 
#     Revision     Date          Author               Reason for change 
#-------------------------------------------------------------------------- 
# 
#     1.0          Creation      Marc Arazo 
#       
#-------------------------------------------------------------------------- 
 
#-------------------------------------------------------------------------- 
#  BUILD TOOLS 
#-------------------------------------------------------------------------- 
 
#CC = arm-linux-gcc 
CC = gcc 
 
#-------------------------------------------------------------------------- 
#  DEFINITIONS 
#-------------------------------------------------------------------------- 
 
PROGRAM = mc_sender_test 
 
SRC_DIR = ./src 
SOURCES = $(SRC_DIR)/mc_sender_test.c \ 
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     $(SRC_DIR)/mc_functions.c \ 
     $(SRC_DIR)/mc_functions.h \ 
     $(SRC_DIR)/mc_structs.h \ 
     $(SRC_DIR)/mc_types.h \ 
     $(SRC_DIR)/mc_enums.h 
 
OBJ_DIR = ./obj 
OBJECTS = $(OBJ_DIR)/mc_functions.o \ 
     $(OBJ_DIR)/mc_sender_test.o 
 
#-------------------------------------------------------------------------- 
#  TARGETS 
#-------------------------------------------------------------------------- 
 
.PHONY: all 
all: ECHO \ 
     $(PROGRAM) \ 
     $(OBJ_DIR)/mc_functions.o \ 
     $(OBJ_DIR)/mc_sender_test.o 
 
#-------------------------------------------------------------------------- 
#  COMPILATION OPTIONS 
#-------------------------------------------------------------------------- 
 
CFLAGS = -Wall -c 
LDFLAGS = -lrt 
 
#-------------------------------------------------------------------------- 
#  COMPILATION 
#-------------------------------------------------------------------------- 
 
#Show useful information for the user 
ECHO: 
 @echo Starting compilation process...  
 
# Compile the whole program if any object file has been modified 
$(PROGRAM): $(OBJECTS) 
 @echo Linking $@ 
 @$(CC) $(LDFLAGS) $(OBJECTS) -o $(PROGRAM) 
 
#Create the individual object file 
$(OBJ_DIR)/mc_functions.o: $(SOURCES) 
 @echo Compiling $@ 
 @$(CC) $(CFLAGS) $(SRC_DIR)/mc_functions.c -o 
$(OBJ_DIR)/mc_functions.o 
  
#Create the individual object file 
$(OBJ_DIR)/mc_sender_test.o: $(SOURCES) 
 @echo Compiling $@ 
 @$(CC) $(CFLAGS) $(SRC_DIR)/mc_sender_test.c -o 
$(OBJ_DIR)/mc_sender_test.o 
  
#--------------------------------------------------------------------------
#  CLEAN 
#-------------------------------------------------------------------------- 
 
.PHONY: clean 
clean: 
 @-rm -f -v $(OBJECTS) $(PROGRAM) 
 @echo All object files and the executable file have been deleted
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Anexo VII. Archivo scpcTx.h 
 
 
/*------------------------------------------------------------------------- 
 *  DEFINES 
 *-----------------------------------------------------------------------*/  
 
#ifndef SCPCTX_H 
#define SCPCTX_H 
 
/*------------------------------------------------------------------------- 
 *  FUNCTION DECLARATIONS 
 *-----------------------------------------------------------------------*/  
 
void init_scpcTx(void); 
 
Netsnmp_Node_Handler handle_scpcTxInfoRate; 
Netsnmp_Node_Handler handle_scpcTxCode; 
Netsnmp_Node_Handler handle_scpcTxInterleaving; 
Netsnmp_Node_Handler handle_scpcTxLevel; 
Netsnmp_Node_Handler handle_scpcTxFreq; 
Netsnmp_Node_Handler handle_scpcTxScrambling; 
 
/*-----------------------------------------------------------------------*/ 
 
#endif /* SCPCTX_H */
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Anexo VIII. Archivo scpcTx.c 
 
 
/*------------------------------------------------------------------------- 
 *  INCLUDES 
 *-----------------------------------------------------------------------*/ 
 
#include <net-snmp/net-snmp-config.h> 
#include <net-snmp/net-snmp-includes.h> 
#include <net-snmp/agent/net-snmp-agent-includes.h> 
 
#include "scpcTx.h" 
#include "mc_functions.h" 
 
/*------------------------------------------------------------------------- 
 *  VARIABLES 
 *-----------------------------------------------------------------------*/ 
 
mc_scpc_tx_s snmp_scpc_tx; 
mc_result_e result; 
 
/*------------------------------------------------------------------------- 
 *  FUNCTIONS 
 *-----------------------------------------------------------------------*/ 
 
/* init routine */ 
void init_scpcTx(void) 
{ 
   /* init OID’s */ 
   static oid scpcTxInfoRate_oid[] = {1, 3, 6, 1, 3, 1, 1, 1, 1, 1, 1}; 
   static oid scpcTxCode_oid[] = {1, 3, 6, 1, 3, 1, 1, 1, 1, 1, 2}; 
   static oid scpcTxInterleaving_oid[] = {1, 3, 6, 1, 3, 1, 1, 1, 1, 1, 3}; 
   static oid scpcTxLevel_oid[] = {1, 3, 6, 1, 3, 1, 1, 1, 1, 1, 4}; 
   static oid scpcTxFreq_oid[] = {1, 3, 6, 1, 3, 1, 1, 1, 1, 1, 5}; 
   static oid scpcTxScrambling_oid[] = {1, 3, 6, 1, 3, 1, 1, 1, 1, 1, 6}; 
 
   DEBUGMSGTL(("scpcTx", "Initializing\n")); 
 
   /* access functions */ 
   netsnmp_register_scalar(netsnmp_create_handler_registration( 
   "scpcTxInfoRate", handle_scpcTxInfoRate, scpcTxInfoRate_oid, 
   OID_LENGTH(scpcTxInfoRate_oid), HANDLER_CAN_RWRITE)); 
 
   netsnmp_register_scalar(netsnmp_create_handler_registration( 
   "scpcTxCode", handle_scpcTxCode, scpcTxCode_oid, 
   OID_LENGTH(scpcTxCode_oid), HANDLER_CAN_RWRITE)); 
    
   netsnmp_register_scalar(netsnmp_create_handler_registration( 
   "scpcTxInterleaving", handle_scpcTxInterleaving, scpcTxInterleaving_oid, 
   OID_LENGTH(scpcTxInterleaving_oid), HANDLER_CAN_RWRITE)); 
 
   netsnmp_register_scalar(netsnmp_create_handler_registration( 
   "scpcTxLevel", handle_scpcTxLevel, scpcTxLevel_oid, 
   OID_LENGTH(scpcTxLevel_oid), HANDLER_CAN_RWRITE)); 
 
   netsnmp_register_scalar(netsnmp_create_handler_registration( 
   "scpcTxFreq", handle_scpcTxFreq, scpcTxFreq_oid, 
   OID_LENGTH(scpcTxFreq_oid), HANDLER_CAN_RWRITE)); 
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   netsnmp_register_scalar(netsnmp_create_handler_registration( 
   "scpcTxScrambling", handle_scpcTxScrambling, scpcTxScrambling_oid, 
   OID_LENGTH(scpcTxScrambling_oid), HANDLER_CAN_RWRITE)); 
} 
 
int handle_scpcTxInfoRate(netsnmp_mib_handler *handler, 
                          netsnmp_handler_registration *reginfo, 
                          netsnmp_agent_request_info *reqinfo, 
                          netsnmp_request_info *requests) 
{ 
   int ret; 
     
   /* We are never called for a GETNEXT if it's registered as a 
      "instance", as it's "magically" handled for us.  */ 
 
   /* A instance handler also only hands us one request at a time, so 
      we don't need to loop over a list of requests; we'll only get one. */ 
 
   switch (reqinfo->mode) 
   { 
      case MODE_GET: 
         snmp_scpc_tx.param = scpc_INFO_RATE; 
         result = mc_GET_SCPC_TX_sm(&snmp_scpc_tx); 
             
         if (result == result_OK) 
         { 
            snmp_set_var_typed_value(requests->requestvb, ASN_UNSIGNED, 
            (u_char *) &snmp_scpc_tx.info_rate, 
            sizeof(snmp_scpc_tx.info_rate)); 
         } 
         else 
         { 
            netsnmp_set_request_error(reqinfo, requests, 
            SNMP_ERR_RESOURCEUNAVAILABLE); 
         } 
 
         break; 
 
      case MODE_SET_RESERVE1: 
         ret = netsnmp_check_vb_type(requests->requestvb, ASN_UNSIGNED); 
 
         if (ret != SNMP_ERR_NOERROR) 
         { 
            netsnmp_set_request_error(reqinfo, requests, ret); 
         } 
          
         break; 
             
      case MODE_SET_RESERVE2: 
         break; 
 
      case MODE_SET_FREE: 
         break; 
 
      case MODE_SET_ACTION: 
         snmp_scpc_tx.info_rate = (mc_scpc_info_rate_t) 
         *(requests->requestvb->val.integer); 
          
         snmp_scpc_tx.param = scpc_INFO_RATE; 
         result = mc_SET_SCPC_TX_sm(&snmp_scpc_tx); 
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         if (result != result_OK) 
         { 
            netsnmp_set_request_error(reqinfo, requests, 
            SNMP_ERR_RESOURCEUNAVAILABLE); 
         } 
          
         break; 
             
      case MODE_SET_COMMIT: 
         break; 
 
      case MODE_SET_UNDO: 
         break; 
 
      default: 
         snmp_log(LOG_ERR, "unknown mode (%d) in handle_scpcTxInfoRate\n", 
         reqinfo->mode); 
 
         return SNMP_ERR_GENERR; 
   } 
 
   return SNMP_ERR_NOERROR; 
}
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Anexo IX. Archivo dsscpcTx.c 
 
 
/*-------------------------------------------------------------------------      
 *  INCLUDES 
 *-----------------------------------------------------------------------*/ 
 
#include <net-snmp/net-snmp-config.h> 
#include <net-snmp/net-snmp-includes.h> 
#include <net-snmp/agent/net-snmp-agent-includes.h> 
 
#include "dsscpcTx.h" 
#include "mc_functions.h" 
 
/*------------------------------------------------------------------------- 
 *  VARIABLES 
 *-----------------------------------------------------------------------*/ 
 
mc_dsscpc_tx_s snmp_dsscpc_tx; 
mc_result_e result; 
 
struct dsscpcTxICodeTable_entry 
{ 
   /* Index values */ 
   long dsscpcTxICodeIndex; 
 
   /* Column values */ 
   u_long dsscpcTxICode; 
 
   /* Flag */ 
   int valid; 
}; 
 
struct dsscpcTxQCodeTable_entry 
{ 
   /* Index values */ 
   long dsscpcTxQCodeIndex; 
 
   /* Column values */ 
   u_long dsscpcTxQCode; 
 
   /* Flag */ 
   int valid; 
}; 
 
/*------------------------------------------------------------------------- 
 *  FUNCTIONS 
 *-----------------------------------------------------------------------*/ 
 
void init_dsscpcTx(void) 
{ 
   initialize_table_dsscpcTxICodeTable(); 
   initialize_table_dsscpcTxQCodeTable(); 
} 
 
void initialize_table_dsscpcTxICodeTable(void) 
{ 
   static oid dsscpcTxICodeTable_oid[] = {1, 3, 6, 1, 3, 1, 1, 1, 3, 1, 2}; 
   size_t dsscpcTxICodeTable_oid_len = OID_LENGTH(dsscpcTxICodeTable_oid); 
  Anexo IX. Archivo dsscpcTx.c 
  Página 150 
   netsnmp_handler_registration *reg; 
   netsnmp_tdata *table_data; 
   netsnmp_table_registration_info *table_info; 
 
   reg = netsnmp_create_handler_registration("dsscpcTxICodeTable", 
                                              dsscpcTxICodeTable_handler, 
                                              dsscpcTxICodeTable_oid,                                               
                                              dsscpcTxICodeTable_oid_len, 
                                              HANDLER_CAN_RWRITE); 
 
   table_data = netsnmp_tdata_create_table("dsscpcTxICodeTable", 0); 
   table_info = SNMP_MALLOC_TYPEDEF(netsnmp_table_registration_info); 
   netsnmp_table_helper_add_indexes(table_info, ASN_INTEGER, 0); 
 
   table_info->min_column = COLUMN_DSSCPCTXICODE; 
   table_info->max_column = COLUMN_DSSCPCTXICODE; 
 
   netsnmp_tdata_register(reg, table_data, table_info); 
 
   /* Initialize every row for every column of the table */ 
   dsscpcTxICodeTable_createEntry(table_data, 1); 
   dsscpcTxICodeTable_createEntry(table_data, 2); 
   dsscpcTxICodeTable_createEntry(table_data, 3); 
   dsscpcTxICodeTable_createEntry(table_data, 4); 
   dsscpcTxICodeTable_createEntry(table_data, 5); 
   dsscpcTxICodeTable_createEntry(table_data, 6); 
   dsscpcTxICodeTable_createEntry(table_data, 7); 
   dsscpcTxICodeTable_createEntry(table_data, 8); 
} 
 
int dsscpcTxICodeTable_handler(netsnmp_mib_handler *handler, 
                               netsnmp_handler_registration *reginfo, 
                               netsnmp_agent_request_info *reqinfo, 
                               netsnmp_request_info *requests) 
{ 
   netsnmp_request_info *request; 
   netsnmp_table_request_info *table_info; 
 
   struct dsscpcTxICodeTable_entry *table_entry; 
   int ret; 
 
   switch (reqinfo->mode) 
   { 
      case MODE_GET: 
         for (request = requests; request; request = request->next) 
         { 
            table_entry = (struct dsscpcTxICodeTable_entry *)         
            netsnmp_tdata_extract_entry(request); 
            table_info = netsnmp_extract_table_info(request); 
 
            switch (table_info->colnum) 
            { 
               case COLUMN_DSSCPCTXICODE: 
                  if (!table_entry) 
                  { 
                     netsnmp_set_request_error(reqinfo, request,   
                     SNMP_NOSUCHINSTANCE); 
                             
                     continue; 
                  } 
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                  snmp_dsscpc_tx.param = dsscpc_I_CODE; 
                  result = mc_GET_DSSCPC_TX_sm(&snmp_dsscpc_tx); 
 
                  if (result == result_OK) 
                  {                         
                     snmp_set_var_typed_integer(request->requestvb,   
                     ASN_UNSIGNED, snmp_dsscpc_tx.i_code[table_entry-> 
                     dsscpcTxICodeIndex - 1]); 
                  } 
                  else 
                  { 
                     netsnmp_set_request_error(reqinfo, requests,  
                     SNMP_ERR_RESOURCEUNAVAILABLE); 
                  } 
                   
                  break; 
                         
               default: 
                  netsnmp_set_request_error(reqinfo, request,  
                  SNMP_NOSUCHOBJECT); 
                   
                  break; 
            } 
         } 
             
         break; 
 
      case MODE_SET_RESERVE1: 
         for (request = requests; request; request = request->next) 
         { 
            table_entry = (struct dsscpcTxICodeTable_entry *)  
            netsnmp_tdata_extract_entry(request); 
            table_info = netsnmp_extract_table_info(request); 
 
            switch (table_info->colnum) 
            { 
               case COLUMN_DSSCPCTXICODE: 
                  ret = netsnmp_check_vb_int(request->requestvb); 
                         
                  if (ret != SNMP_ERR_NOERROR) 
                  { 
                     netsnmp_set_request_error(reqinfo, request, ret); 
                     return SNMP_ERR_NOERROR; 
                  } 
                         
                  break; 
                         
               default: 
                  netsnmp_set_request_error(reqinfo, request,  
                  SNMP_ERR_NOTWRITABLE); 
                  return SNMP_ERR_NOERROR; 
            } 
         } 
             
         break; 
 
      case MODE_SET_RESERVE2: 
         break; 
 
      case MODE_SET_FREE: 
         break; 
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      case MODE_SET_ACTION: 
         for (request = requests; request; request = request->next) 
         { 
            table_entry = (struct dsscpcTxICodeTable_entry *)  
            netsnmp_tdata_extract_entry(request); 
            table_info = netsnmp_extract_table_info(request); 
 
            switch (table_info->colnum) 
            { 
               case COLUMN_DSSCPCTXICODE: 
                  snmp_dsscpc_tx.i_code[table_entry->dsscpcTxICodeIndex –  
                  1] = *request->requestvb->val.integer; 
                  snmp_dsscpc_tx.param = dsscpc_I_CODE; 
                  result = mc_SET_DSSCPC_TX_sm(&snmp_dsscpc_tx); 
 
                  if (result != result_OK) 
                  { 
                     netsnmp_set_request_error(reqinfo, requests,  
                     SNMP_ERR_RESOURCEUNAVAILABLE); 
                  } 
                   
               break; 
            } 
         } 
             
         break; 
 
      case MODE_SET_UNDO: 
         break; 
 
      case MODE_SET_COMMIT: 
         break; 
   } 
    
   return SNMP_ERR_NOERROR; 
}
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Anexo X. Archivo main scpcTx 
 
 
/* standard Net-SNMP includes */ 
#include <net-snmp/net-snmp-config.h> 
#include <net-snmp/net-snmp-includes.h> 
#include <net-snmp/agent/net-snmp-agent-includes.h> 
 
/* include our parent header */ 
#include "scpcTx.h" 
 
#include <signal.h> 
 
static int keep_running; 
 
static RETSIGTYPE stop_server(int a) 
{ 
   keep_running = 0; 
} 
 
static void usage(void) 
{ 
   printf( 
   "usage: scpcTx [-D<tokens>] [-f] [-L] [-M] [-H] [LISTENING ADDRESSES]\n" 
   "\t-f      Do not fork() from the calling shell.\n" 
   "\t-DTOKEN[,TOKEN,...]\n" 
   "\t\tTurn on debugging output for the given TOKEN(s).\n" 
   "\t\tWithout any tokens specified, it defaults to printing\n" 
   "\t\tall the tokens (which is equivalent to the keyword 'ALL').\n" 
   "\t\tYou might want to try ALL for extremely verbose output.\n" 
   "\t\tNote: You can't put a space between the -D and the TOKENs.\n" 
   "\t-H\tDisplay a list of configuration file directives\n" 
   "\t\tunderstood by the agent and then exit.\n" 
   "\t-M\tRun as a normal SNMP Agent instead of an AgentX sub-agent.\n" 
   "\t-x ADDRESS\tconnect to master agent at ADDRESS (default 
   /var/agentx/master).\n" 
   "\t-L\tDo not open a log file; print all messages to stderr.\n"); 
 
   exit(0); 
} 
 
/* main routine */ 
int main(int argc, char **argv) 
{ 
   int agentx_subagent = 1; 
   int ch; 
   extern char *optarg; 
   int dont_fork = 0, use_syslog = 0; 
   char *agentx_socket = NULL; 
 
   while ((ch = getopt(argc, argv, "D:fHLMx:")) != EOF) 
      switch (ch) 
      { 
         case 'D': 
            debug_register_tokens(optarg); 
            snmp_set_do_debugging(1); 
             
            break; 
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         case 'f': 
            dont_fork = 1; 
             
            break; 
 
         case 'H': 
            netsnmp_ds_set_boolean(NETSNMP_DS_APPLICATION_ID, 
                                   NETSNMP_DS_AGENT_NO_ROOT_ACCESS, 1); 
            init_agent("scpcTx"); 
            init_scpcTx(); 
            init_snmp("scpcTx"); 
            fprintf(stderr, "Configuration directives understood:\n"); 
            read_config_print_usage("  "); 
 
            exit(0); 
 
         case 'M': 
            agentx_subagent = 0; 
             
            break; 
 
         case 'L': 
            use_syslog = 0; 
             
            break; 
 
         case 'x': 
            agentx_socket = optarg; 
             
            break; 
 
         default: 
            fprintf(stderr, "unknown option %c\n", ch); 
            usage(); 
      } 
 
   if (optind < argc) 
   { 
      int i; 
       
      DEBUGMSGTL(("snmpd/main", "optind %d, argc %d\n", optind, argc)); 
       
      for (i = optind; i < argc; i++) 
      { 
         char *c, *astring; 
             
         if ((c = netsnmp_ds_get_string(NETSNMP_DS_APPLICATION_ID, 
                                        NETSNMP_DS_AGENT_PORTS))) 
         { 
            astring = malloc(strlen(c) + 2 + strlen(argv[i])); 
                 
            if (astring == NULL) 
            { 
               fprintf(stderr, "malloc failure processing argv[%d]\n", i); 
                
               exit(1); 
            } 
                 
            sprintf(astring, "%s,%s", c, argv[i]); 
            netsnmp_ds_set_string(NETSNMP_DS_APPLICATION_ID, 
                                  NETSNMP_DS_AGENT_PORTS, astring); 
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            SNMP_FREE(astring); 
         } 
         else 
         { 
            netsnmp_ds_set_string(NETSNMP_DS_APPLICATION_ID, 
                                  NETSNMP_DS_AGENT_PORTS, argv[i]); 
         } 
      } 
         
      DEBUGMSGTL(("snmpd/main", "port spec: %s\n", 
                   netsnmp_ds_get_string(NETSNMP_DS_APPLICATION_ID, 
                                         NETSNMP_DS_AGENT_PORTS))); 
   } 
 
   /* start agentx client */ 
   if (agentx_subagent) 
   { 
      netsnmp_enable_subagent(); 
 
      if (NULL != agentx_socket) 
         netsnmp_ds_set_string(NETSNMP_DS_APPLICATION_ID, 
                               NETSNMP_DS_AGENT_X_SOCKET, 
                               agentx_socket); 
   } 
 
   snmp_disable_log(); 
 
   if (use_syslog) 
      snmp_enable_calllog(); 
   else 
      snmp_enable_stderrlog(); 
    
   /* daemonize */ 
   if (!dont_fork) 
   { 
      int rc = netsnmp_daemonize(1, !use_syslog); 
 
      if (rc) 
         exit(-1); 
   } 
 
   /* initialize tcp/ip if necessary */ 
   SOCK_STARTUP; 
 
   /* initialize the agent library */ 
   init_agent("scpcTx"); 
 
   /* init scpcTx mib code */ 
   init_scpcTx(); 
 
   /* read scpcTx.conf files */ 
   init_snmp("scpcTx"); 
 
   /* init module as master agent if it is not a subagent */ 
   if (!agentx_subagent) 
      init_master_agent(); 
 
   keep_running = 1; 
   signal(SIGTERM, stop_server); 
   signal(SIGINT, stop_server); 
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   /* main loop starts here */ 
   while (keep_running) 
   { 
      agent_check_and_process(1); 
   } 
 
   /* stop the service */ 
   snmp_shutdown("scpcTx"); 
   SOCK_CLEANUP; 
    
   /* close */ 
   exit(0); 
}
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Anexo XI. Archivo snmpd.conf 
 
 
########################################################################### 
# 
# File: snmpd.conf   
# Author: Marc Arazo 
# Date: 03/06/2008 
# 
########################################################################### 
 
########################################################################### 
# General configuration 
########################################################################### 
 
# Map the community name into a security name 
# 
#      sec.name source        community 
com2sec local    127.0.0.1/32   indraloc 
com2sec network  192.168.0.0/24 indranet 
 
# Map the security names into group names: 
# 
#             sec.model  sec.name 
group MyRWGroup  v1        local 
group MyRWGroup  v2c       local 
group MyRWGroup  usm       local 
group MyROGroup  v1        network 
group MyROGroup  v2c       network 
group MyROGroup  usm       network 
 
# Create a view for us to let the groups have rights to: 
# 
#       incl/excl  subtree mask 
view all included  .1      80 
 
# Grant the 2 groups access to the 1 view with different permissions: 
# 
#              context sec.model  sec.level  match  read  write  notif 
access MyROGroup  ""      any       noauth    exact  all   none   none 
access MyRWGroup  ""      any       noauth    exact  all   all    none 
 
# SNMP v3 users 
# 
rwuser admin 
 
########################################################################### 
# System information 
########################################################################### 
 
syslocation Indra Espacio 
syscontact Indra Espacio (+34 93 463 00 00) 
 
########################################################################### 
# Subagent control 
########################################################################### 
 
master agentx 
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########################################################################### 
# Trap information 
########################################################################### 
 
authtrapenable 1 
trapcommunity indraloc 
trap2sink localhost 
informsink localhost indraloc 
