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ДЛЯ КЛАССИФИКАЦИИ ОБЪЕКТОВ  
НА ПОЛУТОНОВЫХ ИЗОБРАЖЕНИЯХ 
Рассматриваются особенности построения нейронной сети «неокогнитрон» и проводится 
анализ применения неокогнитрона к решению задачи распознавания изображений. Предлагается но-
вая структура многослойной нейронной сети, основывающаяся на нечеткой логике и ориентирован-
ная на классификацию объектов на полутоновых изображениях с искажениями типа смещения. Она 
позволяет значительно повысить точность распознавания при решении задачи классификации и рас-
познавания изображений. 
Введение 
Классификация является одним из основных этапов при обработке и распознавании обра-
зов. Задача распознавания формулируется следующим образом. Необходимо построить такое 
отображение, чтобы на каждый возможный входной образ X формировался класс Y, к которому 
он принадлежит. Отображение задается конечным набором пар (входной образ, известный класс). 
Число таких пар (обучающих примеров) существенно меньше общего числа возможных пар 
(вход, выход). Совокупность обучающих примеров носит название обучающей выборки. 
Если образы сильно искажены, то становится слишком трудоемким выделение информа-
тивных признаков для эффективной классификации. В общем случае искажения могут быть двух 
типов: изменены характеристики пикселей либо изменено положение пикселя. Назовем такого 
рода искажения смещением, т. е. будем считать, что произошло смещение в пространстве цвето-
вых координат или в пространстве расположения. Предварительная обработка изображения, на-
пример фильтрация, сглаживание, скелетизация, позволяет уменьшить влияние искажений на 
процесс распознавания [1, 2]. Тем не менее при обработке визуальной информации в различных 
предметных областях, таких, как обработка медицинских изображений, идентификация личности, 
распознавание рукописных символов, имеет место задача распознавания в условиях неполной и 
нечеткой информации. Наиболее подходят для ее решения нейросетевые технологии. Нейронная 
сеть при этом реализует названное выше отображение, т. е. выступает в роли классификатора. 
Применение нейронных сетей в задачах обработки визуальной информации обосновывается еще 
тем фактом, что нейронные сети обладают свойством обучаемости или адаптивности к новым ус-
ловиям постановки задачи, при этом сохраняются архитектура сети и алгоритм ее функциониро-
вания. Это, в свою очередь, позволяет использовать одну и ту же модель в различных задачах. 
Образ представляет собой некоторое структурированное описание объекта. При этом для 
эффективной классификации необходимо учитывать иерархию информационных признаков объ-
ектов. Существует ряд нейронных сетей для классификации, позволяющих решать задачу распо-
знавания образов с определенной степенью точности [3]: многослойный персептрон, сеть ради-
альной базисной функции, сети АRТ, сети Хопфилда, самоорганизующееся отображение Кохо-
нена. Наиболее подходящим для этой цели является неокогнитрон [4–7], который имеет иерархи-
ческую структуру слоев, ориентированную на моделирование зрительной системы человека      
[8, 9]. Входной образ подается на первый слой и передается к соответствующим последующим 
слоям, пока не достигнет выходного слоя, в котором идентифицируется распознаваемый образ.  
Известен ряд модификаций неокогнитрона, ориентированных на решение задач распо-
знавания образов на изображениях. Обобщая сущность структурных и алгоритмических реше-
ний, применяемых в нейронной сети «неокогнитрон», можно отметить следующее. 
1. Во всех идентифицируемых изображениях выделяют два типа признаков: простые при-
знаки, которые присущи всем изображениям, такие, как линии, точки пересечения линий; и 
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комплексные признаки, которые присущи только определенному классу изображений, такие, 
как определенная пространственно-геометрическая комбинация простых признаков. 
2. В соответствии с критерием сложности все признаки образуют иерархию, где каждый 
уровень иерархии объединяет группу признаков одной сложности. Первый уровень составляют 
простые признаки. Каждый следующий уровень является более сложным, и его признаки обра-
зуются  путем пространственно-геометрической комбинации признаков предыдущего уровня.  
3. Строится многослойная сеть, где количество слоев совпадает с количеством уровней 
сложности. Каждый слой делится на подслои в соответствии с количеством признаков в данной 
группе. Функция отдельного подслоя заключается в обнаружении (выделении) соответствую-
щего признака на всем изображении, т. е. отдельный подслой строит своего рода карту распре-
деления данного признака на изображении. Для обеспечения инвариантности сети к небольшим 
сдвигам признаков (искажениям типа смещение) в слои вводятся подслои, которые дублируют 
карты распределения признаков соответствующих им подслоев, при этом каждый обнаружен-
ный признак «размазывается» в некоторой его окрестности. 
4. Идентификация образа производится путем последовательной активации слоёв: от 
слоя, выделяющего простые признаки, до слоя, выделяющего признаки всего образа в целом. 
Таким образом, при создании неокогнитрона необходимо решить следующие задачи:  
– определить способ выделения признака и реализующий его нейрон (сформулировать 
правило его обучения и активации); 
– сформулировать критерий эффективности набора признаков, входящих в одну группу, 
который позволяет оптимизировать количество подслоев вручную или автоматически; 
– разработать иерархию признаков, т. е. метод, определяющий, как должны сочетаться 
признаки при формировании признака более сложного уровня. 
В работах [10–13] рассмотрена модификация неокогнитрона, которая позволяет выпол-
нять классификацию объектов, имеющих искажения формы. В настоящей статье предлагается 
новая обобщенная структура, ориентированная на обработку объектов на полутоновых изобра-
жениях с искажениями типа смещения, которые включают в себя как искажения формы, так и 
искажения цвета. Далее рассматривается более детально каждая из названных выше задач. По-
скольку неокогнитрон требует существенных вычислительных ресурсов, приводятся оценки 
вычислительной сложности предлагаемых решений. В заключение дано описание эксперимен-
тального тестирования неокогнитрона. 
1. Анализ структуры нейронов сети «неокогнитрон» 
Выделение локального признака осуществляется парой нейронов: тормозящим и собст-
венно выделяющим (рис. 1). 
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Рис. 1. Структура связей нейронов для выделения признаков 
62                                                        М.Е. ВАТКИН, А.А. ДУДКИН                          
 
На рис. 1 используются следующие обозначения:  
N – количество входящих связей нейрона; 
ai – входящие активности нейронов с предыдущего слоя; 
wi – модифицируемые весовые коэффициенты возбуждающих связей; 
ci – немодифицируемые весовые коэффициенты возбуждающих связей; 
b – модифицируемый весовой коэффициент тормозящей связи; 
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Множество пар таких нейронов составляет выделяющий слой неокогнитрона. 
Для обеспечения инвариантности к искажению образа вводится дополнительный нейрон 
(обобщающий). Входами для него являются активности выделяющих нейронов с предыдущего 
слоя (рис. 2). 
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Рис. 2. Структура связей обобщающего слоя 
На рис. 2 используются следующие обозначения:  
N – количество входящих связей нейрона или размер рецепторного поля нейрона; 
P – количество нейронов из предыдущего слоя в области перекрытия соседних нейронов; 
di – немодифицируемые весовые коэффициенты возбуждающих связей, определенные та-
ким образом, чтобы монотонно уменьшаться к краю рецепторной области. 
Активность выделяющего нейрона uci задается следующими формулами: 
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где l – некоторый положительный коэффициент, выбираемый экспертом. 
МНОГОСЛОЙНАЯ НЕЧЕТКАЯ НЕЙРОННАЯ СЕТЬ                                   63 
 
Общий смысл правила активации для обобщающих нейронов таков: если выделенный 
признак попадает в область пересечения рецепторных полей нейронов, то будут активизиро-
ваться оба нейрона. Таким образом, активность одного нейрона из предыдущего слоя перехо-
дит в активность нескольких нейронов последующего слоя, что приводит к «размазыванию» 
признака в данном слое. 
Для программной реализации механизма идентификации одного признака из нейронной 
сети «неокогнитрон» необходимы: 
– N + 2 ячеек памяти для хранения весовых коэффициентов и результата активации выде-
ляющего нейрона; 
– N + 1 ячеек памяти для хранения весовых коэффициентов и результата активации тор-
мозящего нейрона; 
– 1N  ячеек памяти для хранения весовых коэффициентов и результата активации 
обобщающего нейрона; 
– 2N+2 операций умножения для вычисления активности тормозящего нейрона; 
– N +3 операций умножения для вычисления активности выделяющего нейрона; 
– 2N  операций умножения для вычисления активности обобщающего нейрона. 
Операции деления и извлечения квадратного корня считаются эквивалентными операции 
умножения, а N операций сложения – эквивалентными одной операции умножения. Итого не-
обходимы 2N+N’+3 ячеек памяти и (3N + 5)(N’ + 1) операций умножения, где N  N’. 
2. Модификация структуры нейрона 
Описанное выше правило выделения локального признака, инвариантное к смещениям, 
близко к его биологическому аналогу, но с точки зрения программной реализации (т. е. эконо-
мии объема требуемой памяти и машинного времени) возникает ряд спорных моментов:  
– необходимость столь сложного правила для выделения локального признака; 
– эффективность применения «размазывания» в качестве правила, обеспечивающего ин-
вариантность; 
– необходимость использования дополнительного слоя нейронов для обеспечения инва-
риантности. 
В качестве альтернативы рассмотренному подходу предлагается использовать новую 
функцию активации нейрона (т. е. новый метод выделения локального признака),  основанную 
на функции нечеткого различия для двух матриц, а в качестве правила обучения (правила мо-
дификации коэффициентов)  функцию нечеткого динамического среднего. 
Рассмотрим две матрицы 
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где W – матрица пикселей эталонного изображения; A – образ матрицы W, который содержит иска-
жения типа смещения. Поскольку в матрице A предполагается смещение (изменение) как значений 
соответствующих пикселей, так и его геометрических координат, то матрица A имеет больший 
размер, определяемый максимальными величинами смещения по горизонтали и вертикали. 
Для определения функции fd(A,W) нечеткого различия двух матриц A и W  введем два па-
раметра B и R, которые задают диапазоны нечеткости различия. Параметр В – это диаметр яр-
костных искажений изображения, определяющий максимально допустимое расстояние между 
двумя пикселями изображения, которые считаются эквивалентными. Параметр R – радиус гео-
метрических искажений, который определяет максимально допустимое смещение пикселей 
эталона на изображении-образе. 
Отметим, что для любых двух соседних пикселей ax1, y1 , ax2, y2 и их смешений 1,1 yxν
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 . Данное свойство указывает на од-
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нородность геометрических искажений, т. е. на то, что соседние пиксели будут смещены почти 
одинаково. 
Построим матрицу 
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Теперь функция нечеткого различия матриц A и W определяется следующим образом:  
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Допустим, что на каждой итерации обучения t поступает обучающий образ At , тогда в ре-
зультате обучения на каждой итерации получим последовательность модификаций матрицы 
пикселей эталонного изображения {Wt | t = 0,…,T}, где T – общее число итераций. 
Определим функцию нечеткого динамического среднего: 
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где t – порядковый номер итерации усреднения, а a’x, y { ax+i, y+j (t)| i, j = 0, …, 2R } такое, что         
| wx,y (t)  a’x, y (t)| = 
,
min
i j
. 
Для программной реализации правила активации нечеткого нейрона (рис. 3) необходимо: 
– 2N ячеек памяти для хранения значений пар [mink, maxk]; 
– N ячеек памяти для хранения значений коэффициентов wi ; 
– одна ячейка памяти для  хранения значения результата активации нейрона; 
– 2N(2R–1) операций сравнения для нахождения значений [mink, maxk]; 
– 3N операций сравнения и N операций сложения для вычисления значения di; 
– N операция сложения, три операции умножения и одна операция деления для вычисле-
ния значения fd. 
Полагая, что затраты машинного времени для вычисления операции сравнения эквивалентны 
затратам для вычисления операции сложения, а N операций сложения – одной операции умножения 
или деления, получим следующие обобщенные затраты на программную реализацию нейрона: 
– 3N+1 ячеек памяти; 
– 4R+7 операции умножения. 
Таким образом, получаем экономию машинного времени в kt = (3N + 5)(N’ + 1)/( 4R+7) 
раз при примерно одинаковых затратах памяти: km = (2N+N’+3)/(3N+1)  1. Так, при R  0,2N 
значение kt = (3N + 5)(N’ + 1)/( 4R+7) = (3N
2+8N+3)/(0,8N+7)  3,75N – 32,8125. 
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Рис. 3. Общая структура нечеткого нейрона: [mink, maxk], k = 0,…, N, определяются так же, как в формуле (1), 
Ria ik
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3. Общая структура связей в нейронной сети 
Общая структура связей предлагаемой нейронной сети близка по своей сути и функциям 
структуре связей в сети «неокогнитрон» с тем лишь отличием, что из-за упрощения структуры ней-
рона в ней отсутствуют обобщающие слои (рис. 4). На рис. 4 рецепторный слой R является вход-
ным слоем сети, на который  подается обрабатываемый образ. Внутренние слои S1,…, Sn–1  произ-
водят последовательную обработку поступающей информации, а выходной слой сети O генерирует 
ответ на вопрос, к какому классу относится входное изображение, в виде максимальной активности 
одного из своих нейронов, т. е. выходной нейрон взаимно однозначно соответствует одному из за-
данных классов. 
R 
S1 S2 
Sn O 
Внутренние слои 
Рецепторный 
слой сети  
Рецепторные 
поля нейрона 
Группы нейронов 
в одном слое 
Выходной 
слой сети 
 
Рис. 4. Структура нейронной сети 
Рецепторный слой преобразует яркости пикселей изображения в значения активностей 
нейронов. Нейроны, выделяющие одинаковый признак на изображении, объединяются в одну 
группу. Исходными данными для активации каждого нейрона из отдельной группы является 
локальная часть данных из предыдущего слоя с соответствующим этому нейрону смещением. 
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Смещение определяется в соответствии с положением нейрона внутри группы. На рис. 5 при-
веден пример структуры связей нейронов из одной группы в случае одномерных входных дан-
ных. Необходимо обратить внимание, что каждый нейрон имеет часть рецепторного поля в ка-
ждой из групп предыдущего слоя. 
 Области поиска  
локальных признаков 
Области пересечения 
рецепторных полей 
соседних нейронов 
Входной образ 
Нейроны,  
образующие  
группу 
 
Рис. 5. Схема объединения нейронов в группу 
Размер выделяемого признака изображения обычно больше размера областей перекрытия 
соседних нейронов и меньше либо равен размеру области поиска локального признака. Для 
случая, когда входные данные представляют собой двумерный массив, нейроны тоже органи-
зуются в двумерную структуру. Таким образом, активность нейронов из одной группы форми-
рует карту распределения выделяемого признака на входном изображении.  
Учитывая тот факт, что правила обучения и активации нейрона используют методы нечеткой 
логики, назовем предлагаемую нейронную сеть многослойной нечеткой нейронной сетью (МННС).  
В описанной выше структуре нейроны являются классификаторами признаков опреде-
ленного уровня иерархии. Входные данные для них поступают с предыдущего слоя и объеди-
няют совокупность признаков предыдущего уровня иерархии. Активность нейрона определяет 
степень принадлежности рассматриваемой совокупности признаков к следующему уровню  
иерархии. Тогда структуру сети можно представить, как показано на рис. 6, введя в нее локаль-
ный классификатор ЛКij вместо нейрона, где  i = 1,…, n – номер слоя,  j = 1,…, Ni  число при-
знаков i-го уровня. Заметим, что в качестве локальных классификаторов могут выступать и бо-
лее сложные элементы. Тогда данная структура представляет собой группу классификаторов с 
многослойной организацией структуры процесса классификации. 
 
R 
S1 S2 
ЛК2,1 
ЛК2,N2 
ЛК1,1 
ЛК1,N1 
 
Рис. 6. Структура многослойного классификатора 
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4. Подбор параметров нечеткого нейрона 
Функционирование нечеткого нейрона определяется формулами (1)(3), в которых пере-
менные R  и B являются  параметрами. Поскольку параметры R и B взаимно зависимы, то авто-
рами, как правило, рассматривается один из крайних подходов: присутствуют только яркост-
ные искажения (параметр B); присутствуют только геометрические искажения (параметр R). 
С другой стороны, правильнее считать, что в любом изображении присутствуют оба вида ис-
кажений и они некоторым образом связаны друг с другом. Конечно, данные параметры для 
конкретного изображения могут быть получены экспериментально, но это неоптимально с точ-
ки зрения построения автоматизированной системы распознавания образов, где заранее неиз-
вестны количественные параметры искажений, к которым система должна быть инвариантна. 
Определим значения параметров R и B следующим образом. 
Пусть дано L обучающих изображений размера X на Y.  Диаметр яркостных искажений 
изображений B зададим формулой 
 , ,
,
1 1 1L L
x y x y
x y l l
B a a
Y X L L
 
     
  
   .                                          (4) 
Обозначим через F среднюю частоту смены уровня яркости изображения, для которой 
соседние точки изображения считаются принадлежащими одному уровню при условии, что аб-
солютная разница их яркости меньше B. Теперь радиус геометрических искажений R зададим 
как 
 R = [0,3*1/F],  (5) 
где [х] – операция взятия ближайшего целого. 
Формула (5) подчеркивает тот факт, что если радиус искажения превышает средний диа-
метр атомарных признаков на 30 %, то в результате такого искажения изображение перемеши-
вается настолько, что нельзя узнать атомарные признаки, следовательно, невозможно постро-
ить отличительный признак и, соответственно, невозможно идентифицировать искаженное 
изображение как относящееся к классу шаблонного изображения. Здесь под атомарным при-
знаком  понимается признак изображения, который нельзя разделить на более мелкие признаки. 
Отметим, что граница области изображения, образующая атомарный признак, является почти 
выпуклой фигурой. Свойство «почти выпуклая фигура» означает, что для такой фигуры любая 
секущая, проведенная через ее центроид, пересекает границу лишь дважды. Диаметр атомарно-
го признака определяется как средняя длина секущей, проведенной через центроид фигуры, 
которая образована атомарным признаком.  
Таким образом, формулы (4), (5) позволяют по обучающему набору вычислить парамет-
ры R и B, определяющие поведение нейрона. 
5. Формирование обучающего множества для слоя МННС 
В оригинальной сети «неокогнитрон» обучающие образы для каждого слоя сети форми-
руются разработчиком нейронной сети исходя из специфики конкретной задачи распознавания. 
Это, в свою очередь, является препятствием для автоматической адаптации системы распозна-
вания под разные исходные данные.  
В рассматриваемой постановке задачи распознавания предполагается, что существует на-
бор шаблонов изображений. Следовательно, имея такой набор образцов, необходимо разрабо-
тать метод автоматической генерации обучающего множества для каждого слоя сети. Для каж-
дого слоя сети можно определить размеры проекции рецепторного поля нейрона на входной 
слой сети. На рис. 7 изображена проекция рецепторного поля нейрона из второго слоя на вход-
ной слой сети для случая одномерных входных данных. 
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Рис. 7. Метод построения проекции рецепторного поля 
Таким образом, для одного обучающего изображения получим K обучающих изображе-
ний для некоторого i-го слоя сети: 
K = Nin – Ni +1, 
где Nin – размер входных данных; Ni – размер проекции рецепторного поля i-го слоя сети. 
Желательно, чтобы обучающее множество содержало только изображения повышенной 
информативности. Будем считать, что обучающие данные для i-го слоя сети являются инфор-
мативными, если выполняются условия 
Fin/Fk  0,8 
или 
Fk/Fin  0,8, 
где Fin – средняя частота смены уровня яркости входного изображения; Fk – средняя частота 
смены уровня яркости изображения, получаемого в окне рецепторного поля. 
Получив обучающее множество для каждого слоя, легко заметить, что задача обучения 
слоя сводится к задаче кластеризации входных данных слоя, получаемых из обучающего мно-
жества. 
6. Алгоритм обучения слоя сети 
В связи с тем что нейроны, входящие в одну группу, имеют одинаковые матрицы весо-
вых коэффициентов, всю группу можно представить в виде одного нейрона, а слой представить 
в виде однослойной нейронной сети, в которой каждый нейрон соответствует одной из групп. 
Для обучения такой сети будем использовать алгоритм кластеризации, где каждый кластер со-
ответствует одному нейрону. После обучения сети будем использовать такую нейронную сеть 
как прототип для построения искомого слоя в многослойной сети, где количество нейронов в 
прототипе будет соответствовать количеству групп, а весовые коэффициенты нейронов из про-
тотипа – весовым коэффициентам у нейронов из соответствующих групп. 
В случае когда обучающее множество слоя невелико и известно желаемое количество 
кластеров (т. е. групп нейронов), для решения задачи нечеткой кластеризации удобно приме-
нить алгоритм «fuzzy C-means» [14]. Если количество кластеров неизвестно, то для решения 
задачи нечеткой кластеризации наиболее подходит алгоритм  пикового группирования [14]. 
В случае когда обучающее множество слоя велико и неизвестно желаемое количество 
кластеров, для решения задачи кластеризации предложен алгоритм [15], который основан на 
алгоритме FOREL [16, 17] и строит псевдооптимальное разбиение входного признакового про-
странства. Достоинством алгоритма является то, что он дает возможность построить это раз-
биение за малое количество проходов по множеству входных данных. Это, в свою очередь, по-
МНОГОСЛОЙНАЯ НЕЧЕТКАЯ НЕЙРОННАЯ СЕТЬ                                   69 
 
зволяет снизить временные затраты, если входные данные представляют достаточно большую 
выборку. Количество проходов не превышает шести. 
Введем в рассмотрение   параметр шага дискретизации входного пространства призна-
ков. Исходными данными является обучающее множество M = {Ai| i = 1, …, L}. 
1. Установить шаг дискретизации исходного пространства .  
2. Добавить новый кластер с весовыми коэффициентами W, равными значениям A1. 
3. Цикл по всему обучающему множеству M = {Ai| i = 1, …, L}. 
3.1. Рассчитать коэффициент нечеткого различия для текущих входных данных Ai и 
каждого центра кластера во множестве кластеров по формуле (2) и выбрать кластер 
«победитель» с наименьшим различием Dmin. 
3.2. Если   Dmin , то усреднить входные данные с центром кластера победителя по 
формуле (3), иначе добавить новый кластер с весовыми коэффициентами W, равными 
значениям Ai входных обучающих данных. 
Конец цикла. 
4. Если в цикле был добавлен новый кластер, то перейти к п. 3. 
5. Конец. 
К недостатку алгоритма можно отнести необходимость подбора параметра шага дискре-
тизации входного пространства признаков .  
7. Тестирование модели МННС 
В качестве тестовых использовались изображения слоя металлизации интегральных мик-
росхем (рис. 8). 
 
Рис. 8. Пример тестовых данных 
Обучающая выборка состояла из девяти образов контактных площадок, направленных 
вверх, и девяти – направленных вниз (рис. 9). 
 
 
Рис. 9. Примеры обучающих изображений 
Сеть состояла из трех слоев, где размер рецепторного слоя равнялся 32x32 точки, размер 
рецепторного поля первого слоя равнялся 3x3 точки, размер рецепторного выходного слоя  
30x30 точек. 
После обучения значения параметров R и B для каждого слоя составили: для первого слоя 
R = 1, B = 28; для выходного слоя R=1, B=39. Количество групп нейронов для первого слоя – 61, 
для выходного слоя – 4. 
На рис. 10 области изображения, которые были отнесены к одному из классов контакт-
ных площадок, направленных вверх или вниз, обведены черным квадратом. В результате из 57 
контактных площадок правильно было найдено 46, количество ошибочных срабатываний со-
ставило 3, количество ненайденных – 11. Итого, распознавание составило 80 %, ошибки – 25 %. 
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Процент распознавания можно повысить за счет включения в обучающую выборку изо-
бражений, которые не были распознаны. 
 
Рис. 10. Результаты тестирования модели МННС 
Заключение  
В статье проводится анализ структуры, а также алгоритмов нейронной сети «неокогни-
трон» с целью улучшения характеристик скорости обработки информации и точности распо-
знавания. Архитектура разработанной нейронной сети представляет собой новый класс много-
слойных нейронных сетей, базирующихся на многоуровневом процессе распознавания. 
В основе правила активации нейронов лежит новый метод сравнения матриц яркостей изобра-
жений, который позволяет сравнивать матрицы с нечетким позиционированием соответствую-
щих элементов матриц. Данный метод, в свою очередь, основывается на расчете геометриче-
ских и яркостных искажений по набору изображений объекта. Особенностью данного правила 
активации является инвариантность результатов сравнения к локальным искажениям формы 
объекта. 
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M.E. Vatkin, A.A. Doudkin  
MULTILAYER FUZZY NEURAL NETWORK  
FOR OBJECTS CLASSIFICATION ON HALFTONE IMAGES 
Construction peculiarities of neural network neocognitron were considered in application to 
image recognition task. A new structure of multilayer neural network based on fuzzy logic was devel-
oped, that was designed for classification of objects having pixel shift distortions on halftone images. 
This neural network allows to increase significantly the recognition accuracy. 
