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ABSTRACT 
Operator fatigue is responsible for significant injuries and losses to the Australian mining 
industry each year.  In the absence of appropriate fatigue strategies and technologies, this 
problem will only be exacerbated by the combination of an aging workforce and ever-
increasing demands on operators to achieve production quota.  
 
A number of commercial products have been developed over the past decade to tackle the 
operator fatigue problem. The majority of these uses either eye/head behaviour or operator 
response time to determine the level of fatigue. A limitation common to these technologies is 
the inability to cope with driver-to-driver variations, which results from the fact that they 
infer fatigue levels based on individuals’ response/behaviour rather than the direct, 
physiological measurement of fatigue. 
 
This paper describes an EEG-based technique for the detection of physiological fatigue in 
haul truck drivers, which utilises a neural network classifier trained with data collected from 
multiple operators. Comparisons are made with more popular techniques for fatigue 
detection to highlight the universal nature of this approach, using data acquired from both 
laboratory and in-pit trials. A discussion addressing potential countermeasures and fatigue 
management strategies is also included. 
INTRODUCTION 
Operator fatigue is a dilemma in all facets of the mining industry, which results from a 
combination of long working hours, poor night lighting, on-off shift schedules, repetitive 
duties, and in some cases, solitary work environments. Tiredness in operators has the effect 
of reducing worker productivity, but more importantly, increasing the risk of accidents and 
injuries. 
 
The direct cost to industry of this problem is difficult to evaluate; not only is the prevalence 
of the problem unknown, but unless reportable incidents occur, it is impossible to attribute 
production losses to operator fatigue. This given, researchers have conservatively estimated 
the cost to the Australian mining industry at greater than one billion dollars annually (Dingus 
et al., 1987).   
 
Mining companies are not ignorant to this problem, nor do they think it trivial. Great effort is 
being spent to counteract operator fatigue, including worker health programs, stringent drug 
and alcohol testing, improvements in shift and task rotation, increased night lighting, fatigue-
related operator education and financial and in-kind support for further research.  
 
One solution to the mitigate operator fatigue is the real-time detection of the fatigue level of 
operators. A number of behavioral and physiological changes occur during the onset of 
fatigue that may be utilized to detect when operators are no longer fit for duty. 
Implementation of fatigue detection however prompts the question of how to respond once a 
driver is seen as too fatigued to continue work. The detection of fatigue and the issue of 
appropriate countermeasures are addressed in this paper. 
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 Research Goals 
The goals of this line of research are as follows: 
 
1. To evaluate the severity of the fatigue problem in the Australian mining industry, in 
terms of lost time injuries (LTI’s), loss of production, incidence rate per man hour and 
cost of equipment damage; 
2. To determine a practicable technique to determine the fatigue level of a haul truck 
driver in real-time; 
3. To establish, with industry, countermeasures to the detection of fatigue that meet the 
needs of operators, management and union groups; and 
4. To develop robust technology that can be employed in-cab to detect fatigue and 
trigger such countermeasures. 
METHODOLOGY 
The term fatigue detection implies that the onset of fatigue may be seen as an event, to which 
a system should reply ‘fatigue is now detected’. This is not the case, as would be expected in 
the determination of any physiological condition. The physiological fatigue level of a person 
lies somewhere on a continuous scale from COMPLETELY AWAKE to CLINICALLY 
ASLEEP. As such, no single event could be taken as the definite point at which someone is 
fatigued. 
 
To overcome this problem, researchers have attempted to use ad hoc but meaningful 
discretisations of such a sleepiness scale so that certain important levels of fatigue may in 
fact be detected. The typical sleepiness scale includes both AWAKE and ASLEEP, and three 
levels of fatigue in between. Level 1 fatigue describes the state of mild to moderate tiredness, 
occasional yawning, but a high level of auditory and visual awareness. Level 2 fatigue is akin 
to regular yawning, slowed blinking, increased response time and poor attention. Level 3 
fatigue is defined as significant and extended eye closure, head nodding, limited response to 
visual stimuli and slowed heart rate and breathing.   
 
Sleep experts are able to distinguish the discrete fatigue level of a person from a relatively 
short period of observation (10-30sec). As such, video footage of an operator can be taken, 
‘chopped up’ into 30sec segments, and shown to a sleep expert in a random order. This 
would allow an unbiased classification of the fatigue level of the individual for the entire 
sample time. This information, along with some physiological or other measurements could 
then be seen as a dataset from which a fatigue detection algorithm could be generated.  
 
The methodology employed in this paper is to use a combination of expert evaluations of 
fatigue level, and simultaneously recorded neural activity to develop such an algorithm. 
Details of the algorithm development and neural activity measures are presented following a 
discussion of other attempts of creating fatigue detection technology.  
THE FATIGUE DETECTION PROBLEM 
Since the 1980s and increasingly since the 1990s, significant effort has been made globally to 
investigate driver drowsiness. The ultimate goal of these efforts is to realize technologies for 
driver monitoring. According to one researcher (Hartley et al, 2000), no reliable, 
scientifically tested system had been developed to date. Regardless, a number of vehicle 
manufacturers working in cooperation with universities and research centres have released 
products that claim to detect driver drowsiness.  
  
The fundamental problem that lies behind the validation of these devices is the scientific 
uncertainty related to the aforementioned classification method. ‘Fatigue’ is a familiar 
phenomena, but difficult to quantify. Expert opinion is, at present, the preferred method for 
quantification, however there is a need for a universally accepted metric of drowsiness, 
which is often referred to as a ‘golden standard’.  
 
Researchers worldwide have been tackling the problem of fatigue detection in a number of 
different ways. The most popular of these are described below. 
Eyelid monitoring 
Visual and infrared spectrum video cameras can be used to determine whether an eyelid is 
open or closed. The percentage of eye closure, or PERCLOS, is strongly correlated with the 
various levels of fatigue described previously. While these techniques are now used in 
commercial systems, they have three problematic questionable idiosyncrasies. Firstly, such a 
system perceives a head turn as a blink, which can cause false readings in a driving 
environment. Secondly, the amount of eye closure whilst fatigued is operator specific, and 
variation amongst drivers is difficult to accommodate.  
 
The third disadvantage of such a system is the fact that it relies on the indirect measurement 
of fatigue, which may seem contradictory to the previous statement that we cannot measure 
fatigue directly. To clarify, increased blinking is a result of fatigue, but it is universally 
accepted that the concept of physiological fatigue is a neurological state, which becomes 
apparent through physical behaviour and responses.  
 
Recent studies have included gaze monitoring, to improve the accuracy of PERCLOS 
measurement. Operator gaze and PERCLOS may then be used as input data to a fatigue 
detection algorithm. This improvement, however, does not mitigate the second and third 
listed disadvantage of eyelid monitoring. 
Steering / Throttle Behaviour 
There are indications that operator steering behaviour or throttle use can be used as predictors 
for fatigue levels. Generally speaking, this relies on the assumption that reduced activity, or 
micro corrections, are observed with an increase in operator fatigue. While laboratory studies 
using such algorithms have shown some promise, this technique suffers from the same 
disadvantages as eyelid monitoring. Given the different driving techniques of individuals in 
an AWAKE state, steering/throttle monitoring greatly suffers from operator to operator 
variability. 
 
Electroencephalogram Monitoring 
The most promising approach to fatigue detection is the direct measurement of brain activity. 
A trace of the electrical impulses of the brain, as measured on the head, is known as an 
electroencephalogram, or EEG. A number of researchers and medical professionals agree that 
characteristic changes in EEG signals are strong predictors of the level of drowsiness. The 
correlation between EEG and fatigue is so compelling that it is becoming the new ‘golden 
standard’ for fatigue validation. Figure 1 shows a typical EEG signal, as measured on the left, 
frontal lobe of a driver performing a standard cornering manoeuvre.  
 
   
Figure 1: EEG trace of driver over a 10-sec period 
 
Figure 1 shows continuous oscillating electric activity. The amplitude and the patterns are 
determined by the overall excitation of the brain which in turn depends on the activity of the 
reticular activating system in the brain stem. Amplitudes on the surface of the brain can be up 
to 10 mV, those on the surface of the scalp range up to 100 µV. Frequencies range from 0.5 
to 100 Hz. The pattern changes markedly between states of sleep and wakefulness. Five 
classes of wave groups are described: alpha, beta, gamma, delta and theta. 
 
Alpha waves contain frequencies between 8 and 13 Hz with amplitude less than 10 µV. They 
are found in normal people who are awake and resting quietly, not being engaged in intense 
mental activity. Their amplitude is highest in the occipital region. When the person is asleep, 
the alpha waves disappear. When the person is alert and their attention is directed to a 
specific activity, the alpha waves are replaced by asynchronous waves of higher frequency 
and lower amplitude. 
 
Beta waves have a frequency range of 14 to 22 Hz, extending to 50 Hz under intense mental 
activity. They have their maximum amplitude (less than 20 µV) on the parietal and frontal 
regions of the scalp. There are two types: beta I waves, lower frequencies which disappear 
during mental activity, and beta II waves, higher frequencies which appear during tension 
and intense mental activity. 
 
Gamma waves have frequencies between 22 and 30 Hz with amplitudes of less than 2 µV 
peak-to-peak and are found when the subject is paying attention or is having some other 
sensory stimulation. 
 
Theta waves have a frequency range between 4 to 7 Hz with amplitudes of less than 100 µV. 
They occur mainly in the parietal and temporal regions in sleep and also in children when 
awake, and during emotional stress in some adults, particularly during disappointment and 
frustration. Sudden removal of something causing pleasure will cause about 20sec of theta 
waves. Delta waves have a frequency content between 0.5 and 4 Hz with an amplitude less 
than 100 µV. They occur during deep sleep, during infancy and in serious organic brain 
disease.  
 
A number of studies have shown that the total signal energy in each of the frequency bands 
described provides the strongest predictor for physiological fatigue. As such, the 
preprocessing involves converting a single, 250Hz signal to five, 2Hz signals, where the 
 signal energy is calculated over a 1-second window and each sample window overlaps by 0.5 
seconds.  
 
The signal energy within these five frequency bands (for nominal 1-second windows) can be 
used as a predictor of the fatigue levels of an operator. Simple bandpass filtering and sum-of-
squares calculations allow fast preprocessing of the raw EEG signal. It is these signals that 
were used to develop the algorithm described below. 
ARTIFICIAL NEURAL NETWORK FOR FATIGUE DETECTION 
Inspired by the way the biological nervous system processes information, artificial neural 
networks (ANN's) are a mathematical paradigm, composed of a large number of 
interconnected elements (neurons) operating in parallel. Each element transforms a 
multidimensional input to a single value, which may form part of the network output, or one 
input to another layer of neurons. The nature of the input/output relationship of the network is 
a function of numerous multipliers which are known as weights.  
 
Essentially, neural networks are adjusted, or trained, so that a particular input produces a 
specific target output. Based on a comparison of the output and the target, network 
parameters are adjusted in an iterative process until the output adequately matches the target. 
This process is known as supervised learning, which typically involves a large number of 
input/target pairs. 
 
A network for fatigue detection would employ various samples of operator/truck data such as 
EEG as an input, and each sample having a corresponding fatigue classification. Training of 
the network would develop a fixed mathematical relationship able to classify each new 
sample of information to a discrete fatigue level. The change of network output from a 
‘lower’ to a ‘higher’ level of fatigue could then be seen as fatigue detection. 
RESULTS 
A 2-layer, feed-forward neural network was trained with EEG data representing a total of 280 
minutes of measurement at 250Hz. Using one channel only, this equates to a dataset of 
33,595 samples, each containing the power in the described frequency bands. For each 
multivariate sample, there was a corresponding fatigue classification, represented as a binary 
vector input.  
 
For validation, a further 3,595 samples were passed through the trained network, and the 
outputs compared with the recorded fatigue classification. The performance measures applied 
were as follows: 
 
The recall(i) of a classification system for a given class of input, i, is defined as: 
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output(i) refers to the set of all observations that the system classifies as that of fatigue level 
i. The term correct(i) is the set of all observations in the input set that are actually in fatigue 
level i. The recall is then the fraction of the correct classifications of observation type i that 
the system correctly computes. It is of course possible that correct(i) = 0 (when the system is 
 presented with an input set for which no correct classification exists). In such a situation 
recall is defined as unity, regardless of the performance of the classification system. 
 
The precision(i) of a classification system for a given class of input, i, is defined as: 
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Subtly different from the concept of recall, precision is the fraction of observations that the 
system classifies as type i that are actually correct. In the situation where output(i) = 0 (when 
the system never classifies an observation as type i, it is defined: 
 
if output(i) = 0, and correct(i) = 0 then precision(i) = 1. 
if output(i) = 0, and correct(i) = 0 then precision(i) = 0. 
 
Analogous to measures typically used in applied statistics, the recall and precision are the 
complements to the probability of a Type I and Type II error respectively. That is, for each 
class of data, 
      P(Type I Error) = 1 − recall(i) 
      P(Type II Error) = 1 − precision(i) 
 
Networks of various architectures were trained using a standard backpropagation training 
algorithm with momentum (Bongers, 2004), and the performance on unseen data recorded. 
Table 1 shows the performance of each network, as measured by the average precision and 
recall for each state.  
 
 2s5s 4s5s 2l5s 5l5s 5l5l 7l5s 
# Training Epochs 5000 2173 5000 2881 5000 4379 
Training set error 0.3906 0.0099 0.2752 0.0099 0.0924 0.0098 
Precision 0.612 0.847 0.690 0.722 0.702 0.924 
Recall 0.449 0.842 0.322 0.851 0.757 0.961 
Table 1.  Classification performance for differing network architectures 
 
The network consisting of 7 neurons in a linear hidden layer, and using a logistic sigmoid 
transfer function on the output layer displayed superior performance.  
COUNTERMEASURE STRATEGIES 
Perhaps the greatest challenge for the mining industry related to operator fatigue is the 
development of appropriate countermeasure strategies. Essentially, the industry needs to 
answer the question ‘What do you do once you know an operator is dangerously fatigued?’  
The most intuitive solutions are either: relieve the operator of their duties for that shift2, or 
attempt to use an audible stimulus to ‘wake’ the operator.  Unfortunately, neither adequately 
meets the need of the industry. The former is naturally opposed by operators and union 
groups alike, and the latter, as previously described, is generally incapable of ensuring safe 
operator behaviour for a sufficient length of time.  
 
                                                          
2 If fatigue information is relayed to site management, this would be in the form of a directive radioed to the 
operator, otherwise the truck could be safely brought to a halt by a control system linked with the fatigue 
monitor. 
 Research has shown that self-evaluation of fatigue is often inaccurate; subjects usually 
describe their level of fatigue as somewhat less than evaluated by experts. This may be a 
result of a temporary increase in awareness when asked to self-evaluate, or the negative 
stigma associated with tired drivers. Regardless of the reasoning behind this, operators may 
often dispute the fatigue measurement of any fatigue detection technology employed, thereby 
reducing overall acceptance of such a tool. Further driver education, tolerance and 
understanding by both operators and management may serve to mitigate this effect.  
 
Opposition to such technology may also come from worker union groups. Although the main 
purpose of any fatigue detection and countermeasure strategies would be focussed on 
operator safety, some measures may be misconstrued as not in the interest of the operator. In 
order for any technological solution to be practicable, industry must work with operators and 
union groups to develop a mutually agreeable plan. 
CONCLUSIONS 
The results presented in Table 1 demonstrate the ability to detect the fatigue level of a driver 
using EEG data and a neural network classifier. These results, although promising, are of 
little use unless appropriate fatigue countermeasure strategies can be developed.  
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