We introduce an entropy of the form −T r(ρ n logρ) to investigate quantum mechanical properties, like entanglement, for mixed states. We compare it to other quantum entropies where the power of the density matrix has been used to obtain more information than the Von Neumann entropy. We discuss both the pure state case and the mixed state case (Werner state) with special regard to separability. The power-log entropy is a non-additive entropy and we derive a pseudo additivity condition. The conditional entropy thus defined can be negative for entangled states unlike the classical entropy. The zero leads to the separability criterion. Our results show that for Werner states (with x component of the pure state), a rapid convergence to x = 1/3 as n increases, thus restoring the Pere's criterion. There are other aspects where power-log entropy is useful. The power of the density matrix defines a map on the state space with pure states as fixed points. The mixed states map to pure states for increasing n.
Introduction
Entropy, though not an observable of a system, is found to be a very physical quantity. It is used in thermodynamics, statistical mechanics, information theory and quantum entanglement. It is found to give the amount of physical resources (number of qubits) required for information processing. It is, in fact related to both the entanglement of formation and the entanglement of distillation. Even classically, it gives us the number of states the system has. The entropy is nonnegative, concave quantity. It is also subadditive. The additivity condition holds for independent events.
Boltzmann introduced entropy as
where W is the number of states of the system and k is the Boltzmann constant. When the Boltzmann constant is taken to be unity and all states are equally probable, that is p=1/W and k=1, then S = log W = − log p where p is the probability of occupation of any state.
When the states are not equally probable, the entropy can be written as
where p i is the probability of occupation of the state i. This is the Shannon entropy used extensively in information theory. This entropy is also the lack of information we have about the system, as we show below.
S=0 when
That means when we have a pure state, i.e. when the system is in only one of its available states, the information is maximum. S = S max = log W when p = 1/W When all the states are equally probable, there is no information available about the system at all, so the entropy is maximal. This is the classical entropy. A quantum mechanical generalization uses the density matrix approach. In quantum mechanics, Von Neumann defined entropy as S = −T r log ρ
The eigenvalues of the density matrix are the probabilities of occupation of the states. So the quantum entropy reduces to the classical. Now, the entropy can be written as a power series expansion in the diagonal density matrix, with the powers of the probabilities on the diagonals of each successive matrix. The series converges since
There does not seem to be much discussion of such power series expansion of the entropy in literature. We give a short outline of the proof for a general entropy. It is easy to visualize the concept for binary entropy i.e. the entropy with only two probability outcomes of the occupation of states, p and 1 − p. However, the proof is valid for the general entropy of which the binary entropy is a special case.
We look at the complement of the density operator defined as
For ρ c to be a density matrix we need to normalize the complement. Formally, it is easier to handle, as
An equivalent description of the entropy is
where if p is the probability of occupation, 1 − p is the probability of not occupation. Here the normalization takes place effectively in the probabilities.
The obvious quantum generalization is
And
We can conclude that for the diagonal density matrix, the classical result is restored. The most classical case is for equal probabilities for the general density matrix
Note T rρ = 1 , ρ is positive definite. All eigenvalues of ρ are non negative.
We would like to add a note on diagonalization of density matrices. The density matrix can always be diagonalized, but it can only be diagonalized locally, if it is separable. If we have entangled density matrices they can only be diagonalized in a joint basis.
For example the Bell states are diagonal in the Bell basis given by
In the standard basis, |10 , |01 , |00 , |11 , the density matrix has offdiagonal terms.
For example
Entanglement shows up in the off-diagonals, when the standard basis is used.
We are interested in the connection between entanglement and separability in terms of entropy. Separability is rather obvious for pure states. If A and B are two subsystems of the composite system AB, of two particles, then separability implies
ρ AB is the joint density matrix. The reduced density matrices are ρ A and ρ B .
For mixed states, separability is more complicated. Then the system is separable if the density matrix can be written as the convex sum
Peres [1] gave an algebraic criterion for separability, which is a necessary condition. It is the most stringent criterion for separability. The matrix obtained by partial transposition of ρ AB , is separable if it has only non-negative eigenvalues. For 2 × 2 and 2 × 3 systems, Peres criterion is necessary and sufficient. For systems of higher dimension it is necessary but not sufficient.
In this paper we consider a particular mixed state, the Werner state, defined as
where ψ − is the antisymmetric Bell state. We have an amount x of a pure maximally entangled state together with 1−x amount of the maximally mixed state. When x = 1 we have a completely pure state. When x = 0 we have the completely mixed state. The quantity x shows how much the state is mixed.
It is
hard to classify mixed states as classical or quantum. Using the Peres criterion for the positive partial transpose we can conclude that the Werner state is separable or classical like only for x < 1 3 . It is not separable , i.e. quantum like, for x > 1 3
.
Several authors have introduced various entropies in the literature and have discussed their usefulness in determining separability. We give below a brief comparison of these entropies and how they give rise to separability criteria . We also discuss how well they compare with the Peres criterion for the Werner state.
The Renyi α−entropy
In 1996 the Horodeckis [2] used the Renyi α−entropy. The quantum counterpart
These form a family of α−entropies. As α → 1 decreasingly, in the limit we get the Von Neumann entropy.
They obtained the set of α−entropic inequalities
Where α ≥ 1, S α (ρ) is the entropy of the system, and S α (ρ i ), i = 1, 2 are the entropies of the subsystems.
Satisfying these inequalities implies the positiveness of conditional alphaentropies.
For the Werner state it gives the result: the state is separable for
However, the criterion is not as strong as the Peres criterion. They concluded that a state with maximal entropies of the subsystems is separable if it satisfies they alpha-entropic inequalities for all α ≥ 1.
The Tsallis entropy Abe and Rajagopal [3] worked on the Tsallis [4] entropy
This is a non additive entropy. When q = 1 we get the Von Neumann entropy. When q → ∞ we get back classical entropy. When q = 2 we get 1 − T rρ 2 the Zeilinger linear entropy. They obtained the non additive conditional entropy as . Linear Entropy C. Brukner and A. Zeilinger [5] defined the linear entropy as T rρ 2 − 1.This is a special case of the Tsallis entropy. They feel strongly that the probability vector p = (p 1 , p 2 . . . p W ) alone has complete information about the system. The length of the vector p 2 = (p
is an invariant of the system. So they claim that the square of the probabilities is enough for complete information. This they call the total information content of the system I tot = I 1 , I 2 . . . I W . The probabilities could be the experimentally observed values for the system. For example, to specify a spin completely, one needs its x, y and z components, which obviously cannot be specified simultaneously. The best one can do is to give the probabilities p x , p y , p z for finding the spin along the x,y and z directions. So measurement must be made of complementary variables. Here the concept of measurement is brought into focus, and the fact that quantum measurement just gives us probabilities.
The order of measurement is also important as the commutation properties of the variables come into play. This is also related to the expectation value of the complement of the density matrix we have defined in equation (4) .
The expectation value of ρ c (not normalized) is
Power-log Entropy In this paper, we introduce a generalization of the Von Neumann entropy that combines the powers of the density matrix operator, ρ n , with logρ
where n is an integer power of the density matrix. We introduce the power to obtain more information for mixed states, where ρ n = ρ. We are interested in separability or entanglement of two quantum systems, so we would like to consider the bi-partite density matrix ρ AB . For a composite system of two-particles A and B the joint density matrix is defined as ρ (A, B) . The reduced density matrices are ρ(A) and ρ(B).
The properties of the power-log entropy:
1. For n=1, we get back the von Neumann entropy. 2. It is non-additive. For independent systems A and B, the pseudo additivity condition is
3. Entropy is always positive. Though the entropy is positive, the conditional entropy can be negative for quantum states. This provides us with a criterion for entanglement. The conditional entropy (which we obtain from the power-log entropy) changes sign in going from separable to entangled states. So the zero of the conditional entropy gives the condition for separability. We define the power-log conditional entropy as
where p ij (B|A) is the conditional probability that B takes the value B j once A has take the value A i .
We have obtained the conditional probability using the Bayes Rule
Thought the additivity condition for the entropy breaks down, Bayes rule, of which it is a consequence, always holds. Substituting the conditional probability into the conditional entropy we have the relation
The final equation for numerical study of the conditional entropy is
We use the Werner state (bipartite, spin half case), which is a special mixed state, for this study [Equation 18 ]. Suppose we were to start with some amount of pure entanglement and mix it with noise to form a mixed state, the mixed state turns out to be entangled or separable depending on the amount of pure entangled state present in the mixture. We study the values of x, of the Werner state, for which the power-log conditional entropy becomes zero. The numerical results show that for the Werner state with x fraction of the pure Bell state, the conditional entropy becomes negative as x becomes more than 0.748. From Pere's result this value is 1/3. We investigate the role of exponent n in the power log entropy to see if it can be used to strengthen the condition for the negativity of the conditional entropy. We have tested n = 1 − 10. Our results show a rapid convergence to x = 1/3 as n increases, thus restoring the Pere's criterion. There may be other features where Power-log entropy could be useful. It is useful as it maps mixed states to pure states, which may be entangled.
