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Abstract
We consider a stochastic susceptible-infected-recovered (SIR) model with contact tracing on random trees and on the
configuration model. On a rooted tree, where initially all individuals are susceptible apart from the root which is infected,
we are able to find exact formulas for the distribution of the infectious period. Thereto, we show how to extend the
existing theory for contact tracing in homogeneously mixing populations to trees. Based on these formulas, we discuss
the influence of randomness in the tree and the basic reproduction. We find the well known results for the homogeneously
mixing case as a limit of the present model (tree-shaped contact graph). Furthermore, we develop approximate mean field
equations for the dynamics on trees, and – using the message passing method – also for the configuration model. The
interpretation and implications of the results are discussed.
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1. Introduction
Most control measures, such as mass screening or mass vaccination, involve testing and treating random samples of
individuals in a population (Bauch and Rand, 2000; Ferguson and Garnett, 2000). In contrast, contact tracing or ring vac-
cination work by further targetting partners or neighbours of an identified infected individual (called an ’index case’).
For contact tracing to take effect, network information about local contact structures and correlations among individuals
have to be accounted for (Klinkenberg et al., 2006). Model analysis showed that contact tracing reduces disease preva-
lence by breaking chains associated with routes of transmission (Eames, 2007), a point that we will discuss below from a
different perspective. Several intensive simulation studies investigated the influence of the contact graph on contact trac-
ing (Kiss et al., 2005, 2007). From an ecological point of view, contact tracing has been dubbed ”hyperparasitism” because
it spreads through the network in the same way as the disease but targets only infected individuals (Mills and Gutierrez,
1996; Sullivan and Vo¨lkl, 1999).
The analysis of models for contact tracing is more involving and mathematically challenging than models e.g. target-
ing random screening, as it is necessary to address local correlations. Several approaches are present in the litera-
ture. One major approach that focuses on correlations is pair approximation (Keeling, 1999; House and Keeling, 2010;
Eames and Keeling, 2003). Originally, pair approximation has been developed to better analyse the effect of correlations
in stochastic processes on graphs, e.g., infected individuals tend to cluster, and therefore the spread of an epidemic slows
∗Corresponding author
down. As contact tracing targets on links between infected individuals, pair approximation is useful also in that context.
Frazer et al. (Fraser et al., 2004) did focus on the age of infection and analysed an (deterministic) age-structured model.
In an homogeneously mixing population, an approach often used is the analysis of a branching process with depen-
dencies (Mu¨ller et al., 2000; Klinkenberg et al., 2006; Mu¨ller and Ho¨sel, 2007; Mu¨ller and Koopmann, 2016; Ball et al.,
2011, 2015). The advantage of this method is an exact analysis of the corresponding models, at least during the onset of
an epidemic. It is possible to handle an SIS and SIR model, as long as the onset of the infection is considered. Up to
now, this method was restricted to a complete contact graph and a large (infinite) population. The analysis of epidemics
on more realistic graphs is more challenging (Barbour and Mollison, 1990).
However, the underlying idea of the branching process approach to contact tracing resembles that of the message passing
method for a stochastic SIR dynamics on a tree (Karrer and Newman, 2010; Wilkinson and Sharkey, 2014; Kiss et al.,
2015). Starting from this observation, it became clear that it is possible to extend the branching theory for contact tracing
to stochastic SIR models on graphs. And indeed, as we will show below, it is possible to obtain results resembling
that in (Mu¨ller et al., 2000; Mu¨ller and Koopmann, 2016). The present work starts off with an SIR model on a contact
graph that is a tree. Initially, only the root is infected while all other nodes are susceptible. It is possible to obtain
integro-differential equations for the probability to be infectious at a given age of infection. Central information, as the
reproduction number, can be analysed, and a suited limit connects the results on a graph with well known results for
homogeneous populations (Mu¨ller et al., 2000; Mu¨ller and Koopmann, 2016). From that micro-level analysis, we derive
by means of heuristic analysis, a mean field equation. Based on even more heuristic arguments, we apply the theory to a
non-tree contact graph, the configuration model.
2. Model and analysis
We consider a stochastic SIR model on a contact graph given by a rooted random tree (Newman et al., 2003). The nodes
represent individuals, and can assume the states “susceptible”, “infected and infectious”, or “recovered”. At time zero,
we assume that the root is the only infected individual while all other individuals are susceptible. Importantly, the root
has no infector. Two individuals connected by an edge have contacts at rate β . That is, the time between two contacts
is exponentially distributed with rate β ; each contact between an infected and a susceptible node transmits the infection.
Individuals recover either undetected at rate α , or they become diagnosed (rate σ ). Diagnosed individuals are treated and
recover. At the same time, the diagnosed individuals become index cases. Index cases are asked to name their contact
partners, who then are called in to see a doctor. In that, an infected neighbour of an index case has probability p to be
discovered. In one-step tracing, we stop after one step, while in recursive tracing, infected individuals that are detected by
contact tracing form new index cases. Any recovered individual acquires a life-long immunity.
We denote a node (an individual) A as a ”downstream” of node B, if the shortest path between the root and node A passes
through node B (additionally, all non-root individuals are downstream from the root’s perspective). Similarly, an edge
of a node is called downstream if it connects to a downstream node. The random variable K denotes the number of
downstream edges, such that the total number of edges for a non-root individual is K+ 1. The number of downstream
nodes are assumed to be i.i.d. for all individuals.
Below we investigate the probability for an infected individual to still be infectious at age of infection a (often, we will
just write “age”, as we do not use chronological age but only age of infection). This probability depends in general on the
location of the individual within the contact tree. Let the generation i of a node be the distance between the node and the
2
root (w.r.t. the standard graph metric). We define
κi(a) = P(a randomly chosen infected node of generation i is infectious at age of infection a), (1)
which turns out to be central for our analysis of the process. In order to obtain this probability, we divide the tracing
process in “backward” and “forward” tracing: We call a tracing event “backward tracing” if an individual is detected via
a downstream index case, and “forward tracing”, if the index case is upstream. In backward tracing we artificially switch
off all forward tracing events, while in forward tracing, we only allow for forward tracing events. Of course, this is done
for mathematical convenience only. In reality, we always find the full tracing process. This full process can be easily
understood as a combination of forward- and backward tracing (Mu¨ller et al., 2000).
Notation: The symbol κ will appear with several sub- and superscripts. In order to avoid confusion, we summarize the
different roles of κ here: Apart from forward- backward- and full tracing, we will consider one step and recursive tracing.
Therefore, we use κ+∗,i(a) for forward tracing, κ
−
∗,i(a) for backward tracing, and κ∗,i(a) for full tracing. The asterix ∗ is
either “r” (for recursive) or “o” (for one-step tracing). That is, κ+r,i(a) refers to the probability to be infectious at age (of
infection) a for an individual of generation i, subject to recursive forward tracing. We furthermore denote by
κ̂(a) = e−(α+σ)a
the probability to be infectious at age a if no tracing takes place (p = 0). Last, it turns out that in backward tracing the
generation plays no role, so κ−∗ (a) is the (generation-independent) probability in case of backward tracing.
2.1. Backward tracing
In backward tracing, an infected individual can only be traced through his/her infectee but not through his/her infector. In
the following subsections, we will discuss the recursive and one-step mode of backward tracing.
2.1.1. Recursive contact tracing
Let κ−r,i(a) denote the probability that a focal individual of generation i is still infectious at age a of infection, if only
recursive backward tracing takes place (no forward tracing).
Theorem 2.1. Let G(s) = E(sK). We find κ−r,i(a) = κ
−
r (a), where κ
−
r (a) is determined by
κ−r (a) = e
−(α+σ)aG
(
1− p
∫ a
0
[
1− e−β (a−a˜)
][
−
d
da˜
κ−r (a˜) −ακ
−
r (a˜)
]
da˜
)
. (2)
Note that in backward tracing κ−r,i(a) does not depend on the generation.
Proof. (of Theorem 2.1) Let κ−r,k,i(a) denote the probability of an individual in the i’th generation with i > 0, that has k
downstream edges, to be infectious at age a of infection. An individual recovers spontaneously at rate α , and is directly
diagnosed at rate σ . Hence,
κ−r,k,i(a) = e
−(α+σ)a [1−P(tracing event during infectious period [0,a])]. (3)
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In order to determine P(tracing event during infectious period [0,a]), we first focus on a single downstream edge. The
contactee at this downstream edge has contacts with the (infected) focal individual at rate β . The probability density that
the first contact on this edge (after the focal individual became infected) took place at age a˜ of infection (of the focal
individual) is given by
β e−β a˜.
Note that the contactee becomes infected during this first contact. Furthermore, the hazard rate of a given downstream
individual infected at age a˜ of the focal individual at age b> a˜ (again, of the focal individual) reads
− d
db
κ−r,i+1(b− a˜)
κ−r,i+1(b− a˜)
.
However, we do not need the hazard rate, but the rate at which the individual is detected, no matter if directly or per
tracing. Therefore we subtract from the hazard rate the rate for unobserved recovery,
− d
db
κ−r,i+1(b− a˜)
κ−r,i+1(b− a˜)
−α. (4)
Hence, the rate for the focal individual at age b (where b < a) to be traced via a given edge reads (in the following
equation, b is always some age of the focal individual)
p
∫ b
0
(downstream indiv. becomes infected at a˜) × (downstream indiv. still infectious at age b)
×(detection rate of downstream indiv. at age b)da˜
= p
∫ b
0
(
β e−β a˜
)
κ−r,i+1(b− a˜)
(
− d
da
κ−r,i+1(b− a˜)
κ−r,i+1(b− a˜)
−α
)
da˜= p
∫ b
0
β e−β (b−a˜)
(
−
d
da˜
κ−r,i+1(a˜) −ακ
−
r,i+1(a˜)
)
da˜.
We need to integrate over b to obtain the probability for the focal individual that a tracing event took place via the given
edge before age a. The probability to not be traced via a given edge reads
1− p
∫ a
0
∫ b
0
β e−β (b−a˜)
(
−
d
da˜
κ−r,i+1(a˜) −ακ
−
r,i+1(a˜)
)
da˜db.
As we have k edges,
κr,k,i(a) = κ̂(a)
(
1− p
∫ a
0
∫ b
0
β e−β (b−a˜)
(
−
d
da˜
κ−r,i+1(a˜) −ακ
−
r,i+1(a˜)
)
da˜db
)k
.
Now comes an important ingredient: As we consider backward tracing, only downstream nodes can trigger tracing events.
Therefore, the generation of an individual does not affect the probability to be infections at a given age,
κ−r,i(a) = κ
−
r, j(a) for i, j ≥ 0.
That is, we may write κ−r,i(a) = κ
−
r (a). Last, we remove the condition K = k for the focal individual,
κ−r (a) =
∞
∑
k=0
κr,k,iP(K = k) = κ̂(a)
∞
∑
k=0
(
1− p
∫ a
0
∫ b
0
β e−β (b−a˜)
(
−
d
da˜
κ−r,i+1(a˜) −ακ
−
r,i+1(a˜)
)
da˜db
)k
P(K = k)
= κ̂(a)G
(
1− p
∫ a
0
∫ b
0
β e−β (b−a˜)
(
−
d
da˜
κ−r (a˜) −ακ
−
r (a˜)
)
da˜db
)
.
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This equation is basically our result. At the end of the proof, we only rewrite the integral,
∫ a
0
∫ b
0
β e−β (b−a˜)
(
−
d
da˜
κ−r (a˜) −ακ
−
r (a˜)
)
da˜db =
∫ a
0
(∫ a
a˜
−1
d
db
e−β (b−a˜) db
) (
−
d
da˜
κ−r (a˜) −ακ
−
r (a˜)
)
da˜
=
∫ a
0
(
1− e−β (a−a˜)
)(
−
d
da˜
κ−r (a˜) −ακ
−
r (a˜)
)
da˜ .
In general, the integral equation (2) will not have an explicit solution. However, we can use Taylor expansion to obtain a
first order approximation of κ−r (a) in p.
Proposition 2.2. Let β 6= α +σ , and assume that all moments of K are finite. The first order approximation of κ−r (a)
reads
κ−r (a) = κˆ(a)
(
1+
pσE(K)
α +σ −β
(
e−βa− κˆ(a)
)
−
pσE(K)
α +σ
(1− κˆ(a))
)
+O(p2). (5)
Proof. First of all, κ−r (a)|p=0 = κ̂(a). As we aim at a first order approximation, we are allowed to replace all terms of the
form pκ−r (a) by p κ̂(a) = pe
−(α+σ)a. Therewith, eqn. (2) becomes
κ−r (a) = e
−(α+β )aG
(
1− p
∫ a
0
[
1− e−β (a−a˜)
][
−
d
da˜
e−(α+σ) a˜ −αe−(α+σ) a˜
]
da˜
)
+O(p2)
= e−(α+β )aG
(
1− pσ
∫ a
0
[
1− e−β (a−a˜)
]
e−(α+σ) a˜da˜
)
+O(p2)
= e−(α+β )aG
(
1− p
[
σ
α +σ
(1− e−(α+σ)a)−
σ
α +σ −β
e−βa (1− e−(α+σ−β )a)
] )
+O(p2)
= e−(α+β )a
(
G(1)− pG′(1)
[
σ
α +σ
(1− κ̂(a))−
σ
α +σ −β
(e−βa− κ̂(a))
] )
+O(p2).
As G(1) = 1 and G′(1) = E(K), this equation establishes the result.
If we compare the numerical solution the approximation given in eqn. (5) with simulation results, we find for the param-
eters chosen (p= 0.3) a perfect agreement with eqn. (2), and a good agreement with our approximation (5) (Fig. 1).
2.1.2. One-step tracing
The only difference between the recursive and the one-step method is that in the one-step method, the tracing is aborted
after one step. Illustratively, this means that person A can only be discovered through tracing events, which are triggered
by neighbours of A but not by tracing events from which neighbours of A are discovered.
Theorem 2.3. The probability that an infected individual under one step backward tracing reaches the age of infection a
reads
κ−o (a) = e
−(α+σ)aG
1− p a∫
0
(1−e−β (a−a˜))σκ−o (a˜)da˜
 . (6)
Proof. Following the same arguments in the recursive mode, the prove is similar to proposition 2.1. The only difference
is the detection rate, given in eqn. (4). For the present case, this rate simply reads σ .
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Figure 1: κ−r (a) for p = 0.3 (panel a), and p = 0.8 (panel b). Dashed-dotted line: e
−(σ+α)a ; solid line: κ−r (a); dashed-lines with bullets: first order
approximation of κ−r (a); grey line: simulation. Parameters: β = 1.5, α = 0.1, σ = 2.9, E(K) = 4, fixed degree.
Proposition 2.4. The first order approximation of κ−o reads:
κ−o (a) = κˆ(a)
(
1+
pσE(K)
α +σ −β
(
e−βa− κˆ(a)
)
−
pσE(K)
α +σ
(1− κˆ(a))
)
+O(p2). (7)
Proof. The proof follows as proposition 3.2. Hence, we can proceed to determine the approximation exactly as with the
recursive method.
Note that the first approximation for one-step tracing coincides with that for recursive tracing. The reason is that tracing
one edge has probability O(p), such that tracing a path of length 2 already has order O(p2) and is a higher order term.
Again, the theoretical and simulation results fit well (Fig. 2).
2.1.3. Connection to the results for homogeneously mixing populations
Interestingly enough, we can relate the result for random trees to the corresponding results on randomlymixing population,
derived in (Mu¨ller et al., 2000; Mu¨ller and Koopmann, 2016). In a randomly mixing population, the contact rate is not
defined per edge (β ), but for an individual (βind). The model and the meaning of all other parameters parallel that of the
present work, with the exception that the contact graph is not a tree but a complete graph. The corresponding probability
κ−h,o(a) to be infectious at age a of infection for an homogeneous population (considered in the onset of an infection, and
one step backward tracing only) is given by the equation (Proposition 2.1 and Proposition 2.2 in Mu¨ller and Koopmann
(2016))
d
da
κ−h (a) =−κ
−
0 (a)
α +σ + pσ βind a∫
0
κ−h (a˜)da˜
 , κ−h (0) = 1, (8)
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Figure 2: κ−o (a) for p = 0.3 (panel a), and p = 0.8 (panel b). Dashed-dotted line: e
−(σ+α)a ; solid line: κ−o (a); dashed-lines with bullets: first order
approximation of κ−o (a); grey line: simulation. Parameters: β = 1.5, α = 0.1, σ = 2.9, E(K) = 4, fixed degree.
while the first order approximation reads
κh(a) = κˆ(a)− p
σ
α+σ βind κˆ(a)
(
a− 1−κˆ(a)α+σ
)
+O(p2). (9)
One central difference between this present equations and the homogeneousmodels is the appearance of βind . If we select
randomly a non-root node in the present model, then the total contact rate of that node is the sum of all contacts on its
edges. For all individuals apart of the root, the relation between β and βind is given by
βind = (1+E(K))β . (10)
Here we obtain 1+E(K), as contacts happen on upstream and on downstream nodes. It is near at hand to consider the
limit E(K)→∞, β → 0, while βind = (1+E(K))β is constant to approximate a randomly mixing population (full graph).
We first discuss the first order approximation.
Proposition 2.5. We find
κ−h (a) = lim
β→0,E(K)→∞
κo(a)+O(p
2), (11)
under the condition that βind := lim
β→0,E(K)→∞
β (1+E(K)).
Proof. First note, βind := lim
β→0,E(K)→∞
βE(K). We take the limit β → 0, E(K)→ ∞ of eqn. (2.4),
κ−o (a) = κˆ(a)
(
1+
pσE(K)
α +σ −β
(
e−βa− κˆ(a)
)
−
pσE(K)
α +σ
(1− κˆ(a))
)
+O(p2). (12)
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We note that
lim
β→0
pσβ E(K)
1
β
{
1
α +σ −β
(
e−βa− e−(α+σ)a
)
−
pσE(K)
α +σ
(
1− e−(α+σ)a
)}∣∣∣∣
βE(K)→βind
,
=
pσβind
α +σ
d
dβ
(
α +σ
α +σ −β
(
e−βa− e−(α+σ)a
))∣∣∣∣
β=0
=
pσβind
α +σ
(
1
α +σ
(
1− e−(α+σ)a
)
− a
)
.
Hence, the limit reads
κ−o (a) = e
−(α+σ)a−
pσβind
α +σ
e−(α+σ)a
(
a−
1
α +σ
(
1− e−(α+σ)a
))
+O(p2).
This equation establishes the result.
We have shown above that under the limit for any (well behaved) degree distribution, the first order approximation of our
tree model and the random mixing model of (Mu¨ller and Koopmann, 2016) agree. Now we show an even stronger result.
Let us assume that K follows the Poisson process K ∼ Pois(E(K)). The random mixing models assumes that contacts
happen at randomly distributed times (homogeneous Poisson process) and the number of contactees over a given time
span follows a Poisson distribution. Thus, it is natural to examine the tree model with a Poissonian degree distribution.
Proposition 2.6. Let K ∼ Pois(E(K)), and define βind = (1+E(K))β . Eqn. (6) becomes in the limit E(K)→ ∞, β → 0,
while βind is kept constant,
κ˙−0 (a) =−κ
−
0 (a)
α +σ + pσβind a∫
0
κ−0 (a˜)da˜
 . (13)
Proof. The PGF of a Poissonian distributed random variable reads G(s) = E(sK) = e−(1−s)E(K). With Theorem 2.3 we
conclude
κ−o (a) = e
−(α+σ)a exp
E(K) pσ a∫
0
(1−e−β (a−a˜))κ−o (a˜)da˜
 .
The derivative w.r.t. a gives
d
da
κ−o a) =−κ
−
o (a)
α +σ +E(K)pσβ a∫
0
e−β (a−a˜)κ−0 (a˜)da˜
 .
If we again take the limit β → 0 while E(K)→ ∞, while for β (1+E(K))→ βind , we obtain eqn. (13).
Note that eqn. (13) is identical with eqn. (9). Not only both models agree at the first order approximation in p, but also
that, in this limit (and that if K follows a Poisson distribution), the models themselves coincide.
2.2. Forward tracing
In forward tracing, we note that an infected individual, if not from the zeroth generation, can only be traced through
his/her infector. Therefore, in forward tracing, the generation matters. On the other hand, each person only has exactly
one infector. This is also the case in randomly mixing populations. The line of reasoning is identical with that of
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homogeneous models (Mu¨ller et al., 2000; Mu¨ller and Koopmann, 2016). In particular, the degree distribution does not
appear in the theory we develop next.
2.2.1. Recursive method
Definition 2.7. Let κ+r,i(a|b) be the probability that an individual of generation i is still infected at age a of infection given
that the infector has age a+ b of infection.
Theorem 2.8. We have κ0,r(a) = κ̂(a), and κr,i(a) follows from the recursive equation
κ+i (a|b)κ
+
i−1(b) = κˆ(a)
κ+i−1(b)− p
a∫
0
(
−κ+i−1
′
(b+ c)−ακ+i−1(b+ c)
)
dc
 , (14)
κr,i =
∫ ∞
0 κr,i(a|b)κr,i−1(b)db∫ ∞
0 κr,i−1(τ)dτ
. (15)
The proof of this proposition is in wide parts identical with the analogue proof in (Mu¨ller et al., 2000;
Mu¨ller and Koopmann, 2016); however, in order to keep the present paper self-contained, we briefly sketch the argu-
ment.
Proof. We first elaborate κ+i (a|b), that is, the probability of a target individual in generation i to be still infectious at
age of infection a if the infector did have age of infection b at the time when the infection event did take place. The
probability to be infectious at age of infection a, κ̂(a), is decreased by contact tracing. We obtain the probability that no
tracing event did take place. If the target individual has age a, the infector has age a+ b. The probability that the infector
is still infectious reads
κ+r,i−1(a+ b)
κ+r,i−1(a)
The rate at which the infector is observed at age b+ c with c ∈ [0,a) is given by
κ+r,i−1(b+ c)
κ+r,i−1(b)
(
−κ+r,i−1
′
(b+ c)
κ+r,i−1(b+ c)
−α
)
=
(
−κ+r,i−1
′
(b+ c)
κ+r,i−1(b)
−
ακ+r,i−1(b+ c)
κ+r,i−1(b)
)
.
Therefore, the probability that the infector induced an tracing event in [0,a) sums up to
a∫
0
(
−κ+i−1
′
(b+ c)
κ+i−1(b)
−
ακ+i−1(b+ c)
κ+i−1(b)
)
dc.
Therefore,
κ+r,i(a|b) = κˆ(a)
1− p
a∫
0
(
−κ+i−1
′
(b+ c)
κ+r,i−1(b)
−
ακ+r,i−1(b+ c)
κ+r,i−1(b)
)
dc
 ,
or, equivalently,
κ+r,i(a|b)κ
+
r,i−1(b) = κˆ(a)
κ+r,i−1(b)− p
a∫
0
(
−κ+r,i−1
′
(b+ c)−ακ+r,i−1(b+ c)
)
dc
 .
We find κr,i(a) in integrating κr,i(a|b) by the probability density of a generation i-infected to produce the secondary case
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at age of infection b. Thereto, we focus on the edge connecting the focal individual (generation i) with his/her upstream
node (generation i− 1). If the upstream node becomes infected, the focal node is uninfected. The infection rate for the
focal node (note: we do not condition on the fact that the upstream node is a certain time interval infected, as we did
in Theorem 2.1) is β κr,i−1(b). Hence, the age of infection at the time of the infection event is given by the probability
distribution β κr,i−1(b)/
∫ ∞
0 β κr,i−1(τ)dτ . This consideration yields eqn. (15), and completes the proof.
Remark 2.9. We may rewrite the integral for κ+r,i(a) as follows:
κ+r,i(a) =
∞∫
0
κ+r,i(a|b)κ
+
r,i−1(b)db
∞∫
0
κ+r,i−1(τ)dτ
=
∞∫
0
κˆ(a)
(
κ+r,i−1(b)− p
a∫
0
(
−κ+r,i−1
′
(b+ c)−ακ+r,i−1(b+ c)
)
dc
)
db
∞∫
0
κ+r,i−1(τ)dτ
= κ̂(a)
1− p
∞∫
0
a∫
0
(
−κ+r,i−1
′
(b+ c)−ακ+r,i−1(b+ c)
)
dcdb
∞∫
0
κ+r,i−1(τ)dτ
 .
Since∫ ∞
0
∫ a
0
f (b+ c)dcdb=
∫ ∞
0
∫ a+b
b
f (c)dcdb =
∫ a
0
∫ c
0
f (c)dbdc+
∫ ∞
a
∫ c
c−a
f (c)dbdc=
∫ ∞
0
min{a,c} f (c)dc
we find
κ+i−1,r(a) = κˆ(a)
1− p
∞∫
0
min{a,b}
(
−κ+′i−1,r(b)−ακ
+
i−1,r(b)
)
db
∞∫
0
κ+r,i−1(τ)dτ
 . (16)
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Figure 3: κ+i,r(a) for p = 0.3 (panel (a), and p= 0.8 (panel (b)). Solid line: e
−(σ+α)a (coinciding with κ+0,r(a)); dashed lines: κ
+
i,r(a); dashed-line with
bullets: first order approximation of κ+i,r(a); grey lines: simulation. Parameters: β = 1.5, α = 0.1, σ = 2.9, E(K) = 4, K is constant.
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Proposition 2.10. Let pobs = σ/(σ +α). The first order approximation of κ
+
i (a) reads
κ+r,i(a) = κˆ(a)(1− ppobs (1− κˆ(a)))+O(p
2). (17)
Proof. As above, in the first order approximation for backward tracing, we note that we only need the zero order approx-
imation of κr,i−1 if that probability is multiplied by p. Therefore,
κ+r,i(a) = κˆ(a)
1− p
∞∫
0
a∫
0
σ e−(α+σ)(b+c)dcdb
∞∫
0
e−(α+σ)bdb
+O(p2) = κˆ(a)(1− ppobs (1− κˆ(a)))+O(p2).
As before, theory and simulations agree nicely (Fig. 3).
2.2.2. One-step method
Similar to backward tracing, the difference between the recursive method and the one-step method is that in the one-step
method, an infected individual discovered via tracing cannot trigger another tracing event.
Theorem 2.11. For the probability that an individual reaches age a of infection in forward tracing with the one-step
method, κ+o,i(a), the following applies:
κ+o,i(a) = κˆ(a)
1− p
∞∫
0
a∫
0
σκ∗i−1(b+ c)dcdb
∞∫
0
κ∗i−1(b)db
 . (18)
Proof. The proof follows Proposition 3.5 by replacing −κ+′r,i−1(a)−ακ
+
r,i−1(a) with −σκ
∗
o,i−1(a) for the reason stated
above.
Recall that pobs = σ/(σ +α) is the probability to be diagnosed (if no contact tracing takes place). With this definition,
we find the following result.
Proposition 2.12. The first order approximation for κ+′o,i(a) reads
κ+o,i(a) = κˆ(a)(1− ppobs (1− κˆ(a)))+O(p
2). (19)
Proof. See proof of Proposition 2.10.
As expected, the first order approximations of κ+o,i and κ
+
r,i coincide. Because the difference between the recursive and the
one-step method results only from the second tracing step. This comes with a probability of O(p2). Thus, the difference
between the two methods in the approximation is expressed only in the remainder of the term. The approximation of the
first order of κ+i and κ
∗
i are independent of the generation of the individual in consideration and also agree with the given
first order approximation of (Mu¨ller and Koopmann, 2016). Again, this is not surprising given that the formulas for κ+r,i
11
and κ+o,i have been developed using the same approach. A comparison of theoretical results and simulations is presented
in Fig. 4.
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Figure 4: κ+i,o(a) for p= 0.3 (panel (a), and p = 0.8 (panel (b)). Solid line: e
−(σ+α)a (coinciding with κ+0,o(a)); dashed lines: κ
+
i,o(a); dashed-line with
bullets: first order approximation of κ+i,o(a); grey lines: simulation. Parameters: β = 1.5, α = 0.1, σ = 2.9, E(K) = 4, K is constant.
2.3. Full tracing
In the following, a formula for full tracing, κr,i(a), will be developed. This is precisely the probability that an infected
person reaches the age of infection a when full tracing is applied. For this, the formula for forward and backward tracing
set up in the previous sections must be suitably combined.
Theorem 2.13. We have κr,0(a) = κ
−
r (a), and for i> 0
κr,i(a) =
∞∫
0
κ−r (a)
(
κr,i−1(b)− p
a∫
0
−κ ′r,i−1(b+ c)−ακr,i−1(b+ c)dc
)
db
∞∫
0
κr,i−1(b)db
, (20)
where κ−r (a) is given by eqn. (2).
Proof. The proof parallels the proof of theorem 2.8 (forward tracing), where we use that κr,i(a) equals the probability
to be still infectious at age a under the condition that the individual was not hit by a forward tracing event, times the
probability that indeed the individual was not removed by forward tracing. As we now allow for backward tracing the
probability to be infectious at age conditioned on no forward tracing is given by κ−r (a). Otherwise, the argument remains
the same.
The following proposition can be shown along the lines for the corresponding approximations in forward- and backward
tracing; the simulations confirm also in that case that we catch the heard of the process (Fig. 5).
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Figure 5: κi,r(a) for p = 0.3 (panel (a), and p = 0.8 (panel (b)). Solid line: e
−(σ+α)a ; dashed lines: κi,r(a); dashed-lines with bullets: first order
approximation of κi,r(a); grey line: simulation. Parameters: β = 1.5, α = 0.1, σ = 2.9, E(K) = 4, K is constant.
Proposition 2.14. The first order approximation of κi(a) reads
κr,i(a) = κˆ(a)
(
1+
pσE(K)
α +σ −β
(
e−βa− κˆ(a)
)
−
pσE(K)
α +σ
(1− κˆ(a))−
pσ
α +σ
(1− κˆ(a))
)
+O(p2). (21)
We find the parallel results for one-step tracing. Simulations are presented in Fig. 6.
Theorem 2.15. We have κo,0(a) = κ
−
o (a), and for i> 0
κo,i(a) =
∞∫
0
κ−o (a)
(
κo,i−1(b)− pσ
a∫
0
κo,i−1(b+ c)dc
)
db
∞∫
0
κo,i−1(b)db
, (22)
where κ−o (a) is given by eqn. (6). The first order approximation is identical with that for κ
−
r,i(a) in eqn. (21).
Remark 2.16. We understand that the structure of forward tracing does not differ from the present case and a homoge-
neously mixing population. For backward tracing, we have the approximation results (Proposition 2.5 and 2.6). Therefore,
those approximation results directly carry over to full tracing. Particularly, if we consider trees where K is distributed
according to a poisson distribution, and β is small, s.t. E(K)→ ∞, β → 0, while β E(K)→ βind , then κr,i(a) tends to the
corresponding probability for full tracing in a homogeneous population (if we consider the onset of the epidemic). The
parallel result holds true for one-step tracing.
2.4. Reproduction number
The reproduction number is defined as the average number of secondary infections generated by one infectious individual
in a population of completely susceptible individuals (Anderson and May, 1992; Diekmann et al., 1995). Without contact
13
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Figure 6: κi,o(a) for p = 0.3 (panel (a), and p = 0.8 (panel (b)). Solid line: e
−(σ+α)a ; dashed lines: κi,o(a); dashed-lines with bullets: first order
approximation of κi,o(a); grey line: simulation. Parameters: β = 1.5, α = 0.1, σ = 2.9, E(K) = 4, K is constant.
tracing (p= 0), the basic reproduction number is given by
R0 =
∞∫
0
β
(
∞
∑
k=0
P(K = k)κˆ(a)
)
da=
∞∫
0
βE(K)κˆ(a)da=
βE(K)
α +σ
. (23)
This reproduction number is decreased by contact tracing; we deonte the reproduction number with contact tracing by Rct .
Theorem 2.17. Under full tracing (either recursive or one-step), the reproduction number of the ith generation reads
Rct = R0
(
1−
pσβE(K)
2(α +σ)(α +σ +β )
−
pσ
2(α +σ)
)
+O(p2). (24)
Proof. For p > 0, we use the first order approximation of κ∗,i(a) and find
Rct =
∞∫
0
β
(
∞
∑
k=0
P(K = k)κ∗,i(a)
)
da,
=
∞∫
0
βE(K)κˆ(a)
[
1+
pσE(K)
α +σ −β
(
e−βa− κˆ(a)
)
−
pσE(K)
α +σ
(1− κˆ(a))−
pσ
α +σ
(1− κˆ(a))
]
da+O(p2)
The result follows with
∞∫
0
κˆ(a)
(
e−βa− κˆ(a)
)
da= 1α+σ+β −
1
2(α+σ) and
∞∫
0
κˆ(a)(1− κˆ(a))da= 1
2(α+σ) .
Remark 2.18. We again consider the limit β → 0, E(K)→ ∞, while β (E(K)+ 1)→ βind . With R0 = βind/(σ +α) and
pobs = σ/(α +σ), we obtain the limit
Rct → R0
(
1−
1
2
p p0bs (R0+ 1)
)
+O(p2), (25)
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which is identical with the first order approximation of the reproduciton number obtained in a randomly mixing
model Mu¨ller et al. (2000); Mu¨ller and Koopmann (2016).
2.5. Influence of the Graph structure
The structure of the random tree, given by the generating function of the downstream degree distribution G(s), only
appeared in the consideration of backward tracing (see Theorem 2.1 and Theorem 2.3). As full tracing is based on
forward- and on backward tracing, also there, the graph structure comes in. However, all first order approximations did
only depend on E(K). If we expand κ−∗ (a) w.r.t. p, a closer look shows that the i’th order correction term (proportional to
pi) depends on the first i moments of K. As in applications, p is rather small, we expect indeed the special choice of the
random tree only has a minor influence, if all moments of K are finite.
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Figure 7: Influence of the distribution of K. Left panel: κ5,r(a) (in semi-logarithmic representation), right panel: Rct over p. Curves, from the top
down: solid, K with large second moment (see text, variance 4064); dashes, geometric distribution (variance 23.11); dashed-dotted, Poisson distribution
(variance 4.3); dotted, K= constant (variance 0). Additional (thin, solid) line in the right panel: First order approximation of R0. Parameters: E(K)= 4.3,
β = 1.5, α = σ = 0.5.
A large or even infinite second moment, however, will lead to different results. To exemplify this conjecture, we consider
four different random variables K: (a) K is constant, (b) K is Poisson distributed, (c) K geometric distributed, and (d) K
follows a truncated power law, P(K = i) = c i−γ for i ∈ {1, . . . ,15000}, and P(K = i) = 0 else, where we choose γ = 2.1.
Clearly if we do not restrict ourselves to a K ≤ 15000, but extend the distribution for all positive integers, the expectation
is finite, while the variance is not. For numerical reasons, we exclude in this last case the large numbers of K and truncate
the power law.
In the simulations, we adapt the parameters such that the expectations of the four distributions are identical, while the
variance is increasing from (a) to (d) – see caption of Fig. 7 for the exact numbers. We find indeed that the effect of contact
tracing decreases with the variance of K (Fig. 7). Moreover, the first order approximation for R0 is only appropriate if the
variance is not too large; even for the geometric distribution, there is some reasonable deviation for p> 0.3, while for the
distribution (d), even small values of p show a different behaviour. Nevertheless, at p= 0, approximation and exact result
are tangential to each other, as predicted by the theory. Our finding bears some similarity with the observation that the
reproduction number monotonously depends on the variance of the inter-generation time (Wallinga and Lipsitch, 2006).
In that case, the larger the variance the smaller the reproduction number.
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3. Mean field
So far, we did mainly focus on single individuals. The fate of an individual is well characterized by the infectious period,
described by κ(a). Now we turn to the population. Preliminary studies (Mu¨ller et al. (2000); Mu¨ller and Koopmann
(2016)) did show that in homogeneous populations, the local correlations caused by contact tracing (removal of several
neighbouring infected individuals at the same time) are less important than the reduction of the infectious period. We also
test this observation in the present setting.
The situation we did analyse is a tree, where initially the root is infected. We develop an idea about the dynamics of
the prevalence in the next section. In the section thereafter, we extend our ideas by means of heuristic arguments to the
configuration model
3.1. Mean field approximation on a tree
The dynamics of an SIR model without contact tracing on a tree is well known (Diekmann et al., 1998;
Keeling and Eames, 2005). We briefly sketch the idea of the analysis. Let It , Rt the number of infected/recovered nodes
at time t. Clearly,
d
dt
E(Rt) = γE(It).
It remains to focus on I. Consider an infected individual at age of infection a and k downstream nodes. Furthermore, let
zk(a) denote the expected number of secondary infecteds. Clearly, zk(0) = 0, zk(a)≤ k. We have
d
da
zk(a) = β (k− zk(a)), zk(0) = 0.
Hence, zk(a) = k
(
1− e−βa
)
. If we want to know the number of children of a randomly selected individuals that became
infected a time units ago, we need to remove the information about K,
z(a) =
∞
∑
k=0
k
(
1− e−βa
)
P(K = k) = E(K)
(
1− e−βa
)
.
Hence the rate θ (a) at which an infected individual produces downstream infecteds is given by
θ (a) =
d
da
z(a) = E(K)β e−βa.
The last term, βe−βa refers to the time distribution of the first infectious event, while E(K) is the average number of nodes
that can be infected. Using these considerations, we are able to set up an age-structured model for the density of infected
individuals,
(∂t + ∂a)i(t,a) = −γi(t,a)
i(t,0) =
∫ ∞
0
θ (a) i(t,a)da.
A further, interesting subpopulation is the number of missed downstream neighbours. If the upstream neighbour of a
susceptible is recovered, that individual escaped the infection. Let Σ(t) be the expected number of these individual. We
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find
(∂t + ∂a)i(t,a) = −γi(t,a) (26)
i(t,0) =
∫ ∞
0
θ (a) i(t,a)da (27)
d
dt
R = γ
∫ ∞
0
i(t,a)da (28)
d
dt
Σ = γ
∫ ∞
0
i(t,a)(E(K)− z(a))da= E(K)γ
∫ ∞
0
i(t,a)e−βada (29)
As usual, this age structured model will tend to an exponential growing solution with a stable age structure,
i(t,a) = I0 e
λ t i(a).
Therewith,
i′(a) =−(γ +λ )i(a) ⇒ i(a) = e−(γ+λ )a.
The boundary condition for i(t,0) yields
1=
∫ ∞
0
θ (a)e−(λ+γ)ada= E(K)β
∫ ∞
0
e−(λ+γ+β )ada=
βE(K)
λ + γ +β
.
Solving this expression for λ , we have
λ = β (E(K)− 1)− γ.
In the long run, i(t,a) = I(t)λ e−(λ+γ)a and hence
d
dt
Σ = E(K)γI
∫ ∞
0
(λ + γ)e(−λ−γ−β )ada
= E(K)
γ +λ
λ + γ +β
γ I = E(K)
β (E(K)− 1)
βE(K)
γ I = (E(K)− 1)γ I
Corollary 3.1. In the long run, we find
d
dt
I = β (E(K)− 1) I− γI (30)
d
dt
R = γI (31)
d
dt
Σ = (E(K)− 1)γ I (32)
A short computation shows that, in the long run, the expected number of susceptible downstream nodes of a randomly
selected infected node is E(K)− 1 (Diekmann et al., 1998; Keeling and Eames, 2005). Hence, the number of infected
grow exponentially fast, where the incidence is β (E(K)− 1), and the recovery rate γ , such that the exponent reads
λ = β (E(K)− 1)− γ .
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We compute the asymptotic ratios limt→∞
Σ(t)
I(t) , limt→∞
R(t)
I(t) . With ζ (t) = Σ(t)/I(t) and η(t) = R(t)/I(t), we find
ζ ′(t) =
Σ′(t)
I(t)
−
Σ(t)
I(t)
I′(t)
I(t)
= (E(K)− 1)γ−λ ζ (t)
η ′(t) =
R′(t)
I(t)
−
R(t)
I(t)
I′(t)
I(t)
= γ−λ η(t)
and hence
Corollary 3.2.
lim
t→∞
Σ(t)
I(t)
= (E(K)− 1)
γ
λ
= (E(K)− 1)
γ
β (E(K)− 1)− γ
, lim
t→∞
R(t)
I(t)
=
γ
β (E(K)− 1)− γ
.
In order to incorporate contact tracing, we replace in eqn. (26)-(27), the constant removal rate γ by the age structured
non-constant hazard rate −κ ′(a)/κ(a), where κ(a) is the probability to be infectious at age of infection a (in case of
forward/full contact tracing, the asymptotic probability, if we take the number of generations to ∞). Using the first order
approximation of κ(a) in eqn. 21, that is κr,i(a), the age-structured model now becomes
(∂t + ∂a)i(t,a) = log(κ(a))
′i(t,a)
i(t,0) =
∫ ∞
0
θ (a) i(t,a)da.
Asymptotically, i(t,a) = I0 e
λ t i(a), where
i′(a) = (log(κ(a))′−λ ) i(a).
Thus
i(a) = i(0)κ(a)e−λa
and the equation that determines λ becomes
1=
∫ ∞
0
θ (a)κ(a)e−λada.
A short computation of the asymptotic ratios which incorporates contact tracing yields
Corollary 3.3.
lim
t→∞
Σ(t)
I(t)
=
E(K)
(
1− (λ +β )
∫ ∞
0 κ(a)e
−(λ+β )ada
)
λ
∫ ∞
0 κ(a)e
−λada
, lim
t→∞
R(t)
I(t)
=
1
λ
∫ ∞
0 κ(a)e
−λada
− 1.
For different tracing probabilities, the effect of contact tracing on the exponent and asymptotic ratios is established, and
with the age structured non-constant hazard rate, we find a satisfying agreement with simulation results (Fig. 8). It is not
surprising that for increased p, the prediction for the non-age structured removal rate (λ = β (E(K)− 1)− 1/
∫∞
0 κ(a)da)
breaks down, this is because we have used a first-order approximation of κ(a) to compute λ .
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Figure 8: λ (left panel), lim
t→∞
R(t)
I(t)
in (middle panel) and lim
t→∞
Σ(t)
I(t)
(right panel) with different values of p. The bullets are the average simulating results
in 50 runs, solid line is the predictions with the age structured non-constant hazard rate (log(κ(a))′) while the dashed line is the prediction with the
non-age structured removal rate (1/
∫ ∞
0 κ(a)da).
3.2. Mean field on the configuration model
Obviously, trees are rather mathematically convenient but no appropriate models for natural contact graphs. The configu-
ration model (CM) is better suited (Miller et al., 2011). In the CM, the number of nodes N and the degree distribution of
nodes are given. The CM is constructed in generating for each node a random number of stubs, according to the degree
distribution. Afterwards, subs are paired randomly to form edges.
Newman and co-workers developed a macroscopic, approximate description of an SIR dynamics on a large configuration
model, the message passing approach (Karrer and Newman, 2010; Wilkinson and Sharkey, 2014). Interestingly, this ap-
proach resembles the idea used in the present work to obtain κ(a), and is exact on trees. In the centre of that theory is
the probability H(t) that the infection has not been passed to a focal individual by a given edge at time t. Let us assume
that no node is recovered at time t = 0, and that nodes are independently and randomly assigned to be either susceptible
(probability z)) or infected (probability 1− z). Furthermore, β is the rate of contacts on a given edge, and r(a)da is the
probability for removal of an infected individual at age a. As we lose the graph structure, we cannot speak of upstream-
and downstream edges. Let Kˆ denote the degree distribution (all edges) of a node. Furthermore, G(s) denotes the gen-
erating function of that degree distribution, and G1(s) = G
′(s)/G′(1) is the degree distribution of a randomly chosen
neighbour of a randomly chosen individual (Newman et al., 2001). Then (Karrer and Newman, 2010)
H(t) = 1−
∫ t
0
βe−βa
∫ ∞
a
r(τ)dτ (1− zG1(H(t− a)))da. (33)
The probabilities Ps(t), (PI(t), and PR(t)) for a randomly chosen individual to be susceptible (infected, recovered) at time
t are given by (Karrer and Newman, 2010)
PS(t) = zG(H(t)) (34)
d
dt
PI(t) = −
d
dt
PS(t)− (1− z)r(t)+
∫ t
0
r(t− t ′)
d
dt ′
PS(t
′)dt ′, PI(0) = 1− z (35)
PR(t) = 1−PS(t)−PI(t). (36)
For p= 0, we are in the setting of the message passing method, where
r(a) = (α +σ)e−(α+σ)a.
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And indeed, Fig. 9 (a) shows an excellent agreement of the prediction given by that method and simulations.
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Figure 9: Mean field approximation on the CM model for full tracing and different values of p (as indicated in the graphs). The decreasing functions
represent S, the increasing function R, and the unimodal function I. The solid lines are the average of 50 simulations, the dashed line the predictions of
the message passing method for contact tracing (see text). The dashed-dotted line in panels (c)-(d) is the simulating result for I and p= 0. Parameters:
N = 300, β = 1.5, σ = α = 0.5, Poissonian edge-distribution with E(K) = 4.
We incorporate contact tracing into that model in replacing r(a) by−κ ′(a), where we choose the first order approximation
as developed in eqn. (21) for κ(a). We focus here on one-step tracing (see discussion below). However, there is a
fundamental difference between a tree where only the root is infected and the CM: it is possible that neighbouring nodes
are infected and trigger tracing events, though the focal node is neither an infectee nor infector (see also Mu¨ller et al.
(2000)). We can estimate the rate to be traced by such a contact at age of infection a in multiplying the number of edges
minus the edge of the infector (E(Kˆ)− 1) times the probability that no contact happened till the present age e−βa, times
the probability that the contactee is infected (PI(t)), times the rate of direct detection σ times the tracing probability p.
We obtain
κ(a,PI) := κˆ(a)
(
1+
pσ(E(Kˆ)− 1)
α +σ −β
(
e−βa− κˆ(a)
)
−
pσ(E(Kˆ)− 1)
α +σ
(1− κˆ(a)) (37)
−
pσ
α +σ
(1− κˆ(a))− p(E(Kˆ)− 1)σPI(t))
∫ a
0
e−βa
′
da′
)
.
We assume that the infectious period of an individual is shorter than the time scale at which P(I) does change. Therewith,
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we replace in eqn. (33) r(τ) by − ∂∂τ κ(τ,P(I)(t)).
We find for small values of p a reasonable approximation (Fig. 9 (b), (c); however for p = 0.5 and larger the residuals
become notable (Fig. 9 (d)). As we only use a first-order approximation as the basis for our definition of κ(a), we cannot
expect a better result.
For recursive tracing, a reasonable approximation is more involving, as tracing can be triggered by individual in a distance
of several steps (in the graph metric). The correlations between individuals, as well as the dependency on the background
prevalence becomes more involving to control.
In principle, the message passing method is equivalent with some variation of the pair approximationSharkey et al. (2015);
Wilkinson and Sharkey (2014); Kiss et al. (2015). As the pair approximation is the second, frequently used approach to
describe contact tracing, we have here a bridge between the present approach and the pair approximation approach to
contact tracing.
4. Disussion
The present paper extends the existing branching-process-theory for contact tracing in a randomly mixing population to
a situation where contacts are only allowed along a prescribed, non-trivial contact graph. We restricted ourselves to an
SIR model, while in homogeneous populations also SIS models can be handled. The central difference between the two
situations is that in homogeneous models with large populations repeated contacts between the same individuals during
the infectious period can be neglected, while they do occur most likely in graph models. The analytical machinery we
did use cannot handle reinfection by an infectee, and therefore we did focus on the SIR model. Herein, the mathematical
technique resembles that of the message passing method, which does also only apply to SIR models.
For the exact results in the present paper, the contact graph is chosen to be a (stochastic) tree. While the tree of infecteds
is dynamically constructed in homogeneousmodels (at a given time point, the nodes are the infecteds, and a directed edge
goes from infector to infectee), in the present case we focus on the tree of possible contacts, which is prescribed and static.
In the present case, the tree of infecteds is a subtree of the contact tree. In order to better understand the relation between
the different approaches, we clarify (some of) the time scales involved.
In particular, for real-world populations, we identify four relevant time scales: (a) The time scale at which the contact
graph changes. A contact network is the abstraction of e.g. pair formation and sexual relations, family structure, or
contacts at work. All these relations are likely to change on a slow time scale (children may grow up and leave the core
family, a person changes his/her job position etc.). (b) The time scale at which a given edge within the contact graph is
activated. Of course, there are different contacts with different intensities. The time scale for contacts within the family
may be hours or minutes, while the time scale of contacts in leisure activities as a chorus may be given by a week etc.
(c) The time scale of the duration of an epidemic outbreak, and (d) the time scale of an individuals’ infectious period.
Only if the time scale of an infectious outbreak (c) is much shorter than that time scale describing the change in social
interactions (a), we can assume the contact graph to be static. That might not be the case for endemic diseases, or
infections with a long infectious period as HIV. Also asymptomatic cases of gonorrhoea and chlamydia may have an
infectious period around a year, such that a static contact graph may not be suited to cover all aspects of the disease
dynamics.
For the difference of the contact graph and the graph of infecteds, the time scale of the infectious period (d) and that of
contacts on a single edge (b) becomes interesting. If the infectious period is long in comparison with the frequency of
contacts on a given edge, this edge will most likely spread the infection; there is almost no difference between the contact
graph and the graph of infecteds. In the contrary case, the graph of infecteds is a distinct subgraph of the contact graph.
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In that case, ”contact tracing” will be rather ”infectious contact tracing”. There is no difference for the effect of contact
tracing if we focus on the (rather abstract) setting of a contact graph that is a tree, where initially only the root is infected.
Any downstream contactee can be only infected by an upstream individual, and the effect of contact tracing and infectious
contact tracing coincides. That becomes different in more complex and realistic models (e.g. the configuration model).
Downstream individuals may get infected by another downstream individual. If we focus on contact tracing, that infected
downstream individual may be detected, while in infectious contact tracing, that infected downstream infected may be
missed.
In the view of these considerations, it is an encouraging insight, that there is a limit that shows that contact tracing and
infectious contact tracing lead to similar results for the appropriate scaling of contract tree and contact rates. There is no
fundamental difference between homogeneous models and contact graph models, but only a gradual one.
A further interesting finding of the present work is the fact that the degree distribution of the contact graph influence the
dynamics mainly via the expected number of edges (at least, if the tracing probability p is small, which is given in most
applications). The higher moments play only a role if they become large (or even infinite). Also in the pair approximation
approach, the first moment of the edge distribution enters the equations, but not the higher moments (Keeling et al., 1997).
This result may possibly contradict the idea that the effect of contract tracing relies on the detection of super-spreaders:
Super-spreader strongly influence the edge distribution of a randomly chosen neighbour of a randomly chosen node; the
existence of super-spreaders, however, is expressed by the second moment of the edge distribution (the variance). As
this second moment is only of minor importance for the description of the overall effect of contact tracing, it might be,
that also the detection of super-spreaders is not that central. This interpretation of our results is in line with the findings
in (Kiss et al., 2005, 2007), where the authors showed that contact tracing works well in assortatively and associatively
mixing contact graphs. Contact tracing seems to be rather robust w.r.t. the details of the contact graph structure.
In our opinion, the present work indicates that we gain a better and better insight into contact tracing on a complete
graph (homogeneous model) or on a static contact network. However, the interplay of the different time scales involved
(infectious period, number of contacts per edge, reformation of the contact network) is still not well understood, and
requires refined models with dynamic contact graphs, and analytical methods to handle these models.
Acknowledgements This research is supported by a grant from the German Academic Exchange Service DAAD (AO), and
by the Deutsche Forschungsgemeinschaft (DFG) through TUM International Graduate School of Science and Engineering
(IGSSE), GSC 81, within the project GENOMIE QADOP (JM).
References
Anderson, R. M., May, R. M., 1992. Infectious diseases of humans: Dynamics and Control. Oxford University Press.
Ball, F. G., Knock, E. S., O’Neill, P. D., 12 2011. Threshold behaviour of emerging epidemics featuring contact tracing.
Advances in Applied Probability 43, 1048–1065.
Ball, F. G., Knock, E. S., O’Neill, P. D., 2015. Stochastic epidemic models featuring contact tracing with delays. Mathe-
matical Biosciences 266, 23 – 35.
Barbour, A., Mollison, D., 1990. Epidemics and random graphs. In: Stochastic processes in epidemic theory. Springer,
pp. 86–89.
22
Bauch, C., Rand, D., 2000. A moment closure model for sexually transmitted disease transmission through a concurrent
partnership network. Proceedings of the Royal Society of London B: Biological Sciences 267 (1456), 2019–2027.
Diekmann, O., De Jong, M., Metz, J. A. J., 1998. A deterministic epidemic model taking account of repeated contacts
between the same individuals. Journal of Applied Probability 35 (2), 448–462.
Diekmann, O., Heesterbeek, J. A. P., Metz, J. A., 1995. The legacy of Kermack and McKendrick. Publications of the
Newton Institute 5, 95–115.
Eames, K., 2007. Contact tracing strategies in heterogeneous populations. Epidemiology & Infection 135 (3), 443–454.
Eames, K. T., Keeling, M. J., 2003. Contact tracing and disease control. Proceedings of the Royal Society of London B:
Biological Sciences 270 (1533), 2565–2571.
Ferguson, N. M., Garnett, G. P., 2000. More realistic models of sexually transmitted disease transmission dynamics:
sexual partnership networks, pair models, and moment closure. Sexually transmitted diseases 27 (10), 600–609.
Fraser, C., Riley, S., Anderson, R., Ferguson, N., 2004. Factors that make an infectious disease outbreak controllable.
PNAS 101, 6146 – 6151.
House, T., Keeling, M. J., 2010. The impact of contact tracing in clustered populations. PLoS Computational Biology 6,
e1000721.
Karrer, B., Newman, M. E., 2010. Message passing approach for general epidemic models. Physical Review E 82 (1),
016101.
Keeling, M., 1999. Correlation equations for endemic diseases. Proceedings of the Royal Society B: Biological Sciences.
266, 953–961.
Keeling, M., Rand, D., Morris, A., 1997. Correlation models for childhood epidemics. Proceedings of the Royal Society
of London B: Biological Sciences 264 (1385), 1149–1156.
Keeling, M. J., Eames, K. T., 2005. Networks and epidemic models. Journal of the Royal Society Interface 2 (4), 295–307.
Kiss, I. Z., Green, D. M., Kao, R. R., 2005. Infectious disease control using contact tracing in random and scale-free
networks. Journal of The Royal Society Interface 3 (6), 55–62.
Kiss, I. Z., Green, D. M., Kao, R. R., 2007. The effect of network mixing patterns on epidemic dynamics and the efficacy
of disease contact tracing. Journal of The Royal Society Interface 5 (24), 791–799.
Kiss, I. Z., Ro¨st, G., Vizi, Z., 2015. Generalization of pairwise models to non-Markovian epidemics on networks. Physical
review letters 115 (7), 078701.
Klinkenberg, D., Fraser, C., Heesterbeek, H., 2006. The effectiveness of contact tracing in emerging epidemics. PloS ONE
1 (1), e12.
Miller, J. C., Slim, A. C., Volz, E. M., 2011. Edge-based compartmental modelling for infectious disease spread. Journal
of the Royal Society Interface 9 (70), 890–906.
Mills, N., Gutierrez, A., 1996. Prospective modelling in biological control: an analysis of the dynamics of heteronomous
hyperparasitism in a cotton-whitefly-parasitoid system. Journal of Applied Ecology, 1379–1394.
23
Mu¨ller, J., Ho¨sel, V., 2007. Estimating the tracing probability from contact history at the onset of an epidemic. Mathemat-
ical Population Studies 14 (4), 211–236.
Mu¨ller, J., Koopmann, B., 2016. The effect of delay on contact tracing. Mathematical Biosciences 282, 204–214.
Mu¨ller, J., Kretzschmar, M., Dietz, K., 2000. Contact tracing in stochastic and deterministic epidemic models. Mathemat-
ical Biosciences 164 (1), 39–64.
Newman, M. E., Strogatz, S. H., Watts, D. J., 2001. Random graphs with arbitrary degree distributions and their applica-
tions. Physical Review E 64 (2), 026118.
Newman, M. E., et al., 2003. Random graphs as models of networks. In: Bornholdt, S., Schuster, H. G. (Eds.), Handbook
of graphs and networks. Vol. 1. Wiley Online Library, pp. 35–68.
Sharkey, K. J., Kiss, I. Z., Wilkinson, R. R., Simon, P. L., 2015. Exact equations for SIR epidemics on tree graphs. Bulletin
of Mathematical Biology 77 (4), 614–645.
Sullivan, D. J., Vo¨lkl, W., 1999. Hyperparasitism: multitrophic ecology and behavior. Annual Review of Entomology
44 (1), 291–315.
Wallinga, J., Lipsitch, M., nov 2006. How generation intervals shape the relationship between growth rates and reproduc-
tive numbers. Proceedings of the Royal Society B: Biological Sciences 274 (1609), 599–604.
Wilkinson, R. R., Sharkey, K. J., 2014.Message passing andmoment closure for susceptible-infected-recoveredepidemics
on finite networks. Physical Review E 89 (2), 022808.
24
