Emotion plays an imperative role in non-verbal communication. The emotion recognition applications have demonstrated their capabilities in the next generation human-machine interactive system. In this paper, we present a multilevel classification framework for human emotion recognition from facial images. The proposed framework for emotion recognition consists of two phases: face processing and emotion classification. In the first phase, we have described the whole methodology used for face localisation and facial feature detection. The second phase, a multi-level classification approach is used for emotion recognition. In the proposed approach, the classification accuracy of principal component analysis (PCA) at level 1 is boosted by support vector machines (SVMs) at level 2, which is appropriate for representing the expression patterns having large intraclass variations. Experimental results demonstrate that the proposed approach can successfully recognise facial emotion with 94% recognition rate.
Introduction
Non-verbal communication occupies more than 50% place in the message delivery among the persons (Mehrabian, 1968) . Since facial expression plays the major role in non-verbal communication, so, it may be proved as too much scope for the area of active research in human computer interaction (HCI). Efforts are being made in such direction, consequently, computers (machines/robots) could be able to understand the human feelings. Emotions are natural feelings or response of human beings to particular situations or environments, and frequently reflected on the face. Facial emotion reflects not only expression, but mental status, social interaction and physiological signals. The emotion recognition applications have demonstrated their capabilities in different areas of life; for instance, in security and surveillance. One can predict the offender or criminal behaviour by analysing the images of their faces that are captured by the control camcorder. Moreover, it is powerful in a signing language recognition system that deals with the deaf and dumb people. The emotion recognition system also has a considerable impact on the game and entertainment field besides its use to increase the efficiency of robots for specific tasks such as me-caring services, military tasks, medical robots, and manufacturing servicing (Tsai et al., 2009) .
The six basic emotions (happy, sad, angry, surprise, fear and disgust) are used by most researchers which are initially carried out by Ekman and Friesen (1971) and named as six universal emotions. There are many approaches which have been proposed for facial expression analysis from both static images and image sequences in the literature (Essa and Pentland, 1997) . Turk and Pentland (1991) proposed Eigen faces employed principal component analysis (PCA). PCA is the most popular technique (Martinez and Kak, 2001) ; it generates a set of orthogonal basis that capture the directions of maximum variance in the training data, and the PCA coefficients in the subspace are uncorrelated. PCA can preserve the global structure of the image space, and is optimal in terms of representation and reconstruction. Because, only the second order dependencies in the PCA coefficients are eliminated, PCA cannot capture even the simplest invariance unless this information is explicitly provided in the training data. Calder et al. (2001) presented the applicability of PCA in the face and emotion recognition with different constraints. In the past studies, from the result analysis of unsuccessful recognition of emotions, it is noted that the misclassification is done due to the similarity between the facial emotion, reflected by the deformation of facial features like eyes and mouth and the movement of feature points. For example, most misclassifications are occurred in some pair of emotion classes like happy-sad (outside movement of the extreme points of lips and inside movement of upper and the lower points of eyes), angry-surprise (outside movement of the low points of the eyes and deformation of lips), etc. The objective of the proposed work is to resolve the issue of misclassification considering false accepted results and present a better solution. In this paper, we provide a multi-level classification approach for human emotion recognition from facial images using PCA and SVM.
The rest of the paper is structured as follows: Section 2 gives a survey of previous work in the field of emotion recognition. Section 3 gives a brief overview of background concepts; Section 4 introduces the proposed approach for facial emotion recognition; Section 5 reports the experimental results; and Finally, Section 6 draws the conclusion and future direction.
Related works
Over the past few decades, various approaches have been introduced to the classification of emotions. There are two main methodological approaches of how to measure the characteristics of facial expressions (Fasel and Luettin, 2003) , namely sign-based and message judgment-based. The former represent facial actions in a coded way, prior to eventual interpretation attempts while the later directly associates specific facial patterns with mental activities. All these approaches have focused on classifying the six universal emotions. The non-universal emotion classification for emotions like wonder, amusement, greed and pity is yet to be taken into consideration. In sign-based approaches, the motion and deformation of facial features are coded in to visual classes. To measure these motions and define the emotion a facial action coding system (FACS) was developed by Ekman and Friesen (1978) . Kotsia et al. (2008) proposed a novel method for facial action unit recognition and emotion recognition, based on fusion of texture and shape information. The SVM was used to classify the FAU's from the shape information. Kurihara et al. (2009) proposed an emotion recognition method based on neural network model. They developed a facial robot to reproduce the recognised emotion on the robot face and showed that the robot could reproduce the speaker's emotion in its face. Miyakoshi and Kato (2011) proposed an emotion recognition system with facial features based on Bayesian network, taking into consideration partial occlusion of the face using casual relations between facial features. This system succeeded in detecting emotions with good accuracy from occluded features on the faces.
In order to detect facial expression through sign-based approach, some other method based on some pattern and appearance of the feature points on the face, are introduced by the researchers. Xie and Lam (2009) presented a model spatially maximum occurrence model (SMOM) which is based on statistical features of training face images and has a powerful representation capability. They used elastic shape-texture matching (ESTM) algorithm to measure similarity between images based on shape and texture. By combining both algorithms (SMOM-ESTM) the higher recognition performance was achieved. Ko and Sim (2009) introduced the advanced active appearance model (AAM) which creates action units for facial features itself. The approach used by the author is a combination of advanced AAM and Bayesian network. It gives a platform to make a new model for emotion recognition; however, the results produced by this algorithm are not much accurate. This work again extended for the development of a new method based on AAM and dynamic Bayesian network (DBN) (Ko and Sim, 2010) . AAM is combined with DBN and the accuracy was improved up to 90%. Zhen and Zilu (2012) presented an effective method based on adaptive local binary pattern (ALBP) and shape representation for emotion recognition. Setyati et al. (2012) proposed a method based on active shape model (ASM) and radial basis function network (RBFN). In this algorithm ASM is used by reconstructed facial shape and RBFN is used for emotion recognition by calculating features outline in each iteration. Judgment-based approaches (Fasel and Luettin, 2003) are centred around the messages conveyed by facial expressions. When classifying facial expressions into a predefined number of emotions or mental activity categories, an agreement of a group of coders is taken as ground truth, usually by computing the average of the responses of either experts or non-experts. Wong and Cho (2009) introduced a novel approach for emotion recognition in order to further detect human suspicious behaviour. Dongcheng and Jieqing (2010) presented an efficient method for emotion recognition by combining discrete wavelet transform (DWT) with PCA. This combination was used for facial feature detection and nearest neighbour classifier (NNC) was used for emotion classification. The emotion recognition rate achieved by this algorithm is approximately 89%. Bhatia et al. (2010) proposed an approach for emotion recognition by using correlation and support vector machine (SVM). The concept of correlation has been used to detect the faces in video sequences and multiclass SVM is used for the emotion classification. In order to recognise faces and facial emotion, Eigenfaces and Eigenrange (Turk and Pentland, 1991) and PCA (Calder et al., 2001) were propounded by the researchers which became very popular in the research area of emotion classification from the 2D image. Since it has the property to classify the arbitrary shape using unsupervised learning, researchers used it in many other areas of object classification. Murthy and Jadon (2009) presented a method based on eigenspaces in which the concept of eigenfaces is improved using some features. Recent approach using PCA and SVM is proposed in Drume and Jalal (2012) . Many other approaches were followed for facial emotion recognition by the researchers, based on other classification techniques like clustering, neural network, SVM's, Fuzzy logic etc. Chakraborty et al. (2009) presented a fuzzy relational approach to human emotion recognition from facial expressions and its control. The SVM is also used in some other areas also such as fruit recognition Jalal, 2012a, 2013) and fruit disease recognition Jalal, 2012b, 2012c) .
Background concepts

Principal component analysis
PCA is a classical method that has been widely used for human face representation and recognition (Calder et al., 2001) . The major idea of PCA is to decompose a data space into a linear combination of a small collection of basis, which are pairwise orthogonal and which capture the directions of maximum variance in the training set. Suppose there is a set of centred N-dimensional training samples
The covariance matrix of the input can be estimated as follows:
The PCA leads to solve the following eigenvector problem:
where v are the eigenvectors of Σ and λ are the corresponding eigenvalues. These eigenvectors are ranked in a descending order according to the magnitudes of their eigenvalues, and the first L (generally, L < N) eigenvectors are selected as the basis, which are commonly called eigenfaces. These eigenfaces with large eigenvalues represent the global, rough structure of the training images, while the eigenfaces with small eigenvalues are mainly determined by the local, detailed components. Therefore, after projecting onto the eigenspace, the dimension of the input is reduced while the main components are maintained. For face recognition, when the testing images have variations caused by local deformation, such as different facial expressions, PCA can alleviate this effect. However, when the variations are caused by global components such as lighting or perspective variations, the performance of PCA will be greatly degraded.
Support vector machine
SVM is a popular technique for classification (Cortes and Vapnik, 1995) . SVM performs an implicit mapping of data into a higher dimensional feature space, where linear algebra and geometry can be used to separate data that is only separable with non-linear rules in the input space.
Given a training set of labelled examples T = (x i , y i ), i = 1,…,l, where x i ∈ R n and y i ∈ 1, -1 the new test data x is classified by the following function:
where α i are Lagrange multipliers of a dual optimisation problem, and K(x i , x) is a kernel function. Given a non-linear mapping Φ that embeds input data into feature space, kernels have the form of K(x i , x) = 〈Φ(x i ).Φ(x j )〉. SVM finds a linear separating hyperplane with the maximal margin to separate the training data in feature space.
Proposed framework
The proposed framework for the automatic recognition of facial emotions is shown in the Figure 1 . It is subdivided broadly into two phases:
1 face processing 2 emotion classification.
The face processing phase composed of two main steps: face localisation and facial feature extraction. In the step of face localisation the face region is segmented from the other regions of the image such as background and other parts of the body, etc. This segmented face region is further used to find the facial features like eyes and mouth, which play the major role to form an expression on the face. The eyes and mouth are important facial features responsible for framing various expressions. Since these facial features are an essential part of the face for the measurement of deformation in the facial region, it is necessary to find their exact location. The second phase is the emotion classification where multi-level classification approach is applied to classify the extracted facial features. In the first phase, the PCA is used to classify the images in three parent classes and in the second phase, SVM is employed as a binary classifier to classify between the two subclasses of each parent class. The rest of this section describes each step in detail. 
Face processing
This component of the framework gives the appropriate input data for the emotion recognition process. It is possible that the images captured by the camera have a lot of useless data which is taken care of this first stage.
Face localisation
Face localisation is an important task in the facial emotion recognition because an image may contain other body parts and background in it. Emotion recognition relies upon the expressions of eyes and mouth so its detection is required to enable the system to perform more accurately. To detect the eyes and mouth, first we need to detect the face from the image which facilitates the extraction of facial features more efficiently. Figure 2 shows the flow chart for the face localisation. Face localisation is implemented for both training and test images. First, input images are resized and converted into binary images. After finding all regions using eight-connected components in binary images, the rectangular region of maximum size having the ratio of less than 1.8 between width and height (standard ratio for face region dimension), is selected. Then a bounding box around this rectangular region is drawn which detect the final cropped face region as an output image. This process took place for all input images in training and testing dataset and the output images were passed to the next step (i.e., facial features extraction). Figure 3 demonstrates an example of facial localisation by extracting the face region from the original input face image. Figure 4 shows the flow chart for facial feature extraction. The implementation of facial features extraction takes place after detecting the face. The face image is divided in parts along with the cutting edges as shown in Figure 5 (grid view of face image). This method is robust with respect to the image size for all frontal face images. The left eye, right eye and mouth region are selected as the individual images. Features are extracted from these regions (i.e., left eye, right eye and mouth) in feature vectors. These features are then combined to make a single feature vector which we referred as a facial organ vector. The following methodology is used to extract the facial features from the face region -
Facial features detection
• the cropped face image is divided into two equal parts horizontally
• the upper half part of the image is further divided into two parts horizontally as well as vertically
• both the lower parts of the upper half of the image represent both eyes (left and right)
• the lower half part of the image is divided into three equal parts horizontally and four equal parts vertically
• the central two block parts of this lower half of the image represent the mouth. 
Emotion classification
In the proposed framework, we have used multi-level classification for emotion recognition from 2D face images. To signify the multi-level classification, it is essential to present the detail of classes at each level. The following preprocessing steps have been used:
1 capture the images from the camera and divide these images into two categories, these are train images and test images 2 keep all the train images in (n + 1) / 2 main classes (where n is the total number of expressions) in followings manner • class 1 -happy and sad
• class 2 -angry and surprise
• class 3 -neutral
• class 4 -disgust and fear
• class 5 -……. etc.
Here classes 1, 2, 3, … are the parent classes and all emotion classes are the subclass of their respective parent class as depicted in Figure 6 . This phase also consists of two stages: training and testing. A PCA and a SVM are used to perform these steps. Figure 7 gives the clear picture of implementation of emotion recognition using multi-level classification. In training stage the PCA is trained by the images of facial features (left eye, right eye and mouth) from the train images of parent classes (class-1, class-2, class-3, etc.). During the training phase PCA computes a feature vector for these images. Next, SVM is trained by the images of subclasses of their respective parent classes. Hence, there are n/2 SVM's are required. Since class-3 (i.e., neutral case) has only one class (neutral), therefore no need for classification in class-3. In testing stage, at level-1 the PCA calculates the feature vector for test image and project this vector on the feature vector space created in training step. Now the Euclidian distance is calculated for test image and image of class-3. Compute the similarity between computed distance of test image and images of the parent classes. The test image belongs to a parent class having minimum distance. After classification of the parent class the SVM binary classifier is used for level-2 classification. The implementation of two stages training and testing process is as follows:
• Training:
1 Train the PCA by three parent classes.
2 Train SVM by two emotion subclass within each parent class. Since class 3 contains only one subclass (neutral), hence no need to train the SVM by class 3.
Here we have n/2 separate SVM's for class 1, 2, 4, etc.
3 The PCA generates the principal components and the projection of training images on the principal components.
• Testing:
a 2 In a single parent class SVM performs binary classification for two emotion classes, and put the test image in its emotion class. In this way, the emotion of the test image is recognised.
Results and discussion
This section describes the analysis of outcomes that are produced by the proposed framework used for facial emotion recognition. To evaluate the efficiency and accuracy of the proposed approach, we have compared the results of the proposed algorithm with the conventional PCA classification method for emotion recognition. We have analysed the misclassification issues that are present in the conventional PCA method of emotion recognition. The comparison of two approaches is carried out in both measurements, i.e., correct classification rate (positive) and misclassification rate/false rate (negative). The false rate is further divided in two categories: false accepted and false rejected. In the proposed approach, we have resolved the issue of misclassification considering false accepted results. Recently, local binary patterns (LBPs) (Ojala et al., 2002) , local binary decisions (James and Dimitrijev, 2008) , local similarity decisions (James, 2013) and Gabor filters (Lyons et al., 1998 (Lyons et al., , 1999 are used in face recognition and facial action recognition. We also compared our result with the result obtained by using LBP and Gabor filters. Finally, we tested our approach on two datasets, 1 our dataset 2 standard JAFFE dataset (Lyons et al., 1997) and compared with LBP and Gabor filter. We considered five emotions in our dataset namely, happy, sad, angry, surprise, and neutral while seven emotions were considered in JAFFE dataset namely, happy, sad, angry, surprise, neutral, disgust, and fear.
The proposed emotion recognition approach was implemented using MATLAB-7.9 (R2009b) at P4 dual-core CPU 2.30 GHz PC with 1.99 MB of RAM. The results were explained with illustrative examples by considering different images and report details of statistically significant gains in performance. The experimental results of both approaches (conventional PCA and proposed) are depicted in the form of tables and graphs.
Dataset
We have used two datasets in this paper to demonstrate the performance of the introduced approach to identify the human facial expressions from the still images. We have created a dataset of five expressions with a lot of variation and considered the JAFFE dataset of seven expressions also for testing purpose.
Our dataset
The proposed emotion recognition system was tested for five emotions (happy, sad, angry, surprise and neutral) on our dataset and compared our result with the result of the LBP and Gabor filters. To validate the proposed approach, we have used a dataset of 290 images which comprises five different categories including neutral images: happy (60), sad (50), angry (55), surprise (45), and neutral images (80). The whole dataset consists of 15 images of different persons. All the images in the dataset are divided in two sets: data for training and the data for testing. The training set is again classified in three parent classes followed by two subclasses as described in Section 4. Figure 8 shows the examples of images from the dataset for each emotion. The persons (male and female) for face images are taken from the nearest environment like classmates, friends and family members. 
JAFFE dataset
We also evaluated our approach on JAFFE facial action standard dataset and compared our result with the results of the LBP and Gabor filters. The JAFFE dataset comprises seven different facial expressions, namely happy (31), sad (31), angry (30), surprise (30), neutral (30), disgust (29), and fear (32). We created four classes in JAFFE dataset as follows:
• class 1 -happy and sad
• class 4 -disgust and fear.
We applied PCA to find the class in which any image can belongs and SVM to find the exact emotion within a particular class. Some images of the JAFFE dataset are shown in Figure 9 . 
Result analysis of face processing
In this section, the results with images of intermediate steps of each stage were presented in every stage of face processing. These results verify the algorithm used for the face processing presented in the proposed approach. We have performed various experiments taking all individual images at a time and found that algorithms used in this phase works correctly for maximum number of images.
Face localisation
In Figure 10 , we presented four images per person in each row showing the intermediate steps, the first image is the input image, the second one is the gray image converted from RGB, and the third image is the binary image and last one present the face location bounded in a rectangle. We have tested the face localisation approach on both male and female faces and found that it successfully detect the face within the images. Some results after the face localisation process are shown in Figure 10 . 
Facial features extraction
In Figure 11 , we presented four images per person showing the three cropped facial features images, e.g., left eye, right eye and mouth respectively. We have tested our face features extraction approach on both male and female faces and found that it successfully extract the facial features from the face region produced in previous step. Figure 12 depicts the extraction of facial features (i.e., left eye, right eye and mouth) on JAFFE dataset. 
Experimental results analysis of emotion classification
We have performed several experiments with different number of training images and testing images, for each emotion. Initially, we took ten images for training from each emotion class and increasing the five images in every experiment, the 40 images are taken for training in the last experiment. In order to evaluate the performance of the proposed approach, it is essential to compare its results to the conventional method. Therefore, we discussed the result analysis of conventional PCA algorithm and compared its results with the proposed approach. To compare the performance of the proposed approach with the conventional PCA approach, we have used two performance measures, accuracy and misclassification rate. 
Experimental results of conventional PCA approach on our dataset
The accuracy of each emotion for different number of training images using conventional PCA classifier is shown in Figure 13 . The x-axis represents the number of training examples per emotion and y-axis represent the accuracy achieved for the emotion recognition. It is clear from Figure 13 that the increment in average accuracy is up to 30 numbers of training samples and then it is constant. The successful classification accuracy between similar kind of emotion classes is not much of the conventional PCA approach. To elaborate this fact a misclassification/false classification matrix is presented in Table 1 (a) and Table 1 (b). The proposed approach is also simulated on same data samples taken for conventional PCA approach. The results of the proposed approach are shown in Figure 15 . It is clear from the Figure 14 that the increment in average accuracy is up to 35 numbers of training samples and then it is constant. In the proposed approach the accuracy is achieved by multi-level classification in which, level-1 classification is done among the n/2 parent classes by PCA where n is the total number of different emotions and level-2 classification is done between the two subclasses of their respective parent class by SVM. Therefore, the classification accuracy is boosted and shows more accurate results. We present the misclassification matrix for the proposed approach in Table 2 . It is clear from above matrices that the false result caused by similarity features are reduced in proposed approach and the accuracy of successful classification is improved. The overall classification of emotions by proposed approach is depicted in Figure 16 . It shows that out of total misclassified results 2.67% (yellow) are false accepted and 3.75% (red) is false rejected [ Table 2 (b) is considered]. From this analysis of misclassification matrices of both approaches, it can also be concluded that the results of PCA in both approaches are not more than a certain limit (86% to 90% approx). It means that if we reduce the number of classes (from 5 to 3), the accuracy of PCA is bounded in its certain limit which is clear from the consistent false negative classification rate. 
Comparative results analysis of proposed and conventional PCA approach
In order to compare both approaches, we have considered two criteria: first, the accuracy of correctly recognised data and second, the resolution of issues discussed in the conventional PCA approach. Table 3 gives the comparative results of both approaches. 
Figure 17
Comparison between overall accuracy of both approaches (see online version for colours)
From Table 3 , it is clear that the accuracy of correctly recognised images for each emotion is improved by increasing the number of training images. However, after a certain limit, the accuracy is constant in both approaches. The maximum overall accuracy of conventional PCA approach is 86.58% at 30 training images while for proposed approach the maximum overall accuracy is 93.58% at 35 training images. It is concluded from the above discussion that the improvement of approximate 8% is gained from the proposed approach, which is also depicted in Figure 17 . The second criterion for the comparative study is already clarified from Figure 14 and Figure 16 . From both pie diagrams it is clear that the false rate caused by similarity features in two emotion classes is reduced up to 2.67% from 9.92%. Hence the improvement in the reduction of false rate is approximate 7%. This comparative study on both criteria illustrates that the proposed multi-level classification approach provides more accurate results.
Comparison of proposed approach with LBP and Gabor filter on our dataset
We also classified the human facial expressions using LBP and Gabor Filters and compared their results with our results. In this comparison, we have considered five basic emotions, including 'neutral' (i.e. happy, sad, angry, surprise and neutral) and three parent classes:
1 class 1 → (happy + sad) 2 class 2 → (angry + surprise) 3 class 3 → (neutral).
Figure 18
Comparison between LBP, Gabor and proposed approach considering our dataset, (a) overall average accuracy (b) accuracy for class 1 (i.e., happy + sad) (c) accuracy for class 2 (i.e., angry + surprise), and (d) accuracy for class 3 (i.e., neutral) (see online version for colours) Figure 18 illustrates the behaviour of proposed approach, LBP, and Gabor filters in facial emotion recognition. The overall average accuracy and accuracy for parent class 1 is highest for the proposed approach and lowest for the Gabor filter as shown by Figures 18(a) to 18(b) . The Gabor filter shows better accuracy for class 2 with an increase in the number of training images while the proposed approach gains highest accuracy for 'neutral' case (i.e., class 3) if the number of training examples.
Figure 19
Comparison between LBP, Gabor and proposed approach on JAFFE dataset, (a) overall average accuracy (b) accuracy for class 1 (i.e., happy + sad) (c) accuracy for class 2 (i.e., angry + surprise) (d) accuracy for class 3 (i.e., neutral) (e) accuracy for class 4 (i.e., disgust + fear) (see online version for colours)
Comparison of proposed approach with LBP and Gabor filter on JAFFE dataset
We also compared our results of the human facial expression recognition with the results of the LBP and Gabor filters on JAFFE dataset. In this comparison, we have considered seven basic emotions (i.e., happy, sad, angry, surprise, neutral, disgust and fear) and four parent classes:
1 class 1 → (happy + sad) 2 class 2 → (angry + surprise) 3 class 3 → (neutral) 4 class 4 → (disgust + fear). Figure 19 illustrates the behaviour of proposed approach, LBP, and Gabor filters in facial emotion recognition on JAFFE dataset. The overall average accuracy and accuracy for class 1, class 2 and class 4 is highest for the proposed approach and lowest for the Gabor filter as shown by Figures 19(a) , 19(b), 19(c) and 19(e). The Gabor filter shows better accuracy for class 3 (i.e., in case of 'neutral faces') only while LBP shows the average result in each case. Still, overall performance of our multi level classification using PCA and SVM is far better than the results of the LBP and Gabor Filters.
From the experimental results, we can say that our introduced approach for facial emotion recognition is able to identify the facial expressions very accurately using multi level classification because, it supports the extraction of similar expressions in first phase using PCA and identifies the exact expression in second phase using SVM.
Conclusions
In this paper, we have proposed a framework for the emotion recognition. The described framework executes in three phases, face localisation, facial organ extraction and classification. In the proposed framework, we have performed multi-level classification. In the first level PCA is used for classification. In the second level a SVM classifier is used to provide a more detailed and accurate description of a facial emotion. We have compared our result with the conventional PCA approach, LBP and Gabor filters on our dataset as well as on JAFFE standard dataset. The experimental results suggest that the introduced method is able to support more accurate classification of emotion classification from the images. The future work includes the use of multi-class SVM, such that more than two classes can also be predicted in order to increase the recognition accuracy.
