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ABSTRACT
A key requirement for any agent that wishes to interact with the visual world is the
ability to understand the behavior of objects in the scene, primarily through visual means.
We humans, through our cognitive system, are able to localize other people and objects
in scenes, understand their relationship to the surrounding environment, and reason about
not only their actions and attributes, but also about concepts which require knowledge
beyond what is afforded by the pixels in visual input, such as possible future states, motion,
a person’s motivations, and so on. In this thesis, we outline work that takes small steps
towards solving this daunting task of replicating the human visual cognitive system.
This dissertation presents methods for predicting actions, interactions with objects, and
increasingly structured scenarios from single images. We devise simple methods that make
use of a variety of cues by taking into account the structure inherent in the tasks we aim to
solve. We show that by solving these tasks as an intermediate step and using their outputs
as features, we can develop methods that operate on visual and language inputs to improve
performance on tasks that require high-level image information, such as answering questions
about images and producing captions for images.
One issue that accompanies the learning of multiple tasks with separate deep networks,
such as the work described above, is the need to store separate models, which increases
storage requirements and affects scalability. We formulate and present two novel methods
that draw inspiration from network pruning and weight quantization that can reuse parts
of an existing network for learning new tasks with minimal additional overhead, without
hurting performance on tasks that were learned earlier.
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Attributes: man, older man, old man, guy, man in jeans
Actions: no-interaction-sheep, herd-cow, walk-sheep
cow
Caption: A group of sheep walking down a street
Predicate: behind
Scenes: field-road, forest-road, highway, driveway, tree-farm
Situations: man leading sheep outdoors, dog guarding sheep outdoors
Figure 1.1: Image annotated with predicted actions (Chapter 2), situations and captions
(Chapter 3), interactions and person attributes (Chapter 4) using methods presented in this
thesis, building upon off-the-shelf object detections [1], and scene predictions [2].
1.1 CONTRIBUTIONS AND GOALS
This thesis starts by exploring ways to improve human-object interaction and action clas-
sification performance and builds up to developing methods that can predict more complex
and structured interactions with the scene, as shown in Figure 1.1. We then explore how
predictions from these models can help tasks where data is often limited but information
about human actions, attributes such as clothing or age, and location are necessary to solve.
Solving multiple tasks with separately finetuned or different networks leads to practical stor-
age issues. To alleviate this issue, we develop frameworks that can reuse an existing network
for learning multiple tasks, while incurring an overhead much smaller than an individual
model per task. The following chapters discuss each of these problems and steps in detail,
and this thesis concludes with directions for future work.
1
1.1.1 Recognizing Human-Object Interactions and Actions in Images
Given an image with a person in it, one of the first pieces of information we seek to gather
is what the person is doing in the image. Chapter 2 explores the design of deep network
architectures that make use of the image region immediately surrounding a person of interest,
as well as the whole image to predict such information. We show that using information
from these two image regions improves prediction accuracy under both the weakly and fully
supervised training regimes. State of the art performance is demonstrated on two action
prediction datasets, which are a magnitude of size larger than previous smaller datasets.
This work was published in the proceedings of ECCV 2016.
1.1.2 Recognizing Structured Image Situations
Chapter 3 considers the task of predicting outputs which are more complex than just
action labels for an image, as discussed in Chapter 2. Specifically, we focus on predicting
structured outputs such as who is doing what and with which object, known as Image
Situation prediction. Such an output provides a more complete description of the scene,
identifying all actors involved in a particular instance of an action. This chapter explores
recurrent models trained to predict noun entities fulfilling semantic roles in images, used
along with action prediction models introduced in the previous chapter. We also demonstrate
that features from networks trained for predicting image situations can help produce better
image captions. This work was published in the proceedings of ICCV 2017.
1.1.3 Applications to High-level Image Understanding Tasks
While predicting actions and other structured information about an image (as discussed
in Chapters 2 and 3 respectively) are interesting and useful tasks by themselves, there is a
wide range of tasks which can benefit from such predicted information as they involve higher-
level reasoning about an image or because of a lack of available training data. In Chapter 4,
we show how predicted action labels, in conjunction with predicted scene labels can help
improve performance on the tasks of fill-in-the-blank style Visual Question Answering (VQA)
and predicting Motivations of people in images, while reducing the required feature size and
increasing model interpretability. The work on VQA was published in the proceedings of
BMVC 2016. We also show how multiple visual-language cues can help predict spatial and
action relationships between pairs of objects. This work was published in the proceedings
of ICCV 2017.
2
1.1.4 Adapting a Single Deep Network for Multiple Tasks
In the previous chapters, a variety of deep network architectures were learned and used
to predict information such as actions, scenes, attributes, etc. The method employed in all
these cases was fine-tuning, in which a network pre-trained on a large task such as ImageNet
object classification, was further trained for the new task at hand. An issue associated with
fine-tuning is that the fine-tuned network forgets concepts learned on the old task leading
to poor performance on the previously learned tasks. This necessitates the storage of one
network per task, which is not scalable as the number of tasks increases.
From a practical standpoint, it is useful to be able to adapt an existing deep neural network
for new tasks, without the need to create a new copy of an existing network and finetune it.
Ideally, for the continuous learning of new tasks, we would like to make as few changes to a
network as possible and with minimal overhead. Chapter 5 presents two approaches which
utilize a single network for multiple tasks, while requiring additional storage much smaller
than multiple copies of the whole deep network.
The first half of Chapter 5 presents an approach called ‘PackNet’, inspired by network
pruning, that removes weights identified to be unimportant for an already learned task, and
allows them to be modified in order to learn a new task. This work has been accepted
and will appear in the proceedings of CVPR 2018. The latter half of Chapter 5 presents
a more powerful approach called ‘Piggyback’ which is unconstrained by the number of free
modifiable parameters in a deep network and learns new tasks through weight masking, or
switching existing weights on or off, thereby learning novel and useful filters. This work has
been submitted to ECCV 2018.
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Figure 2.1: Our goal is to prediction human-object interaction labels for the selected people
in the images, such as those shown above. In some cases, the object of interaction is close to
the person, while in other cases, the objects might be removed from the person of interest.
Recognition of actions and human-object interactions has been widely studied in com-
puter vision. Over the years, many datasets have been created for action recognition in
still images, including the older PASCAL VOC [3] and Stanford 40 Actions [4], and newer
MPII Human Pose Dataset [5], COCO-A [6] and Humans Interacting with Common Ob-
jects (HICO) dataset [7]. The HICO dataset is an order of magnitude larger than the older
datasets, consisting of nearly 50,000 images belonging to 600 human-object interaction cat-
egories. Each category in the HICO dataset is composed of a verb-object pair, with objects
belonging to the 80 object categories from the MS COCO dataset [8]. On the other hand,
the MPII dataset comprises humans performing 393 different activities including walking,
running, skating, etc. in which they do not necessarily interact with objects. In this work,
we propose and train CNNs with simple architectures on HICO and MPII datasets, and
show that they outperform the previous state-of-the-art models.
One limitation of the HICO dataset is that it provides labels for the image as a whole,
instead of associating them with specific ground truth person instances. We disambiguate
activity label assignment over the people in the image with the help of Multiple Instance
Learning (MIL) [9], which has been widely used for recognition problems with weakly or
incompletely labeled training data [10, 11, 12, 13]. In the MIL framework, instead of receiving
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a set of individually labeled ‘instances’, the learner receives a set of ‘bags,’ each of which is
labeled negative if all the instances inside it are negative, and labeled positive if it contains at
least one positive instance. In this work, we treat each person bounding box as an ‘instance’
and the image, which contains one or more people in it, as a ‘bag’. The exact formulation
of our learning procedure is explained in Section 2.1.2.
To recognize a person’s activity, we want to use not only the evidence from that per-
son’s bounding box, but also some kind of broader contextual information from the image.
Previous work suggests the use of latent context boxes [14], multiresolution or zoom-out fea-
tures [15, 16] and complex 2-D recurrent structures [15]. In particular, Gkioxari et al. [14]
have recently proposed an R∗CNN network that chooses a second latent box that overlaps
the bounding box of the person and provides the strongest evidence of a particular action
being performed. They also proposed a simpler model, the Scene-RCNN, that uses the
entire image instead of a chosen box. We explored using latent boxes but found their per-
formance to be lacking on datasets with hundreds of labels, possibly due to overfitting and
the infeasibility of thoroughly sampling latent boxes during training. Similarly, we could not
obtain good results with multiresolution features owing to overfitting. Instead, we get sur-
prisingly good results with a simpler architecture combining features from the entire image
and the bounding box of the person under consideration, outperforming both R∗CNN and
Scene-RCNN. Our key contributions are summarized below.
1. We propose simple CNN models for predicting human activity labels by fusing features
from a person bounding box and global context from the whole image. At training
time, the person boxes are provided in the MPII dataset and must be automatically
detected in HICO. Our CNN architecture is described in Section 2.1.
2. At training time, we use Multiple Instance Learning (MIL) to handle the lack of full
person instance-label supervision and weighted loss to handle the unbalanced train-
ing data. The resulting models beat the previous state-of-the-art on the respective
datasets, as shown in Section 2.2.
2.1 METHOD
2.1.1 Network Architecture
Our network is based on the Fast RCNN [17] architecture with VGG-16 [18]. Fast RCNN
includes a new adaptive max pooling layer, referred to as the ROI pooling layer, that replaces


























Figure 2.2: Our networks extract ROI features [17] of dimension 512× 7× 7 from both the
person bounding box and the full image. The resulting feature is fed into the fc6 layer of the
VGG-16 network. (a) Fusion-1: The two ROI features are stacked and a 1× 1 convolution
is used for dimensionality reduction. (b) Fusion-2: Each ROI feature is separately reduced
using 1× 1 convolutions, and the outputs are then stacked.
This layer takes in a list of bounding boxes, referred to as Regions Of Interest (ROI) and
outputs a set of fixed-size feature maps for each input ROI that are then fed to the fully
connected layers. During the forward pass of our network, we use two ROIs for each person
instance in the image: the tight bounding box of the person, and the full image (we also
experimented with using an expanded person bounding box instead of the full image, but
found the full image to always work better). The ROI Pooling layer produces a feature of
512 channels and spatial size 7 × 7 for each ROI. The fc6 layer of the VGG-16 network
expects a feature of size 512× 7× 7.
We explore two ways of combining the two ROI features: through stacking and dimen-
sionality reduction (Figure 2.2). In the first, referred to as Fusion-1, we stack features from
the bounding box and the entire image along the channel dimension and obtain a feature of
size 1024× 7× 7. A convolutional layer of filter size 1× 1 is used to perform dimensionality
reduction of channels from 1024 to 512, while keeping the spatial size the same. In the
second, referred to as Fusion-2, we first perform dimensionality reduction on the two ROI
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features individually to reduce the number of channels from 512 to 256 each, and then stack
the outputs to obtain an input of size 512× 7× 7 for the fc6 layer.
Our architecture differs from R∗CNN and Scene-RCNN [14] in two major ways. First,
unlike R∗CNN, we do not explicitly try to find a box or set of boxes that provide support for
a particular label. Second, while R∗CNN and Scene-RCNN independently perform predic-
tion using the two features and then average them, we combine features before prediction.
The results presented in Section 2.2 confirm that our “early” fusion strategy gives better
performance. Further, our architecture is faster than R∗CNN because it does not need to
sample boxes during training and testing.
2.1.2 Multiple Instance Learning for Label Prediction
In the HICO dataset, if at least one of the people in the image is performing an action,
the label is marked as positive for the image. As our architecture makes predictions with
respect to a person bounding box, we treat the assignment of labels to different people as
latent variables and try to infer the assignment during end-to-end training of the network.
For an image I, let B be the set of all person bounding boxes in the image. Using our
network described above which takes as input an image I and a person bounding box b ∈ B,
we obtain the score of an action a for the image as follows:
score(a; I) = max
b∈B
score(a; b, I) (2.1)
where score(a; b, I) is the score of action a for the person b in image I. The predicted label
for the action can be obtained by passing the score through a logistic sigmoid or softmax
unit as required. The max operator enforces the constraint that if a particular action label
is active for a given image, then at least one person in the image is performing that action,
and when a particular action label is inactive for a given image, then no person in the image
is performing the action. During the forward pass, the score and thus the label for the
image are predicted using the above relationship. The predicted label is compared to the
groundtruth label in order to compute the loss and gradients for backpropagation.
2.1.3 Weighted Loss Function
Mostajabi et al. [16] showed that use of an asymmetric weighted loss helps greatly in the
case of an unbalanced dataset. For the HICO dataset, we have to learn 600 independent
classifiers per image and this makes for a highly unbalanced scenario, with the number of
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negative examples greatly outnumbering the positive examples, even for the most populous
categories (an average negative to positive ratio of 6000:1, worst case of 38116:1). We thus
compute a weighted cross-entropy loss in which positive examples are weighted by a factor
of wp and negative examples by a factor of wn. Given a training sample (I, B, y) consisting
of an image I, set of person bounding boxes or detections B, and ground truth action label
vector y ∈ {0, 1}C for C independent classes, the network produces probabilities of actions
being present in the image by passing predictions through a sigmoid activation unit. For
any given training sample, the training loss on network prediction ŷ is thus given by
loss(I, B, y) =
C∑
i=1
wip · yi · log(ŷi) + win · (1− yi) · log(1− ŷi) (2.2)
In our experiments, we set wp = 10 and wn = 1 for all classes for simplicity.
2.2 EXPERIMENTS AND RESULTS
2.2.1 Datasets
We train and test our system on two different activity classification datasets: HICO [7]
and the MPII Human Pose Dataset [5]. The HICO dataset contains labels for 600 human-
object interaction activities, any number of which might be simultaneously active for a
given image. Labels are provided at the image level even though each image might contain
multiple person instances, each performing the same or different activities. The labels can
thus be thought of as an aggregate over labels of each person instance in the image. As the
person bounding boxes are not provided with the HICO dataset, we run the Faster-RCNN
detector [1] with the default confidence threshold of 0.8 on all the train and test images.
The obtained person bounding boxes are thus not perfect and might have wrong or missing
annotations. The HICO training set contains 38,116 images and the test set contains 9,658
images. The training set is highly unbalanced with 51 out of 600 categories having just 1
positive example.
The MPII dataset contains labels for 393 actions. Unlike in HICO, each image only has
a single label together with one or more annotated person instances. All person instances
inside an image are assumed to be performing the same task. Ground truth bounding boxes
are available for each instance in the training set, so we do not need to use MIL can take
advantage of the extra training data available by training on each person instance separately.
On the test set, however, only a single point inside the bounding box is provided for each
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instance, so we run the Faster-RCNN detector to detect people. The training set consists
of 15,200 images and 22,900 person instances and the test set has 5,709 images. Similar to
HICO, the training set is unbalanced and the number of positive examples for a label ranges
from 3 to 476 instances.
Method Full Im. Bbox MIL Wtd. Loss mAP
a) AlexNet+SVM [7] X 19.4
b)
VGG-16, full image X 29.4
VGG-16, bounding box X X 14.6
VGG-16, R∗CNN X X 28.5
VGG-16, Scene-RCNN X X X 29.0
c)
Fusion-1 X X X 33.6
Fusion-1, weighted loss X X X X 36.0
Fusion-2 X X X 33.8
Fusion-2, weighted loss X X X X 36.1
Table 2.1: Performance of various networks on the HICO person-activity dataset. Note that
usage of the Bounding Box (Bbox) necessitates the usage of Multiple Instance Learning
(MIL).
2.2.2 HICO Results
On the HICO dataset, we compare the networks described in the previous section with
VGG-16 networks trained on just the person bounding boxes and just the full image, as
well as with R∗CNN and Scene-RCNN. For the latter two, we use the authors’ implementa-
tion [14]. For all the networks, except the R∗CNN, we use a learning rate of 10−5, decayed
by a factor of 0.1 every 30000 iterations. For the R∗CNN, we use the recommended setting
from [14] of a learning rate of 10−4, with a lower and upper intersection over union (IoU)
bound for secondary regions of 0.2 and 0.75 and sample 10 secondary regions per person
bounding box during a single training pass. We train all networks for 60000 iterations with
a momentum of 0.9. Further, all networks are finetuned till the conv3 layer as in previous
work [14, 17]. We use a batch size of 10 images, resize images to a maximum size of 640
pixels, and sample a maximum of 6 person bounding boxes per image in order to fit the
network in the GPU memory during training with MIL. Consistent with [19, 20, 15], we
initialize our models with weights from the ImageNet-trained VGG-16.
Table 2.1 presents our comparison. As HICO is fairly new, the only published baseline [7]
uses the AlexNet [21] (Table 2.1a). Using the VGG-16 network improves upon AlexNet by
10 mAP (first line of Table 2.1b). The VGG-16 network that uses just the person bounding
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box to make predictions with MIL performs poorly with only 14.6 mAP (second line of
Table 2.1b). This is not entirely surprising since the object that the person is interacting with
is often not inside that person’s bounding box. More surprisingly, the R∗CNN architecture,
which tries to find secondary boxes to support the person box, performs slightly worse than
the full-image VGG network. One possible reason for this is that R∗CNN has to use MIL
twice during training: once for finding the secondary box for an instance, and then again
while aggregating over the multiple person instances in the image. Since R∗CNN samples
only 10 boxes per person instance during each pass of training (same as in [14]), finding
the right box for each of the 600 actions might be difficult. The Scene-RCNN, which uses
the entire image as the secondary box, needs to do MIL just once, and performs marginally
better than R∗CNN. Another possible reason why both R∗CNN and Scene-RCNN cannot
outperform a full-image network is that they attempt to predict action scores independently
from the person box and the secondary box before summing them. As we can see from the
poor results of our bounding-box-only model (second line of Table 2.1b), such prediction is
hard.
With our fusion networks, we immediately see improvements over the full-image network
(Table 2.1c). The weighted loss, which penalizes mistakes on positive examples more heavily
as described in Section 2.1.2, helps push the mAP higher by about 2.5 mAP for both our
networks. The Fusion-2 network, which performs dimensionality reduction before local and
global feature concatenation, has a slight edge probably due to lower number of parameters
(Fusion-1 has 1024×512 parameters for dimensionality reduction and Fusion-2 has 2×512×
256, lesser by a factor of 2).
Method mAP
Dense Trajectory + Pose [5] 5.5
VGG-16, R∗CNN [14] 26.7
Fusion-1, label per ground truth person instance 32.06
Fusion-2, label per ground truth person instance 32.24
Fusion-1, MIL over ground truth person instances 31.68
Fusion-2, MIL over ground truth person instances 31.89
Fusion-2, label per detected person instance 32.02
Fusion-2, MIL over detected person instances 31.81
Table 2.2: Results on the MPII test set (obtained by submitting our output files by email
to the authors of [5]).
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2.2.3 MPII Results
On the MPII dataset, we compare our networks with previously published baselines from
Pischulin et al. [5] and Gkioxari et al. [14]. Our networks are trained with a learning rate of
10−4 with a decay of 0.1 every 12000 iterations, for 40000 iterations. We only finetune till
the fc6 layer due to the smaller amount of training data than in HICO. We do not use the
weighted loss on this dataset, as we did not find it to make a difference.
Table 2.2 shows the MPII results. The trend is similar to that in Table 2.1: our fusion
networks outperform previous methods, with Fusion-2 having a lead over Fusion-1. Recall
that the MPII training set comes with ground truth person instances, which gives us a chance
to examine the effect of MIL. If we assume that the assignment of labels to the people in the
image is unknown and use the MIL framework, we see a small dip in performance as opposed
to assuming that the label applies to each person in the image (last two rows of Table 2.2).
The latter gives us more training data along with full supervision and improves over MIL by
around 0.4 mAP. We also tried training the network with detected person bounding boxes
instead of groundtruth boxes and found that the performance was very similar, indicating
that groundtruth boxes may not be necessary if there is no ambiguity in assignment of labels.
2.2.4 Qualitative Results
Figure 2.3 displays some of the predictions of our best-performing network on the HICO
dataset. In spite of the lack of explicit supervision of which labels map onto a specific person
instance, the network learns to reasonably assign labels to the correct person instance. It
is interesting to note a few minor mistakes made by the network: in the top left example,
the network confuses the tower in the background for a clock tower, and assigns the label
‘no interaction-clock’ to one of the people. In the middle example of the second row, there
is a false person detection (marked in red) due to the reflection in the glass, but it does not
get an activity prediction since the highest-scoring label has confidence less than 0.5.
Figure 2.4 shows some of the failures of our system on the HICO dataset. Unusual use-
cases of an object such as swinging around a backpack can confuse the deep network into
misclassifying the object as in the leftmost image. Since our system relies on detected people,
we can either miss or produce false positives, or label the wrong instances as shown in the
middle image. Lastly, one drawback of the weakly supervised MIL framework is that it is
unable to distinguish labels in a crowded scenario, especially when the crowd occurs only in








blue: hold, carry, hug-person, hold, carry-backpack!
cyan: hold, carry-person, carry-backpack!
red: carry-backpack    green: hold-person!
green: carry, hold, drag-suitcase!
blue, red: no label!
blue: no label!
green: wear, carry-backpack!
Figure 2.3: Predictions of our Fusion-2 model on the HICO test set. Detected person
instances are marked in different colors and corresponding action labels are given underneath.
blue: fly, pull-kite! blue, green: read, hold-laptop, carry-keyboard! almost all boxes: hold, wield, swing-baseball bat!
Figure 2.4: Failure examples on HICO. Incorrect classification of objects/actions, wrong
interacting person detection, and inability to assign labels to correct person instances due
to weak supervision and sampling are common issues.
2.3 CONCLUSION
In this work, we developed effective models exploiting local and global context to make
person-centric activity predictions and showed how Multiple Instance Learning could be used
to train these models with weak supervision. Even though we used a simple global contextual
representation, we obtained state-of-the-art performance on two different datasets, outper-
forming more complex models like R∗CNN. Future work might explore more sophisticated
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contextual models and find better ways to train them on our target datasets, which feature
hundreds of class labels with highly unbalanced label distributions.
We use action labels predicted by the model proposed above for solving other tasks in
the following chapters. Chapter 3 uses the fusion architecture for predicting actions as a
first step in predicting structured and more complicated image situations. In Chapter 4,
we show that actions from the models trained on the HICO and MPII datasets can help
improve performance on fill-in-the-blank style visual question answering and better predict
motivations of people in images, while providing human-interpretable mid-level labels.
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Figure 3.1: Each image in imSitu is labeled with an action verb (orange), and each verb
is associated with a unique set of semantic roles (bold black) which are fulfilled by noun
entities present in the image (green). Each image has multiple annotations to account for
the intrinsic ambiguity of the task. Our approach first uses the fusion network of [22] to
predict the action verb. Then it feeds the verb and a visual feature from a separate network
into an RNN to predict the noun roles in a fixed sequence conditioned on the action.
While predicting actions was previously discussed, of late, the focus has shifted to pre-
dicting even more structured outputs, tackling higher-level questions such as who is doing
what and with which object. The recently introduced imSitu Dataset [23] generalizes the
task of action recognition to ‘situation recognition’ — the recognition of all entities fulfill-
ing semantic roles in an instance of an action performed by a human or non-human actor.
Given a particular action, situations are represented by a set of relevant (semantic role:
noun entity) pairs. An example image and associated situation from imSitu are shown in
Fig. 3.1, where “a woman arranging flowers in a vase on the countertop” is represented by
Action: arranging, {(Agent : woman), (Item: flowers), (Tool : vase), (Place: countertop)}.
As another example, “A horse rearing outside” can be mapped to Action: rearing, {(Agent :
horse), (Place: outside)}. imSitu consists of 504 actions, 1,700 semantic roles, and 11,000
noun entities resulting in around 200,000 unique situations. Along with the dataset, Yatskar
et al [23, 24] also introduced Conditional Random Field (CRF) models to predict situations
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given an image. In our work, we propose and train Recurrent Neural Networks (RNNs) to
predict such situations and outperform the previously state of the art CRFs.
Our use of RNNs for situation prediction is motivated by their popularity for tasks like
image caption generation, where they have proven to be successful at capturing grammar
and forming coherent sentences linking multiple concepts. The standard framework for
caption generation involves feeding high-level features from a CNN, often trained for image
classification on ImageNet [25], into an RNN that proceeds to generate one word of the
caption at a time [26, 27, 28, 29, 30]. Situation recognition involves the prediction of a
sequence of noun entities for a particular action, so it can be viewed as a more structured
version of the captioning task with a grammar that is fixed given an action.
Figure 3.1 gives an overview of our best proposed system. First, we predict the action
verb using the specialized action recognition architecture of [22], which fuses features from
a detected person box with a global representation of the image. Conditioned on the action,
we treat the prediction of noun entities as a sequence generation problem and use an RNN.
Details of our model, along with several baselines, will be given in Section 3.1. Through
extensive experiments (Section 3.2) we found that using separate networks for predicting
the action verb and the noun entities produces higher accuracy than jointly training a visual
representation for the two tasks.
3.1 TASK AND METHODS
Situations are based on a discrete set of action verbs V , noun entities N , and semantic
roles R. Each verb v ∈ V is paired with a unique frame f ∈ F derived from FrameNet [31], a
lexicon for semantic role labeling. A frame is a collection of semantic roles Rv ⊂ R which are
associated with the verb v. For example, the semantic roles {Agent, Item, Tool, Place} ⊂ R
are associated with the verb arranging. In an instantiation of an action in an image, each
semantic role is fulfilled by some noun n ∈ N ∪ {∅}, where ∅ indicates that the value is
either not known or does not apply. The set of nouns N is derived from WordNet [32]. An
instance of an action v in an image I forms a realized frame F(I,v) in which each semantic role
is associated with some noun n, i.e., F(I,v) = {(ri, ni) : ri ∈ Rv, ni ∈ N∪{∅}, i = 1, · · · , |Rv|}.
Finally, a situation S is the pair of action and realized frame for that action, S = {v, F(I,v)}.
The task of situation prediction is to predict an action verb and its associated realized frame
given an image. Though each image is annotated with a single verb, multiple situations
might be applicable for an image due to the choice of nouns used to form a realized frame.
For example, one might use the term countertop instead of kitchen as the noun associated
with the semantic role of Place in Fig. 3.1. To account for this multiplicity, the imSitu
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Figure 3.2: The four approaches used for action and noun entity prediction: a) The baseline
no-vision model, which only tries to predict noun entities n1, · · · , n4 in the chosen arbitrary
but fixed semantic role ordering, given the ground truth verb v. b) Training an RNN which
takes image features as input and predicts action, followed by noun entities, c) Training a
VGG-16 network for action prediction, and feeding its features to the RNN that predicts
nouns associated with the semantic roles, and d) Using separate networks for action and
noun entity prediction. Bold colored text (orange and green) indicates training targets.
dataset provides three independently labeled situations per image.
The authors who introduced situtation prediction also proposed a CRF-based approach
for the task [23]. They decompose the structured prediction of a situation, S = {v, F(I,v)},
over the verb v and semantic role value pairs (r, n) in the realized frame F(I,v). They learn a
potential function ψv(v; θ) for every verb, and a potential function for every verb, semantic
role, noun entity tuple ψr(v, r, n; θ) (v ∈ V , r ∈ Rv, n ∈ N ∪ {∅}), where θ denotes the
parameters of the deep neural network used to predict these potentials. The probability of
a particular situation S given input image I can thus be represented by:
p(S|I; θ) = 1
Z




ψr(v, ri, ni|I; θ). (3.1)
The CRF normalization constant Z required for computing the loss during training is ob-
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tained by predicting the potentials for all valid tuples found in the training set and then
summing them. The potentials are predicted using a fully connected layer on top of the fc7
layer of the VGG-16 network [18]. During inference time, all valid tuples are scored and
ranked. A difficulty with this approach is the large number of potentials that need to be
predicted: 504 for all possible verbs and 121,381 for all valid verb, semantic role, noun entity
tuples. Further, this model does not explicitly account for the fact that nouns are shared
across semantic roles, though it is possible that the deep neural network implicitly learns
such representations. In order to explicitly enforce the sharing of information and reduce
the number of parameters, the follow-up work by Yatskar et al. [24] further decomposes the
potentials as a tensor product over verbs, semantic roles, and noun entities. This makes for
a complex model, details of which can be found in [24].
We take an alternate view of situation prediction by observing that given a verb v, the set of
semantic roles Rv associated with it is fixed. For example, given the verb arranging, we know
that we have to predict relevant noun entities for the semantic roles of Rarranging={Agent,
Item, Tool, Place} (see Fig. 3.1). Conditioned on a given verb, if we assume some arbitrary
but fixed ordering over these semantic roles, we can reduce the problem to that of sequential
prediction of noun entities corresponding to the semantic roles. We decompose p(S|I; θ) as:
p(S|I; θ) = p
(











p (nt|v, n1, · · · , nt−1, I; θ) . (3.4)
Note that if an arbitrary but fixed ordering is chosen for semantic roles belonging to every
verb, then Eq. (3.3) follows from Eq. (3.2) as the correspondence of nouns to roles is implicit.
In our implementation, we use the semantic role ordering provided in the dataset, which was
derived from FrameNet [31]. We explore the sensitivity of methods to the specific ordering
in the experiments of Section 3.2, and find that the accuracy is affected only to a very small
degree.
We represent each p (nt|v, n1, · · · , nt−1, I; θ) in Eq. (3.4) with a softmax over all the noun
entities in the training dataset, referred to as the noun vocabulary. This is a standard
formulation first introduced for natural language translation [33] and widely adopted for
image captioning [8, 27, 28, 34]. Similar to these works, we use a softmax classification loss
with the corresponding ground truth noun entity as the target at every prediction step.
It is worth pointing out that both formulations, those of CRF-based structured prediction
(Eq. (3.1)) and sequential prediction (Eq. (3.4)), are equally powerful in their representa-
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tional abilities as both model the joint probability of the verb and noun entities in a proposed
situation. At inference time, in the CRF approach of [24, 23], all valid tuples of verb and
noun entities are evaluated and the most likely one is reported, while in our sequential ap-
proach, we perform approximate inference by selecting the most likely noun entity at each
step. Despite this limitation, we obtain satisfactory empirical results (we also experimented
with beam search but did not see an improvement).
Next, we present the progression of models we developed, starting with a language-only
baseline and ending in our highest-performing method illustrated in Figure 3.1.
A) No vision, RNN for Nouns. In order to verify that sequential situation prediction
can actually work and that an RNN can memorize the specific ordering of semantic roles for
each verb, we propose a basic language-only model that only tries to predict noun entities
given the ground truth verb. This model also acts as a strong baseline by exploiting bias in
the dataset labeling as it does not use any visual feature input. This model is depicted in
Fig. 3.2a. The ground truth verb is fed in at the first time step. Note that it is essential to
feed in the verb at the first time step as the ordering and number of semantic roles for which
noun entities are produced is decided by the choice of verb. At the following time step, the
RNN tries to predict the noun entity associated with the first semantic role in the arbitrarily
selected but fixed ordering, and so on, until a noun entity is predicted for each semantic role
for that verb. In line with prior work [33, 27], we feed in the initial verb and the output
of the previous time step as a one-hot vector through a word embedding layer. As will be
discussed in the next section, this RNN can indeed memorize the arbitrary semantic role
ordering to make noun entity predictions in the appropriate order.
B) Shared network, RNN for Actions & Nouns. The next natural step is to extend
the above no-vision model to use image features and predict the action as well. This model
is shown in Fig. 3.2b. After consuming the fc7 image features from a VGG-16 network at
the first time step, the model predicts the action at the second time step and then continues
on to predict noun entities. The noun vocabulary (space of all noun entities) is extended
with that of possible actions to allow the prediction of both. Note that we use the ground
truth action as input during training and the predicted action during testing. At inference
time, we enforce that only an action can be predicted at the second time step, followed by
noun entities only thereafter.
C) Shared network, Actions classifier, RNN for Nouns. Since situation recognition
has such a strong up-front dependence on the action verb, the next question we want to
explore is whether we can improve performance by breaking off the action prediction into a
specialized task, instead of treating it the same as the other roles. It also helps that imSitu
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has many fewer verbs (504) than noun entities (11K), giving us enough data to train a
dedicated action classifier. Accordingly, our second model predicts actions using a separate
fully-connected classification layer on top of the fc7 layer of the VGG-16 network as shown
in Fig. 3.2c. At the first step of the RNN, we feed in the one-hot representation of the action
(at training time, we use the ground truth action and at test time, the predicted action). At
the second time step, we feed in the fc7 image features to the RNN to predict noun entities.
Our experiments will investigate how to train the VGG network to get the highest accuracy
for the overall task. One option is to train it solely for action prediction and another is to
jointly train it for both action and noun prediction. Interestingly, our results in Section 3.2
will show that the former strategy works better.
D) Separate networks, Actions classifier, RNN for Nouns. The lack of success of joint
training leads to the question of whether we can do even better by not sharing parameters
between action and noun entity prediction. Accordingly, our final model decouples the
two tasks and uses two separate networks that are independently fine-tuned, as depicted in
Fig. 3.2d. For predicting actions, we use the feature fusion network of [22] which obtained
state-of-the-art performance on the HICO dataset [7]. This network (called Fusion in the
following) combines local features from detected human boxes and global features from the
whole image to make predictions that are then pooled. It defaults to the full image in case
no human is detected in the image. As a large number of images in the imSitu dataset
feature humans, this is a reasonable choice of architecture. Along with a vanilla RNN for
predicting noun entities, we will also report experiments with an attention model based
on [34] which consumes image features through a soft attention module at each time step.
Note that instead of the fc7 features, the attention-based RNN uses the conv5 feature map.
3.2 EXPERIMENTS AND RESULTS
3.2.1 Implementation Details
We use the simplified Long-Short Term Memory (LSTM) cell [35, 36] as our RNN model.
We use a single-layer LSTM and with input and hidden layer sizes of 512. We did not
observe any significant improvement by using larger layer sizes or more layers. The imSitu
dataset has a total of 504 actions and 11,790 noun entities, leading to an LSTM output layer
size of 11,790 in the case of models A, C, and D and 11,790+504 in the case of model B.
We train all our RNNs with Adam [37] using an initial learning rate of 4e-4, decayed by
a factor of 10 every 28,800 iterations using a batch size of 64. For noun entity prediction,
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we first train the RNN for 60k iterations. We then turn on fine-tuning for the CNN with
an initial learning rate of 1e-5 and use Adam with the same learning rate decay scheme for
an additional 100k iterations. The Fusion network [22] is trained using stochastic gradient
descent with momentum using a learning rate of 5e-5 for 70k iterations. Person boxes are
detected using the Faster-RCNN [1] with a confidence threshold of 0.8. Similar to [22], we
use a weighted loss during action prediction, unless otherwise specified. The weight for a
class is inversely proportional to its frequency in the training set. Using weighted loss or
beam search for noun entity prediction did not help. We only train on the imSitu train set
of 75k images. During training, we evaluate the model on the dev set of 25k images and
retain the best-performing model. Finally, we evaluate the best model on the imSitu test
set of 25k images. All hyperparameters are tuned on the dev set.
3.2.2 Metrics
We evaluate performance on action verb predictions (verb), and (semantic role: noun
entity) pair predictions (value, value-all) as well as the average across all measures (mean),
as proposed in [24]. Value-all measures the percentage of predictions for which all of the
(semantic role: noun entity) pairs of an action verb matched with at least 1 of the 3 ground
truth (GT) annotations, while Value measures the percentage of pairs which matched at least
one of the three GT annotations. We report accuracy at top-1, top-5 action verb predictions
and given the GT verb. Similar to [24], we also report performance on examples with ten or
fewer samples in the imSitu training set (rare setting).
3.2.3 Results
We report results on the full dev set in Table 3.1. Section I of the table presents results
from prior work of Yatskar et al [23, 24]. Their baseline, a method they call the Discrete
Classifier, restricts its output space to the 10 most frequent realized frames for each verb.
The Image Regression CRF uses the formulation of Eq. (3.1) with an output space of 121,381
for (verb, semantic role, noun entity) tuples + 504 for actions, while Tensor Composition
CRF uses a tensor-based potential decomposition in an attempt to reduce the number of
parameters. The authors had to combine the potentials produced by both models in order to
improve performance, leading to the Tensor Comp. + Reg. CRF method. Finally, by using
five million web-sourced images based on semantic querying [24] in addition to the 75k train
set images, they were able to slightly improve performance.
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top-1 predicted verb top-5 predicted verbs ground truth verbs
mean
verb value value-all verb value value-all value value-all
I)
Discrete Classifier [23] 26.4 4.0 0.4 51.1 7.8 0.6 14.4 0.9 13.2
Image Regression CRF [23] 32.25 24.56 14.28 58.64 42.68 22.75 65.90 29.50 36.32
Tensor Composition CRF [24] 31.73 24.04 13.73 58.06 42.64 22.70 68.73 32.14 36.72
Tensor Comp. + Image Reg. CRF [24] 32.91 25.39 14.87 59.92 44.50 24.04 69.39 33.17 38.02
Above + Extra 5M Images [24] 34.20 26.56 15.61 62.21 46.72 25.66 70.80 34.82 39.57
II) Baseline RNN Method
Fig. 3.2a No Vision, RNN for Nouns - - - - - - 52.12 17.62 -
III) Joint Prediction – VGG jointly fine-tuned for Action and Noun Prediction
Fig. 3.2b VGG, RNN for Actions & Nouns 26.52 20.08 11.80 52.37 38.32 20.90 68.27 32.67 33.87
IV) Fig. 3.2c
VGG, Actions class., RNN for Nouns 23.04 17.65 10.70 44.63 33.18 18.83 68.98 33.73 31.34
Joint Prediction – VGG fine-tuned for Action Prediction Only
VGG, Actions class., RNN for Nouns 35.35 26.80 15.77 61.42 44.84 24.31 68.44 32.98 38.74
VGG, Actions class., RNN for Nouns (reversed) 35.35 26.82 15.60 61.42 44.92 24.25 68.56 32.84 38.72
Joint Prediction – VGG fine-tuned for Action Prediction first, then jointly with Noun Prediction
VGG, Actions class., RNN for Nouns 34.76 26.29 15.46 60.31 44.31 24.30 68.82 33.42 38.46
V)
Action Prediction Only
VGG, Actions class. (no weighted loss) 34.43 - - 61.06 - - - - -
VGG, Actions class. 35.35 - - 61.42 - - - - -
Fusion (no weighted loss) 35.53 - - 63.04 - - - - -
Fusion 36.11 - - 63.11 - - - - -
Noun Prediction Only
VGG+RNN for Nouns - - - - - - 68.57 33.12 -
VGG+RNN for Nouns, VGG fine-tuned (ft) - - - - - - 70.48 35.56 -
VGG+RNN with Attention for Nouns - - - - - - 69.31 33.67 -
VGG+RNN with Attention for Nouns (ft) - - - - - - 69.87 34.69 -
VI) Fig. 3.2d
Separate Action and Noun Prediction
Fusion for Actions, VGG+RNN for Nouns (ft)
36.11 27.74 16.60 63.11 47.09 26.48 70.48 35.56 40.40
henceforth ref. to as Fusion, VGG+RNN
Table 3.1: Situation prediction results on the full imSitu dev set (see text for detail).
top-1 predicted verb top-5 predicted verbs ground truth verbs
mean
verb value value-all verb value value-all value value-all
Image Regression CRF [23] 32.34 24.64 14.19 58.88 42.76 22.55 65.66 28.96 36.25
Tensor Comp. + Image Reg. CRF [24] 32.96 25.32 14.57 60.12 44.64 24.00 69.20 32.97 37.97
Above + Extra 5M Images [24] 34.12 26.45 15.51 62.59 46.88 25.46 70.44 34.38 39.48
Fusion, VGG+RNN 35.90 27.45 16.36 63.08 46.88 26.06 70.27 35.25 40.16
Table 3.2: Situation prediction results on the full imSitu test set.
top-1 predicted verb top-5 predicted verbs ground truth verbs
mean
verb value value-all verb value value-all value value-all
Image Regression CRF [23] 20.61 11.79 3.07 44.75 24.85 5.98 50.37 9.31 21.34
Tensor Comp. + Image Reg. CRF [24] 19.96 11.57 2.30 44.89 25.26 4.87 53.39 10.15 21.55
Above + Extra 5M Images [24] 20.32 11.87 2.52 47.07 27.50 6.35 55.72 12.28 22.95
Fusion, VGG+RNN 22.07 12.96 3.37 47.83 27.89 6.85 56.38 13.79 23.89
Table 3.3: Situation prediction results on the rare portion of the imSitu test set. Along with
better verb prediction accuracy, our method also produces more accurate role values given
GT verbs, indicating better generalization probably due to the use of shared parameters and
word embeddings.
Our baseline presented in Section II of Table 3.1, corresponding to the architecture of
Fig. 3.2a, shows that RNNs can indeed memorize an arbitrary ordering of semantic roles
for each verb and produce relevant noun entities in the correct and corresponding order.
Further, by simply exploiting the labeling bias, it beats the Discrete Classifier baseline by a
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large margin, given the ground truth action verb.
Section III shows results from our next model (Fig. 3.2b), which tries to predict both the
action and noun entities using the same RNN. It improves the value metric by over 16%
given the ground truth verb over our no-vision baseline model, by using information from
visual features.
Section IV reports the results of separating the action prediction parameters from those
of the noun entity predicting RNN (see Fig. 3.2c). We see a large improvement in action
verb prediction accuracy (26.52% to 35.35%) as long as we first fine-tune the network for
the action task. By simply using features from the network trained for action prediction, we
only observe a very small drop in the value metric given ground truth verbs, as compared to
jointly fine-tuning for verb and noun entity prediction (68.98% to 68.44%). Here, we also try
predicting the noun entities in a reversed order so as to determine whether the order affects
performance. We clearly see that this has very little effect on accuracy (0.1-0.2%). However,
we cannot rule out that some optimal ordering of semantic roles might exist for every verb.
We find that joint fine-tuning, either from the start or later, is detrimental for action verb
prediction, leading us to the final models of Sections V and VI, which use separate networks
for action and noun entity prediction.
In Section V of Table 3.1, we compare various methods of separately predicting actions
and noun entities. The Fusion network of [22] outperforms the VGG-16 network at action
prediction and using a weighted softmax loss helps in both cases. By using a stand-alone
action prediction network, we obtain a top-1 and top-5 accuracy of 36.11% and 63.11%
in contrast to the previous best of 32.91% and 59.92% from [23], respectively. Even the
method from [23] that uses an additional 5 Million images only obtains 34.20% and 62.21%
accuracies, respectively.
Apart from using LSTMs for predicting noun entities, we also try using the soft attention-
based architecture of Xu et al [34]. The attention-based RNN works better, as long as we
do not fine-tune the underlying VGG-16 network. Turning on fine-tuning makes the simple
LSTM architecture work better, in line with results obtained on image captioning [28].
Figure 3.3 shows some predicted situations and associated attention maps. Qualitatively,
attention produces plausible results in simple cases, but is unable to make fine distinctions,
e.g., between multiple instances of a noun entity in different roles (bottom row of the figure).
Finally, we combine our best action prediction and our best noun entity prediction net-
works to propose our final method referred to as Fusion, VGG+RNN (Fig. 3.2d) in Section
VI of Table 3.1. We beat the previous state-of-the-art method trained on the imSitu train
set on every metric. Additionally, we also beat the method trained on the extra 5M images,
except on the value given ground truth verb metric, on which we lag by just 0.32%.
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Erasing - (Agent : man), (Erased : word), (Source : blackboard), (Place : ∅)
Talking - (Agent : woman), (Listener : woman), (Place : office)
Figure 3.3: Predicted situations and attention maps associated with produced noun entities.
In the top row, attention focuses on the correct regions. In the bottom example, attention
cannot distinguish between the Agent and Listener women instances.
Table 3.2 compares our best-performing method against the previous work on the full
imSitu test set. We observe a trend similar to that on the imSitu dev test. We improve
upon both the top-1 and top-5 verb prediction accuracies by around 3% and by 1% (value)
and 2.3% (value-all) on noun entity prediction given ground truth verbs, for methods trained
on the imSitu train set.
Most interestingly, Table 3.3 shows that we also do well on the rare portion of the imSitu
test set. We improve upon the top-1 and top-5 verb prediction accuracies by around 2% and
by 3% respectively. We improve by 3% (value) and 3.5% (value-all) on noun entity prediction
given ground truth verbs, for methods trained on the imSitu train set. We believe that
embedding nouns in a common continuous space during input to RNNs helps to overcome
the lack of data and aids in generalization more effectively than the ‘semantic augmentation’
with additional data in the previous method [24].
Finally, Figure 3.4 shows some correctly and incorrectly predicted situations on the imSitu
test set by our best-performing method. While most of the mistakes are due to incorrect
action predictions, we observe that mistakes are often reasonable, e.g. , ‘arresting’ instead
of ‘misbehaving’ in the bottom row, middle image. By analyzing the verb prediction results,
we find that we obtain the worst performance on bothering, intermingling, and imitating,
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which are very contextual and semantic in nature, while those with a clear visual nature
such as erupting, shearing, and taxiing obtain high accuracies. The worst noun prediction
performance is obtained in cases where multiple nouns can fulfill semantic roles, such as
distributing, prying, repairing ; while ballooning, taxiing, scoring obtain high accuracies.
3.3 IMPROVING IMAGE CAPTIONING WITH SITUATION CUES
One of the key motivations of proposing the task of image situation prediction was to better
understand and learn the semantic content of images, beyond mere action recognition [23].
A more structured and nuanced understanding of image semantics is expected to help high-
level reasoning tasks such as image captioning and Visual Question Answering (VQA) [38].
In this work, we try to leverage our new state-of-the-art models for action verb and noun
entity recognition to improve image captioning performance on the MSCOCO dataset [8].
3.3.1 Dataset and Methods
We modify an off-the-shelf image captioning model, NeuralTalk2 [39], by providing it
features from our networks as an additional input, as shown in Figure 3.5. The vanilla
NeuralTalk2 network takes in fc7 features from a VGG-16 network as input to an RNN
through an image embedding layer Wi. It then proceeds to output words of the caption one
by one till the <END> token is predicted or a maximum length (typically 16) is reached.
We feed in features from networks trained on imSitu at the second time step, similar to
the method proposed in [40]. We try two types of features: fc7 features from the VGG-16
network used for noun entity prediction (green network in Fig. 3.2) and fc7 features from
the VGG-16 network trained for action verb prediction (VGG, fc for Actions of Section IV
of Table 3.1). We use features from the VGG-16 network for action prediction instead of
the better performing Fusion network because the former produces features from the whole
image, while the latter produces features for each detected person box.
We use a single-layer LSTM with 512 hidden units and input size of 512. We train our
captioning networks on the MSCOCO split of Karpathy et al [26] which has 113,287 training,
5k validation, and 5k test images. We train the RNN and VGG-16 CNN using Adam, with
an initial learning rate of 4e-4 and 1e-5 respectively. We train the baseline network in
the following recommended stages [39, 28]: 1) Fine-tune RNN only for 100k iterations, 2)
Fine-tune RNN and VGG-16 network for 150k iterations.
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Methods B@1 B@2 B@3 B@4 M C S
LRCN [29] 62.8 44.2 30.4 21.0 - - -
img-gLSTM [41] 64.7 45.9 31.1 21.4 20.4 67.7 -
NIC [27]†,Σ 66.6 46.1 32.9 24.6 - - -
img-gLSTM [41] 67.0 49.1 35.8 26.4 22.7 81.3 -
Hard-Attention [34] 71.8 50.4 35.7 25.0 23.0 - -
Soft-Attention [34] 70.7 49.2 34.4 24.3 23.9 - -
ATT-FCN [30]Σ 70.9 53.7 40.2 30.4 24.3 - -
NeuralTalk2 [39] (Ours) 70.8 53.7 40.1 30.1 24.5 93.0 17.3
Image + Actions (Ours) 71.5 54.6 40.9 30.9 24.7 94.5 17.6
Image + Nouns (Ours) 71.5 54.6 41.1 31.1 24.8 95.2 17.7
Table 3.4: Caption generation model performance on the COCO test set (5000 images) of Karpathy et
al [26]. B@N, M, C, and S indicate BLEU@N [42], METEOR [43], CIDEr [44], and SPICE [45] respectively.
† indicates a different split of 4000 images and Σ indicates an ensemble of models. Bold values indicate the
highest value for metrics obtained using a single model.
Methods
BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE CIDEr
c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40
ATT-FCN [30]Σ 73.1 90.0 56.5 81.5 42.4 70.9 31.6 59.9 25.0 33.5 53.5 68.2 94.3 95.8
OriolVinyals [28]Σ 71.3 89.5 54.2 80.2 40.7 69.4 30.9 58.7 25.4 34.6 53.0 68.2 94.3 94.6
MSR Captivator [46]? 71.5 97.0 54.3 81.9 47.0 71.0 38.0 61.0 24.8 33.9 52.6 68.0 93.1 93.7
Q.Wu [47]? 72.5 89.2 55.6 80.3 41.4 69.4 30.6 58.2 24.6 32.9 52.8 67.2 91.1 92.4
NeuralTalk2 [39] (Ours) 70.6 87.9 53.2 77.8 39.2 66.1 29.0 54.7 24.2 32.4 51.9 66.0 88.1 89.1
Image + Actions (Ours) 71.1 88.6 53.9 79.0 40.1 67.7 30.1 56.7 24.4 33.0 52.3 66.8 90.1 90.7
Image + Roles (Ours) 71.2 88.7 54.0 79.4 40.3 68.2 30.2 57.2 24.6 33.2 52.4 67.0 90.7 91.8
Table 3.5: Caption generation model performance on the COCO test2014 online leader-
board. We list results that have been published and highlight our implemented baseline and
methods. Note that the top methods use ensembles, better model architectures, and other
engineering tricks such as scheduled sampling, beyond the scope of this work. The c5 test
setting uses 5 reference captions and c40 uses 40 reference captions. Σ indicates an ensemble
of models, ? indicates unspecified if ensemble.
3.3.2 Captioning Performance
As shown in Table 3.4, this baseline (NeuralTalk2) obtains a CIDEr score of 93.0 on the
test set. We then modify the baseline model to accept an additional imSitu-based feature as
input, as shown in Fig. 3.5 and fine-tune the whole RNN+CNN for another 100k iterations.
Beam search of 2 and 3 was found to help the baseline and improved model respectively
(recall that it did not help in situation prediction). We see that feeding in imSitu-based
features improves the CIDEr score by 2.2 points. Feeding features from the network that
produces noun entity predictions (Image+Nouns) works better than features from the action
prediction network (Image+Actions). Similar improvements are also observed on the held-
out MSCOCO test set as shown in Table 3.5. Note that competing methods listed in that
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table use ensembles and improved architectures to obtain better captioning performance.
3.3.3 Qualitative Results
While the quantitative improvements afforded by our additional semantic features are
small (and automatic captioning metrics have well-known limitations [45]), we have quali-
tatively observed that our captions can describe interactions with objects more accurately,
as can be seen from images and captions in the top row of Figure 3.6. For example, we can
correctly identify that a person is holding a baseball bat instead of a frisbee, or a hairbrush
instead of a phone. When our model goes wrong (Figure 3.6, bottom row), it is prone to
hallucinating interactions with people.
3.4 CONCLUSION
This paper framed the recently introduced task of situation recognition as sequential
prediction and conducted an extensive evaluation of RNN-based models on the imSitu
dataset [23]. Our most important findings are below.
• RNNs-based methods are a straightforward fit for the task and work quite well.
• Accurate action prediction is one of the main keys to beating the CRF methods of [24,
23], which do not train an explicit action classifier but predict actions jointly with all
the other roles. Further, we found that training a separate action classifier that does
not share parameters with noun entity prediction works best. This suggests that the
representations needed to predict actions and nouns may be different in non-trivial
ways, as it was difficult to fine-tune them jointly.
• Weakly-supervised attention gives minor improvements but is hard to fine-tune, limit-
ing its absolute accuracy. This is consistent with findings from captioning [28]. Quali-
tatively, we found this form of attention to have limited ability to distinguish between
entities, indicating the need for advanced attention mechanisms [48].
A limitation of the RNN-based models over CRF-based models is that they cannot produce
outputs for verbs unseen at train time as they are unaware of the semantic role ordering
associated with the verb. We believe that this can be fixed by making the RNN also output
semantic roles, which will be explored in future work.
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1)      Verb: glowing 
Agent Place 
candle 
2)      Verb: igniting 
Agent Item Tool Place 
person candle match 
3)      Verb: flaming 
Agent Place 
candle 
GT)     Verb: glowing 
Agent Place 
candle 

















GT)      Verb: browsing 
Agent GoalItem Place 
woman book bookshop 
Predictions 
1)      Verb: browsing 
Agent GoalItem Place 
woman book bookshop 
2)      Verb: shelving 
Agent Item Destination Place 
woman book shelf library 
3)      Verb: shopping 
Agent Goods Place 
woman book bookshop 
Predictions 
GT)	  	  	  	  	  	  Verb: misbehaving 
Agent Place 
boy walkway 
1)      Verb: arresting 
Agent Suspect Place 
policeman boy sidewalk 
Predictions 
2)      Verb: grieving 
Agent Place 
child cemetery 
3)      Verb: handcuffing 
Agent Victim Place 
man woman outdoors 
Predictions 
GT)      Verb: shopping 
Agent Goods Place 
people ring jewelry dealer 
1)      Verb: helping 
Agent 
Entity 
Helped Tool Place 
man woman advice room 
2)      Verb: studying 
Agent Place 
people table 
3)      Verb: discussing 
Agent Place 
people table 
GT)	  	  	  	  	  	  Verb: leaning 
Agent Item Against Place 
woman head hand office 
1)      Verb: studying 
Agent Place 
woman desk 
2)      Verb: phoning 
Agent Tool Place 
woman telephone office 
3)      Verb: telephoning 
Agent Tool Place 
woman telephone office 
Predictions 
GT)      Verb: celebrating 
Agent Occasion Place 
people parade river 
1)      Verb: celebrating 
Agent Occasion Place 
people outside 
2)      Verb: parading 
Agent Place 
people street 
3)      Verb: drumming 





GT)      Verb: scoring 
Agent Place 
soccer player field 
2)      Verb: scoring 
Agent Place 
soccer player field 
3)      Verb: brawling 
Agent Place 
soccer player field 
Predictions 




man bird outside 




man bird outside 
2)      Verb: camping 
Agent Shelter Place 
man tent outdoors 
3)      Verb: distracting 
Agent Victim Place 
man man outdoors 
Figure 3.4: Correct (top two rows) and wrong (bottom two rows) predictions on the imSitu
test set. One of the three groundtruth labels (GT) is shown to the top right of each image.
The top 2 predictions (as numbered) are shown below the ground truth. Mistakes can be due
to incorrect action verb prediction (bottom row first two images) or incorrect noun entity
prediction (bottom right image).
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 w1  w3  wN
<START>
 We  We   We
 w2







 We  Wr Wi  Word
Embedding
Figure 3.5: The modified NeuralTalk2 [39] recurrent neural network that accepts the fc7
feature vector from the networks trained on the imSitu situation prediction task at time
step 2. All units with the same color share weights. Bold words w1, · · · ,wN are targets at
training time.
VGG: A man sitting on a couch with a cat
VGG+imSitu: A man sitting on a chair 
with a cell phone
GT: An old man is trying to use his cell 
phone
VGG: A woman is holding a 
frisbee in a park
VGG+imSitu: A young girl is 
holding a baseball bat on a field
GT: A girl with a bat standing in 
a field
VGG: A man with a beard and a tie
VGG+imSitu: A man is holding a pair of 
scissors
GT: A person holding a pair of scissors 
open intently
VGG: A herd of elephants walking across a lush green field
VGG+imSitu: A group of people standing around a large elephant
GT: A herd of elephants walking across a grass covered field
VGG: A truck is parked on the side of the road
VGG+imSitu: A man standing next to a blue truck
GT: A truck is parked on the side of a street
VGG: A woman holding a cell phone in her hand
VGG+imSitu: A woman is brushing her hair in a 
bathroom
GT: A little girl is brushing her hair in a bathroom
VGG: A man and a woman are playing a video game
VGG+imSitu: Two men standing in front of a kitchen counter
GT: A man and a woman are playing video games
Figure 3.6: Sample images from COCO test set of Karpathy et al [26] for which adding
imSitu features provided the largest gain (top row) and largest drop (bottom row) in CIDEr
scores. We also show one of the five ground truth captions that is most similar to the
produced captions. We notice that adding imSitu features helps identify and better describe
interactions with objects. At the same time, in some of the failure cases, it hallucinates
interactions with humans or misidentifies actions.
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CHAPTER 4: APPLICATIONS TO HIGH-LEVEL IMAGE
UNDERSTANDING TASKS
(a) What is the selected man above doing? (b) Why do you think the woman is riding a bike?
Figure 4.1: Consider the above images and questions asked about their contents. Clearly,
answering these questions requires knowledge about actions and as well as concepts beyond
mere action.
Many of the tasks we would like to perform with images, including those shown in Fig. 4.1
(questions about human actions and motivations), require knowledge that is often beyond
what can be learned from the limited supervised data available for the task of interest. For
example, the Visual Madlibs dataset [49] contains 6501 supervised (image, answer) pairs for
answering questions about human actions and the Motivations dataset [50] contains 6133
(image, motivation) pairs for predicting a person’s motivation for performing an action.
Using predictions from or transferring features from existing networks trained on specialized
datasets is a useful way of providing required information for such tasks. In this Chapter,
we show how we can improve accuracy on the task of fill-in-the-blank style Visual Question
Answering (VQA) in Section 4.1 and predicting motivations by using labels predicted by
deep networks trained for action and scene recognition in Section 4.2. In Section 4.3, we
also show how multiple vision-language cues can be used to predict relationships between
pairs of detected objects in images. For all the tasks discussed above, we use the simple
Canonical Correlation Analysis (CCA) model to learn joint embedding spaces for the cues
used (actions, scenes, etc.) and the textual inputs (answer choices, phrases, etc.). Building
models that use human-interpretable predictions as intermediate features allows us to not
only reduce the input feature dimensionality but also helps understand failures.
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4.1 VISUAL QUESTION ANSWERING WITH MULTIPLE CUES
(This work was performed in collaboration with Tatiana Tommasi, Alexander C. Berg, and
Tamara L. Berg of UNC-Chapel Hill, and Bryan A. Plummer of UIUC.)
Visual Question Answering (VQA) [38] has gained popularity in the past year with several
new datasets collected [51, 52, 53, 38, 54, 55]. Recent high profile approaches to VQA
combine Convolutional Neural Networks (CNNs) and Long Short-Term Memory (LSTM)
networks to generate answers for questions about an image [53, 56, 57]. Other works integrate
attention mechanisms for text-guided analysis of images [54, 58, 59, 60]. In contrast to these
relatively complex methods, simple CNN+Bag-of-Words [61] and multi-modal Canonical
Correlation Analysis (CCA) [55] have been shown to achieve comparable accuracy.
Despite the broad scope of questions and the diversity of proposed solutions for VQA, all
the approaches previously mentioned use image features computed by a CNN pretrained for
image classification on the ImageNet dataset [25], for example, VGG-Net [62]. However, it is
unlikely that a single network can capture the full range of information needed to correctly
answer a question. Consider a simple question about the position of an object in an image:
an answer could involve information about the overall scene (e.g. it is in the kitchen), other
reference objects (e.g. it is on the table), appearance (e.g. it is against the blue wall), or
even details about people (e.g. it is behind the girl) or activities (e.g. it is floating in water,
it is in front of the man holding a glass, etc.). We posit that in order to truly understand
an image and answer questions about it, it is necessary to leverage rich and detailed global
and local information instead of relying on generic whole-image features.
In order to explore this assertion, we develop a CCA-based multi-cue approach which
uses a variety of visual features and improves performance significantly on visual question
answering in the Visual Madlibs Dataset [55]. This dataset was created by asking people to
write fill-in-the-blank descriptions for 12 question types, broadly divided into three areas:
questions about characteristics of a specific person (action, attribute, location), or specific
object (affordance, attribute, location), and broader questions about future and past events,
emotion and image interestingness which require more high-level reasoning over the whole
image. Every multiple-choice question consists of an image, a sentence prompt with instruc-
tions based on the question type, and four possible answers to fill in the blank, out of which
one is correct. A few example questions, together with information predicted by our methods,
are illustrated in Figure 4.2. To cover the wide range of knowledge needed to answer these
questions we use CNN features from networks trained on multiple specialized sources (Places
dataset [63], human activity HICO and MPII datasets [7, 5], MS-COCO object dataset [8],
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Future Question:!
One or two seconds after this picture was taken!
•  the dog continued walking away!
•  the man started to smile!
•  the child ate the food ✔ !
•  the woman chewed the sandwich!
Scene Question:!
The place is a !











Actions: hold, eat, pick-up-donut, eating-sitting!
Attributes: little boy, young boy, child, kid!
Predictions!
Scenes: train-station/platform, train-railway, 
railroad-track, subway-station/platform!
Predictions!
Actions: ride, sit-on, row-boat!
Figure 4.2: Given Visual Madlibs (image+question), our method uses multiple deep networks
trained on external knowledge sources to predict action, attribute, scene, and other diverse
features from specific regions in the image (detected persons - dashed yellow box, whole
image - red box, and groundtruth persons - yellow box). These features are then used with a
CCA model which ranks choices and answers 12 different types of multiple choice questions.
and the sentence-based grounded image description dataset Flickr30k Entities [64]). We also
make use of state of the art achievements in scene classification [63], object detection [65],
action recognition [22], and methods that use multiple object attributes [64] for learning our
models.
A few recent works have similarly attempted to leverage external knowledge, either through
a rich set of different labels, or by exploiting textual resources such as DBpedia [66]. The
former approach is adopted in [67] by learning an MRF model on scene category, attribute,
and affordance labels over images from the SUN dataset [68]. While quite powerful on the
image-side, the lack of natural language integration limits the set of possible questions that
may be asked to the system. The approach presented in [69] starts from multiple labels pre-
dicted from images and uses them to query Dbpedia. The obtained textual paragraphs are
then coded as a feature and used to generate answers through an LSTM. Though quite inter-
esting, this method still relies on VGG ImageNet based features, missing the variety of visual
cues that can be obtained from networks tuned on tasks other than object classification.
Our contributions can be summarized as follows:
1. In the following section, we introduce the currently available specialized datasets on
image understanding sub-tasks and describe how we extract high-level information
from them by training deep networks.
2. We present a thorough analysis of the role of different types of specialized external
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knowledge in answering fill-in-the-blank questions based on scenes, people, objects
and their complex interactions in Section 4.1.3.
3. Finally, at the end of Section 4.1.3, we combine information from multiple knowledge
sources and CCA models and show how we can create a question-answering system
which achieves state-of-the-art accuracy.
We want to learn a model which maps visual information extracted from an image to
the correct multiple-choice answer for a fill in the blank question. This image-to-answer
selection naturally depends on several global and local components, including the need to
compare the image as a whole to each answer as well as corresponding any named people or
objects with their correct image regions. We train CCA models [70] for these tasks. On the
image side, we leverage deep networks to obtain cue specific features from the whole image
and from person/object bounding boxes. We use the activations of the last fully connected
layer (fc7) or the final prediction layer of each network as a visual representation. On the
text side, we represent each word with the word2vec feature [71] and consider the average
300-dimensional vector over the whole answer (while picking a choice) or on parsed phrases
which mention people or objects (while selecting a region of interest). At test time, among
the four putative answers, we select the one which obtains the highest cosine similarity
with the image features in the CCA joint embedding space. To integrate multiple cues, we
experiment with low-level visual feature stacking and high-level CCA score combinations.
In the following we provide details about the architectures used to extract visual features
(Sec. 4.1.1), the selection procedure to localize objects and persons named in the sentences
(Sec. 4.1.2), and on the strategies adopted for multi-cue combination (Sec. 4.1.3).
4.1.1 Cue Specific Models
Whole Image Baseline Network. The VGG-16 network trained on 1000 ImageNet
object categories is a standard architecture adopted in previous works to obtain a strong
visual content representation [62]. It was also used in the work which originally introduced
the Visual Madlibs dataset [55] and we consider it as the reference baseline. Here, we use
the 10-crop version of this representation, obtaining a 4096 dimensional feature vector for
the whole image by averaging the fc7 activations over the crops.
Scene Prediction. The Places dataset [63] was created for the task of scene recognition
and contains about 2.5 million images belonging to 205 different scene categories such as
bedroom, kitchen, forest, sea coast, etc.We utilize the VGG-16 network trained on this
dataset [63] with 10-crop 4096 dimensional fc7 features to obtain information about the
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depicted scene over the whole image.
Person Activity Prediction. We leverage two of the largest currently available human
activity image datasets - the Humans Interacting with Common Objects (HICO) dataset [7]
and the MPII Human Pose Dataset [5]. The images in the HICO dataset contain labels for
600 different human-object interactions, each of which specifies an action being performed
with an object, e.g. ride-bicycle and repair-bicycle. The objects in the HICO dataset
belong to the 80 annotated categories in the MS-COCO dataset [8]. The MPII dataset has
393 categories, including interactions with objects as well as solo human activities such as
walking and running. We employ the deep convolutional network introduced by Mallya and
Lazebnik [22] which currently holds the state-of-the-art classification accuracy on both the
HICO and the MPII datasets. This network is modeled after the VGG-16 network [62] and
utilizes contextual cues by combining information from both the groundtruth or detected
person bounding box (depending on the question type) and the whole image. In the case of
multiple people, the network is run independently on each person and then the features are
average-pooled. We experiment with the 4096 dimensional fc7 activations as well as with
the class prediction logits (inputs to the final sigmoid/softmax layer) which are of length
600 and 393 in HICO and MPII respectively.
Person Attribute Prediction. To extract a rich vocabulary of describeable person at-
tributes, we mine the Flickr30k Entities dataset [72] which links phrases in sentences to
corresponding bounding boxes in images. We focus on the phrases that refer to people and
occur at least 50 times in the training portion of the dataset. The obtained 302 phrase vo-
cabulary covers references to gender (man, woman), age (baby, elderly man), clothing (man
in blue shirt, woman in black dress), appearance (brunette woman, asian man), multiple
people (crowd, group of people), and more. Besides having the appealing characteristic of
being derived from natural language phrases, our vocabulary covers a much wider range of
attributes than existing person attribute datasets such as the Berkeley Attributes of People
Dataset [73] and the Parse27k Dataset [74] which have 9 and 10 attributes, respectively.
We use our 302 person phrases as labels to train a Fast-RCNN network [17] based on the
VGG-16 architecture. We use a weighted loss that penalizes mistakes on positives examples
10 times more than those on negative examples to compensate for the unbalanced training
data, similar to [22]. This network takes as input an image and a bounding box contain-
ing one or more people and we consider both the fc7 activation values and the final class
predictions as person representation. Unlike the previous person action prediction network,
this network can predict group attributes given a box containing multiple people. Sample
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ride, stand-on-surfboard, surfing!
man, young man, man in red shirt!
carry, hold-tennis-racket, hold-bat!




woman, girl, young woman!
Both: sit-at, eat-at-dining-table, hold-pizza!
man, young man, guy –– woman, girl, lady !
Full Image: people, group of people, four people!
Both: run, ride, straddle-horse!
Both: jockey, man, rider!
Full Image: three man, two man, two people!
Figure 4.3: Predicted person actions and attributes. The first and second lines below each
image show the top 3 predicted actions and attributes respectively. In the case of multi-
ple people in an image, the third line shows the top 3 attributes predicted for the whole
image. (Both means that both of the people in the image have the same action/attribute
predictions.)
outputs of the person action and attribute predictors are shown in Figure 4.3.
Color Prediction. For questions focused on objects, color is a very salient characteristic
that is not captured well by CNNs trained to recognize object categories. We follow [64]
and use a Fast-RCNN VGG-16 network trained to predict one of eleven colors that occur at
least 1,000 times in the training set of the Flickr30k Entities dataset: black, red, blue, white,
green, yellow, brown, orange, pink, gray, purple. The training is performed on non-person
phrases to prevent confusion with color terms that refer to race of a person. At test time,
we use the 4096-dimensional fc7 feature extracted from the object bounding box.
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The man enjoyed his meal! She was doing some work! They kept talking! A woman finishes eating a donut!
Figure 4.4: Selection of person boxes based on person phrases in a choice. When a choice
contains person words (in red), we predict and select the box or boxes (in red) that the
person words are referring to by using a CCA trained on the Flickr30k Entities dataset
on pairs of predicted person attributes and referring person words. We then use multiple
features from the selected boxes to determine choice compatibility.
4.1.2 Image Region Selection
Some of the Madlibs question types ask about a particular object or person and provide
the bounding box for the object/person in question (e.g. the rightmost example in Figure 4.2
asks what the person outlined in yellow is doing). Other questions, such as those related
to image interestingness, future, or past, do not provide a target image region as they ask
a general question about the implications of the entire image (e.g. the leftmost question in
Figure 4.2). To evaluate each provided answer choice, we propose procedures for selecting
the best matching focus region(s) in the image. We first use a parser to extract the part
of the sentence referring to a person or an object and then apply the following selection
mechanisms for people and objects, respectively.
Person Box. We localize people using the Faster-RCNN detector [1] with a detection
confidence threshold of 0.8. We discard all detected boxes with height or width less than 50
pixels since they often add noise without yielding any helpful information. For the case of
multiple people, we also consider the smallest box containing all detections. Finally, given
an image and an answer we want to select the correct detection corresponding to the named
person. For example, if an answer refers to a “young girl” we want to select the detection
window that looks the most like a young girl. To this end, we train a person-CCA model
on the val+test set of the Flickr30k Entities dataset using person phrases and image features
extracted from the corresponding person box. We represent textual phrases with the 300-
d average word2vec feature [71], and image regions with the 302-d vector of predictions
obtained from the person attribute network described in Sec. 4.1.1. While testing on the
Madlibs dataset, we use a parser to extract the part of the sentence referring to the person
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The dog runs back away! A woman closed a laptop ! He held the racket! She ate the pizza!
Figure 4.5: Selection of object boxes based on object phrases in a choice (from future
questions). When a choice contains words referring to an object (in red), we predict and
select the box (in red) that the words are referring to by using a CCA trained on the Flickr30k
Entities dataset following the methodology of [64].
and select the box with highest similarity in the CCA embedding space. A few successful
box retrievals are shown in Figure 4.4 (parsed person phrase and corresponding selected
boxes are colored red). Note that in the third example, the CCA selects the overall box.
Thus, all the person-specific boxes are colored red with the exception of the top right one
which is discarded as it is below the size threshold. In the case that no words referring to
people were found in a choice, we select all person boxes.
Object Box. We localize objects using the Single Shot MultiBox Detector (SSD) [65]
trained on the 80 MS-COCO object categories (currently state of the art for detection in
speed and accuracy). For each Madlibs image, we consider the top 200 detections as object
candidates and follow the phrase localization approach of [64] to select the boxes corre-
sponding to objects named in the sentences. Specifically, we use an object-CCA model
pre-trained on the Flickr30k Entities dataset which learns over Fast-RCNN fc7 features and
300-d word2vec features combined in a 30-center Fisher Vector codebook through a Hybrid
Gaussian-Laplacian Mixture Model (HGLMM). The top scoring box is selected for each ob-
ject phrase as shown in Figure 4.5.
4.1.3 Cue Integration
Low-Level Feature Combination. To integrate global and local image information we
rely on a simple feature stacking approach. We start from the baseline fc7 feature obtained
from the whole image VGG-16 network trained on ImageNet and append each of the cue-
specific fc7 representations, obtaining 8192-d vectors. We also adopt the same technique to
obtain a compact and rich person representation by first concatenating the HICO and MPII
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labels on the person bounding box (993-d vector of network outputs) and then appending
the Flickr30K attribute labels (1295-d vector).
High-Level CCA score Combination. Given cue-specific CCA models, the scores pre-
dicted (cosine similarity) by each can be integrated into an expert ensemble by linear combi-
nation. We adopt a simple weighting strategy: for C available cues we identify the one that
logically fits best for the question at hand (e.g. Place for person location, Color for object
attribute) and assign it a weight of (1 − (C − 1) × 0.1) while all of the remaining cues get
weight 0.1. Finally, we consider the answer with the maximum weighted CCA score as the
prediction.
Alternatively, the person and object CCA models created for image region selection (see
Sec. 4.1.2) can also be used to score multiple-choice answers. Specifically, for people we
associate each answer with the score of the selected person box. For the object-CCA models,
since the detector output is much less reliable and the cues are more noisy, we consider a
slightly different strategy: we collect all of the N object boxes from the image and the M










{cos similarity(boxi, phrasej)}p . (4.1)
We use p = 5 in our implementation.
4.1.4 Experiments
As mentioned earlier, the 12 types of Madlibs questions can be broadly divided into 3
groupings based on whether they are about the whole image, a specific person, or a specific
object. In the first group there are questions related to scene, emotion, interestingness, past,
and future. The second group asks questions about specified people, including queries about
attributes, activities, location, and relationship with an object. Lastly, the third group of
questions specifies a depicted object and asks about attributes, affordances, and position.
We present the results of our experiments on each group in Table 4.1. Here “Hard” and
“Easy” versions of each question are provided with the dataset (where difficulty is varied by
modifying the confusability of negative answers to the correct choice).
Whole Image Questions. As shown in group a) of Table 4.1, for questions about scenes, we
find that using the fc7 feature from the network trained on the Places dataset helps improve
performance. Questions about the emotion conveyed by the image are rather difficult to
answer and we do not see much improvement by adding scene-based features. A preliminary
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evaluation indicates that only 13%/2% of the answers on scene/emotion name one of the
80 MS-COCO object and in both cases, less than 2% of the answers name one of our 302
person labels, thus we did not use person- or object-based features.
On the other hand, for the future, past, and interestingness questions, people and objects
often play an important role: between 30% and 40% of the answers name an object and the
person statistics range from 25% for interestingness to about 80% for past and future. Here,
we perform person and object detection and use the selection methods described in Sec. 4.1.2
to find relevant boxes for a given answer. We extract four different types of fc7 features from
a selected person box: VGG-16 features from passing a resized box (224 × 224) as input,
features from the action recognition networks trained on HICO and MPII, and features
from the Flickr30k attribute prediction network. We do not expect color to provide useful
information to discriminate between answers, so we do not include it here. We find that
using fc7 features from the action and attribute prediction networks gives us improvement
in accuracy with respect to the whole image baseline. The HICO action dataset network,
with its large number of labels covering objects from the MS-COCO dataset, gives gains
over the MPII network. However, extracting features on the detected objects provides only
similar or slightly better results with respect to the baseline.
Person questions. For the person questions, we focus on the provided groundtruth person
box and we report results in group b) of Table 4.1. As expected, attribute features provide
the best results on attribute questions and similarly the HICO-based action representation
improves accuracy up to 3% over the baseline for the action questions. For person location,
the most useful representation is the one obtained from the Places dataset. Finally, an
analysis of the Person-Object relation answers indicates that 51% name one of the 600 HICO
actions, explaining the observed performance boost obtained with the HICO representation
on this question. Here, the ground truth position of the query object is also provided: by
extracting the VGG-16 and Color features from the object box we can observe results still
lower than what obtained with the person action representation but higher with respect to
the whole image baseline.
Object questions. For the object questions we focus on the provided groundtruth object
box and report results in group c) of Table 4.1. Here, each of the features perfectly matches
one of the question types, with best results for attribute questions obtained with the color
representation, best results for affordance question obtained with the Imagenet VGG-16
representation and the best results for object location obtained with the Place network
representation.
Cue Integration. In Table 4.2 we reproduce the best results obtained using a single cue on
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Question Type
Full Image Person Box Object Box
VGG Places VGG Act. HICO Act. MPII Attr. VGG Color
a)
Scene
Easy 88.14 89.48 – – – – – –
Hard 71.05 73.42 – – – – – –
Emotion
Easy 52.84 52.92 – – – – – –
Hard 40.07 39.72 – – – – – –
Interesting
Easy 79.53 79.74 79.92 80.82 80.51 80.04 79.61 –
Hard 55.05 55.05 55.45 54.95 55.83 55.99 54.92 –
Past
Easy 80.24 80.86 81.27 83.09 81.56 82.68 80.75 –
Hard 54.35 54.64 55.74 55.61 55.57 57.74 54.82 –
Future
Easy 80.22 80.96 81.47 82.84 81.62 83.19 81.79 –
Hard 55.49 56.03 57.51 57.36 56.72 59.21 57.26 –
b)
Person Easy 53.56 54.50 60.04 54.86 55.66 64.97 – –
Attribute Hard 42.58 42.89 49.34 43.79 45.85 55.50 – –
Person Easy 84.71 84.89 85.96 87.54 85.46 85.13 – –
Action Hard 68.04 68.68 69.79 71.39 70.33 69.08 – –
Person Easy 84.95 86.16 84.70 85.49 85.12 84.48 – –
Location Hard 64.67 66.72 65.50 64.91 65.36 64.77 – –
Person Object Easy 73.63 74.52 75.26 78.34 76.66 75.59 77.06 75.84
Relationship Hard 56.19 56.88 59.06 60.37 59.27 58.35 57.17 57.45
c)
Object Easy 50.35 50.64 – – – – 57.56 59.31
Attribute Hard 45.41 45.55 – – – – 53.63 54.73
Object Easy 82.49 83.10 – – – – 87.40 84.02
Affordance Hard 64.46 64.55 – – – – 68.47 65.37
Object Easy 67.91 69.75 – – – – 68.68 69.22
Location Hard 56.71 58.08 – – – – 57.90 57.35
Table 4.1: Accuracy on Madlibs obtained by using fc7 features of different cues.
the different question types (second and third columns), as previously reported in Table 4.1
and we compare to performance obtained by integrating multiple cues. We exclude scene
and emotion questions from the following analysis since they do not involve persons and
objects and we previously only used a single cue for them.
For all the questions involving persons we test the representation obtained by label combi-
nation of action (HICO+MPII) and attributes (HICO+MPII+Attribute). For the first one,
we see a small drop in performance on whole image questions (i.e., in interesting, past, fu-
ture rows) and location related questions (i.e., in person location and person-object relation
rows), probably owing to the reduced feature dimension with respect to the fc7 features and
specific focus on person boxes. On the other hand, this compact representation produces
results comparable with the best fc7 cue for the person action question. By adding the
attribute cue, we further improve, particularly of note in the person attribute question.
The person and object CCA models created to evaluate the match between image parts
and sentence parts for image region selection may also provide some complementary infor-
mation for choosing the correct answer. To verify this hypothesis, we consider the high level
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integration of their scores with that produced by the action and attribute image features
used above (HICO+MPII+Attribute). The results reported in columns img & person, and
img & object of Table 4.2 show an accuracy improvement of up to 2% with respect to using
only the image features. This integration appears to be particularly beneficial for the hard
questions.
Finally, for each question type, we evaluate linearly combining the CCA scores obtained
from different cues. For the interesting, past, and future questions we combine scores from
CCAs trained on the Places, VGG-person-box, and VGG-object-box (as in Table 4.1) with
the previously described img & person combination. For all of the person-specific ques-
tions the combination is similar, except for the exclusion of the VGG-object-box. Places,
VGG-object-box and VGG-color-box CCA scores are combined for the object-specific ques-
tions. Overall, we observe an average improvement of about 1% in accuracy for most of
the questions with respect to the single best cue performance and 5% with respect to the
baseline.
Question Type
fc7 Combination Label Combination CCA Score Combination
Baseline Baseline + HICO HICO + MPII img & img & CCA
VGG Single Best Cue + MPII + Attribute person object Ensemble
a)
Interesting
Easy 79.53 HICO 80.82 79.96 81.12 81.69 81.57 83.20
Hard 55.05 Attr. 55.99 53.95 55.76 56.64 56.37 57.70
Past
Easy 80.24 HICO 83.09 83.29 84.64 85.62 85.05 86.36
Hard 54.35 Attr. 57.74 55.23 58.21 60.33 58.43 60.00
Future
Easy 80.22 Attr. 83.19 83.66 85.53 85.79 85.57 86.88
Hard 55.49 Attr. 59.21 57.58 60.61 61.85 60.63 62.39
b)
Person Easy 53.56 Attr. 64.97 60.22 67.96 – – 68.50
Attribute Hard 42.58 Attr. 55.50 46.44 55.78 – – 55.90
Person Easy 84.71 HICO 87.54 87.31 87.56 – – 88.34
Action Hard 68.04 HICO 71.39 71.16 71.56 – – 71.65
Person Easy 84.95 Places 86.16 84.77 84.80 – – 85.70
Location Hard 64.67 Places 66.72 62.65 62.80 – – 63.92
Person Object Easy 73.63 HICO 78.34 77.49 77.77 – – 78.93
Relationship Hard 56.19 HICO 60.37 57.91 57.96 – – 58.63
c)
Object Easy 50.35 Color 59.31 – – – – 58.94
Attribute Hard 45.41 Color 54.73 – – – – 54.50
Object Easy 82.49 Obj. VGG 87.40 – – – – 87.29
Affordance Hard 64.46 Obj. VGG 68.47 – – – – 68.37
Object Easy 67.91 Places 69.75 – – – – 70.03
Location Hard 56.71 Places 58.08 – – – – 58.01
Table 4.2: Improvement in accuracy by combination of multiple cues and ensembles of CCAs.
To conclude, we have shown that features representing different facets of image content are
helpful for answering multiple choice questions. This indicates that external knowledge can
be transferred to the task at hand through the use of features from deep networks trained
on specialized datasets. Further, through the use of an ensemble of CCA models, we have
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created a system that beats the previous state of the art on the Visual Madlibs dataset.
4.2 PREDICTING MOTIVATIONS WITH ACTION AND SCENE CUES
The success and effectiveness of deep networks on the popular tasks of image classifi-
cation [25, 18], object detection [1, 17], etc.has set the foundation for the study of tasks
based on high-level image concepts such Visual Question Answering (VQA) [38] and im-
age captioning [8]. Despite the broad scope of required knowledge and successes in scene,
action, and attribute prediction, most methods use generic features from the VGG-16 net-
work [18] trained on the ImageNet classification task [25] for solving such tasks. A few recent
works [75, 76, 77] have tried to use combine and use a variety of cues to improve performance
on the task of VQA. These works claim that using specialized cues helps improves perfor-
mance on tasks that require higher-level concepts. In this work, we further support this
case by using action and scene cues to achieve state-of-the-art performance on predicting
‘motivations’ of humans in images. We propose a simple Canonical Correlation Analysis
(CCA) [70] model based on scene and action cue features that achieves significantly better
performance compared to prior work on the Motivations dataset [50].
4.2.1 Dataset and Methods
The Motivations dataset consists of images each containing one selected person and 3
sentences describing the action being performed, the scene in the image, and the believed
motivation of the person, respectively. The dataset aims to enable the creation of methods
that can understand why a person is performing an action in the given setting. Along with the
dataset, Vondrick et al [50] proposed a structured-SVM–based method to retrieve and rank
the 3 types of sentences over the test set. Their method uses 3 types of features - 1) VGG-16
fc7 feature from the image, 2) VGG-16 fc7 feature from the person bounding box, and 3)
Language Model (LM) probabilities of all possible subsets of {Action, Scene, Motivation}.
Their VGG-16 network was trained on the Places scene classification dataset [63] and the
language model was trained on 6TB of web data.
In this work, we use the multimodal normalized CCA [70] which has been shown to be very
effective on retrieval tasks [78, 70], instead of a structured-SVM. We represent images with
action and scene cues, and sentences with skip-thought vectors [79] of length 4800. More
specifically, we extract one action cue and one scene label cue. We use the action labels
predicted by the Fusion network [22] based on VGG-16, trained on the HICO [7] action
recognition dataset which has 600 labels. For scenes, we use labels predicted by a VGG-16
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Action: on a laptop
Scene: living room
Motivation: pass her time
Prediction
Action: typing on a laptop
Scene: computer store































Figure 4.6: A sample image and associated sentences from the Motivations dataset. Below
the image are top 3 labels predicted by our cue networks.
network trained on the Places dataset which has 365 labels. Thus, our image is represented
by a feature vector of length 600+365 = 965 v/s 8192 in prior work. Further, each element
of this feature vector has an associated human-interpretable label. Fig 4.6 shows samples
from the Motivations dataset, along with the predicted cue labels. We train 3 separate
CCA models, one for each of the Action, Scene, and Motivation sentences. We use action
features for predicting Action and Motivation sentences, and scene features for predicting
Scene sentences. We use an embedding dimension of 300 for all CCA models. We also try
a baseline CCA model that uses fc7 features from a VGG-16 network trained on ImageNet.
The baseline and cue CCA use a regularization factor of 1e-2 and 1e-3 respectively. We
split the train dataset into a train and val set of size 6133, and 1532 respectively. The test
set contains 2526 images. All models were trained on the train set only and parameters
were tuned on the val set. We try two text settings: 1) Replacing all sentences with cluster
centers due to sentence similarity, as done in prior work [50], and 2) Using sentences as-is.
4.2.2 Results
Our results are summarized in Table 4.3. Our baseline CCA trained on VGG-16 fc7




MR R@1 R@5 R@10 MR R@1 R@5 R@10 MR R@1 R@5 R@10
Sentences replaced with cluster centers – #Clusters (Motivation, Action, Scene) : (256, 100,100)
Image fc7 [50] 39 - - - 17 - - - 4 - - -
Image fc7 + Person fc7 [50] 42 - - - 18 - - - 4 - - -
Image fc7 + Person fc7 + LM [50] 28 - - - 14 - - - 3 - - -
CCA – ImageNet VGG fc7 19 9.0 26.4 38.8 11 14.5 36.3 49.0 3 35.2 61.5 72.2
CCA – Action & Scene Cues 14 12.0 34.1 44.9 8 18.6 43.3 56.3 3 33.4 61.0 73.8
Sentences used as-is – #Sentences : 2526
CCA – ImageNet VGG fc7 171.5 0.9 4.1 7.7 187 1.3 5.0 9.5 116 1.1 4.6 7.9
CCA – Action & Scene Cues 130 1.4 6.5 12.0 117 1.8 7.8 13.2 113 1.0 4.9 8.8
Table 4.3: Retrieval results obtained on the test set of the Motivations dataset. MR stands
for Median Rank of correct sentence, R@x stands for Recall@x. Lower is better for MR,
higher is better for R@x. Using high-level cues obtains better performance than the meth-
ods of Vondrick et al [50] as well as fc7 features from the VGG-16 trained for ImageNet





































Motivation: feed a baby giraffe
Prediction
Action: feeding a giraffe
Scene: zoo


































Motivation: serve the food
Prediction












Action: holding an orange
Scene: room
Motivation: look at it
Prediction

















Figure 4.7: Sample predictions on the test set of the Motivations dataset. The ground truth
annotation and predicted sentences are shown above each image. Below each image, the top
3 labels predicted by the scene and action networks are shown.
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model features. Further, our method based on image cues instead of generic fc7 features
outperforms our baseline, in both text settings. We observe that scenes are adequately
represented by the ImageNet VGG-16 fc7 features, while action cues significantly improve
motivation prediction. Using cue labels also helps us understand the workings of the model.
Recall is rather low as sentences are similar to each other, motivating the use of sentence
clustering in [50]. Interestingly, prior work of [50] achieved comparable performance on
Scene sentences as they used features from a network trained on the Places dataset. Fig. 4.7
shows top retrieved sentences for some images of the test set. The top row shows some good
predictions, where both cues are correctly predicted for the image. The bottom row shows
cases where one or both of the cues are incorrectly predicted. Our action predictions are
very accurate in most of the cases, while the places predictions can often be misleading,
indicating scope for improvement.
From our results, we can conclude that high-level cues such as actions and scenes provide
a compact image representation useful for solving complex tasks, while allowing humans to
diagnose and understand model errors.
4.3 VISUAL RELATIONSHIP DETECTION
Next, we propose a framework to solve another structured prediction task, the recently
introduced task of Visual Relationship Detection (VRD) by Lu et al. [80]. Similar to image
situation recognition, we have to predict relationships present in the image, along with the
entities involved in the relationship. Each relationship is limited to two interacting entities.
Unlike image situation recognition, we also have to localize the two interacting entities.
Given an image, the task of VRD is to detect all entities and relationships present and
output them in the form (subject, predicate, object) with the corresponding bounding boxes.
A relationship detection is judged to be correct if it exists in the image and both the subject
and object boxes have IOU ≥ 0.5 with their respective ground truth. The VRD dataset has
a vocabulary of 100 object classes and 70 predicates annotated in 4000 training and 1000
test images.
It would seem advantageous to train 100 object detectors on this dataset, as was done
by Lu et al. [80]. However, the training set is relatively small, the class distribution is un-
balanced, and there is no validation set. Thus, we found that training detectors and then
relationship models on the same images causes overfitting because the detector scores on the
training images are overconfident. We obtain better results by training all appearance mod-
els using CCA, which also takes into account semantic similarity between category names
and is trivially extendable to previously unseen categories. Here, we use fc7 features of di-
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mensionality 4096 from a Fast RCNN model trained on MSCOCO [8] due to the larger range
of categories than PASCAL, and word2vec of dimensionality 300 for object and predicate
class names.
Image-Class Compatibility Features. We train the following CCA models to measure
the compatibility of a region proposal with the available classes and relationships:
1. CCA(entity box, entity class name): this is used to score both candidate subject and
object boxes and measures the compatibility between the proposed box and class.
2. CCA(subject box, [subject class name, predicate class name]): measures the subject-
verb compatibility. The 300-dimensional word2vec features of subject and predicate
class names are concatenated.
3. CCA(object box, [predicate class name, object class name]): measures the verb-object
compatibility.
4. CCA(union box, predicate class name): this model measures the compatibility between
the union of the bounding boxes of the subject and object with the predicate name.
5. CCA(union box, [subject class name, predicate class name, object class name]): mea-
sures the compatibility of the union box with the relationship.
Given a candidate subject box b, object box b′, and relationship r, the concatenation of all
the above CCA features gives us φCCA(b, b
′, r). Each candidate relationship gets six CCA
scores (model 1 in the above list is applied both to the subject and the object).
Subject/Object Size Features. People have a bias towards describing larger, more salient
objects, and object classes are often biased towards a certain size and scale in most images
leading prior work to consider the size of a candidate box in their models [81, 82, 64]. We
follow the procedure of [64], so that given a box b with dimensions normalized by the image
size, we have
φsize(b) = 1− bwidth × bheight.
Subject/Object Position Features. The location of a bounding box in an image has
been shown to be predictive of the kinds of phrases it may refer to [83, 84, 82, 85]. We
represent a bounding box by its centroid normalized by the image size, the percentage of
the image covered by the box, and its aspect ratio, resulting in a 4-dim. feature vector. We
then train a support vector machine (SVM) with a radial basis function (RBF) kernel using
LIBSVM [86]. We randomly sample EdgeBox [87] proposals with IOU < 0.5 with the ground
truth boxes for negative examples. Our scoring function is
φpos(b) = − log(SVMclass(b)(b)),
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where SVMclass(b) returns the probability of finding a box of subject/object class class(b) at
the proposed location (we use Platt scaling to convert the SVM output to a probability).
The encodes knowledge about the location priors of various object/subject classes in the
image.
Relative Subject-Object Position. Relationships between a subject and object also
constrain the relative position between them. For example, (man, on, horse) implies that
the horse is below the man. Given a subject and object box with coordinates b = (x, y, w, h)
and b′ = (x′, y′, w′, h′) respectively, we compute a four-dim. feature
[(x− x′)/w, (y − y′)/h, w′/w, h′/h] .
To obtain negative examples, we randomly sample from other box pairings with IOU < 0.5
with the ground truth regions from that image. We train an RBF SVM classifier with Platt
scaling to obtain a probability output. This is similar to the method of [88], but rather than
learning a Gaussian Mixture Model using only positive data, we learn a more discriminative
model. We train an SVM per relationship type (70 in all) to obtain our last feature
φrel pos(b, b
′, r) = − log(SVMr(b, b′)).
Thus for a relationship r with subject and object box b and b′ respectively, we obtain a
11-dimensional feature: φCCA of length 6, φsize of length 2 (one per subject and object),
φpos of length 2 (one per subject and object), and φrel pos of length 1. We train a linear
rank-SVM model [89] to enforce that correctly detected relationships are ranked higher than
negative detections (where either box has < 0.5 IOU with the ground truth). We use the
test set object detections (just the boxes, not the scores) provided by [80] as this allows us to
directly compare performance with the same candidate regions. During testing, we produce
a score for every ordered pair of detected boxes and all possible predicates, and retain the
top 10 predicted relationships per pair of (subject, object) boxes.
4.3.1 Phrase detection results
In the case of relationship detection, we have to output a set of (subject, predicate, object)
relationships and localize both the subject and object boxes with an Intersection-Over-Union
(IOU) of at least 0.5 with their corresponding ground truth boxes. For phrase detection,
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Method
Phrase Det. Rel. Det. Zero-shot Phrase Det. Zero-shot Rel. Det.
R@100 R@50 R@100 R@50 R@100 R@50 R@100 R@50
(a) Visual Only Model [80] 2.61 2.24 1.85 1.58 1.12 0.95 0.78 0.67
Visual + Language +
17.03 16.17 14.70 13.86 3.75 3.36 3.52 3.13
Likelihood Model [80]
(b) CCA 15.36 11.38 13.69 10.08 12.40 7.78 11.12 6.59
CCA + Size 15.85 11.72 14.05 10.36 12.92 8.04 11.46 6.76
CCA + Size + Position 20.70 16.89 18.37 15.08 15.23 10.86 13.43 9.67
Table 4.4: Phrase and Relationship detection recall at different thresholds (R@{100,50}).
CCA refers to the combination of six CCA models. Position refers to the combination of
individual box position and pairwise spatial classifiers.
the task is to localize the entire relationship as one bounding box (union of subject and
object boxes) while ensuring that this box has at least 0.5 overlap with the ground truth
relationship box.
The results of phrase and relationship detection on the test set of the Stanford VRD
dataset are reported in Table 4.4. Consistent with [80], we report recall, R@{100, 50}, or
the fraction of time the correctly localized phrase/relationship was in the top 100 (resp. 50)
ranked phrases/relationships in the image. The right side shows performance for phrases/relationships
that have not been encountered in the training set. Our method clearly outperforms that of
Lu et al [80], which uses separate visual, language, and relationship likelihood cues. We also
observe that cues based on object class and relative subject-object position provide a no-
ticeable boost in performance. Further, due to our use of CCA with continuous multi-modal
embeddings, we generalize better to unseen relationships.
4.3.2 Qualitative Results
Figure 4.8 shows some of the highly confident and correctly localized detections. We detect
various types of relationships - spatial (post, behind, car), (sky, above, laptop), (laptop,
on, table), clothing (person, wear, hat), (person, has, shorts), and actions (person, ride,
skateboard).
Figure 4.9 shows detections which were marked as negatives by the evaluation code as
these relationships were not annotated in the corresponding images. However, note that
these predictions are logically correct. The mouse is indeed next to the laptop (leftmost,
first row), and the laptop is under the sky (middle, first row). Further, in the leftmost,
second row image of Figure 4.8, the relationship (person, has, shorts) was marked as present,
whereas the middle, second row image in Figure 4.9 has (person, has, hat) marked as absent,
which indicates a lapse in annotation and scope for improvement in the dataset.
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Figure 4.8: Highly confident and correctly localized relationships on the VRD dataset.
Figure 4.10 shows examples of wrongly detected relationships. Some of these relationships
are logically implausible such as (hat, hold, surfboard) (leftmost, first row), while others such
as (jeans, on, table) (middle, first row), while plausible, aren’t contextually true in the im-
age. Other failure modes include incorrect detections such as the sky in the (rightmost, first
row) image and the phone in the (leftmost, second row) image.
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Figure 4.9: Plausible and logically correct detected relationships, penalized as negatives due
to lack of annotations in the VRD dataset.
Figure 4.10: Falsely detected relationships on the VRD dataset. Mistakes are either due to
incorrect localization of objects, prediction of implausible relationships, contextually incor-
rect relationships, or a combination of mistakes.
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CHAPTER 5: ADAPTING A SINGLE DEEP NETWORK FOR MULTIPLE
TASKS
In the previous chapters, we have explored and used methods that can predict a variety of
information about images such as actions, scenes, attributes, and so on. Each of these tasks
was solved by using a separately trained or fine-tuned deep network. However, to achieve
lifelong or continual learning [90, 91, 92], considered to be is a key requirement for general
artificially intelligent agents, we would want methods that can enable a single deep network
to learn all these tasks, ideally without the need to store large specialized models for each
individual task. Under the setting of continual learning, the agent is required to acquire
expertise on new tasks while maintaining its performance on previously learned tasks. In
the case of deep neural networks, the most common way of learning a new task is to fine-tune
a network trained on a large corpus, such as the ImageNet classification task. This was the
method employed by us to learn networks in all the previous chapters. However, as features
relevant to the new task are learned through modification of the network weights, weights
important for prior tasks might be altered, leading to deterioration in performance referred
to as “catastrophic forgetting” [93]. Without access to older training data due to the lack
of storage space, data rights, or deployed nature of the agent, which are all very realistic
constraints, näıve fine-tuning is not a viable option for continual learning. While we devel-
oped specialized network architectures for predicting actions and situations in Chapters 2
and 3 respectively, here, we shall focus on a relatively simpler task of image classification
while using standard neural network architectures such as VGG-16 [18], ResNet [94], and
DenseNet [95]. This simplified setting allows us to focus on creating methods for network
re-use, while future work can consider the integration of specialized architecture with the
methods developed in this chapter.
Current approaches to overcoming catastrophic forgetting, such as Learning without For-
getting (LwF) [96] and Elastic Weight Consolidation (EWC) [91], have tried to preserve
knowledge important to prior tasks through the use of proxy losses. The former tries to
preserve activations of the initial network while training on new data, while the latter pe-
nalizes the modification of parameters deemed to be important to prior tasks. Distinct from
such prior work, we draw inspiration from approaches in network compression that have
shown impressive results for reducing network size and computational footprint by eliminat-
ing redundant parameters [97, 98, 99, 100]. We propose an approach that uses weight-based
pruning techniques [101, 97] to free up redundant parameters across all layers of a deep
network after it has been trained for a task, with minimal loss in accuracy. Keeping the
surviving parameters fixed, the freed up parameters are modified for learning a new task.
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(a) Initial filter for Task I (b) Final filter for Task I (c) Initial filter for Task II (d) Final filter for Task II (e) Initial filter for Task III
60% pruning + re-training 33% pruning + re-trainingtraining training
Figure 5.1: Illustration of the evolution of a 5×5 filter with steps of training. Initial training
of the network for Task I learns a dense filter as illustrated in (a). After pruning by 60%
(15/25) and re-training, we obtain a sparse filter for Task I, as depicted in (b), where white
circles denote 0 valued weights. Weights retained for Task I are kept fixed for the remainder
of the method, and are not eligible for further pruning. We allow the pruned weights to be
updated for Task II, leading to filter (c), which shares weights learned for Task I. Another
round of pruning by 33% (5/15) and re-training leads to filter (d), which is the filter used for
evaluating on task II (Note that weights for Task I, in gray, are not considered for pruning).
Hereafter, weights for Task II, depicted in orange, are kept fixed. This process is completed
until desired, or we run out of pruned weights, as shown in filter (e). The final filter (e) for
task III shares weights learned for tasks I and II. At test time, appropriate masks are applied
depending on the selected task so as to replicate filters learned for the respective tasks.
This process is performed repeatedly for adding multiple tasks, as illustrated in Figure 5.1.
By using the task-specific parameter masks generated by pruning, our models are able to
maintain the same level of accuracy even after the addition of multiple tasks, and incur a
very low storage overhead per each new task.
Our experiments demonstrate the efficacy of our method on several tasks for which high-
level feature transfer does not perform very well, indicating the need to modify parameters
of the network at all layers. In particular, we take a single ImageNet-trained VGG-16 net-
work [18] and add to it three fine-grained classification tasks – CUBS birds [102], Stanford
Cars [103], and Oxford Flowers [104] – while achieving accuracies very close to those of
separately trained networks for each individual task. This significantly outperforms prior
work in terms of robustness to catastrophic forgetting, as well as the number and com-
plexity of added tasks. We also show that our method is superior to joint training when
adding the large-scale Places365 [2] dataset to an ImageNet-trained network, and obtain
competitive performance on a broad range of architectures, including VGG-16 with batch
normalization [105], ResNets [94], and DenseNets [95].
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5.1 PRIOR WORK
A few prior works and their variants, such as Learning without Forgetting (LwF) [96, 92,
106] and Elastic Weight Consolidation (EWC) [91, 107], are aimed at training a network
for multiple tasks sequentially. When adding a new task, LwF preserves responses of the
network on older tasks by using a distillation loss [108], where response targets are computed
using data from the current task. As a result, LwF does not require the storage of older
training data, however, this very strategy can cause issues if the data for the new task
belongs to a distribution different from that of prior tasks. As more dissimilar tasks are
added to the network, the performance on the prior tasks degrades rapidly [96]. EWC tries
to minimize the change in weights that are important to previous tasks through the use of
a quadratic constraint that tries to ensure that they do not stray too far from their initial
values. Similar to LwF and EWC, we do not require the storage of older data. Like EWC,
we want to avoid changing weights that are important to the prior tasks. We, however,
do not use a soft constraint, but employ network pruning techniques to identify the most
important parameters, as explained shortly. In contrast to these prior works, adding even a
very unrelated new task using our method does not change performance on older tasks at
all.
As neural networks have become deeper and larger, a number of works have emerged
aiming to reduce the size of trained models, as well as the computation required for inference,
either by reducing the numerical precision required for storing the network weights [109, 110,
111, 112], or by pruning unimportant network weights [101, 97, 98, 99, 100]. Our key idea is
to use network pruning methods to free up parameters in the network, and then use these
parameters to learn a new task. We adopt the simple weight-magnitude-based pruning
method introduced in [101, 97] as it is able to prune over 50% of the parameters of the
initial network. As we will discuss in Section 5.3.5, we also experimented with the filter-
based pruning of [100], obtaining limited success due to the inability to prune aggressively.
Our work is related to the very recent method proposed by Han et al [101], which shows
that sparsifying and retraining weights of a network serves as a form of regularization and
improves performance on the same task. In contrast, we use iterative pruning and re-training
to add multiple diverse tasks.
It is possible to limit performance loss on older tasks if one allows the network to grow
as new tasks are added. One approach, called progressive neural networks [113], replicates
the network architecture for every new dataset, with each new layer augmented with lateral
connections to corresponding older layers. The weights of the new layers are optimized, while
keeping the weights of the old layers frozen. The initial networks are thus unchanged, while
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the new layers are able to re-use representations from the older tasks. One unavoidable
drawback of this approach is that the size of the full network keeps increasing with the
number of added tasks. The overhead per dataset added for our method is lower than
in [113] as we only store one binary parameter selection mask per task, which can further
be combined across tasks, as explained in the next section. Another recent idea, called
PathNet [114], uses evolutionary strategies to select pathways through the network. They
too, freeze older pathways while allowing newly introduced tasks to re-use older neurons.
At a high hevel, our method aims at achieving similar behavior, but without resorting to
computationally intensive search over architectures or pathways.
To our knowledge, our work presents the most extensive set of experiments on full-scale
real image datasets and state-of-the-art architectures to date. Most existing work on trans-
fer and multi-task learning, like [114, 91, 107, 113], performed validation on small-image
datasets (MNIST, CIFAR-10) or synthetic reinforcement learning environments (Atari, 3D
maze games). Experiments with EWC and LwF have demonstrated the addition of just one
task, or subsets of the same dataset [107, 96]. By contrast, we demonstrate the successful
combination of up to four tasks in a single network: starting with an ImageNet-trained VGG-
16 network, we sequentially add three fine-grained classification tasks on CUBS birds [102],
Stanford Cars [103], and Oxford Flowers [104] datasets. We also combine ImageNet classifi-
cation with scene classification on the Places365 [2] dataset that has 1.8M training examples.
In all experiments, our method achieves performance close to the best possible case of using
one separate network per task. Further, we show that our pruning-based scheme general-
izes to architectures with batch normalization [105], residual connections [94], and dense
connections [95].
Finally, our work is related to incremental learning approaches [115, 106], which focus on
the addition of classifiers or detectors for a few classes at a time. Our setting differs from
theirs in that we explore the addition of entire image classification tasks or entire datasets
at once.
5.2 THE PACKNET METHOD
The basic idea of our approach is to use network pruning techniques to create free pa-
rameters that can then be employed for learning new tasks, without adding extra network
capacity.
Training. Figure 5.1 gives an overview of our method. We begin with a standard network
learned for an initial task, such as the VGG-16 [18] trained on ImageNet [25] classification,
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referred to as Task I. The initial weights of a filter are depicted in gray in Figure 5.1 (a).
We then prune away a certain fraction of the weights of the network, i.e., set them to zero.
Pruning a network results in a loss in performance due to the sudden change in network
connectivity. This is especially pronounced when the pruning ratio is high. In order to
regain accuracy after pruning, we need to re-train the network for a smaller number of
epochs than those required for training. After a round of pruning and re-training, we obtain
a network with sparse filters and minimal reduction in performance on Task I. The surviving
parameters of Task I, those in gray in Figure 5.1 (b), are hereafter kept fixed.
Next, we train the network for a new task, Task II, and let the pruned weights come back
from zero, obtaining orange colored weights as shown in Figure 5.1 (c). Note that the filter
for Task II makes use of both the gray and orange weights, i.e., weights belonging to the
previous task(s) are re-used. We once again prune the network, freeing up some parameters
used for Task II only, and re-train for Task II to recover from pruning. This gives us the filter
illustrated in Figure 5.1 (d). At this point onwards, the weights for Tasks I and II are kept
fixed. The available pruned parameters are then employed for learning yet another new task,
resulting in green-colored weights shown in Figure 5.1 (e). This process is repeated until all
the required tasks are added or no more free parameters are available. In our experiments,
pruning and re-training is about 1.5× longer than simple fine-tuning, as we generally re-train
for half the training epochs.
Pruning Procedure. In each round of pruning, we remove a fixed percentage of eligible
weights from every convolutional and fully connected layer. The weights in a layer are sorted
by their absolute magnitude, and the lowest 50% or 75% are selected for removal, similar
to [101]. We use a one-shot pruning approach for simplicity, though incremental pruning has
been shown to achieve better performance [97]. As previously stated, we only prune weights
belonging to the current task, and do not modify weights that belong to a prior task. For
example, in going from filter (c) to (d) in Figure 5.1, we only prune from the orange weights
belonging to Task II, while gray weights of Task I remain fixed. This ensures no change in
performance on prior tasks while adding a new task.
We did not find it necessary to learn task-specific biases similar to EWC [91], and keep
the biases of all the layers fixed after the network is pruned and re-trained for the first time.
Similarly, in networks that use batch normalization, we do not update the parameters (gain,
bias) or running averages (mean, variance), after the first round of pruning and re-training.
This choice helps reduce the additional per-task overhead, and it is justified by our results
in the next section and further analysis performed in Section ??.
The only overhead of adding multiple tasks is the storage of a sparsity mask indicating
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which parameters are active for a particular task. By following the iterative training proce-
dure, for a particular Task K, we obtain a filter that is the superposition of weights learned
for that particular task and weights learned for all previous Tasks 1, · · · , K − 1. If a param-
eter is first used by Task K, it is used by all tasks K, · · · , N , where N is the total number
of tasks. Thus, we need at most log2(N) bits to encode the mask per parameter, instead of
1 bit per task, per parameter. The overhead for adding one and three tasks to the initial
ImageNet-trained VGG-16 network (conv1 1 to fc 7) of size 537 MB is only ∼17 MB and
∼34 MB, respectively. A network with four tasks total thus results in a 1/16 increase with
respect to the initial size, as a typical parameter is represented using 4 bytes, or 32 bits.1
Inference. When performing inference for a selected task, the network parameters are
masked so that the network state matches the one learned during training, i.e., the filter
from Figure 5.1 (b) for inference on Task I, Figure 5.1 (d) for inference on Task II, and so
on. There is no additional run-time overhead as no extra computation is required; weights
only have to be masked in a binary on/off fashion during multiplication, which can easily
be implemented in the matrix-matrix multiplication kernels.
It is important to note that our pruning-based method is unable to perform simultaneous
inference on all tasks as responses of a filter change depending on its level of sparsity, and
are no longer separable after passing through a non-linearity such as the ReLU. Performing
filter-level pruning, in which an entire filter is switched on/off, instead of a single parameter,
can allow for simultaneous inference. However, we show in Section 5.3.5 that such methods
are currently limited in their pruning ability and cannot accommodate multiple tasks without
significant loss in performance.
5.3 PACKNET: RESULTS AND ANALYSIS
Datasets and Training Settings. In this section, we evaluate our method on two large-
scale image datasets and three fine-grained classification datasets - CUBS Birds, Stanford
Cars, and Flowers, as summarized in Table 5.1. Table 5.1 also summarizes the statistics
of two additional datasets - WikiArt, and Sketch, which differ from the natural images
of ImageNet. Performance of the PackNet method on these two datasets is provided in
the following chapter, while comparing against the Piggyback method. Figure 5.2 shows
example images from the large-scale and fine-grained classification datasets that we evaluate
PackNet on. Figure 5.3 shows examples from the WikiArt and Sketch datasets, which have
image distributions very different from the natural image domain of ImageNet.
1In practice, we store masks inside a PyTorch ByteTensor (1 byte = 8 bits) due to lack of support for
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Dataset #Train #Eval #Classes
ImageNet [25] 1,281,144 50,000 1,000
Places365 [2] 1,803,460 36,500 365
CUBS [102] 5,994 5,794 200
Stanford Cars [103] 8,144 8,041 196
Flowers [104] 2,040 6,149 102
WikiArt [116] 42,129 10,628 195
Sketch [117] 16,000 4,000 250
Table 5.1: Summary of datasets used.
In the case of the Stanford Cars and CUBS datasets, we crop object bounding boxes out
of the input images and resize them to 224×224. For the other datasets, we resize the input
image to 256× 256 and take a random crop of size 224× 224 as input. For all datasets, we
perform left-right flips for data augmentation.
In all experiments, we begin with an ImageNet-trained network, as it is essential to have a
good starting set of parameters. The only change we make to the network is the addition of
a new output layer per each new task. After pruning the initial ImageNet-trained network,
we fine-tune it on the ImageNet dataset for 10 epochs with a learning rate of 1e-3 decayed
by a factor of 10 after 5 epochs. For adding fine-grained datasets, we use the same initial
learning rate, decayed after 10 epochs, and train for a total of 20 epochs. For the larger
Places365 dataset, we fine-tune for a total of 10 epochs, with learning rate decay after 5
epochs. When a network is pruned after training for a new task, we further fine-tune the
network for 10 epochs with a constant learning rate of 1e-4. We use a batch size of 32 and
the default dropout rates on all networks.
Baselines. The simplest baseline method, referred to as Classifier Only, is to extract the
fc7 or pre-classifier features from the initial network and only train a new classifier for each
specific task, meaning that the performance on ImageNet remains the same. For training
each new classifier layer, we use a constant learning rate of 1e-3 for 20 epochs.
The second baseline, referred to as Individual Networks, trains separate models for
every task, achieving the highest possible accuracies by dedicating all the resources of the
network for that single task. To obtain models for individual fine-grained tasks, we start
with the ImageNet-trained network and fine-tune on the respective task for 20 epochs total
with a learning rate of 1e-3 decayed by factor of 10 after 10 epochs.
Another baseline used in prior work [96, 92] is Joint Training of a network for multiple
tasks. However, joint fine-tuning is rather tricky when dataset sizes are different (e.g. Ima-
arbitrary-precision storage.
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(a) ImageNet (b) Places365 (c) CUBS Birds
(d) Stanford Cars (e) Flowers
Figure 5.2: Two large scale datasets (ImageNet and Places365) and three smaller fine-grained
classification datasets used for training and evaluation.
(a) Wikiart (b) Sketch






Only 0.50, 0.75, 0.75 0.75, 0.75, 0.75 Networks
ImageNet
28.42 39.23 29.33 30.87 28.42
(9.61) (16.94) (9.99) (10.93) (9.61)
CUBS 36.76 30.42 25.72 24.95 22.57
Stanford Cars 56.42 22.97 18.08 15.75 13.97
Flowers 20.50 15.21 10.09 9.75 8.65
# Models (Size) 1 (562 MB) 1 (562 MB) 1 (595 MB) 1 (595 MB) 4 (2,173 MB)
Table 5.2: Errors on fine-grained tasks. Values in parentheses are top-5 errors, while all
others are top-1 errors. The numbers at the top of the Pruning columns indicate the ratios
by which the network is pruned after each successive task. For example, 0.50, 0.75, 0.75
indicates that the initial ImageNet-trained network is pruned by 50%, and after each task
is added, 75% of the parameters belonging to that task are set to 0. The results in the
Pruning columns are averaged over 18 runs with varying order of training of the 3 datasets
(6 possible orderings, 3 runs per ordering), and those in the LwF column are over 1 run per
ordering. Classifier Only and Individual Network values are averaged over 3 runs.
Dataset
Jointly Trained Pruning (ours) Individual
Network∗ 0.50 0.75 Networks
ImageNet
33.49 29.33 30.87 28.42
(12.25) (9.99) (10.93) (9.61)
Places365
45.98 47.44 46.99 46.35
(15.59) (16.67) (16.24) (16.14)∗
# Models (Size) 1 (559 MB) 1 (576 MB) 1 (576 MB) 2 (1,096 MB)
Table 5.3: Results when an ImageNet-trained VGG-16 network is pruned by 50%
and 75% and the Places dataset is added to it. Values in parentheses are top-
5 errors, while all others are top-1 errors. ∗ indicates models downloaded from
https://github.com/CSAILVision/places365, trained by [2].
geNet and CUBS), so we do not attempt it for our experiments with fine-grained datasets,
especially since individually trained networks provide higher reference accuracies in any case.
Joint training works better for similarly-sized datasets, thus, when combining ImageNet and
Places, we compare with the jointly trained network provided by the authors of [2].
Our final baseline is our own re-implementation of LwF [96]. We use the same default
settings as in [96], including a unit tradeoff parameter between the distillation loss and the
loss on the training data for the new task. For adding fine-grained datasets with LwF, we
use an initial learning rate of 1e-3 decayed after 10 epochs, and train for a total of 20 epochs.
In the first 5 epochs, we train only the new classifier layer, as recommended in [96].
Multiple fine-grained classification tasks. Table 5.2 summarizes the experiments in
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which we add the three fine-grained tasks of CUBS, Cars, and Flowers classification in
varying orders to the VGG-16 network. By comparing the Classifier Only and Individual
Networks columns, we can clearly see that the fine-grained tasks benefit a lot by allowing
the lower convolutional layers to change, with the top-1 error on cars and birds classification
dropping from 56.42% to 13.97%, and from 36.76% to 22.57% respectively.
There are a total of six different orderings in which the three tasks can be added to
the initial network. The Pruning columns of Table 5.2 report the averages of the top-1
errors obtained with our method across these six orderings, with three independent runs per
ordering. Detailed exploration of the effect of ordering will be presented in the next section.
By pruning and re-training the ImageNet-trained VGG-16 network by 50% and 75%, the
top-1 error slightly increases from the initial 28.42% to 29.33% and 30.87%, respectively,
and the top-5 error slightly increases from 9.61% to 9.99% and 10.93%. When three tasks
are added to the 75% pruned initial network, we achieve errors CUBS, Stanford Cars, and
Flowers that are only 2.38%, 1.78%, and 1.10% worse than the Individual Networks best
case. At the same time, the errors are reduced by 11.04%, 30.41%, and 10.41% compared
to the Classifier Only baseline. Not surprisingly, starting with a network that is initially
pruned by a higher ratio results in better performance on the fine-grained tasks, as it makes
more parameters available for them. This especially helps the challenging Cars classification,
reducing top-1 error from 18.08% to 15.75% as the initial pruning ratio is increased from
50% to 75%.
Our approach also consistently beats LwF on all datasets. As seen in Figure 5.4, while
training for a new task, the error on older tasks increases continuously in the case of LwF,
whereas it remains fixed for our method. The unpredictable change in older task accuracies
for LwF is problematic, especially when we want to guarantee a specific level of performance.
Finally, as shown in the last row of Table 5.2, our pruning-based model is much smaller
than training separate networks per task (595 MB v/s 2,173 MB), and is only 33 MB larger
than the classifier-only baseline.
Adding another large-scale dataset task. Table 5.3 shows the results of adding the
large-scale Places365 classification task to a pruned ImageNet network. By adding Places365,
which is larger than ImageNet (1.8 M images v/s 1.3 M images), to a 75% pruned ImageNet-
trained network, we achieve top-1 error within 0.64% and top-5 error within 0.10% of an
individually trained network. By contrast, the jointly trained baseline obtains performance
much worse than an individual network for ImageNet (33.49% v/s 28.42% top-1 error). This
highlights a common problem associated with joint training, namely, the need to balance
mixing ratios between the multiple datasets which may or may not be complementary, and
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Figure 5.4: Change in errors on prior tasks as new tasks are added for LwF (left) and our
method (right). For LwF, errors on prior datasets increase with every added dataset. For
our pruning-based method, the error remains the same even after a new dataset is added.
accommodate their possibly different hyperparamter requirements. In comparison, iterative
pruning allows for a controlled decrease in prior task performance and for the use of different
training hyperparameter settings per task. Further, we trained the pruned network on
Places365 for 10 epochs only, while the joint and individual networks were trained for 60-90
epochs [2].
Extension to other networks. The results presented so far were obtained for the vanilla
VGG-16 network, a simple and large network, well known to be full of redundancies [118].
Newer architectures such as ResNets [94] and DenseNets [95] are much more compact, deeper,
and better-performing. For comparison, the Classifier Only models of VGG-16, ResNet-50,
and DenseNet-121 have 140 M, 27 M, and 8.6 M parameters respectively. It is not obvious
how well pruning will work on the latter two parameter-efficient networks. Further, one might
wonder whether sharing batch normalization parameters across diverse tasks might limit
accuracy. Table 5.4 shows that our method can indeed be applied to all these architectures,
which include residual connections, skip connections, and batch normalization. As described
in Section ??, the batch normalization parameters (gain, bias, running means, and variances)
are frozen after the network is pruned and retrained for ImageNet. In spite of this constraint,
we achieve errors much lower than the baseline that only trains the last classifier layer. In
almost all cases, we obtain errors within 1-2% of the best case scenario of one network per
task. While we tried learning separate batchnorm parameters per task and this further
improved performance, we chose to freeze batchnorm parameters since it is simpler and
avoids the overhead of storing these separate parameters (4 vectors per batchnorm layer).
The deeper ResNet and DenseNet networks with 50 and 121 layers, respectively, are very
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Dataset
Classifier Pruning (ours) Individual
Only 0.50, 0.75, 0.75 Networks




CUBS 35.26 21.89 19.83
Stanford Cars 57.21 14.57 13.29
Flowers 21.79 7.45 6.04





CUBS 34.83 21.13 19.56
Stanford Cars 58.15 13.75 12.99
Flowers 18.53 7.10 8.50





CUBS 28.88 21.84 19.72
Stanford Cars 47.65 15.55 13.15
Flowers 17.12 7.71 8.02
Size 34 MB 36 MB 119 MB
Table 5.4: Results on additional network types. Values in parentheses are top-5 errors,
while all others are top-1 errors. The results in the pruning column are averaged over
18 runs with varying order of training of the 3 datasets (6 possible orderings, 3 runs per
ordering). Classifier Only and Individual Network values are averaged over 3 runs.
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robust to pruning, losing just 0.45% and 0.04% top-1 accuracy on ImageNet, respectively.
Top-5 error increases by 0.05% for ResNet, and decreases by 0.13% for DenseNet. In the case
of Flowers classification, we perform better than the individual network, probably because
training the full network causes it to overfit to the Flowers dataset, which is the smallest.
By using the fewer available parameters after pruning, we likely avoid this issue.
Apart from obtaining good performance across a range of networks, an additional benefit
of our pruning-based approach is that for a given task, the network can be pruned by small
amounts iteratively so that the desirable trade-off between loss of current task accuracy and
provisioning of free parameters for subsequent tasks can be achieved. Note that the fewer
the parameters, the lower the mask storage overhead of our methods, as seen in the Size
rows of Table 5.4.
In this section, we investigate the factors that affect performance while using our method,
and justify choices made such as freezing biases of the network. We also compare our weight-
pruning approach with a filter-pruning approach, and confirm its benefits over the latter.
5.3.1 Effect of training order
As more tasks are added to a network, a larger fraction of the network becomes unavailable
for tasks that are subsequently added. Consider the 0.50, 0.75, 0.75 pruning ratio sequence
for the VGG-16 network. The layers from conv1 1 to fc 7 contain around 134 M parameters.
After the initial round of 50% pruning for Task I (ImageNet classification), we have ∼67
M free parameters. After the second round of training followed by 75% pruning and re-
training, 16.75 M parameters are used by Task II, and 50.25 M free parameters available
for subsequent tasks. Likewise, Task III uses around 13 M parameters and leaves around 37
M free parameters for Task IV. Accordingly, we observe a reduction of accuracy with order
of training, as shown in Figure 5.5. For example, the top-1 error increases from 16.00% to
18.34% to 19.91% for the Stanford Cars dataset as we delay its addition to the network. For
the datasets considered, the error increases by 3% on average when the order of addition is
changed from first to third. Note that the results reported in Table 5.2 are averaged over all
orderings for a particular dataset. These findings suggest that if it is possible to decide the
ordering of tasks beforehand, the most challenging or unrelated task should be added first.
5.3.2 Effect of pruning ratios
In Figure 5.6, we measure the effect of pruning and re-training for a task, when it is
first added to a 50% pruned VGG-16 network (except for the initial ImageNet task). We
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Figure 5.5: Dependence of errors on individual tasks on the order of task addition (see text
for details). Each displayed value and error bar are obtained from 6 different runs. We use
an initial pruning ratio of 50% for the ImageNet-trained VGG-16 and a pruning ratio of 75%
after each dataset is added. 0.50, 0.75, 0.75 pruning column of Table 5.2 reports the average
over orderings.
consider this specific case in order to isolate the effect of pruning from the order of training
discussed above. We observe that the errors for a task increase immediately upon pruning
(? markers) due to sudden change in network connectivity. However, upon re-training,
the errors reduce, and might even drop below the original unpruned error, as seen for all
datasets other than ImageNet at the 50% pruning ratio, in line with prior work [101] which
has shown that pruning and retraining can function as effective regularization. Multi-step
pruning will definitely help reduce errors on ImageNet, as reported in [97]. This plot shows
that re-training is essential, especially when the pruning ratios are large.
Interestingly, for a newly added task, 50% and 75% pruning without re-training does not
increase the error by much. More surprisingly, even a very aggressive single-shot pruning
ratio of 90% followed by re-training results in a small error increase compared to the unpruned
errors (top-1 error increases from 15.75% to 17.84% for Stanford Cars, 24.13% to 24.72% for
CUBS, and 8.96% to 9.48% for Flowers). This indicates effective transfer learning as very
few parameter modifications (10% of the available 50% of total parameters after pruning, or
5% of the total VGG-16 parameters) are enough to obtain good accuracies.
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Figure 5.6: This plot measures the change in top-1 error with pruning. The values above
correspond to the case when the respective dataset is added as the first task, to an ImageNet-
trained VGG-16 that is 50% pruned, except for the values corresponding to the ImageNet
dataset which correspond to initial pruning. Note that the 0.75 pruning ratio values corre-
spond to the blue bars in Figure 5.5.
5.3.3 Effect of training separate biases
We do not observe any noticeable improvement in performance by learning task-specific
biases per layer, as shown in Table 5.5. Sharing biases reduces the storage overhead of our
proposed method, as each convolutional, fully-connected, or batch-normalization layer can
contain an associated bias term. We thus choose not to learn task-specific biases in our
reported results.
Dataset






Stanford Cars 18.17 18.08
Flowers 10.11 10.09
Table 5.5: No noticeable difference in performance is observed by learning task-specific
biases. Values are averaged across all 6 task orderings, with 3 runs per ordering. The shared
bias column corresponds to the 0.50, 0.75, 0.75 Pruning column of Table 5.2.
64
























Effect of finetuning various layers
classifier only
fc + classifier only
all
Figure 5.7: This figure shows that having free parameters in the lower layers of the network
is essential for good performance. The numbers above are obtained when a task is added to
the 50% pruned VGG-16 network and the only the specified layers are finetuned, without
any further pruning.
5.3.4 Is training of all layers required?
Figure 5.7 measures the effect of modifying freed-up parameters from various layers for
learning a new task. For this experiment, we start with the 50% pruned ImageNet-trained
vanilla VGG-16 network, and add one new task. For the new task, we train pruned neurons
from the specified layers only. Fine-tuning the fully connected layers improves accuracy over
the classifier only baseline in all tasks. Further, fine-tuning the convolutional layers provides
the biggest boost in accuracy, and is clearly necessary for obtaining good performance. By
using our method, we can control the number of pruned parameters at each layer, allowing
one to make use of task-specific requirements, when available.
5.3.5 Comparison with filter-based pruning
For completeness, we report experiments with filter-based pruning [100], which eliminates
entire filters, instead of sparsifying them. The biggest advantage of this strategy is that it
enables simultaneous inference to be performed for all the trained tasks. For filters that








CUBS 36.76 35.73 24.23
Stanford Cars 56.42 34.78 13.97
Flowers 20.50 13.31 8.79
Table 5.6: Comparison of filter-based and weight-based pruning for ImageNet-trained VGG-
16. This table reports errors after adding only one task to the 30% filter-pruned and 50%
weight-pruned network. Values in the Weights column correspond to the blue bars in Fig-
ure 5.5. Values in parentheses are top-5 errors, and the rest are top-1 errors.
are hence available for subsequent tasks) are set to 0. As a result, when new filters are learned
for a new task, their outputs would not be used by filters of prior tasks. Thus, the output of
a filter for a prior task would always remain the same, irrespective of filters learned for tasks
added later. The method of [100] ranks all filters in a network based on their importance
to the current dataset, as measured by a metric related to the Taylor expansion of the loss
function. We prune 400 filters per each epoch of ∼40,000 iterations, for a total of 10 epochs.
Altogether, this eliminates 4,000 filters from a total of 12,416 in VGG-16, or ∼30% pruning.
We could not prune more aggressively without substantially reducing accuracy on ImageNet.
A further unfavorable observation is that most of the pruned filters (3,730 out of 4,000) were
chosen from the fully connected layers (Liu et al [99] proposed a different filter-based pruning
method and found similar behavior for VGG-16). This frees up too few parameters in the
lower layers of the network to be able to fine-tune effectively for new tasks. As a result,
filter-based pruning only allowed us to add one extra task to the ImageNet-trained VGG-16
network, as shown in Table 5.6. A final disadvantage of filter-based pruning methods is
that they are more complicated and require careful implementation in the case of residual
networks and skip connections, as noted by Li et al [98].
5.4 THE PIGGYBACK METHOD
The PackNet method discussed above required changing the weights of the network in
order to add a new task. This requirement poses a few major constraints on the practicality
of the approach: 1) Without adding additional capacity to the network layers, the number
of available tunable parameters keeps reducing with the number of tasks added, until the
network can no longer learn new tasks to the required accuracy or we have no more free
parameters to modify; 2) The performance on a task is dependent on when it was added to
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Dense filter (W ) of pre-
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Figure 5.8: Overview of our method for learning piggyback masks for fixed backbone net-
works. During training, we maintain a set of real-valued weightsmr which are passed through
a thresholding function to obtain binary-valued masks m. These masks are applied to the
weights W of the backbone network in an elementwise fashion, keeping individual weights
active, or masked out. The gradients obtained through backpropagation of the task-specific
loss are used to update the real-valued mask weights. After training, the real-valued mask
weights are discarded and only the thresholded mask is retained, giving one network mask
per task.
the network, earlier the better. In this section, we propose a different approach which does
not change network weights at all. The key idea behind our method is to learn to selectively
mask the fixed weights of a base network, so as to improve performance on a new task.
By learning different binary-valued {0, 1} or even ternary-valued {−1, 0, 1} masks per task,
which are element-wise multiplied/masked with network parameters, we can re-use the same
underlying base network for multiple tasks, with minimal overhead. This approach solves
both issues associated with PackNet - weights no longer have to be modified, and since a
different mask is learned per task, performance is no longer dependent on task ordering.
Even though we do not modify the weights of the network, a large number of differ-
ent filters can be obtained through masking. For example, a dense weight vector such as
[0.1, 0.9,−0.5, 1] can give rise to filters such as [0.1, 0, 0, 1], [0, 0.9,−0.5, 0], and [0, 0.9,−0.5, 1]
after masking. This process is illustrated in Figure 5.8. In practice, we begin with a net-
work such as the VGG-16 or ResNet-50 pre-trained on the ImageNet classification task as
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our base network, referred to as the ‘backbone’ network, and associate a real-valued mask
variable with each weight parameter of all the convolutional and fully-connected layers. By
combining techniques used in network binarization [119, 111] and pruning [120], we train
these mask variables to learn the task at hand in an end-to-end fashion, as described in detail
below. The choice of the initialization of the backbone network is crucial for obtaining good
performance, and is further analyzed in Section 5.5.4.
For simplicity, we describe the mask learning procedure using the example of a fully-
connected layer, but this idea can easily be extended to a convolutional layer as well. Con-
sider a simple fully-connected layer in a neural network. Let the input and output vectors
be denoted by x = (x1, x2, · · · , xm)T of size m × 1, and y = (y1, y2, · · · , yn)T of size n × 1,
respectively. Let the weight matrix of the layer be W = [w]ji of size n×m. The input-output
relationship is then given by y = Wx, or yj =
∑m
i=1 wji · xi. The bias term is ignored for
ease of notation. Let δv denote the partial derivative of the error function E with respect
to the variable v. The backpropagation equation for the weights W of this fully-connected






















= δy · xT , (5.3)
where δy = (δy1, δy2, · · · , δyn)T is of size n× 1.
Our modified fully-connected layer associates a matrix of real-valued mask weights mr =
[mr]ji with every weight matrix W, of the same size as W (n × m), as indicated by the
rightmost filter in Figure 5.8. We obtain thresholded mask matrices m = [m]ji by passing
the real-valued mask weight matrices mr through a hard binary thresholding function given
by
mji =
1, if mrji ≥ τ0, otherwise , (5.4)
where τ is a selected threshold. The binary-valued matrix m activates or switches off contents
of W depending on whether a particular value mji is 0 or 1. The layer’s input-output
relationship is given by the equation y = (W  m) x, or yj =
∑m
i=1 wji · mji · xi, where
 indicates elementwise multiplication or masking. As mentioned previously, we set the
weights W of our modified layer to those from the same architecture pre-trained on a task
such as ImageNet classification. We treat the weights W as fixed constants throughout,
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while only training the real-valued mask weights mr. The backpropagation equation for the






















= (δy · xT )W. (5.7)
Even though the hard thresholding function is non-differentiable, the gradients of the thresh-
olded mask values m serve as a noisy estimator of the gradients of the real-valued mask
weights mr, and can even serve as a regularizer, as shown in prior work [119, 111]. We thus
update the real-valued mask weights mr using gradients computed for m, the thresholded
mask values. After adding a new final classification layer for the new task, the entire system
can be trained in an end-to-end differentiable manner. In our experiments, we did not train
per-task biases as prior work [121] showed that this does not have any significant impact on
performance. We also did not train per-task batch-normalization parameters for simplicity.
Section 5.5.6 analyzes the impact of training per-task batchnorm parameters, especially for
tasks with large domain shifts.
After training a mask for a given task, we no longer require the real-valued mask weights.
They are discarded, and only the thresholded masks associated with the backbone network
layers are stored. A typical neural network parameter is represented using a 32-bit float value
(including in our PyTorch implementation). A binary mask only requires 1 extra bit per
parameter, leading to an approximate per-task overhead of 1/32 or 3.12% of the backbone
network size. A ternary mask requires 2 bits per parameter, leading to an overhead of 6.25%.
Practical optimization details. From Eq. 5.7, we observe that |δm|, |δmr| ∝ |W|. The
magnitude of pre-trained weights varies across layers of a network, and as a result, the mask
gradients would also have different magnitudes at different layers. This relationship requires
us to be careful about the manner in which we initialize and train mask weights mr. There
are two possible approaches:
1) Initialize mr with values proportional to the weight matrix W of the corresponding layer.
In this case, the ratio |δmr|/|mr| will be similar across layers, and a constant learning rate
can be used for all layers.
2) Initialize mr with a constant value, such as 0.01, for all layers. This would require
a separate learning rate per layer, due to the scaling of the mask gradient by the layer
weight magnitude. While using SGD, scaling gradients obtained at each layer by a factor
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of 1/avg(|W|), while using a constant learning rate, has the same effect as layer-dependent
learning rates. Alternatively, one could use adaptive optimizers such as Adam, which would
learn appropriate scaling factors.
The second initialization approach combined with the Adam optimizer produced the best
results, with a consistent gain in accuracy by ∼ 2% compared to the alternatives and we used
this setting in all our experiments. Randomly initializing the real-valued mask weights such
that the thresholded binary masks had an equal number of 0s and 1s did not give very good
performance. Ensuring that all thresholded mask values were 1 provides the same network
initialization as that of the baseline methods.
5.5 PIGGYBACK: RESULTS AND ANALYSIS
5.5.1 Datasets
We consider a wide variety of datasets, statistics of which are summarized in Table 5.1,
to evaluate our proposed method. Similar to PackNet [121], we evaluate our method on two
large-scale datasets, the ImageNet object classification dataset [25] and the Places365 scene
classification dataset [2], each of which has over a million images, as well as the CUBS [102],
Stanford Cars [103], and Flowers [104] fine-grained classification datasets. Further, we in-
clude two more datasets with significant domain shifts from the natural images of ImageNet,
the WikiArt Artists classification dataset, created from the WikiArt dataset [116], and the
Sketch classifcation dataset [117]. The former includes a wide genre of painting styles, as
shown in Figure 5.3 (a), while the latter includes black-and-white sketches drawn by humans,
as shown in Figure 5.3 (b). For all these datasets, we use networks with an input image size
of 224× 224 px.
We also evaluate our proposed method on the newly introduced Visual Decathlon chal-
lenge [122] consisting of 10 classification tasks. Evaluation on this challenge reports per-task
accuracies, and assigns a cumulative score with a maximum value of 10,000 (1,000 per task)
based on the per-task accuracies. The goal is to learn models for maximizing the total score
over the 10 tasks while using the least number of parameters. For these tasks, following
prior work [122, 123], we use networks with an image input size of 64 × 64 px. Com-
plete details about the challenge settings, evaluation, and datasets used can be found at
http://www.robots.ox.ac.uk/ vgg/decathlon/.
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5.5.2 Results with Binary Masks
Table 5.7 reports the errors obtained on fine-grained classification tasks by learning binary-
valued piggyback masks for a VGG-16 network pre-trained on ImageNet classification. The
baselines considered are Classifier Only, which only trains a linear classifier using fc7
features extracted from the pre-trained VGG-16 network, and Individual Networks, which
finetunes one network per task. We also compare our method to the recently introduced
PackNet [121] method, which adds multiple tasks to a network through iterative pruning
and re-training. We train the piggyback and classifier only methods for 30 epochs, using
the Adam optimizer with an initial learning rate of 1e-4, which is decayed by a factor of 10
after 15 epochs. We found SGDm with an initial learning rate of 1e-3 to work better for the
individual VGG network baseline. For PackNet, we used a 50% pruned initial network, and
trained for 30 epochs with SGDm, and an initial learning rate of 1e-3 using the same decay
scheme as before. We prune the network by 75% and re-train for 15 epochs with a learning
rate of 1e-4 after each new task is added. All errors are averaged over 3 independent runs.
We use a binary threshold cutoff of 5e-3 (see Eq. 5.4), as this worked better than 0.
Dataset
Classifier PackNet [121] Piggyback Individual
Only ↓ ↑ (ours) Networks
ImageNet
28.42 29.33 28.42 28.42
(9.61) (9.99) (9.61) (9.61)
CUBS 36.49 22.30 29.69 20.99 21.30
Stanford Cars 54.66 15.81 21.66 11.87 12.49
Flowers 20.01 10.33 10.25 7.19 7.35
WikiArt 49.53 32.80 31.48 29.91 29.84
Sketch 58.53 28.62 24.88 22.70 23.54
# Models (Size) 1 (537 MB) 1 (587 MB) 1 (621 MB) 6 (3,222 MB)
Table 5.7: Errors obtained by starting from an ImageNet-trained VGG-16 network and then
using various methods to learn new fine-grained classification tasks. PackNet performance
is sensitive to order of task addition, while the rest, including our proposed method, are
agnostic. ↓ and ↑ indicate that tasks were added in the CUBS → Sketch, and Sketch →
CUBS order, resp. Values in parentheses are top-5 errors, rest are top-1 errors.
As seen in Table 5.7, training individual networks per task clearly provides a huge benefit
over the classifier only baseline for all tasks. PackNet significantly improves over the classifier
only baseline, but begins to suffer when more than 3 tasks are added to a single network.
As PackNet is sensitive to the ordering of tasks, we try two settings - adding tasks in order
from CUBS to Sketch (top to bottom in Table 5.7), and the reverse. The order of new task
addition has a large impact on the performance of PackNet, with errors increasing by 4-7%
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as the addition of a task is delayed from first to last (fifth). The error on ImageNet is also
higher in the case of PackNet, due to initial network pruning. These results highlight some of
the drawbacks of PackNet, especially the performance reduction on tasks that are introduced
later, as fewer parameters are available for learning it. By training binary piggyback masks,
we are able to obtain errors slightly lower than the individual network case. We believe
that this is due to the regularization effect caused by the constrained filter modification
allowed by our method. Due to the learning of independent masks per task, the obtained
performance is irrespective of the ordering of new tasks, albeit at a slightly higher storage
overhead as compared to PackNet.
Dataset
Jointly Trained PackNet Piggyback Individual
Network∗ [121] (ours) Networks
ImageNet
33.49 29.33 28.42 28.42
(12.25) (9.99) (9.61) (9.61)
Places365
45.98 46.64 46.71 46.35
(15.59) (15.92) (16.18) (16.14)∗
# Models (Size) 1 (537 MB) 1 (554 MB) 1 (554 MB) 2 (1,074 MB)
Table 5.8: Adding a large-scale dataset to an ImageNet-trained VGG-16 network. Values
in parentheses are top-5 errors, rest are top-1 errors. ∗ indicates models downloaded from
https://github.com/CSAILVision/places365, trained by [2].
Table 5.8 reports the results of training binary piggyback masks for the large-scale Places365
dataset. Here, instead of the Classifier Only baseline, we compare against the Jointly
Trained Network of [2], in which a single network is simultaneously trained for both
tasks. Both PackNet and Piggyback were trained for 20 epochs on Places365. Once again,
we are able to achieve close to best-case performance on the Places365 task, obtaining top-1
errors within 0.36% of the individual network, even though the baselines were trained for
60-90 epochs [2]. The performance is comparable to PackNet, and for the case of adding
just one task, both incur a similar overhead.
While the above results were obtained using the large VGG-16 network, it is not im-
mediately obvious whether the piggyback method would work for much deeper networks
that have batch normalization layers. Masking out filter weights can change the average
magnitude of activations, requiring changes to batchnorm parameters. However, as seen in
Table 5.9, we observe that the method can be applied without any changes to other network
architectures with batchnorm, residual and skip connections. In the reported results, we do
not learn task-specific batchnorm parameters. We notice that the deeper a network gets,
the larger the gap between the performance of piggyback and individual networks. For the
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VGG-16 networks, piggyback can often do as well as or better than individual models, but
for the ResNet and DenseNet architectures, the gap is ∼2% Section 5.5.6 analyzes the effect
of learning task-specific batchnorm parameters, especially in the case of datasets that exhibit
a large domain shift, such as WikiArt, for which the performance gap is 4-5%, as seen in
Table 5.9.
Dataset
Classifier PackNet [121] Piggyback Individual
Only ↓ ↑ (ours) Networks
VGG-16 BN
ImageNet
26.63 27.18 26.63 26.63
(8.49) (8.69) (8.49) (8.49)
CUBS 33.88 20.21 23.82 18.37 19.57
Stanford Cars 51.62 14.05 17.60 9.87 9.41
Flowers 19.38 7.82 7.85 4.84 4.55
WikiArt 48.05 30.21 29.59 27.50 26.68
Sketch 59.96 25.47 23.53 21.41 21.92
# Models (Size) 1 (537 MB) 1 (587 MB) 1 (621 MB) 6 (3,222 MB)
ResNet-50
ImageNet
23.84 24.29 23.84 23.84
(7.13) (7.18) (7.13) (7.13)
CUBS 29.97 19.59 28.62 18.41 17.17
Stanford Cars 47.20 13.89 19.99 10.38 8.17
Flowers 14.01 6.96 9.45 5.23 3.44
WikiArt 44.40 30.60 29.69 28.67 24.40
Sketch 49.14 23.83 21.30 20.09 19.22
# Models (Size) 1 (94 MB) 1 (103 MB) 1 (109 MB) 6 (564 MB)
DenseNet-121
ImageNet
25.56 25.60 25.56 25.56
(8.02) (7.89) (8.02) (8.02)
CUBS 26.55 19.26 30.36 19.50 18.08
Stanford Cars 43.19 15.35 22.09 10.87 8.64
Flowers 16.56 8.94 8.46 5.31 3.49
WikiArt 45.08 33.66 30.81 29.56 23.59
Sketch 46.88 25.35 21.08 20.30 19.48
# Models (Size) 1 (28 MB) 1 (31 MB) 1 (33 MB) 6 (168 MB)
Table 5.9: Results on other network architectures. Values in parentheses are top-5 errors,
rest are top-1 errors. ↑ and ↓ indicate order of task addition for PackNet.
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Method #par ImNet. Airc. C100 DPed DTD GTSR Flwr Oglt SVHN UCF Mean Score
Scratch [122] 10 59.87 57.1 75.73 91.2 37.77 96.55 56.3 88.74 96.63 43.27 70.32 1625
Feature [122] 1 59.67 23.31 63.11 80.33 45.37 68.16 73.69 58.79 43.54 26.8 54.28 544
Finetune [122] 10 59.87 60.34 82.12 92.82 55.53 97.53 81.41 87.69 96.55 51.2 76.51 2500
Res. Adapt. [122] 2 59.67 56.68 81.2 93.88 50.85 97.05 66.24 89.62 96.13 47.45 73.88 2118
Res. Adapt. (J) [122] 2 59.23 63.73 81.31 93.3 57.02 97.47 83.43 89.82 96.17 50.28 77.17 2643
DAN [123] 2.17 57.74 64.12 80.07 91.3 56.54 98.46 86.05 89.67 96.77 49.38 77.01 2851
Piggyback (Ours) 1.28 57.69 65.29 79.87 96.99 57.45 97.27 79.09 87.63 97.24 47.48 76.60 2838
Table 5.10: Top-1 accuracies obtained on the Visual Decathlon online test set.
5.5.3 Results on Visual Decathlon & Semantic Segmentation
We also evaluate our proposed method on the newly introduced Visual Decathlon chal-
lenge [122] consisting of 10 classification tasks. While the images of this task are of a lower
resolution (72 × 72 px), they contain a wide variety of tasks such as pedestrian, digit, air-
craft, and action classification, making it perfect for testing the generalization abilities of our
method. Evaluation on this challenge reports per-task accuracies, and assigns a cumulative
score with a maximum value of 10,000 (1,000 per task) based on the per-task accuracies.
The goal is to learn models for maximizing the total score over the 10 tasks while using the
least number of parameters. Complete details about the challenge settings, evaluation, and
datasets used can be found at http://www.robots.ox.ac.uk/ vgg/decathlon/.
Table 5.10 reports the results obtained on the online test set of the challenge. Consistent
with prior work [122, 123], we use a Wide Residual Network [124] with a depth of 28, widening
factor of 4, and a stride of 2 in the first convolutional layer of each block. We use the 64×64
px ImageNet-trained network of [123] as our backbone network, and train piggyback masks
for the remaining 9 datasets. We train for a total of 60 epochs per dataset, with learning
rate decay by a factor of 10 after 45 epochs. The base learning rate for final classifier layer
which uses SGDm was chosen from {1e-2, 1e-3} using cross-validation over the validation
set. Adam with a base learning rate of 1e-4 was used for updating the real-valued piggyback
masks. Data augmentation by random cropping, horizontal flipping, and resizing the entire
image was chosen based on cross-validation.
As observed in Table 5.10, our method obtains performance competitive with the state-
of-the-art, while using the least amount of additional parameters over a single network.
Assuming that the base network uses 32-bit parameters, it accounts for a parameter cost
of 32n bits, where n is the number of parameters. A binary mask per dataset requires n
bits, leading to a total cost of approximately (32n+ 9n) = 41n bits, or a parameter ratio of
(41/32) = 1.28, as reported.
The results presented in Section 5.5.2 only required a single fully connected layer to be
















Figure 5.9: Mixed training of layers using finetuning from scratch and piggyback masking.
more than one layers are added and trained from scratch on top of a backbone network,
as shown in Figure 5.9. We tested our method on the task of pixelwise segmentation using
the basic Fully Convolutional Network architecture [125] which has fully connected layer
followed by a deconvolutional layer of stride 32. We trained our networks on the 21-class
PASCAL 2011 + SBD dataset, using the official splits provided by [126] for 15 epochs.
Using the VGG-16 finetuned network, we obtain a mean IOU of 61.08. Using the piggyback
method, we obtain a competitive mean IOU of 61.41. Instead of replicating the whole VGG-
16 network of ∼500 MB, we only need an overhead of 17 MB for masking the backbone
network and 7.5 MB for the newly added layers. These results show that the proposed
method does not face any issues due to mixed training schemes and that piggyback masking
is a competitive alternative to full-network finetuning.
5.5.4 Does Initialization Matter?
Here, we analyze the importance of the initialization of the backbone network. It is well
known that training a large network such as the VGG-16 from scratch on a small dataset
such as CUBS, or Flowers leads to poor performance, and the most popular approach is to
fine-tune a network pre-trained on the ImageNet classification task. It is not obvious whether
initialization is just as important for the piggyback method. Table 5.11 presents the errors
obtained by training piggyback masks for tasks using the ResNet-50 as the backbone net-
work, but with different initializations. We consider 3 different initializations: 1) a network
trained on the ImageNet classification task, the popular initialization for fine-tuning, 2) a
network trained from scratch on the Places365 scene classification task, a dataset larger than
ImageNet (1.8 M v/s 1.3 M images), but with fewer classes (365 v/s 1000), and lastly 3) a
randomly initialized network.
We observe in Table 5.11 that initialization does indeed matter, with the ImageNet-
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initialized network outperforming both the Places365 and randomly initialized network on
all tasks. In fact, by training a piggyback mask for the Places365 dataset on an ImageNet-
initialized backbone network, we obtain an accuracy very similar to a network trained from
scratch on the Places365 dataset. The ImageNet dataset is very diverse, with classes ranging
from animals, to plants, cars and other inanimate objects, whereas the Places365 dataset
is solely devoted to the classification of scenes such as beaches, bedrooms, restaurants, etc.
As a result, the features of the ImageNet-trained network serve as a very general and flexi-
ble initialization A very interesting observation is that even a randomly initialized network
obtains non-trivial accuracies on all datasets. This indicates the learning a mask is indeed
a powerful technique of utilizing fixed filters and weights for adapting a network to a new
task.
Dataset ImageNet-init. Places365-init. Random init.
CUBS 18.41 28.50 66.24
Stanford Cars 10.38 13.70 77.79
Flowers 5.23 10.92 71.17
WikiArt 28.67 31.24 64.74







Table 5.11: Errors obtained by piggyback masks for the ResNet-50 backbone network with
different initializations. Values in bold indicate errors of backbone networks used. Errors
in parentheses are top-5 errors, the rest are top-1 errors.
5.5.5 Learned sparsity and its distribution across network layers
Table 5.12 reports the total sparsity, or the number of mask values set to 0 in a binary
piggyback mask learned for the corresponding choice of dataset and network architecture.
This measures the amount of change that is required to be made to the backbone network, or
the deviation from the ImageNet-trained initialization, in order to obtain good performance
on a given dataset. We note that the amount of sparsity obtained on fine-grained datasets
seems to be proportional to the errors obtained by the Classifier Only method on the re-
spective datasets. The easiest Flowers dataset requires the least number of changes, or a
sparsity of 4.51%, while the harder WikiArt dataset leads to a 34.14% sparsity for a VGG-16
network mask. Across network architectures, we observe a similar pattern of sparsity based
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on the difficulty of the tasks. The sparsity obtained is also a function of the magnitude of the
real-valued mask initialization and threshold used for the binarization (See Equation 5.4),
with a higher threshold leading to higher sparsity. The numbers in Table 5.12 were obtained
using a binarizer threshold of 5e-3 for a uniform real-valued mask initialization of 1e-2.
Dataset VGG-16
VGG-16 ResNet-50 Dense-
BN ImNet-init. Places-init. Net-121
CUBS 14.09% 13.24% 12.21% 15.22% 12.01%
Stanford Cars 17.03% 16.70% 15.65% 17.72% 15.80%
Flowers 4.51% 4.52% 4.48% 6.45% 5.28%
WikiArt 34.14% 33.01% 30.47% 30.04% 29.11%
Sketch 27.23% 26.05% 23.04% 24.23% 22.24%
ImageNet – – – 37.59% –
Places365 43.47% – 37.99% – –
Table 5.12: Percentage of zeroed out weights after training a binary mask for the respective




























































































































































































Zero'ed out weights per VGG-16 layer
Figure 5.10: Percentage of weights masked out per ImageNet pre-trained VGG-16 layer.
Datasets similar to ImageNet share a lot of the lower layers, and require fewer changes. The
number of masked out weights increases with depth of layer.
We observe that a Places365-initialized network requires more changes as compared to
an ImageNet-initialized network (refer to the ResNet-50 column of Table 5.12). This once
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again indicates that features learned on ImageNet are more diverse and serve as better
initialization than those learned on Places365.
Figure 5.10 shows the sparsity obtained per layer of the ImageNet pre-trained VGG-16
network, for all the datasets considered. While the total amount of sparsity obtained per
dataset is different, we observe a consistent pattern of sparsity across the layers. In general,
the number of changes increases with depth of the network layer. For datasets similar to
ImageNet, such as CUBS, and Flowers, we observe that the low-level features (conv1-conv3)
are mostly re-used without any major changes. WikiArt, which has a significant domain shift
from ImageNet, requires some changes in the low-level features. All tasks seem to require
changes to the mid-level (conv4-conv5) and high-level features (fc6-fc7) in order to learn
new task-specific features. Similar behavior was also observed for the deeper ResNet and
DenseNet networks.
5.5.6 Handling large input domain shifts
In Table 5.9, we observe that WikiArt, which has a large domain shift from the ImageNet
dataset on which the backbone network was trained on, has a larger gap in performance (4–
5%) between the piggyback and individual network methods, especially for the deeper ResNet
and DenseNet networks. Those numbers are duplicated in the Piggyback - Fixed BN and
Individual Network columns of Table 5.13. We suspect that keeping batchnorm parameters
fixed while training the piggyback masks might be a reason for the gap in performance, as the
domain shift is likely to cause a larger discrepancy between the ideal batchnorm parameter
values and those inherited from ImageNet, the effect of which is cascaded through the large
number of layers. We performed these experiments again, but while updating batchnorm
parameters, and report the results in the Piggyback - Trained BN column of Table 5.13.
Dataset
Piggyback (ours) Individual
Fixed BN Trained BN Network
ResNet-50
WikiArt 28.67 25.92 24.40
Sketch 20.09 19.82 19.22
DenseNet-121
WikiArt 29.56 25.90 23.59
Sketch 20.30 20.12 19.48
Table 5.13: Effect of task-specific batch normalization layers on the top-1 error.
The top-1 error on WikiArt reduces from 28.67% to 25.92% for the ResNet-50 network,
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and from 29.56% to 25.90% for the DenseNet-121 network if the batchnorm parameters
are allowed to update. For the Sketch dataset, training separate batchnorm parameters
leads to a small decrease in error. Task-specific batchnorm parameters thus help improve
performance, while causing a small increase of ∼1 MB in the storage overhead for both
networks considered.
5.6 CONCLUSION
In this chapter, we have presented two approaches for predicting outputs for multiple tasks
using a single deep network.
The first method, PackNet, “packs” multiple tasks into a single network with minimal
loss of performance on prior tasks. The proposed method allows us to modify all layers
of a network and influence a large number of filters and features, which is necessary to
obtain accuracies comparable to those of individually trained networks for each task. It
works not only for the relatively “roomy” VGG-16 architecture, but also for more compact
parameter-efficient networks such as ResNets and DenseNets. A drawback of PackNet is
that performance on newer tasks drops as it is added later to the network, and the total
number of tasks that can be added to a network is ultimately constrained by the initial size
of the network.
The second method, Piggyback, utilizes the fixed weights of a network for obtaining good
performance on a new task. This overcomes the drawbacks of PackNet, at a slightly higher
but still minor overhead. The wide range of experiments conducted have empirically shown
that the proposed method works for multiple datasets as well as network architectures. We
hope that the piggyback method will be useful in practical scenarios where new skills need
to be learned on a deployed device without having to download a new and large network, or
even modify existing weights. Further, the re-usability of the backbone network and learned
masks will help simplify and scale the learning of a new task across large number of potential
users or devices.
5.7 FUTURE DIRECTIONS
While this chapter has proposed novel and promising methods for utilizing a single deep
network for multiple tasks in Sections 5.2 and 5.4, the problem of continual learning is far
from solved. One of the major issues with the masking of weights is that simultaneous in-
ference on multiple tasks cannot be performed. Weight masking changes the effective filter,
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thus necessitating two separate multiplicative operations to compute features corresponding
to two different masks. There are many tasks, related or complementary to each other, for
which simultaneous inference is preferred, such as object detection, instance and boundary
segmentation, etc. Further, due to operational constraints, it might even be necessary to
share computation across unrelated tasks, while ensuring good performance on all the dif-
ferent tasks. These use cases will require the development of new methods. Below are a few
directions which may lead to useful solutions.
1. If training data for all tasks is available at the same time, modified versions of joint
or multi-task training might help achieve simultaneous inference. One of the major
drawbacks with näıve joint training is that the losses for the multiple tasks and their
batch mixing ratio have to be carefully calibrated. It might be possible to avoid or
alleviate these issues by designing networks that split into separate branches when
sharing layers or features is no longer desirable or helpful. For example, it is expected
that low-level features or lower layers of a deep network can be shared across tasks
due to the generic feature representations such as edge and blob detectors are learned
at these layers and such features are useful across a wide variety of tasks. Different
tasks might require different levels of sharing. Such feature sharing can be learned
instead of hand-designing or sharing all features across all tasks. Figure 5.11 shows an
example of what such a learned network might look like. Low-level features (Shared
I) can be shared across all tasks, while only mutually beneficial tasks such as Tasks I
and II might share all features. The task-relatedness can possibly be a function of the
task-specific datasets, form of outputs, losses, and other task parameters. Some form
of meta-learning [127, 128, 129, 130] might be a possible direction for the learning of
such branching.
2. In the case that training data for all tasks is not available at the same time, Progressive
Neural Networks [113] allow for training tasks sequentially without forgetting but at
the large cost of network duplication. Instead of making a copy of the entire network
with lateral connections to the previous network architecture, it might be possible to
learn which layers of the existing network require an augmentation in the number of
filters, so as to better learn the new task. Some initial work in this direction has
been performed by Lee et al [131]. Figure 5.12 illustrates how such a method might
operate. Based on the requirements of the newly added Task II, it might choose to
augment specific layers of the network with some amount of extra neurons. This can
aid the learning of new features, in the case that the already learned features were








Figure 5.11: A jointly trained network with learned branching based on task requirements.
Such a learned network can choose to share all features only across mutually beneficial tasks,
such as Task I and Task II, while reducing sharing between Task III and Tasks I and II,
amongst which only low-level features are shared.
architecture that is slimmer than the one produced by Progressive Neural Networks,
and might also help improve performance on previously learned tasks in the case that
















Architecture after Task Addition
Figure 5.12: A method that learns which layers of the existing network to add extra capacity




In this thesis, I have presented methods for predicting a variety of information from
single images, from simple action labels, to more complicated and structured image situa-
tions. Chapter 2 introduced the deep network architecture that used features from both the
bounding box of the person of interest and the whole image to make action and human-
object interaction predictions. Chapter 3 focused on predicting not only action labels, but
also nouns present in the image that were participating in semantic roles associated with the
action. A two-stage method was introduced, the first step of which predicted actions occur-
ring in the image, and a second step that predicted noun entities associated with a predicted
action in a sequential manner using an RNN. Using features from networks trained to predict
situations also helped improve image captioning performance. Chapter 4 explored a variety
of applications of such cue predictions on tasks ranging from Visual Question Answering
(VQA), to predicting motivations of people in images, to detecting Visual Relationships
(VRD) between pairs of objects. We showed that using an ensemble of models trained on
action, scene, and attribute cues helped improve performance on VQA, and that action
and scene predictions better help predict and explain motivations of actors in images. By
using multiple vision-language cues, we improved performance on VRD, especially in the
rarer zero-shot setting. Figure 6.1 shows the predictions of all the methods discussed in
the previous chapters. Using an off-the-shelf detector [1] and scene predictor [2], we first
localize various objects in the image and obtain scene labels. The methods presented in this
thesis predict actions (Chapter 2), situations and captions (Chapter 3), interactions and
person attributes (Chapter 4) to provide a more complete understanding of the scene. All
the methods combined together give us a more complete picture of the scene, taking us a
small step towards our original goal of understanding scenes the way humans do.
In order to tackle the very practical issue of training and storing multiple deep network
models for each of the tasks discussed above, as well as a variety of other specialized tasks,
Chapter 5 proposed methods for utilizing and adapting a single deep network for multiple
classification tasks with small overheads. The Piggyback method was able to adapt a single
fixed neural network to multiple classification tasks, including those with large domain shifts
from the initial dataset used for network training by learning to selectively use network
weights. The proposed methods are complementary and orthogonal to prior work in the










Scenes: kitchen, restaurant-kitchen, galley, bakery-shop, coffee-shop
Situations: woman cooking in kitchen, man frying using a pan in kitchen
Object: jeans
Predicate: wear
Caption: A woman is preparing food in a kitchen
refrigerator
Figure 6.1: Image with predicted actions (Chapter 2), situations and captions (Chapter 3),
interactions and person attributes (Chapter 4) using methods presented in this thesis, build-
ing upon off-the-shelf object detections [1], and scene predictions [2].
important area.
6.2 FUTURE DIRECTIONS
Based on the work discussed in this thesis, I believe there are two promising directions for
future work.
The first direction would aim to use and transfer knowledge from all possible sources in
order to solve high-level reasoning tasks on images and videos. Such a system would use ob-
ject detections, segmentation, person and object attributes, scene predictions, depth, motion,
and tracking predictions, etc. to build an as complete as possible model of the world as de-
picted in an image or a video. Applications of such a world model would include detailed and
fine-grained phrase grounding and captioning, providing explainable and grounded reasoning
about object actions, interactions, and their motivations for visual question answering, and
future scene prediction. Recent work exploring such directions includes [132].
The second direction would focus on efficiently predicting the variety of information about
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images and videos. Simultaneously predicting the multiple outputs, while reducing cost and
time of computation would have immense practical value for both resource-constrained de-
ployed devices such as mobile phones as well as large datacenters crunching through billions
of images and videos. Devising new training schemes for adding tasks to a network while
avoiding catastrophic forgetting and learning appropriate network architectures for support-
ing multiple closely as well as not so closely related tasks, combined with advancements




[1] S. Ren, K. He, R. Girshick, and J. Sun, “Faster r-cnn: Towards real-time object
detection with region proposal networks,” in NIPS, 2015.
[2] B. Zhou, A. Lapedriza, A. Khosla, A. Oliva, and A. Torralba, “Places: A 10 million
image database for scene recognition,” TPAMI, 2017.
[3] M. Everingham, L. Van Gool, C. K. Williams, J. Winn, and A. Zisserman, “The pascal
visual object classes (voc) challenge,” IJCV, 2010.
[4] B. Yao, X. Jiang, A. Khosla, A. L. Lin, L. Guibas, and L. Fei-Fei, “Human action
recognition by learning bases of action attributes and parts,” in ICCV, 2011.
[5] L. Pishchulin, M. Andriluka, and B. Schiele, “Fine-grained activity recognition with
holistic and pose based features,” in GCPR, 2014.
[6] M. R. Ronchi and P. Perona, “Describing common human visual actions in images,”
in BMVC, 2015.
[7] Y.-W. Chao, Z. Wang, Y. He, J. Wang, and J. Deng, “Hico: A benchmark for recog-
nizing human-object interactions in images,” in ICCV, 2015.
[8] T.-Y. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan, P. Dollár, and
C. L. Zitnick, “Microsoft coco: Common objects in context,” in ECCV, 2014.
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