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This thesis studies two-dimensional inverse scattering problems of small scatterers, 
extended scatterers, and anisotropic scatterers. For small scatterers, the impact of the choice 
of test source and signal subspace on the performance of multiple signal classification 
(MUSIC) is studied. A non-iterative two-step least squares based method is proposed for 
retrieving the polarization tensors of small scatterers. For extended scatterers, a new 
multipole based linear sampling method (MLSM) is proposed, which uses a radiation model 
for linear sampling method and a physical regularization scheme. MLSM is used to generate 
an initial guess for subspace based optimization method (SOM), a fast and robust method for 
the reconstruction of extended scatterers. Further, SOM is extended for the vectorial inverse 
scattering problem. For anisotropic scatterers, a modified MUSIC algorithm is proposed, 
which computes the optimal test direction at each point non-iteratively. The application of 
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CHAPTER 1: INTRODUCTION 
1  
Most problems of practical interest are studied by formulating mathematical models that 
describe the underlying physical phenomena. Mathematically, two problems are inverse to 
each other if the formulation of one problem involves the other one. Usually, the problem that 
is well-studied or has simpler mathematical framework is called the direct (or forward) 
problem. The other problem, that is less-studied or has more complicated mathematical 
framework, is called the inverse problem. A simple example is the Coulomb’s law. Given 
two charged particles and the distance between them, computing the electric force acting on 
them in the free space can be considered as a forward problem, while given the electric force 
acting on two charged particles in the free space, finding the distance between them can be 
considered as an inverse problem. 
The present thesis deals with the electromagnetic inverse scattering problems. We 
specifically restrict the scope to imaging and reconstruction problems. Electromagnetic 
inverse scattering problems are important for many practical imaging applications. Such 
applications include biomedical imaging, geological exploration, remote sensing, nanoscale 
evaluation, quality check of materials, civil engineering, non-destructive evaluation, non-
intrusive testing, astronomy, security checks, military reconnaissance and surveillance, 
natural/military disaster management, planning rescue operations, etc. In all such 
applications, in order to image a region, the region is illuminated by electromagnetic waves, 
and the response of the objects (scatterers) inside the region is measured in the form of the 
electromagnetic fields scattered by them. Many such measurements are taken from different 
illumination and measurement points. The inverse scattering problems aim to reconstruct the 
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objects inside the region using the scattered fields measured at the detectors and the 
knowledge of the scattering model. Inverse scattering problems are typically non-linear and 
ill-posed in the sense of Hadamard. Though the details are discussed later in Section 1.3, it 
should suffice to state here that the existence and uniqueness of the inverse solution may 
usually be ensured. Stability of the solution and non-linearity are the issues of main concern 
in solving the inverse scattering problems. 
In this thesis, inverse scattering problems for three categories of scatterers are considered. 
These three categories are small scatterers, extended scatterers, and anisotropic scatterers. For 
the inverse scattering problems in each category, one qualitative reconstruction approach and 
one complete reconstruction approach are presented. We briefly introduce the qualitative and 
complete reconstruction approaches before discussing the inverse problems for each category 
of scatterers. 
Qualitative reconstruction techniques aim at deriving the information regarding only the 
locations and shapes of scatterers, formally called the scatterer support. Such techniques do 
not aim at determining the electrical properties (like the dielectric constants) of the scatterers. 
Qualitative reconstruction techniques are useful for the applications where the knowledge of 
the presence, locations and shapes of the scatterers is sufficient. Further, for problems 
requiring complete inverse solution, the information mentioned above may serve as a good 
initial guess and reduce the complexity of inverse problems considerably [1-4]. The complete 
reconstruction involves both electrical and geometric reconstruction of the scatterers. Thus, 
the problem of complete reconstruction is significantly more demanding than the qualitative 
imaging problem.  
Inverse scattering problems of small scatterers: In the case of small scatterers, 
typically the number of independent sources induced on the scatterers is less than the number 
of detectors. Thus, there is an injective mapping between the currents induced on the 
3 
 
scatterers and the scattered fields measured at the detectors. Due to this, these problems can 
be considered mathematically well-posed and stable solutions can be found for these 
problems.  
For qualitative imaging of small scatterers, methods like multiple signal classification 
(MUSIC) [4-17], decomposition of time reversal operator (DORT) [18-35], synthetic aperture 
focusing technique (SAFT) [36-43], etc. have been proposed. Both DORT and SAFT use the 
principle of focusing synthetic waves at the point of interest, thus utilizing the space of 
induced currents for imaging. Their applicability is limited as they can detect only well 
resolved targets. On the other hand, MUSIC is said to provide super-resolution. It is notable 
that unlike DORT and SAFT, MUSIC uses a subspace orthogonal to the space of induced 
currents.  
MUSIC was introduced in electromagnetics community for inverse scattering problems 
in [6-7], where it was used for detecting scatterers in a scalar two-dimensional scattering 
setup (which corresponds to the homogeneous acoustic scattering or the electromagnetic 
transverse magnetic scattering problems). The work by [4, 8-16, 44] extended the application 
of MUSIC for two and three-dimensional scattering problems and further developed the 
theory of MUSIC for inverse scattering problems. Work in [5, 9, 11, 17] studied the 
mathematical structure of MUSIC in comparison with other techniques like linear sampling 
method (LSM) and factorization.  
While MUSIC appeared to be promising for detecting small scatterers, it was mainly 
studied for the scalar electromagnetic inverse scattering problem. In its extension to the 
vectorial case, the applicability of MUSIC required the use of the fundamental dipoles as test 
sources. It was important to understand the applicability of MUSIC when test sources other 
than the fundamental induced sources were used. Also, it was important to understand the 
impact of the choice of the signal subspace and the test sources on the performance of 
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MUSIC. Further, the applicability of MUSIC had to be extended to special materials like 
anisotropic and uniaxial materials (which are particularly difficult to locate) in order to make 
MUSIC a widely applicable practical approach. These have been the primary motivations in 
my study of MUSIC. 
For complete reconstruction of small scatterers, some non-iterative residue minimization 
techniques were proposed in [13, 45-46]. While [13] deals with three-dimensional scatterers 
illuminated by the electromagnetic waves, [45-46] deal with the scalar two-dimensional 
scattering problem. Once again, the injectivity of the mapping from the induced sources to 
the scattered fields in the case of small scatterers is utilized and the problem of reconstruction 
is split into two problems, each of which is linear. Since the nature of sources induced in the 
two-dimensional scenario is different in the transverse magnetic (TM) and transverse electric 
(TE) cases, the two-dimensional scenario needs additional attention. Specifically, the nature 
of polarization tensors and the induced sources have an impact on the performance of such 
non-iterative methods, as shown in this thesis. 
Inverse scattering problems of extended scatterers: In the case of extended scatterers, 
the mapping from the currents induced on the scatterers to the scattered fields measured at the 
detectors is not injective. Thus, these problems are ill-posed as well as non-linear.  
Though MUSIC is indeed promising for small scatterers, it is not applicable to the case of 
extended scatterers. The primary reason is that MUSIC exploits the injectivity of the 
operators for small scatterers, and this property of injectivity is lost in the case of extended 
scatterers [15, 47]. Though some work has been done to apply MUSIC to detect extended 
scatterers [48-50], the work is still in preliminary stage. Other qualitative methods used for 




Linear sampling method has been in use for quite some time for detecting the scatterer 
support of extended scatterers. Though MUSIC and LSM are close to each other in principle, 
MUSIC uses the subspace orthogonal to the space of induced currents, while LSM has no 
such requirement. The linear sampling method was developed primarily by the mathematics 
community [55-58, 60-61]. Only recently, some research papers have attempted to provide an 
insight into LSM from the perspective of physics [59, 62]. These papers interpret LSM as a 
focusing problem and study the distribution of the induced current on the scatterer. In 
addition to such physical interpretation, these works attempt to explain the incapability of 
LSM in detecting complicated scatterer supports using the nature of the induced current 
distribution. It was theorized that LSM identifies a sampling point as a scatterer only if the 
induced current pattern on the scatterer support is circularly symmetric or indeed a monopole 
at the sampling point. However, it was shown in [63] that the conclusion regarding the nature 
of the induced current distribution and its impact on LSM arrived in [59, 62] is incomplete, 
and arbitrarily shaped induced current distributions can also produce a scattered field pattern 
similar to a monopole current. This underscored the fact that the current understanding of 
LSM from the perspective of physics is incomplete. In this thesis, we propose an alternative 
interpretation of the linear sampling method that views LSM as a problem of radiation from a 
fundamental monopole source at the sampling point. Instead of studying the induced current 
distribution, we study the effective multipole expansion of the induced current distribution at 
a sampling point and the scattered field is viewed as the radiation from those multipoles. 
Based on this interpretation, we present a multipole based linear sampling method with a 
physical regularization scheme that is intuitive, easy to implement, and performs better than 
the conventional LSM.  
Now, we consider the complete reconstruction of the extended scatterers. There are three 
major approaches taken by researchers for inverse scattering problems of extended scatterers. 
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One approach is to simplify the non-linear model using approximations like Born 
approximation [64-73] or contrast source extended Born (CSEB) approach [74-79]. Notably, 
in the first order Born approximation, the scattering model is approximated as a linear model 
by neglecting the effect of multiple scattering. Other extended Born approximations keep a 
few higher order terms from the Born series expansion of the non-linear model [80-82]. On 
the other hand in the CSEB approach, the operator domG  (that incorporates the multiple 
scattering, defined later) and the contrast function (which is non-zero on the scatterer support) 
is modified such that the non-linearity of the model is reduced under certain circumstances. 
The second approach that is used for homogeneous scatterers in homogeneous 
background is to express the scattering model as equivalent boundary integral model. Based 
on such boundary model, the contours of the scatterers are optimized. Stochastic optimization 
algorithms like genetic algorithms and differential evolution are typically employed [3, 83-
91]. Direct search approaches like gradient based approaches have been also been used [92-
94]. Other level-set methods have also been applied as shape based reconstruction methods 
[95-107]. Level set methods provide a better flexibility for smooth multiple shape 
reconstruction without a priori information about the number of scatterers. Further, they are 
easily integrable with the volumetric as well as equivalent boundary current formulations. 
The third approach is to use the complete non-linear scattering model for reconstruction. 
Some modified gradient methods were proposed for dealing with such problems in [108-
114]. In these methods, the electric fields inside the region of interest and the polarization 
tensors are optimized iteratively using the conjugate gradient optimization scheme. The cost 
function is a combination of the residues in the scattered field equation and the internal field 
equation. Another framework called the source type integral equation (STIE) for such inverse 
scattering problem was proposed in [115-117]. In STIE, the scattering model is written using 
the induced current as the primary electrical quantity within the region of interest, instead of 
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the conventionally used internal electric field in field type integral equations. Based on this 
formulation, the induced currents on the scatterers are split into radiating and non-radiating 
portions. The radiating portion of the induced currents contributes directly to the scattered 
fields measured at the detectors, while the non-radiating currents are the currents influential 
in the near-field region and do not affect the scattered fields measured at the detectors. Due to 
this, the radiating portions can be retrieved analytically from the measured scattered fields, 
while the presence of non-radiating currents calls for some form of optimization in order to 
reconstruct the scatterers.  
One method in the framework of STIE is the contrast source inversion (CSI) [118-122]. 
This method is similar to the modified gradient methods, with a very important difference. In 
CSI, the induced currents in the region of interest are optimized instead of the internal electric 
fields as in modified gradient methods. Further, the polarization tensors are updated using 
least squares method, and not using conjugate gradient scheme. However, CSI does not 
explicitly distinguish between the radiating and non-radiating portions of the induced 
currents. Other methods that used the concept of radiating and non-radiating portions were 
presented in [123-128]. In these methods, the measurable currents (roughly analogous to the 
radiating currents) are determined using the mathematical pseudoinverse of the scattering 
operator, which makes the residue in the scattered field equation very small. The optimization 
aims at minimizing a cost function defined using the residue in the internal electric fields 
only. Based on this concept, a combination of level-set methods and multi-resolution methods 
were proposed in [103, 105, 126, 129].  
Recently, subspace-based optimization method (SOM) was proposed in [130] to solve the 
scalar inverse scattering problem of reconstructing the permittivity profiles of the scatterers in 
the transverse magnetic (TM) case. Though SOM may appear similar to CSI and [123], it 
offers a superior performance than any of these because of several salient features. First, it 
8 
 
does not split the space of induced currents into physically defined radiating and non-
radiating portions, or into mathematically defined measurable and non-measurable portions. 
It rather splits the induced currents into deterministic and ambiguous portions based on a 
regularization parameter L , such that they are roughly analogous to the radiating (or 
measurable) and non-radiating (or non-measurable) portions, but need not be defined strictly 
in physical or mathematical sense. Since the definitions of deterministic and ambiguous 
currents are not strict, the cost function contains the residues in both the scattered field 
equation and the induced currents equation (instead of the internal electric field equation). 
Such non-strict definition of the deterministic and ambiguous portions makes SOM more 
robust to noise and fast converging [91, 130-135]. Since, the induced currents inside the 
region of interest are used instead of the internal electric field, the complete cost function 
contains two individually quadratic terms, which are easier to deal with using the conjugate 
gradient based optimization approaches. The scheme of optimization can also be chosen 
flexibly. For instance, we may choose to optimize only the polarization tensors using 
Levenberg Marquardt (LM) optimization scheme (or similar schemes). Or we may choose to 
optimize both the induced currents and the polarization tensors in a manner similar to CSI 
[131]. Due to its robustness to noise and fast convergence, we use SOM for reconstructing 
the extended scatterers as well as the extended anisotropic scatterers. 
Since the non-linear optimization problems invariably suffer from the problem of local 
minima, good initial guess is a helpful way of reducing the problem of local minima and 
accelerating the convergence. In this thesis, we propose a scheme for generating an initial 
guess of the permittivity distribution of the region of interest using MLSM. This scheme is 
used in SOM for further improving the robustness of SOM and accelerating the convergence. 
As an extension of SOM, we adapt SOM for the vectorial inverse scattering problem. We 
compare SOM for the TM and TE cases in terms of the computational complexity, ill-
9 
 
posedness, and non-linearity. This adaptation is also useful in extending SOM for anisotropic 
scatterers. 
Inverse scattering problems of anisotropic scatterers: The inverse scattering problems 
of anisotropic scatterers are challenging because the nature of sources induced on anisotropic 
scatterers is categorically different from the sources induced on the isotropic scatterers 
(irrespective of whether they are small or extended). The sources induced on the anisotropic 
scatterers cannot be resolved into independent orthogonal components. The induced sources 
depend upon the permittivities along principal axes and the orientation of the principal axes, 
in addition to the direction of the incident field. Further, the inverse scattering problems of 
anisotropic scatterers have larger number of unknowns as compared to the isotropic 
scatterers, and thus they are mathematically more ill-posed. 
Due to their complicated nature, despite anisotropic materials being important 
engineering materials, there are only a few research articles that deal with the inverse 
scattering problems of anisotropic scatterers [136-139]. These works primarily present the 
closed form of the Green’s functions related to anisotropic scatterers. To the best of our 
knowledge, the reconstruction problem involving anisotropic dielectric objects is far less 
studied than the isotropic TM or TE cases.  
In this thesis, we propose a MUSIC algorithm optimized for small anisotropic scatterers 
(which can detect anisotropic, uniaxial, and isotropic scatterers). The main challenge in 
applying MUSIC for anisotropic (and uniaxial, in particular) scatterers is to find the suitable 
directions of the test dipoles such that MUSIC pseudospectrum can detect the scatterers 
correctly. We address this requirement and propose an analytical non-iterative solution to this 
problem.  
We also adapt SOM for reconstructing extended anisotropic scatterers. In this adaptation 
of SOM, we show that though anisotropic scatterers are more difficult to reconstruct, the 
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SOM procedure has the same computational complexity as the isotropic scatterers, if the 
optic axes are known a priori. Physical nature of the currents induced on the anisotropic 
scatterers is studied to determine the inherent limitation of the inverse problems of 
anisotropic scatterers. It is shown that SOM with CSI-like optimization scheme is suitable for 
reconstructing anisotropic scatterers with unknown optical axes. 
1.1 Outline 
This section serves to provide the outline of the thesis. Through the outline, the work 
presented in the thesis is also briefly outlined. In the subsequent sections of Chapter 1, the 
mathematical notations, the general framework of inverse problems, the forward scattering 
problem and the concept of singular value decomposition is introduced.  
Chapter 2 presents the inverse scattering problem of small scatterers. Section 2.1 presents 
the multistatic response matrix, which is the fundamental operator used in Chapter 2. Section 
2.2 presents and discusses various aspects of MUSIC when applied for two dimensional 
inverse scattering problem. Special attention has been given to the impact of the choice of test 
source and signal subspace on the performance of MUSIC. Section 2.3 introduces a two-step 
least squares based method for retrieving the polarization tensors of small scatterers non-
iteratively.  
Chapter 3 presents the inverse scattering problems of extended scatterers. A new 
interpretation of LSM, called the multipole based linear sampling method (MLSM) is 
presented in Section 3.1. Use of MLSM as a reconstruction method and incorporation of 
physical regularization scheme are also discussed. Subspace-based optimization method is 
discussed in Section 3.2 and Section 3.3. Section 3.2 presents a scheme for generating an 
initial guess for SOM. We use MLSM and a two-step least squares approach for generating 
an estimate of the permittivity distribution of the region of interest. In Section 3.3, we extend 
SOM for two-dimensional vectorial inverse scattering problem (TE case).  
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Inverse scattering problems of anisotropic scatterers are discussed in Chapter 4. A 
modified MUSIC method is proposed in Section 4.1, which can be used to detect isotropic, 
anisotropic, as well as particularly difficult uniaxial scatterers, analytically and non-
iteratively. Section 4.2 and Section 4.3 present SOM for extended anisotropic scatterers. 
Application of SOM for reconstructing anisotropic lossy scatterers is presented in Section 
4.2. Computational complexity of SOM for reconstructing complex anisotropic scatterers is 
studied. The nature of induced currents and their impact on the reconstruction of anisotropic 
scatterers is also studied. In section 4.3, an optimization scheme for SOM is proposed, which 
is suitable for reconstructing anisotropic and uniaxial scatterers with unknown optical axes.   
1.2 Mathematical notations 
Before beginning the analysis, we introduce the mathematical notations used in this 
thesis. All the variables and physical quantities are denoted in italics (for example, the 
number of sources sN , the m th pixel, the z  axis, wavelength  , etc.). The non-variable 
superscripts or subscripts appear in the upright font and denote the specific characteristic of 
the variables. For example, scaE  and totE  denote the scattered and total electric fields 
respectively. All the spatial vectors are denoted by an arrow above them (for example, scaE , 
dr , etc.). The spatial unit vectors are denoted as xˆ , yˆ , and zˆ . The mathematical vectors are 
denoted by a single bar above them (for example, scasE , 
ind
sI , etc.) and the matrices (operators 
and tensors) are denoted using bold upright font (for example, scatG , domG , pε ,  ,r rG , 
etc.). The superscript   denotes the Hermitian operation, the superscript T  denotes the 
matrix transpose, and the superscript †  denotes the pseudoinverse of a linear operator. Thus, 

A , TA , and †A  denote the Hermitian, transpose, and pseudoinverse of the matrix A , 
respectively. The notation A  denotes the Frobenius norm of the matrix A , while the 
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notation A  denotes the Euclidean norm of the vector A . For scalars, a  denotes the 
absolute value of the scalar variable a . The identity matrix I  shall be used in many places. 
The subscript of the notation I  shall denote the dimension of I . For example, 3I  denotes a 
three-dimensional identity matrix and MI  denotes M  dimensional identity matrix. All the 
mathematical spaces and subspaces are denoted by a tilde  above them. For example, R  
denotes the range subspace and N  denotes the noise subspace. 
1.3 Inverse problems: mathematical framework 
Let us consider an operator equation as: 
 x y K , (1.1) 
where : K X Y  is an operator from a normed space X  to a normed space Y . For 
convenience, the space X  is called the feature space and the space Y  is called the data 
(measurement) space. Thus, the mapping of a feature x X  to the data yY  is 
mathematically explained by the triplet ( , , )K X Y . 
 Given K  and x , finding y  is called the forward (direct) problem. On the other hand, 
given K  and y , finding x  is called the inverse problem. Suppose the inverse mapping from 
the space Y  to the space X  is given by an operator : R Y X . Then, for solving the inverse 
problem: 
 y x R , (1.2) 
equation (1.2) has to be well-posed. Generally, the inverse scattering problems in are ill-
posed (i.e., not well-posed) and non-linear. These two aspects of the inverse scattering 
problems are discussed below. 
Hadamard suggested that a problem is well posed if three criteria are satisfied: 
1. Existence of a solution 
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2. Uniqueness of the solution 
3. Stability of the solution 
The existence of a solution can be guaranteed in both the forward and inverse scattering 
problems by suitably choosing the feature and data spaces. For example, in the forward 
problem, we may sufficiently enlarge the data space Y  or shrink the feature space X . For 
the inverse problem, the fact that the data (measurement) is obtained using measurement, we 
are sure that there exists a feature space that contains the solution x  of the inverse problem. 
Thus, if the feature space is chosen appropriately, we can ensure the existence of the solution.  
Though most forward scattering problems do not face the uniqueness issue, the inverse 
scattering problems often face this difficulty. Both the forward problem and the inverse 
problem can have unique solutions if and only if the operator K  is injective, i.e., there is a 
one-to-one mapping between X  and Y . However, in most situations (except for the 
problems of small scatterers), the operator K  is non-injective, i.e., there is only one y  for 
every x , but the inverse is not true. Though this issue is difficult to deal with in general, 
some improvements can be made by restricting the space of X  or modifying the operator R  
using additional physics based constraints and a priori information.  
In practice, the stability of the inverse scattering problem is the most difficult issue. The 
instability of the inverse problems can be understood as the sensitivity of the solution x  to 
small changes in the data y . This property is attributed to the ill-conditioned nature of the 
operator and the topologies of the spaces X  and Y  [140]. In inverse problems, such 
sensitivity of the data occurs often due to the discretization of the data and feature spaces 
[141], which makes the equivalent numerical problem sensitive to the numerical operators 
and thus unstable. The problem is further compounded as the measurement data is never 
perfect in practice and is corrupted by noise [47]. 
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In addition to the above discussed ill-posedness issue, inverse scattering problems are 
also non-linear due to the non-linearity of the inverse operator R . The non-linearity in the 
inverse scattering problems arises mainly due to the mutual coupling or the mutual multiple 
scattering between the scatterers. Non-linear problems experience many local minima in the 
solution space and it is often difficult to find the global minimum. Typically, such problems 
are cast into optimization (cost function minimization) problems and solved using some kind 
of iterative optimization procedure. Indeed the choice of cost function, optimization scheme, 
and the initial guess play an important role. 
1.4 Two dimensional scattering model 
In this section, we introduce a generic experimental setup describing a two-dimensional 
forward and inverse scattering experiment, the physical quantities involved, and explain the 
mathematical model of scattering. 
1.4.1 Region of interest and measurement setup 
Let us consider a two-dimensional square region,  , which contains nonmagnetic 
dielectric cylinders, extending infinitely in the zˆ  direction. The background medium is the 
free space. The whole setup in invariant in the zˆ  direction. The permittivity at a point r  in 
the region   is given by the permittivity tensor: 
       1 1 2 z( ) ( ) diag ( ), ( ), ( ) ( )r r r r r r    
   ε , (1.3) 
where z ( )r  is the permittivity along the z  axis, 1( )r  and 2 ( )r  are the permittivities 
along the principal (optical) axes in the x y  plane, ( )r  is the orientation angle of the 
principal axes in the x y  plane, and    is the rotation matrix given by: 
 
cos( ) sin( ) 0












Fig. 1-1: The experimental setup.   
The entire setup is invariant along the z  axis. The sources and detectors are placed along a 
circular contour which is centered at the origin. The region of interest is discretized into pixels. 
The permittivity of the m th pixel is mε  and the optical axes for the m th pixel are characterized 
by the orientation angle 
m .  
 
The region containing the cylinders is illuminated by sN  line sources and the scattered 
electric fields are received at dN  detectors. The setup is shown in Fig. 1-1. The waves are 
time harmonic, and the time harmonic term e i t  is present implicitly and suppressed for 
simplicity. Using one transmitter at a time, a total of s dN N  vector measurements of the 
scattered electric fields can be recorded and used for reconstruction. 
1.4.2 Forward model 
For the above described setup, we present the forward model that describes the scattered 
electric field at a detector position dr  due to the scatterers in the region   and a source 
located at sr : 
 sca ind( , ) ( , ) ( , )dd s d sE r r r r I r r r

  G , (1.5) 
 ind tot( , ) ( ) ( , )s sI r r r E r r ξ , (1.6) 
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 tot inc ind( , ) ( , ) ( , ) ( , )ds s sE r r E r r r r I r r r

     G , (1.7) 
where: 
sca ( , )d sE r r : the scattered electric field, 
tot ( , )sE r r : the total electric field incident at the location r  , 
inc ( , )sE r r : the incident electric field at r   due to the source only, 
ind ( , )sI r r : the electric current induced at r  , 
( , )r rG : the dyadic Green’s function, and 
( )rξ : the polarization tensor at r  . The polarization tensor should not be confused 
with the electric polarization of the wave (like linear or circular polarization). The 
polarization tensor maps the electric field incident at a location r  to the electric current 
induced at that location, as shown in (1.6). In the scalar case, it simply refers to the scattering 
strength at the location r . However, for consistency, we shall refer to it as the polarization 
tensor, irrespective of the scalar or tensor form. Whether it is scalar or vector can be easily 
inferred from the context. The polarization tensor ( )rξ  is given in terms of the relative 
permittivity ( )rε  as follows (for two-dimensional case only): 
    1 1 0 2 0 z 00
1 0 2 0 0
( ) ( ) ( )
( ) 2 ( ) diag , , ( )
( ) ( ) 2
r r r
r i r r
r r
     
  
    

    
          
ξ . (1.8) 
 
We have used the source type integral equation (STIE) [115, 142] as the scattering model 
in (1.5)‒(1.7). Equation (1.5) relates the currents induced in the region   to the scattered 
electric fields at the detectors (outside  ). Equation (1.6) shows the relationship between the 
total electric field incident at a point r   and the current induced at that point. Finally, 
(1.7) gives the expression for the total electric field incident at the point r  . It has 
contributions from two terms. The first term is the electric field incident due to the source 
17 
 
alone. The second term in (1.7) includes the effect of multiple scattering within the region  . 




( , ) g( , )r r r r
k
 
    
 
G I , (1.9) 
where k  is the wave number of the wave in the background medium, g( , )r r  is the scalar 
Green’s function. For free space background medium, (1)0 0g( , ) H ( )
4
r r k r r

    , where 
(1)
0H ( )x  represents the Hankel function of the first kind and zero order. As commonly used, 
0  and 0  are the free space permeability and permittivity respectively.  
In the forward problem, the distribution of ( )rξ  is known, and the scattered fields at the 
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In the inverse problem, the scattered fields at the detectors are measured, which are used 
to compute the polarization tensor distribution ( )rξ  of the region  .  
1.4.3 Discretization: coupled dipole model 
In practice, while solving the inverse problem, the region   is discretized into small 
pixels (see Fig. 1-1), such that the polarization tensor and the electric fields can be assumed 
piece-wise constant on each pixel. Then, the discretized versions of equations (1.5)-(1.7) and 
(1.10) can be written as: 
 sca ind
1
( , ) ( , ) ( , )
M
d s d m m s
m
E r r r r I r r

 G , (1.11) 
 ind tot( , ) ( ) ( , )m s m m sI r r r E r r ξ , (1.12) 
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 tot inc ind( , ) ( , ) ( , ) ( , )m s m s m j j s
j m
E r r E r r r r I r r





( , ) g( , ) ( , )
M
d s d m m s
m
H r r r r I r r
i 
   , (1.14) 
where M  is the total number of pixels in the region   and mr  represents the position of the 
pixel. Further, ind ( , )m sI r r  and ( )mrξ now represent the total induced current and the total 
polarization tensor of the m th pixel. Specifically the polarization tensor ( )mrξ  is written as 
follows: 
    1 1 0 2 0 00
1 0 2 0 0
( ) ( ) ( )
( ) 2 diag , ,
( ) ( ) 2
m m z m





     
  
    

    
          
ξ ,  (1.15) 
where ma  denotes the area of the m th pixel. The above model is called the coupled dipole 
model (CDM) [142]. 
1.4.3.1 Matrix notation representing the measurement setup 
The scattering formulation can be represented using matrix notations for all the 
measurements corresponding to one incidence (with source location at sr ) as: 
 sca sca inds sE I G , (1.16) 
  ind inc dom inds s sI E I   Ψ G , (1.17) 
where scasE  is a 3 dN  dimensional vector containing the  
sca ,d sE r r  vectors for 1 to dd N , 
ind
sI  is a 3M  dimensional vector containing the  
ind ,m sI r r  vectors for 1 to m M , and 
inc
sE  
is a 3M  dimensional vector containing the  inc ,m sE r r  vectors for 1 to m M .  
The matrix scaG  is of dimension (3 3 )dN M  containing dN M  dyads where the ( , )d m th 
dyad is  ,d mr rG . The matrix 
dom
G  is of dimension (3 3 )M M  containing 2M  dyads where 
the ( , )m j th dyad is  ,m jr rG . The diagonal dyads of domG  are zero dyads. The matrix Ψ  is 
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of dimension (3 3 )M M  containing only M  diagonal dyads, where the m th diagonal dyad 
is ( )mrξ .  
The equations (1.16) and (1.17) are referred to as the field and state equations 
respectively.    
1.4.4 Important operators 
In the context of equations (1.16) and (1.17), we identify three operators that are of 
important consequence in the inverse scattering problems.  
1.4.4.1 Multistatic response matrix 
Multistatic response matrix K  is the operator that maps the currents at the sources to the 
observed electric fields at the detectors. Though the operator K  is a linear operator mapping 
the source currents to the scattered fields, the information of the scatterers in Ψ  is 
incorporated in a non-linear fashion within the operator K . This operator will be discussed 
further in Chapter 2 and Section 4.1 for reconstructing small isotropic and anisotropic 
scatterers. 
1.4.4.2 Operator mapping the induced currents inside the region   to the scattered field 
outside   
The matrix scaG  is another important linear operator that maps the currents induced at 
various locations in the region of interest to the scattered fields outside the region, see (1.16). 
The induced currents are non-zero only at the locations where scatterers are present. Thus, in 
reality, the scattered electric fields scaE  are a linear combination of only selected columns of 
sca
G  which correspond to the scatterer support. This key point of scaG  is used in all the 
methods presented in this thesis.  
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1.4.4.3 Operator mapping the induced currents inside the region   to the scattered field 
within   
The matrix domG  maps the currents induced at various locations in the region of interest 
to the scattered fields within the region, see (1.17). The presence of matrix domG  in (1.17) 
incorporates the multiple scattering effect among the scatterers. Further, the presence of 
matrix domG  in (1.17)  makes the inverse scattering problem non-linear. In the Born 
approximation, this matrix is neglected and the operator K  becomes linearly dependent on 
Ψ .  
1.4.5 Transverse magnetic and transverse electric cases 
Due to the invariance of the whole setup in the zˆ  direction, the two dimensional 
electromagnetic scattering problem can be split into two independent problems, viz., the 
transverse magnetic (TM) and the transverse electric (TE) problems. In the transverse 
magnetic case, the electric field is in along the longitudinal direction ( zˆ ) only and the 
magnetic field is in the transverse plane ( x y  plane) only. On the other hand, in the 
transverse electric case, the electric field is in the transverse plane and the magnetic field is 
along the longitudinal direction. We introduce each of these cases briefly. 
In the TM case, the electric fields have only the longitudinal components. Since we are 
considering non-magnetic materials, the permittivity along the longitudinal direction is the 
only contributing factor in scattering. Correspondingly, the induced currents and the scattered 
electric fields are also along the longitudinal direction only. Hence, the complete setup can be 
simplified by considering only the longitudinal components of all the electrical quantities and 
the simplified form involves only scalars (values of the quantities along the longitudinal 
direction). Thus, the TM setup is analogous to the homogeneous acoustic scattering problem. 






( , ) g( , ) ( , )
M
d s d m m s
m
E r r r r I r r

 , (1.18) 
 ind totz z z( , ) ( ) ( , )m s m m sI r r r E r r , (1.19) 
 tot inc ind
z z z( , ) ( , ) g( , ) ( , )m s m s m j j s
j m
E r r E r r r r I r r

  , (1.20) 
where the subscript z  indicates that the component along zˆ  is used and the electric 
polarization tensor is given as: 
  z 0( ) ( )m m z mr i a r      . (1.21) 
The components of the vectors and matrices introduced in Sections 1.4.3 and 1.4.4 for the 
TM case are listed in Table 1-1. 
In the TE case, the electric fields are in the x y  plane. For non-magnetic scatterers, the 
permittivity in the x y  plane contributes to the scattering. Thus, the induced electric 
currents are also in the x y  plane. The longitudinal components of electric fields, induced 
electric currents, and permittivity are immaterial. Thus, in equations (1.11) ‒ (1.13), though 
all the quantities are vectors or dyads, only xˆ  and yˆ  components are used in the TE case. We 
pay special attention to (1.14), which can be simplified for the TE case as: 
 sca indz
1
ˆ( , ) g( , ) ( , )
M
d s d m m s
m
H r r z r r I r r

   . (1.22) 
This longitudinal magnetic field is useful for defining the multistatic matrix for the TE 
case (discussed further in Section 2.1.2). For the TE case, the polarization tensor is as 
follows: 
    1 1 0 2 00
1 0 2 0
( ) ( )
( ) 2 diag , ,
( ) ( )
m m





   
  
   

   
          
ξ . (1.23) 
The components of the vectors and matrices introduced in Sections 1.4.3 and 1.4.4 for the 
TE case are listed in Table 1-1.  
It is interesting to note that for dielectric scatterers, the TM and TE cases are significantly 
different from each other. A few important differences are listed here: 
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1. As evident above, the TM problem is a scalar problem, while the TE case is a 
vector problem. In the TE case, though we may consider the zˆ  directed magnetic 
fields as a scalar quantity, (1.22) still deals with the vectorial induced currents. 
Due to the vectorial nature of the problem, the computational complexity of the 
TE inverse problem is significantly larger than the TM case. 
2. Comparing (1.21) and (1.23), it is evident that for isotropic scatterers, the strength 
of polarization tensor may be significantly different in the TM and TE cases. 
Specifically, while the strength of the polarization tensor at a point varies linearly 
with the relative permittivity in the TM case (see Fig. 1-2(a)), the strength of the 
polarization tensor varies non-linearly with the relative permittivity in the TE case 
(see Fig. 1-2(b)). Thus, in terms of the relative permittivity, the TE case is more 
non-linear than the TM case. 
3. For non-isotropic scatterers, the number of unknowns in the TE 
( 1( )mr , 2 ( )mr , ( )mr ) case is three times the number of unknowns in the TM case 
( z ( )mr ). Thus the TE inverse problem is more ill-posed and expectedly more 
difficult to solve. 
 
  
(a) TM case                                                        (b) TE case 
Fig. 1-2: Variation of the polarization tensor of a pixel of size 200  with the relative 




4. The nature of the electric sources induced on the scatterers is also different in the 
TM and TE cases. In the TM case, the primary induced source at a local point (or 
a pixel) on the scatterer is a monopole current source, which radiates isotropically 
in all the directions. On the other hand, two orthogonal dipole sources are induced 
at a local point on the scatterer (if it is non-uniaxial) in the TE cases. These 
induced dipoles radiate in a non-isotropic manner. This induction of directed 
dipoles in the TE case is useful for imaging the non-isotropic scatterers, which 








Vector Physical significance, components and dimensions 
1 sca
sE  Contains the scattered fields measured at the detectors due to the 
source located at sr . 
TM case: Dimensions 1dN   
T
sca sca sca
z 1 z 2 z( , ) ( , ) ( , )ds s N sE r r E r r E r r
 
                 
TE case: Dimensions: 2 1dN   
T
sca sca sca sca sca sca
x 1 y 1 x 2 y 2 x y( , ) ( , ) ( , ) ( , ) ( , ) ( , )d ds s s s N s N sE r r E r r E r r E r r E r r E r r
 
   
2 incI  Contains the strengths of the currents at the source locations. In the 
TM case, it contains the strengths of the electric line sources. In the TE 
case, it contains the strengths of the magnetic line sources incz ( )sK r . 
TM case: Dimensions 1sN   
T
inc inc inc
z 1 z 2 z( ) ( ) ( )sNI r I r I r
 
   
TE case: Dimensions: 1sN   
T
inc inc inc
z 1 z 2 z( ) ( ) ( )sNK r K r K r
 
   
3 ind
sI  Contains the electric currents induced at the pixels (or small scatterers) 
due to the source located at sr . 
TM case: Dimensions 1M   
T
ind ind ind
z 1 z 2 z( , ) ( , ) ( , )s s M sI r r I r r I r r                  
TE case: Dimensions: 2 1M   
T
ind ind ind ind ind ind
x 1 y 1 x 2 y 2 x y( , ) ( , ) ( , ) ( , ) ( , ) ( , )s s s s M s M sI r r I r r I r r I r r I r r I r r    
4 inc
sE  Contains the electric fields incident due to the source located at sr  at 
the pixels (or small scatterers). 
TM case: Dimensions 1M   
T
inc inc inc
z 1 z 2 z( , ) ( , ) ( , )s s M sE r r E r r E r r                  
TE case: Dimensions: 2 1M   
T
inc inc inc inc inc inc











Matrix Physical significance, components and dimensions 
1 scaG  Maps the currents induced on the pixels (or small scatterers) to the 
scattered fields measured at the detectors. 
TM case: Dimensions dN M  
The ( , )d m th element is  g ,d mr r .              
TE case: Dimensions: 2 2dN M  
Contains dN M  dyads. The ( , )d m th dyad is  ,d mr rG . 
2 Ψ  Diagonal matrix, containing the polarization tensors of the pixels (or 
small scatterers). 
TM case: Dimensions M M  
The m th diagonal element is ( )z mr .              
TE case: Dimensions: 2 2M M  
Contains M  diagonal dyads. The m th diagonal dyad is ( )mrξ . 
3 domG  Maps the currents induced on the pixels (or small scatterers) to the 
scattered fields at other pixels. Incorporates the effect of multiple 
scattering. 
TM case: Dimensions M M  
The ( , )m j th element is  g ,m jr r . The diagonal elements are zero.             
TE case: Dimensions: 2 2M M  
Contains 2M  dyads. The ( , )m j th dyad is  ,m jr rG . The diagonal 
dyads are zero dyads. 
4 K  Maps the currents at the source locations to the scattered fields 
measured at the detectors. In the TE case, K  maps the magnetic line 
sources at the source locations to the magnetic fields at the detectors. 
TM case: Dimensions d sN N  
Expression given by (2.3) 
TE case: Dimensions: d sN N  
Expression given by (2.6) 
5 incG  Maps the currents at the source locations to electric fields incident 
(due to the sources only) on the pixels (or small scatterers). 
TM case: Dimensions sM N  
The ( , )m s th element is  g ,m sr r .              
TE case: Dimensions: 2 sM N  










   
   
26 
 
Table 1-1: List of mathematical vectors and matrices (continued) 
 
6 scaX  Defined for the TE case only and used for MUSIC in Chapter 2 and 
Chapter 4. Maps the electric currents induced on the small scatterers to 
the magnetic fields measured at the detectors. 
Dimensions: 2dN M  
Contains dN M  row vectors. The ( , )m s th row vector is given by 
0







 Superscript T denotes the matrix transpose operation 
 The subscripts x , y , and z  denote the vector components along the xˆ , yˆ , 
and zˆ  directions, respectively. 
 The dyad  ,r rG  in this table contains only first two rows and columns of 
the dyadic Green’s function given in (1.9). thus, it contains the terms 
corresponding to the x y  plane only. Similarly, ( )mrξ in this table contains 
the terms corresponding to the x y  plane only. 
  
1.4.6 Comparison with three dimensional inverse scattering problems 
Since this thesis deals with only two dimensional inverse scattering problems, it is 
interesting to compare the two dimensional problem with the three dimensional problem and 
judge the applicability of the methods presented in this thesis to the three-dimensional 
counterparts. The following are important points of comparison: 
1. In the two-dimensional inverse scattering problems, the system is invariant the zˆ  
direction. Thus, the 2-dimensional problems can be split into two simpler 
independent cases, viz., the TM and TE cases. Such simplification is not possible 
for the 3-dimensional problem. 
2. For a true 2-dimensional problem, the sources should also be infinitely extending 
in the zˆ  direction, which is practically impossible. However, sufficiently long 
sources (with respect to the illuminating wavelength) can still be used as an 
approximation of the required sources. In this context, three-dimensional 
problems are more practical and realistic. 
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3. In the electromagnetic illumination of small two-dimensional scatterers, 
prominent line sources are induced in the longitudinal direction (TM case), while 
prominent dipole sources are induced in the transverse plane (TE case). On the 
other hand, dipole sources are the only primary sources induced at a local point 
on the scatterer in the 3-dimensional case.  
4. The strength of the polarization tensor in the 3-dimenional case is a non linear 
function of the relative permittivity, similar to the TE case. However, as 
compared to the TE case, where all vectorial quantities are two dimensional, the 
3-dimensional case involves 3-dimensional vectors. Further, the number of 
unknowns is significantly larger in the three-dimensional case. Thus, the 3-
dimensional case is numerically very demanding and mathematically more ill-
posed than the 2-dimensional case. 
Despite the above differences, all the methods presented in this thesis for the TE case 
(vectorial two dimensional inverse scattering problems) are directly applicable to the three-
dimensional problems. The only restrictive factor in the three-dimensional problems is the 
comparatively very large number of unknowns and the increase in the computational 
complexity of the solution approaches. Designing computationally efficient methods for the 
mathematical operations (like the use of conjugate gradient fast Fourier transform, Fourier 
bases, etc. [133]) and exploiting the advancement in the computational technology should 
provide real-time solutions for the three-dimensional problems as well. 
1.5 Singular value decomposition 
We introduce a few concepts of linear algebra that are the foundation blocks of the 
methods presented in this thesis [143-144]. Let us consider a linear operator: 
 : n mx y  K . (1.24) 
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The operator K  transforms an n dimensional vector x  to an mdimensional vector 
y . The subspace D  of n   on which the linear operator K  is defined is called the domain of 
the operator. The range space is defined as follows: 
  ;m nx x   R K . (1.25) 
Singular value decomposition (SVD) of linear operators is an important tool for studying 
the properties of linear operators. It represents a linear operator in terms of two different sets 
of orthonormal bases, one representing the domain and the other representing the range of the 
linear operator. Mathematically, the linear operator K  is decomposed as follows: 
   K U S V , (1.26) 
where the vectors mu  in the matrix U  form the bases for the space 
m  containing the range 
space R , the vectors nv  in matrix V  span the space 
n , containing the domain D , and the 
matrix S  is a diagonal matrix containing the singular values , 1 to min( , )l l m n   of the 
linear operator K . The singular values are real numbers and arranged in the non-increasing 
order of their magnitudes. The singular value decomposition satisfies the following 
conditions: 
 l l lv u K , (1.27) 
 l l lu v
  K . (1.28) 
For a rank deficient linear operator, some of the singular values are zero. The vectors lu  
corresponding to zero singular values form a noise space N , which is the orthogonal 
complement of the range R . We note that the concept of the noise space is a mathematical 
concept and is not related to the presence or absence of noise in the actual physical system. It 
is a subspace spanned by the singular vectors corresponding to the null singular values. 
However, the presence of noise may affect the singular values and vectors, and in such 
situation, the singular values are never zero. In such case, the trailing singular values can still 
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be roughly considered as defining the noise space. Since the noisy scenario makes it difficult 
to identify the range space and noise space correctly, instead of using the mathematically 
well-defined range space R , we use the term signal subspace S . The orthogonal complement 
of the signal subspace is still referred to as the noise subspace N . It is also notable that 
throughout the subsequent chapters, we will often try to define and understand the signal 




CHAPTER 2: INVERSE SCATTERING PROBLEMS OF SMALL 
SCATTERERS 
2  
This chapter deals with the reconstruction of small two-dimensional electromagnetic 
scatterers. A scatterer is considered small if 1rkd  , where k  is the wave number of the 
wave in background medium, d  is the radius of the smallest circle that encloses the scatterer 
completely, and r  is the relative permittivity of the scatterer. The methods presented in this 
chapter can be useful in plethora of practical problems. Underground wire-lines like 
telephone lines, power lines, cables, etc. have different geometrical and material parameters 
(suitable for their corresponding applications), and consequently have different scattering 
strengths. The technique presented in this chapter can be used to locate and classify these 
underground wire-lines non-invasively. This application can be extended to optical fibers as 
well. Another application of the work presented in this chapter can be in the non-destructive 
evaluation of the cylindrical nanostructures (for example, nanowires) bored in a bulk 
nanomaterial using laser/mechanical/chemical drill methods. 
This chapter is divided into three sections. The first section introduces the multistatic 
response matrix, which is the main operator used in this chapter. The second section deals 
with the problem of locating the scatterers. The method of multiple signal classification 
(MUSIC) is used for this purpose. The last section deals with the reconstruction of 
permittivities of the scatterers. This is done using a two step least squares method for 
retrieving Ψ . 
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2.1 Multistatic response matrix 
Multistatic response matrix K  is the operator that maps the primary currents at the 
source antennas to the observed fields at the detectors. In this subsection, we derive the 
expressions for the multistatic matrix in the TM and TE cases. 
2.1.1 Multistatic response matrix for the TM case 
In the TM case, the electric field is along the longitudinal direction ( zˆ ) and is sufficient 
to describe the TM case. To derive the expression of the multistatic matrix, we use the 
following: 
 inc incz z( , ) g( , ) ( )m s m s sE r r r r I r , (2.1) 
where incz ( )sI r  is the amplitude of a primary source at the source location sr . Combining 
equations (1.16), (1.17) and (2.1), we can write the scattered fields at the detectors due to all 
the sources as: 
  
1
sca sca dom inc inc
ME I

      G I Ψ G Ψ G , (2.2) 
where the matrix incG  is of dimension ( )sM N  and its ( , )m s th element is g( , )m sr r , MI  is a 
unity matrix of size M , and incI  is a sN  dimensional vector containing 
inc
z ( )sI r  for 






     K G I Ψ G Ψ G . (2.3) 
2.1.2 Multistatic response matrix for the TE case 
In the TE case, the scattered magnetic field along the longitudinal direction ( zˆ ) is 
sufficient to describe the TE case. To find the expression of the multistatic matrix, we use 
(1.14) and the following: 
  inc incz
0
1
( , ) g( , ) ( )m s m s sE r r r r K r
i




z ( )sK r  now represents the zˆ  directed magnetic line source at the source location sr . 
Thus the mapping between the scattered magnetic fields at the detectors and the source 
currents is described as follows: 
  
1
sca sca dom inc inc
2MH I

      X I Ψ G Ψ G , (2.5) 
where,  
inc
G : a matrix of dimension (2 )sM N  containing sMN  column vectors where the ( , )m s th 
column vector is 
T
0






incI : a sN  dimensional vector containing the 
inc
z ( )sK r  for 1 to ss N  (the notation 
incI  is 
retained so that the analogy between the TM and TE cases is simpler),  
sca
X : a matrix of dimension 2dN M  containing dN M row vectors, where the ( , )d m th row 
vector is 
0












     K X I Ψ G Ψ G . (2.6) 
2.2 Locating small scatterers using multiple signal classification 
The multiple signal classification method was originally used in the radar signal 
processing community for finding the direction of arrival of the airplanes. It has emerged as a 
powerful algorithm to locate small homogeneous acoustic scatterers [6-7]. The application of 
MUSIC in locating two-dimensional electromagnetic scatterers was presented in [9-10].  
Our work in MUSIC not only extends the applicability of MUSIC to the electromagnetic 
inverse scattering problems, it also provides important physical insight into the applicability 
of MUSIC for the electromagnetic inverse scattering problems. We explain MUSIC using the 
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physical principles of the scattering phenomenon. We also present specific guidelines 
regarding the choice of the signal subspace and the test source employed in MUSIC.  
2.2.1 MUSIC for the TM case 
We assume that there are P  small cylinders present in the region of interest, where the 
number of cylinders is less than the number of detectors, i.e., dP N . They are located at pr , 
1 to p P . Due to the incident electromagnetic fields, infinite number of multipoles are 
induced on each cylinder. However, under the TM incidence, the electric line source is the 
most prominent multipole induced at the location of a small cylinder and other induced 
multipole sources are much feeble, as shown in [33]. This fact is illustrated in Fig. 2-1.  
 
 
Fig. 2-1: Nature of the multipoles induced in a small cylinder in the TM case. 
The normalized strengths of the multipoles nS  induced on cylinders of radius / 50  with 
various relative permittivities in the TM case [33]. It is evident that 0n  , corresponding to the 




Accordingly, the cylinders can be characterized by their electric polarization tensors z, p : 
  z, z, 0p p pi a      , (2.7) 
where pa  is the area of the p th cylinder and z, p  is its permittivity along the zˆ  direction. 
Thus, the electric field scattered by the P  cylinders is given by the monopole radiation from 
all the cylinders. Mathematically,  
 sca indz z
1
( , ) g( , ) ( , )
P
d s d p p s
p
E r r r r I r r

 . (2.8) 
Thus, the scattered field vectors scasE  lie in a space spanned by the vectors ( )pG r , 
1 to p P , where the vector ( )G r   contains the elements g( , )dr r , 1 to dd N . In other 
words, the range 0S  of the multistatic response matrix K  is spanned by ( )pG r , 1 to p P : 
  0 span ( ); 1 to pG r p P S . (2.9) 
From the singular value decomposition (SVD) analysis, the signal subspace S  and the 
noise subspace N  can be defined as follows: 
  span ; 0l lu  S , (2.10) 
  span ; 0l lu  N . (2.11) 
It is evident that the noise subspace N  is orthogonal to the range 0S  of K  (determined 
using the nature of induced sources). In other words: 
 ( ) 0 if 0l p lu G r 
    . (2.12) 
Using this, we define the following pseudospectrum which generates peaks at the 





( ) ( )
l




   . (2.13) 
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It is said that this pseudospectrum uses the zˆ  directed monopole as the test source since 
the radiation term from a monopole ( )G r  is used for testing the orthogonality with the noise 
subspace.  
Due to the numerical errors in simulation and the noise in physical measurements, the 
singular values can never be zero, but may be very feeble. Thus, the noise subspace 
comprises of the singular vectors corresponding to the trailing negligibly small singular 





( ) ( )
l




   , (2.14) 
In the TM case, this pseudospectrum uses the xˆ  directed magnetic dipole as the test 
source. Since, the magnetic dipoles are non-fundamental multipole induced on the scatterers, 
we do not expect x ( )r  to be able to detect the scatterers. 
2.2.1.1 Localization using z ( )r and the choice of signal subspace 
As an example, we consider a region that contains one circular cylinder placed at 
(0,0.2) . The cylinder has permittivity 010   and radius 50R  , where   is the 
wavelength. The region of interest is a square region of size 2 , centered at the origin. It is 
investigated using 20 antennas arranged along a circle of radius 10 . The measurement setup 
is as shown in Fig. 1-1. The antenna function as sources as well as detectors. The singular 
values of the multistatic response matrix are plotted in Fig. 2-2(a). It is evident that one 
singular value is most prominent and others are relatively small.  
First, let us use only the first singular vector to form the signal subspace. MUSIC is 
applied by computing z ( )r  at various points in the region. The result is shown in Fig. 
2-2(b) and it can be seen that the cylinder is located correctly. On the other hand, if we use 
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the pseudospectrum that employs an xˆ  directed magnetic dipole as the test source, x ( )r , 
(defined in (2.14)), we cannot locate the cylinder (shown in Fig. 2-2(c)). 
However, if we define the signal subspace using the first three singular vectors (as shown 
in Fig. 2-2(d), we can detect the cylinder using x ( )r  as well (shown in Fig. 2-2(e)). This is 
explained as follows. In the case of this cylinder, the dipoles are the second most prominent 
multipoles (see [33]). When we include two more singular vectors in the signal subspace, as 
done above, we are including the radiation from two more (next most prominent) independent 
multipoles in the signal subspace. Thus, the radiation from the induced dipole terms is no 
longer in the noise subspace, and is orthogonal to it. 
2.2.1.2 Effect of noise on imaging 
Now, we consider the effect of the measurement noise on the image obtained using 
MUSIC. The measured scatterers fields are corrupted by additive white Gaussian noise κ , 
such that signal to noise ratio is SNR  K κ  or    10SNR dB 20log K κ .  
First, let us consider a SNR of 60 dB. The singular values are shown in Fig. 2-3(a1). It 
can be easily identified that the first three singular values correspond to the signal subspace. 
All the other singular values are corrupted by noise. Since the first three singular vectors are 
included in the signal subspace, both z ( )r  and x ( )r  can detect the cylinder, as shown in 
Fig. 2-3(a2) and Fig. 2-3(a3) respectively. Even though x ( )r  can detect the cylinder, the 
detection is significantly blurred as compared to z ( )r . 
Now, if we consider the SNR of 40 dB, the singular values (shown in Fig. 2-3(b1) 
indicate that the signal subspace is now spanned by only one singular vector, corresponding 
to the most significant contributor. Thus, z ( )r  can still detect the cylinder (in Fig. 2-3(b2)) 





(a) Singular values of the multistatic response matrix. Here, only first singular vector is chosen as 
belonging to the signal subspace. 
 
(b) Pseudospectrum z ( )r  with signal subspace as 




 (c) Pseudospectrum x ( )r  with signal 
subspace as chosen in (a) cannot detect the 
cylinder. 
 
(d) Now, the first three singular vectors are chosen as 
the signal subspace. 
 
(e) Using the signal subspace as chosen in 
(d), x ( )r  can detect the cylinder. 
Fig. 2-2: Selection of the signal subspace and detection of a cylinder using pseudospectrums 
z ( )r  and x ( )r  in the noise-free scenario.  
The impact of choice of signal subspace is demonstrated. Since dipole is not the dominant 
induced source, x ( )r  cannot detect the cylinder in (d) when only one singular vector is used to 
form the signal subspace. However, x ( )r  can also detect the cylinder if the signal subspace 
includes three singular vectors (as shown in (d), (e) above). 
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Fig. 2-3: Selection of the signal subspace and detection of a cylinder using pseudospectrums 
z ( )r  and x ( )r  in the noisy scenario.  
It is evident that while z ( )r  is still able to detect the cylinder very well, x ( )r  generates a 
blur detection for the cylinder in 60 dB SNR and completely fails at 40 dB SNR. Thus, z ( )r  is 





2.2.1.3 Multiple cylinders 
We first study the resolution of MUSIC in the TM case. Consider that the region of 
interest contains two circular cylinders
1
. Each cylinder has permittivity 
010   and radius 
0.02R  . The centers of the cylinders, 1O  and 2O  are along the x axis and are at equal 
distance from the origin O . The computation of the scattered field is done using the CDM 
model, where the analytical expression of the polarization tensors for small cylinders is 
employed. The cylinders are initially placed touching each other, the distance between the 
centers being 0.04 . We apply MUSIC for locating them in the noise-free scenario. MUSIC 
can resolve the cylinders as shown in Fig. 2-5(b). The plot of singular values in Fig. 2-5(a) 
also shows that there are two prominent singular values, indicating two independent induced 
sources in the region of interest. 
For the noisy scenario, we define the resolution as the minimum distance between the 
scatterers such that: 
       z z 1 z 20.5min ,O O O    . (2.15) 
                                                 
1 An interesting study of the behavior of the multistatic response matrix and its components in the presence of two small scatterers is 
presented in [145] S. Gdoura, D. Lesselier, P. Chaumet, C., and G. Perrusson, "Imaging of a small dielectric sphere buried in a half space," 




Fig. 2-4: A hypothetical example to demonstrate the definition of resolution. Since (2.15) is 
satisfied, it is considered that the scatterers are resolved.  
 
A hypothetical example is shown in Fig. 2-4. We consider the values of MUSIC 
pseudospectrum along the x axis, since 1O , 2O , and the origin O , all are along the x axis. 
For the noisy data, we find the minimum distance such that (2.15) is satisfied. The resolutions 
for various noise levels are plotted in Fig. 2-5(c). An example pseudospectrum along the 
x axis showing the resolution in the presence of SNR 5 dB is shown in Fig. 2-5(d).  
 
 
(a) Plot of singular values when the distance between 
the scatterers is 0.04 (noise-free scenario). It is clearly 
evident that two singular values (corresponding to two 
independent sources) are prominent. 
 
(b) Pseudospectrum z ( )r  can resolve the 





(c) The resolution becomes poorer with the increase in 
noise (decrease in SNR) 
 
 
(d) Pseudospectrum z ( )r  can resolve the 
cylinders that are 0.372   apart in 5dB SNR. 
 
Fig. 2-5: Resolution of MUSIC in the TM case.  
Two cylinders, each with permittivity 010   and radius 0.02R   are placed along the x axis 
for studying the resolution. 
 
 
Next we consider an example where three different cylinders, C1-C3 are placed in the 
square region of interest of size 2 . The properties of the cylinders are tabulated in Table 
2-1. 
Table 2-1: Properties and locations of the cylinders in the region of interest (for Fig. 2-6, Fig. 2-11, and 
Fig. 2-16). 
Cylinder Relative permittivity Radius Location of the center 
C1 4 0.02  ( 0.25, 0.1)   
C2 3 0.02  (0.25, 0.15)  
C3 2 0.03  (0.1,0.25)  
 
The result of MUSIC in the presence of 20 dB SNR is shown in Fig. 2-6. Evidently, three 
singular values are prominent, indicating the presence of three independent sources in the 




(a) Plot of singular values shows that there are 
three prominent singular values, indicating three 
independent induced sources. 
 
 




Fig. 2-6: Example of imaging of multiple cylinders (in Table 2-1) using MUSIC in the presence of 
20 dB SNR. 
 
2.2.2 MUSIC for the TE case 
In the TE case, among the infinite number of multipoles induced at each cylinder, the 
most significant induced sources are the electric dipoles in the x y  plane [33]. Other 
multipoles, such as the line source and the quadrupole sources, are also induced, though very 
feeble in comparison with the induced dipole sources. See Fig. 2-7. 
 
Fig. 2-7: Nature of the multipoles induced in a small cylinder in the TE case. 
The normalized strengths of the multipoles induced on cylinders of radius / 50  with various 
relative permittivities in the TE case. It is evident that 1n   , corresponding to the dipoles are 




Thus, in the TE case, the scattered magnetic fields lie in the subspace spanned by the 
radiation functions of the dipoles induced at the scatterers. Specifically, using (2.5), the range 
of the multistatic matrix is given by: 
  0 x yspan ( ), ( ); 1 to p pX r X r p P S , (2.16) 
where x ( )X r  is a vector containing the elements 
0





 and denotes the 
radiation from an xˆ  directed electric dipole at the location r . Similarly, y ( )X r  contains the 
elements 
0





 and denotes the radiation from the yˆ  directed electric dipole at 
the location r . Then, using the fact that the noise subspace N  (defined in (2.11)) is 






( ) ( )
l









( ) ( )
l




   , (2.18) 
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    . (2.19) 
The pseudospectrum x ( )r  generates the peaks at the points in the region where xˆ  
directed electric dipoles are induced, y ( )r  generates the peaks at the points in the region 
where yˆ  directed electric dipoles are induced, and ( )r  generates the peaks at the points in 
the region where electric dipoles are induced in the x y  plane at an angle   with respect to 
the x axis. We make a note here that though the expression of x ( )r  is the same in (2.14) 
and (2.17), the physical meaning of the expression is different in the TM and TE cases. The 
test source is a magnetic dipole in the TM case, i.e. (2.14), while the test source is an electric 
dipole in the TE case, i.e. (2.17). The magnetic dipole is not the prominent induced multipole 
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in the TM case, while the electric dipole is among the most prominent multipole induced on 
the scatterer in the TE case. 
2.2.2.1 Isotropic circular cylinders 
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    
     
ξ . (2.20) 
When the scatterers are isotropic circular cylinders, each incident wave induces a dipole 
in the same direction as the incident wave. Each such dipole can be split into two independent 
components along the x axis and y axis. Thus, any of the pseudospectrums in (2.17) - 
(2.19) should be able to detect such scatterer. 
Let us consider the same cylinder as in Section 2.2.1.1. The experimental set up is also 
similar, except that now instead of electric line sources, we have magnetic line sources. The 
singular values of the multistatic matrix are shown in Fig. 2-8(a). It can be seen that first two 
singular values are equally prominent. These correspond to the two most prominent 
independent sources – the dipoles in the x y  plane. If we choose the signal subspace using 
the first two singular vectors, we notice that z ( )r  cannot detect the cylinder (in Fig. 
2-8(b)), while x ( )r  and y ( )r  can detect the cylinder (as shown in Fig. 2-8(c,d) 
respectively). However, if we choose the signal subspace using the first three singular vectors 
(shown in Fig. 2-8(e)), we can detect the cylinder using z ( )r  as well, as shown in Fig. 
2-8(f). 
Now, we consider the effect of noise on the MUSIC imaging. In the presence of 50 dB 
SNR, the plot of singular values in Fig. 2-9(a1) shows three prominent singular values. Thus, 
any of the pseudospectrums in (2.17) - (2.19) as well as z ( )r  is able to detect the cylinder. 




z ( )r  generates an image of significantly poorer quality than x ( )r . This is 
because the contribution of the monopole radiation is close to the noise level, and it is likely 
to be more corrupted by noise than the contribution from the dipole. 
If we consider a noisier case, say 30 dB  SNR, the contribution of the monopole is 
indistinguishable from the noise. Thus, in Fig. 2-9(b1), only two prominent singular values 
can be noticed. While x ( )r  can still detect the cylinder in Fig. 2-9(b2), z ( )r  cannot 






(a) Plot of singular values. First two singular vectors 




(b) As expected, pseudospectrum z ( )r  cannot 
detect the cylinder when the signal subspace is 
chosen as in (a). 
 
(c) As expected, pseudospectrum x ( )r  can detect 
the cylinder when the signal subspace is chosen as in 
(a). 
 
(d) As expected, pseudospectrum y ( )r  can 
detect the cylinder when the signal subspace is 
chosen as in (a). 
 
(e) Now, we choose first three singular vectors to 




(f) Now, pseudospectrum z ( )r  can also 
detect the cylinder when the signal subspace is 
chosen as in (e). 
 
Fig. 2-8: MUSIC for the TE case in the noise-free scenario.  
The impact of choice of signal subspace is demonstrated. Since monopole is not the dominant 
induced source, z ( )r  cannot detect the cylinder in (b) when only two singular vectors are used 
to form the signal subspace. However, z ( )r  can also detect the cylinder if the signal subspace 

























Fig. 2-9: Selection of the signal subspace and detection of an isotropic cylinder using 
pseudospectrums x ( )r  and z ( )r  in the noisy scenario.  
It is evident that while x ( )r  is still able to detect the cylinder very well, z ( )r  generates a 
blur detection for the cylinder in 50 dB SNR and fails at 30 dB SNR. Thus, x ( )r  is more 
reliable for detecting the cylinder in the TE case. Pseudospectrum y ( )r  behaves similar to 





Fig. 2-10: Resolution of MUSIC in the TE case.  
Pseudospectrum y ( )r  provides better resolution than x ( )r . 
 
Now, we study the resolution provided by x ( )r  and y ( )r  for the TE case. As in 
Section 0, we consider that the region of interest contains two circular cylinders. Each 
cylinder has permittivity 010   and radius 0.02R  . The centers of the cylinders, 1O  and 
2O  are along the x axis and are at equal distance from the origin O . We still use (2.15) to 
define the resolution. However, instead of using the pseudospectrum z ( )r , we now use the 
pseudospectrums x ( )r  or y ( )r .  
The resolutions for various noise levels are plotted in Fig. 2-10. It is seen that the 
resolution provided by y ( )r  is better than x ( )r . This is explained as follows. The centers 
of the cylinders are along the x axis. In this case, the induced dipoles on the cylinders along 
the yˆ  direction couple less strongly then the induced dipoles along the xˆ  direction. Thus, the 
resolution provided by y ( )r  is superior to x ( )r . For the example of the scatterers in 





(a) Singular values. Six prominent vectors corresponding to two dipoles per cylinder are noticed. 
 
 
(b) Pseudospectrum x ( )r  
 
 
(c) Pseudospectrum y ( )r  
 
Fig. 2-11: MUSIC imaging for multiple cylinders (in Table 2-1) in the presence of 30 dB SNR. 
 
2.2.2.2 Isotropic elliptic cylinders 
Using quasistatic approach [146] and elliptic coordinate system [147], the electric 
polarization tensor for a dielectric elliptic cylinder is written as:  
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ξ
, (2.21) 
where f  is the distance between its local origin and either foci (the focal length), 0u  defines 
the contour of the ellipse as in [147], and 0  is the orientation angle, i.e., the angle between 
the x axis and the major axis of the cylinder.  
It is evident that two independent orthogonal dipoles are induced along the major and 
minor axes respectively. However, in the case of very sharp cylinder ( 0 1u ) and 0  , 
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the dipole along the minor axis is negligible in comparison with the dipole along the major 
axis, and the cylinder behaves like a uniaxial scatterer.  
To check the validity of the above argument, we take an elliptic cylinder of relative 
permittivity 30r   and geometric parameters given by 50f  , 0 0.01u   (aspect ratio 
100), and 0 3  . The cylinder is placed at the origin. We use the same measurement set up 
as before and perform MUSIC. 
In Fig. 2-12, the column (a) shows the results for the noise-free scenario while the 
column (b) shows the results for the noisy scenario (30 dB SNR). In the noise-free scenario, 
the plot of singular values in Fig. 2-12(a1) shows two prominent singular values. It is notable 
that one singular value is much more prominent than the other, though none is negligible. Fig. 
2-12(a2-a5) show the pseudospectrums x ( )r , y ( )r , 0 ( )r , 0 2( )r   respectively. All 
of them are able to detect the cylinder. This is because in the noise-free scenario, however 
small the induced dipole along the minor axis may be, its presence implies that the two 
orthogonal independent dipoles can be resolved as orthogonal independent dipoles along the 
xˆ  and yˆ  directions. 
In the presence of noise, the minor source induced along the minor axis may become 
negligible. This is evident in Fig. 2-12(b1), which shows the singular values’ plot in the 
presence of 20 dB SNR. Now, only one singular value is prominent. Thus, the cylinder 
behaves as if only one independent dipole is induced along the major axis. Fig. 2-12(b2-b5) 
show the MUSIC pseudospectrums x ( )r , y ( )r , 0 ( )r , 0 2( )r   respectively. As 
opposed to the results in noise-free scenario (column (a) of Fig. 2-12), we now see that only 
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Fig. 2-12: Imaging isotropic elliptic cylinder using MUSIC.  
It is seen that in noisy scenario, only 
0




It can be concluded that though a cylinder may be isotropic in terms of the electric 
properties, it may behave as anisotropic due to its sharp geometry. Consequently, such a 
cylinder cannot be detected unless a test dipole with suitable direction is used for detecting 
the cylinder. The special cases of anisotropic and uniaxial cylinders shall be dealt with in 
greater detail in Chapter 4. 
2.2.3 Summary 
We have related the performance of MUSIC to the scattering physics. If the test source 
used in the MUSIC pseudospectrum is similar to the sources induced in the region of interest, 
it is possible to detect and localize the scatterers theoretically by a suitable choice of the 
signal subspace. Specifically, if the signal subspace defined using the singular vectors 
contains the contribution from a particular induced source, then that induced source (and thus 
the scatterer) can be detected using the pseudospectrum corresponding to that source. 
Accordingly, though monopole is the primary induced source in the TM case, 
pseudospectrums that use test dipoles can also detect the cylinders if we include more 
singular vectors in the signal subspace. Similarly, though dipoles are the primary induced 
sources in the TE case, pseudospectrum that uses test monopole can also detect the cylinder if 
we use more singular vectors in the signal subspace. 
However, practically the singular vectors corresponding to the weakly induced sources 
are likely to be corrupted in the presence of noise such that their contribution to the scattered 
fields cannot be separated from the noise. Thus, for practical purposes, it is judicious to use 
the pseudospectrums corresponding to the primary induced sources. We also mention that in 
practice, we may choose the singular vector corresponding to the last few singular values, 
such that the signal subspace is indeed orthogonal to the chosen singular vectors. Even so, 
keeping the noise subspace as large as possible gives more stable results since the last few 
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singular vectors are expected to be more corrupted by noise as compared to other singular 
values. 
We have also demonstrated that the geometry of the cylinder may make its scattering 
behavior similar to anisotropic cylinders. For a sharp elliptic cylinder with high permittivity, 
the contribution from the dipole along the major axis is more prominent that the dipole along 
the minor axis. In the presence of noise, it is likely that the dipole along the major axis only 
has significant contribution to the measured scattered fields, while the contribution from the 
dipole along the minor axis may not be separable from the noise. In such situation, only the 
pseudospectrum that uses a test dipole aligned to the major axis is able to detect the cylinder. 
2.3 Non-iterative retrieval of the polarization tensors 
In this section, we propose a retrieval algorithm to retrieve the polarization tensors of 
small dielectric scatterers. After the localization of the scatterers using MUSIC, the 
information of their positions can be used to simplify the problem of retrieving the 
polarization tensors. Consequently, if the shape of the scatterer is known, the relative 
permittivities of the cylinders may also be obtained.   
It should be noted that the proposed two-step least squares based retrieval method 
assumes that the number of independent induced currents is less than the number of detectors, 
i.e., dP N  in the TM case and 2 dP N  in the TE case.  
2.3.1 Retrieval of the polarization tensors in the TM case 




s sI E G , (2.22) 
where scaG  now contains the elements corresponding to the locations of the scatterers 
detected using MUSIC. Since dP N , the above equation is an overdetermined equation, and 
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least squares based pseudoinverse gives a stable solution that minimizes the residue in (1.16). 
Subsequently, we manipulate (1.17) as follows: 
  
†
ind tot Ψ I E , (2.23) 
 tot inc dom ind  E E G I , (2.24) 
where incE  and indI  contains the vectors indsE  and 
ind
sI  respectively for 1 to ss N . Since Ψ  




z, p p pI E   , (2.25) 
where indpI  is the p th row vector of 
ind
I , containing 
ind
z ( , )p sI r r  for 1 to ss N . Similarly, 
tot
pE  is the p th row vector of 
tot
E , containing 
tot
z ( , )p sE r r  for 1 to ss N . Subsequently, if the 
cylinders are of circular or square cross-section, the relative permittivity of the p th cylinder 










  , (2.26) 
where pa  is the cross-section area of the p th cylinder. 
2.3.1.1 Numerical examples 
















   , (2.27) 
where 
act
z, p  is the actual polarization tensor of the p th cylinder. 
Let us consider an example similar to the one used in Section 2.2.1.1. We vary the 
permittivity of the cylinder from 2 to 10 in steps of 1. We consider the noise-free scenario at 
present. For each value of permittivity, MUSIC is applied to retrieve the location of the 
cylinder. The location of the cylinder is used in the proposed method to retrieve the 
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polarization tensor of the cylinder. The error in retrieval is computed using (2.27). The error 
metric TM  is plotted for various permittivities in Fig. 2-13. It is evident that as the 
permittivity increases, the error increases. This is because as the permittivity increases, the 
discretized model that assumes the prominence of the monopole term only from each 
scatterer becomes more and more erroneous. 
Now, we consider the example of multiple cylinders given in Table 2-1. We plot the error 
metric TM  for various values of SNR in Fig. 2-14. For each value of SNR, we perform 100 
independent simulations and provide the average error for it. It is seen that the error in 
retrieval is very low. 
 
Fig. 2-13: The value of error 
TM  for various values of permittivity. 
 
 
Fig. 2-14: Error 





2.3.2 Retrieval of the polarization tensors in the TE case 
The retrieval of the permittivity in the TE case basically follows the same principle as the 
TM case. After the localization of the scatterers using MUSIC, the information of their 
positions can be used to simplify the problem of retrieving the polarization tensor, and 
consequently the relative permittivities of the cylinders. We first find the currents induced on 




s sI H X , (2.28) 
where scaX  now contains the elements corresponding to the detected locations of the 
scatterers. Subsequently, we manipulate (1.17) as follows: 
  
†
ind tot Ψ I E , (2.29) 
 tot inc dom ind  E E G I , (2.30) 
where incE  and indI  contains the vectors indsE  and 
ind
sI  respectively for 1 to ss N . Since Ψ  
is a diagonal matrix containing the polarization tensor, the tensor pξ  corresponding to the 




p p p ξ I E , (2.31) 
where indpI  contains the (2 1)p th and 2 p th row vectors of 
ind
I , containing ind ( , )p sI r r  for 
1 to ss N . Similarly, 
tot
pE  contains the (2 1)p th and 2 p th row vectors of 
tot
E , containing 
tot ( , )p sE r r  for 1 to ss N .  
Subsequently, assuming that the cylinders are lossless and are of circular or square cross-
section, the relative permittivity of the p th cylinder 
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ξ . As evident, the above method can be used for retrieving the 
permittivity of non-isotropic scatterers as well.  
2.3.2.1 Numerical examples 

















where, pξ  denotes the polarization tensor retrieved using the proposed least squares based 
method, and actpξ  denotes the actual polarization tensor of the p th scatterer. 
Let us consider an example similar to the one used in Section 2.2.1.1. We vary the 
permittivity of the cylinder from 2 to 10 in steps of 1. We consider noise-free scenario at 
present. For each value of permittivity, MUSIC is applied to retrieve the location of the 
cylinder. The location of the cylinder is used in the method above to retrieve the polarization 
tensor of the cylinder. The error in retrieval is computed using (2.35). The error metric TE  is 
plotted for various permittivities in Fig. 2-15. It is evident that as the permittivity increases, 
the error increases. However, as compared to the result for the TM case shown in Fig. 2-13, 
in the TE case we observe that the error saturates for higher permittivities. This is because the 
value of polarization tensor also saturates with higher permittivities in the TE case, as shown 





Fig. 2-15: The value of error 
TE  for various values of permittivity. 
 
 
Fig. 2-16: Error 
TE  for the example of multiple cylinders (Table 2-1) for various values of SNR. 
 
Now, we consider the example of multiple cylinders given in Table 2-1. We plot the error 
metric TE  for various values of SNR in Fig. 2-16. For each value of SNR, we perform 100 
independent simulations and provide the average error for it. It is seen that the error in 
retrieval is very low. 
2.3.3 A practical example - retrieval of radii of wire cables 
Here, we give a practical application of the methods discussed above. Let us consider that 
an insulated square cable of dimension 30 mm containing five metallic wires. For simplicity, 
we assume the insulator to have permittivity 0 . In reality, where the insulator may have 
permittivity different from the free space, relevant Green’s functions can be computed 
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numerically and used without any other modification in the process. The dimensions and 
locations of the wire lines are tabulated in Table 2-2 and shown in Fig. 2-17(a). 
Table 2-2: Properties and locations of the wire lines in Fig. 2-17(a). 
Cylinder Radius Location of the center 
W1 2 mm (5, 5) mm 
W2 2 mm (‒10, ‒5) mm 
W3 1 mm (9, 0) mm 
W4 1 mm (0, ‒9) mm 
W5 0.5 mm (‒5, 12) mm 
 
In principal, the analysis for the dielectric scatterers are not valid for metallic scatterers, 
since the permittivity effectively tends to infinity and the permeability effectively tends to 
zero for metallic scatterers. However, for small metallic scatterers, the nature of induced 
sources are physically similar to the dielectric scatterers. This means that the electric 
monopole is the most prominent induced source in the TM case, and the electric dipoles are 
the most prominent induced sources in the TE case. Other multipoles are negligible in either 
case. Thus, the methods presented in this chapter remain valid for the metallic scatterers as 
well. 
We intend to find the locations and dimensions of the wires (metallic cylinders) inside 
the insulated region. We use the fact that the polarization tensor of a circular perfectly 




02 ln( )i diag R R k kR
  
  
ξ . (2.36) 
We use an incidence frequency of 6 GHz. Twenty sources and detectors are placed along 
a circle of radius 10 cm centered at the center of square insulator cable. Measurements are 
taken in both the TM and TE modes. The SNR of the measurements is considered to be 50 
dB. The TM measurements are used to generate the MUSIC pseudospectrum, since the 
polarization tensor along the zˆ  direction is significantly stronger than the polarization tensor 
in the x y  plane for small cylinders. On the other hand, the polarization tensor in the x y  
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plane is directly related to the radius while the polarization tensor in the zˆ  direction 
demonstrates an inverse relation with the radius. Thus, we use the TE case to avoid the 
amplification of error while calculating the radius. 
The MUSIC results are shown in Fig. 2-17(b-d). It is seen that five singular values are 
prominent and the five cylinders can be detected correctly. The error in retrieval of 
polarization tensors using the TE illumination is TE 0.001  . The radii of the five cylinders 
are then retrieved and the relative error in retrieval is about 0.0001. 
 
(a) The region of interest and the distribution of the metallic cylinders. 
 
 
(b) Singular values  
 
(c) MUSIC pseudospectrum 
 
(d) MUSIC pseudospectrum – detected peaks indeed correspond to the cylinders 
 
Fig. 2-17: Example of metallic cylinders (wire lines) of various diameters. MUSIC is applied in the 




A non-iterative retrieval algorithm, which retrieves the polarization tensors of small 
scatterers, has been proposed.  Although the inverse scattering problem is non-linear when 
multiple scattering is considered, it can be solved by a two-step least squares method without 
any iterative approach. The proposed method computes the intermediate physical quantities, 
viz., estimates of the induced current and the total incident fields in the first step, and 
computes the polarization tensor in the second step. The proposed method is applicable to 
anisotropic and uniaxial cylinders as well. 
The main principle used in this chapter is that if the scatterers are small and the number 
of independent induced sources is less than the number of detectors, the mapping between the 
induced currents and the scattered fields is injective. Due to the larger number of 
measurements than the number of unknowns, though the problem is over-determined, it also 
provides more robust solutions. 
It is notable that though the methods developed in this chapter are for electric contrast 
only, these methods can be directly extended to the general case, where both electric and 
magnetic contrasts may be present. 
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CHAPTER 3: INVERSE SCATTERING PROBLEMS OF EXTENDED 
SCATTERERS 
3  
The inverse scattering problems of small scatterers are useful in the applications where it 
can be assumed that scatterers are few and are small in comparison to the wavelength. In 
general, these conditions may not be met. The general inverse scattering problems invariably 
involve extended scatterers. Further, as we move towards extensive use of high frequency 
imaging systems, the scatterers cannot be assumed to be smaller than wavelength. This 
chapter deals with the inverse scattering problem of extended scatterers. In the case of the 
extended scatterers, the mapping from the induced currents in the region of interest to the 
scattered fields measured at the detectors is non-injective (not one-to-one). Thus, the methods 
presented in Chapter 2 cannot be used in the case of extended scatterers. We present a 
multipole based linear sampling method (MLSM) for qualitative reconstruction of extended 
scatterers in Section 3.1. In Section 3.2, we introduce the subspace based optimization 
method (SOM) and propose an initial guess scheme for SOM using the qualitative 
reconstruction result from MLSM. In Section 3.3, we extend the application of SOM for the 
TE case. 
3.1 Multipole based linear sampling method  
3.1.1 Introduction to the linear sampling method 
Linear sampling method (LSM) is a qualitative method used to reconstruct the support of 
extended scatterers.  This section presents a modification of the linear sampling method that 
63 
 
uses a physical regularization for reconstruction of the scatterer support. Below, we introduce 
the basic formulation of linear sampling method for the TM case.  
Let the scatterer support, defined as the collection of points that belong to the scatterers, 
be denoted by  . Let   denote the circle on which the detectors are arranged. The 
arrangement is as shown in Fig. 1-1. The radius of   is very large as compared to the 
wavelength, such that far field approximation is applicable. Accordingly, let ( , )E r r
 
  be the 
zˆ  directed scattered far-field pattern measured on   in the direction of  , when a unit 
amplitude plane wave impinges from the direction  . Let the far field expression of the 
Green’s function be denoted by g ( , )r r  .  
For a generic point 
p
r  in  , LSM consists of solving the far-field integral equation for 




 [54-56, 58, 62]: 
 ( , ) ( , ) g ( , )
p p
E r r h r r d r r
   
 

 . (3.1) 
It is obvious that the right hand side represents a circularly symmetric scattered field with 
respect to 
p
r , which, for later convenience, is referred to as the monopole radiation pattern. 




 becomes unbounded if the sampling point 
p
r  does not belong to the 
scatterer support. While reconstructing, (3.1) is cast into a matrix equation as follows: 
 gh  K , (3.2) 




, and g  




 . This matrix equation is typically solved for h  using 
Tikhonov regularization. The sampling points 
p
r  for which h  (Euclidean norm) are 
significantly large are concluded to belong to the background. The remaining points are 
identified as the scatterer support. 
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The model in (3.2) can effectively be understood as a focusing problem [59, 62]. 




 denotes the source amplitude at an incidence angle  , the fields 
scattered by such current distribution is given by h K  using the definition of the multistatic 




 that results into 
an isotropic monopole radiation pattern centered at 
p
r . If h  is finite and small, it implies that 
we can use practically finite energy sources to focus the waves on the point 
p
r . On the other 
hand, if h  is very large (theoretically infinite), then it implies that there is no finite energy 
source distribution that can be used to focus on the point 
p
r . 
3.1.2 Expansion of scattered far field in terms of multipole radiation 
Another interpretation of the above model, closer to the scattering model, is that the 
solution of (3.2) is a source distribution that results into an induced current distribution, 
which in turn scatters the electric field similar to a monopole radiation from 
p
r . Thus, in 
solving (3.2), we are trying to generate an induced current distribution, such that it can be 
effectively represented as a monopole at 
p
r . To this end, we study the multipole expansion of 
the scattered field and the connection of the multipole expansion with the induced current 




 of ( , )E r r 

 such that 
among all multipoles, the monopole radiation is the only dominant contributor in the resultant 
total radiation. 




( , )E r r
  , whose far field notation is ( , )E r r 

, 
is radiated by the induced currents on the scatterer, i.e.,  
 ind
z z
( , ) ( , )g( , )E r r I r r r r dr
   






( , )I r r

 is the current induced on r . The scattered fields received at the detectors 
can be decomposed into various independent terms corresponding to the multipole radiation 
from a sampling point 
p
r . Using addition theorem [148] on g( , )r r

, the expression of 
z
( , )E r r
 
 can be rewritten in terms of various multipoles corresponding to a sampling point 
p
r  as: 
 
z
( , ) ( , )g ( , )
n p n p
n
E r r r r r r




  , (3.4) 
where, 
   arg( )indz( , ) ( , ) J e pin r rn p n pr r I r r k r r dr   

  , (3.5) 
   arg( )(1)g ( , ) H e
4
pin r r
n p n p
i
r r k r r 
 

  , (3.6) 
and J ( )n  is the Bessel function of n th order. It is evident that ( , )n pr r  represents the n th 
effective multipole current at 
p
r , such that the sum of the radiated fields from all such 
multipoles is equal to the measured scattered field. Using (3.4), the fundamental equation of 
LSM (3.1) is equivalent to: 
 
1 0











 . (3.7) 
For convenience of further use, we define: 
  ( , ) ( , )n n p pr r h r r d   

   . (3.8) 
Physically, n  can be understood as the multipole currents induced by the source 
distribution ( , )ph r r . The new model of LSM, given by (3.7) implies that as long as the 
multipole expansion of the induced current distribution at a sampling point is such that the 
monopole is the only prominent contributor, the sampling point will be detected as a 
scatterer. Now, we present a reconstruction approach based on the above model. For the ease 
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of reference, we shall call the proposed method multipole-based linear sampling method 
(MLSM). 
3.1.3 Multipole based linear sampling method 
Although one needs to consider infinite number of multipoles to fully account for the 
scattered field in (3.4), usually, a sufficiently large finite number of multipoles is enough to 
approximate 
z
( , )E r r
 
, especially so in the presence of noise. Considering (2 1)N   number 
of multipoles, the expression for the far field (3.4) can be rewritten as: 
 
z
( , ) ( , )g ( , )
N
n p n p
n N
E r r r r r r
   


  . (3.9) 




 can be 
understood as a mapping from the effective multipole current at a sampling point 
p
r  to the 
measured scattered electric field. Thus, by approximating (3.4) as (3.9), we have shrunk the 
mathematically infinite dimensional domain of this mapping to a finite (2 1)N   dimensional 
domain. 
Now considering each incidence at a time, (3.9) can be written as 
 mul
s s
E A G , (3.10) 
where, mulG  is a (2 1)
d
N N   dimensional matrix containing the multipole radiation terms 











 . The value of 
s
A  can be solved uniquely using least squares pseudoinverse. After 
obtaining 
s
A  for each of the 
s
N  incidences, a discretized version of (3.7) is written:  
  = DhA , (3.11) 
where A  contains all the vectors 
s
A , 1 to ss N , h  is an sN  dimensional vector that needs 
to be determined, and D  is a vector with all elements except the ( 1)N  th element as zero. 
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The ( 1)N  th element, which corresponds to a monopole, is 1. The value of ( , )
s p
h r r  can be 
determined from (3.11) using the least squares pseudoinverse. The combined model using 
(3.10) and (3.11) is as follows: 
 mul ; Dh   K G A A . (3.12) 
It should be noted that g  can be written as 
mulg D  G . Thus, effectively (3.12) can be 
combined to generate a form similar to (3.2). The role of the multistatic matrix in (3.2) was as 
the mathematical focusing operator. Following (3.12), the role of the multistatic response 
matrix and the physical interpretation of the LSM has changed. The multistatic matrix is used 
to determine the effective multipole currents, and the role of MLSM is to find a source 
distribution ( , )
s p
h r r , such that the monopole is the primary induced multipole. This 
effectively changes the LSM to a radiation model. As shall be seen later, this change of 
model, combined with the proposed regularization (truncation of higher order multipoles) 
provides significant advantage over the conventional LSM for imaging the scatterers that are 
not simply connected or that experience strong coupling. 
3.1.3.1 Proposed physical regularization 
As mentioned before, the matrix equation in (3.2) is generally solved using Tikhonov 
regularization scheme. Effectively, Tikhonov regularization makes the solution ( , )
s p
h r r  
stable and smooth by assigning lower weights to the vectors in the signal subspace and 
relatively higher weights to the vectors in the noise subspace. Evidently, this regularization 
scheme is purely mathematical and does not have any physical background.  
Using the proposed multipole based model in (3.12) and the physical properties of the 
induced currents, we propose a physical regularization scheme. Out of the infinite multipoles, 
our scheme uses only the monopole and dipole terms (i.e. 1N  ) for reconstruction and 
truncates all the higher order multipoles.  
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The truncation of the higher order multipoles is justified using various arguments below. 
We also compare MLSM (with 1N  ) and LSM (with Tikhonov regularization). 
3.1.3.2 Comparison of the conventional LSM and the proposed method with regard to 
( , )
s p
h r r  
For the sake of convenience of reference, in this subsection, we shall refer to the vector 
h  computed using LSM as LSMh  and the vector h  computed using MLSM as MLSMh . In the 
framework of LSM, LSMh  is computed using the following equation: 
 †LSM gh  K , (3.13) 
Using singular value decomposition of K  and the Tikhonov regularization, the vector 
LSMh  is computed as: 









 , (3.14) 
where   is the Tikhonov regularization parameter. Generally, the regularization parameter 
  is chosen using the general discrepancy principle and is evaluated for each sampling point 
individually.  





; Dh   A G K A . (3.15) 
In the proposed method, we have used least squares based pseudoinverse. Thus 
effectively, MLSMh  is given as follows: 





Dh   G K . (3.16) 
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Due to the intermediate step of computation of A , which depends upon the number of 
multipoles considered, 
MLSMh  cannot be written in a form similar to (3.13). Specifically, 
MLSMh  depends upon the number of multipoles considered through the presence of  
†
mulG .  
3.1.3.3 Effect of reduction of multipoles 
When the value of N is very large, in the noise-free case, the solution of 
LSMh  is close to 
MLSMh . However, it is well known that the monopole and dipoles are the most prominent 
sources induced on the scatterers. Not only the strengths of these multipoles is higher than the 
other multipoles in general, the strength of radiation from the higher order multipoles also 
successively diminishes. Thus, it is reasonable to use only the monopole and the dipoles. 
As compared to a large value of N , the use of 1N   implies the following. Now, solving 
(3.15) would mean that we seek an optimal combination of the monopole and dipole currents 
such that the resultant radiation fields match the scattered fields as closely as possible. The 
solution ( , )
s p
h r r  is such that the contribution from the determined dipole current is very 
small. Thus, effectively the requirement on ( , )
s p
h r r  has reduced, which would otherwise 
require to suppress the contribution from all higher multipoles.  
In terms of the subspace, considering the contribution from each multipole as an 
independent dimension, using 1N   implies that we use a very small subspace from the 
infinite-dimensional space of induced multipoles, which serves as the data space for 
determining MLSMh  as well as the domain of the operator 
mul
G . 
3.1.3.4 Comparison with Tikhonov regularization 
In the conventional LSM, the use of Tikhonov regularization parameter effectively 
results into the approximation of the monopole radiation. However, the nature of 
approximation in MLSM is entirely different.  
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Tikhonov regularization serves to approximate the monopole radiation in terms of the 
strengths given to the various spectral vectors that span the space of the scattered fields. 
Thus, it is a mathematical approximation which can be tuned or changed by changing the 
value of the Tikhonov regularization parameter  .  
On the other hand, the proposed method employs the approximation in terms of the 
truncation of higher order multipoles. This approximation is justified from the perspective of 
physics because the contribution of higher order multipoles to the scattered field is indeed 
small. Further, this approximation is a definitive approximation, i.e., only monopole and 
dipole radiation are kept, which is different from the Tikhonov regularization that is sensitive 
to regularization parameter  .  
3.1.4 A comprehensive example 
Let us consider the scatterer shown in Fig. 3-1(a). For reference, the result of LSM is 
shown in Fig. 3-1(b). For generating this result, 13 detectors and 13 sources, distributed 
uniformly along   with radius 10  were used. Here, 
10 LSM
log h  computed using (3.14) has 
been plotted for various sampling points. 
Considering the sampling point (0,0)
p
r  , which LSM detects as belonging to the 
scatterer, the induced current distribution on the scatterer is plotted in Fig. 3-1(c). It is 
noticeable that neither there is a significantly strong elementary source at 
p
r , nor is the 
current distribution circularly symmetric. The only explanation for LSM detecting it as a 
scatterer support is that the effective multipole expansion of the induced current distribution 
at the point (0,0)
p





(a) Scatterer support. The scatterer has relative permittivity of value 2 
 
 
(b) Reconstruction using LSM 
 
 
(c) Current distribution on the scatterer 
 
 
(d) The monopole is the most prominent 
mutlipole at the origin 
 
 
(e) Reconstruction using MLSM ( 20)N   
 
Fig. 3-1: A comprehensive example, the LSM result, the current distribution, the multipole 
analysis, and the MLSM (N =20) result. 
 




 , 20 to 20n    analytically, and 
substitute these and 
LSM





( , ) ( , )g ( , ) ( , )
n p n p
n
E r r r r r r E r r
     


   is approximately 1410 . Thus, the 
multipole expansion is reasonably correct. The values of n  are plotted in Fig. 3-1(d). It is 
evident that the monopole is the only prominent multipole and (3.7) is satisfied. To verify the 
argument that if MLSM uses sufficiently large number of multipoles, it performs similar to 
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LSM, we now perform MLSM with 20N   and plot 
10 MLSM
log h  in Fig. 3-1(e). It is 
evident that the image generated using MLSM ( 20N  ) is indeed similar to LSM. 
Next, we check the sufficiency of the proposed regularization, i.e. 1N  . For every 
sampling point, we compare the values of 
LSMhA  for 20N   and 1N   respectively. The 
rows of 
LSMhA  correspond to ,  to n n N N   , defined in (3.8). We compute the effective 
multipole currents , 1 to 1n n    for two cases, viz., 20N   and 1N  . The absolute value 
of the difference between , 1 to 1n n    computed for the two cases is plotted in Fig. 3-2. It 
is seen that the difference is very small (of the order 410 ) for the three multipoles over the 
complete region. This means that choosing 1N   does not introduce significant error in the 




1 1( 20) ( 1)N N      
 
1 1( 20) ( 1)N N     
(a) The error in dipole terms for N =20 and N = 1. 
 
 
0 0( 20) ( 1)N N     
(b) The error in monopole term for N =20 and N = 1. 
 
Fig. 3-2: Error due to the reduction in the number of multipoles from 20N   to 1N  .  
 
 
Now we show that the proposed regularization is reasonable even in the presence of 
noise. Specifically, we study the contribution of noise to the error in the computation of the 
various multipoles. For this purpose, we consider two sampling points (0,0)  and 
( 0.9 , 0.9 )   , belonging to the scatterer support and the background respectively and study 
the effect of noise on these sampling points in Fig. 3-3 and Fig. 3-4, respectively. Fig. 3-3(a) 
and Fig. 3-4(a) show the values of , 20 to 20n n    obtained by the proposed method in the 
noise-free scenario. Fig. 3-3(b) and Fig. 3-4(b) show the values of , 20 to 20n n    obtained 
by the proposed method in the noisy scenario (SNR 20 dB). Fig. 3-3(c) and Fig. 3-4(c) show 
the absolute value of the difference between the data plotted in subfigures (a) and (b). Fig. 
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3-3(d) and Fig. 3-4(d) show the difference (subfigure (c)) relative to the magnitude of 
n  
averaged over the noisy and noise-free cases. All the results in Fig. 3-3 and Fig. 3-4 have 
been averaged over 100 simulations.  
For the first sampling point, it is evident that few multipoles are affected by noise. 
However, the effect of noise is very small (less than 0.05) for any multipole (Fig. 3-3(c)). 
Though the monopole is corrupted by noise, the relative effect of corruption on the monopole 
is very less as seen in Fig. 3-3(d).  
For the second point (Fig. 3-4), though the monopole is the largest contributor, it is not 
the only prominent contributor (as expected). Fig. 3-4(c) suggests that more number of 
multipoles are corrupted by noise (as compared to the first sampling point, Fig. 3-3(c)). The 
level of corruption is also higher. Fig. 3-4(d) suggests that monopole is least affected by noise 
in this case as well. Thus, it can be concluded that the monopole shall not become the only 
prominent contributor even in the presence of noise.  
For both the sampling points, it is evident that by choosing 1N  , the nature of 
monopole will remain the same in either case, irrespective of the presence or absence of 




(a) Multipole currents in noise-free scenario (b) multipole currents in noisy scenario 
 
(c) Corruption of multipoles due to noise     (d) relative corruption of multipoles 
 
Fig. 3-3: Effect of noise (SNR 20 dB) on the multipoles for a scattering sampling point (0,0)   
 
a) Multipole currents in noise-free scenario (b) multipole currents in noisy scenario 
 
 
(c) Corruption of multipoles due to noise     (d) relative corruption of multipoles 
 
Fig. 3-4: Effect of noise (SNR 20 dB) on the multipoles for a non-scattering sampling point 




Now, we compare the reconstruction results obtained using LSM and MLSM ( 1N  ). 
The results for the noise-free scenario are shown in Fig. 3-5. Fig. 3-5(a1) and Fig. 3-5(b1) 
show the reconstruction for LSM and MLSM ( 1N  ) respectively. It is notable that the 
background has a higher value of 
10 MLSM
log h  as compared to 
10 LSM
log h . This is expected 
because in MLSM ( 1N  ), the strict requirement on 
MLSM
h  to suppress all the higher order 
multipoles is now significantly eased. Now, 
MLSM
h  requires suppressing only the dipole term 
to zero. This is also the reason that 
10 MLSM
log h  is higher than 
10 LSM
log h  at the scatterers’ 
locations as well.  
An estimate of the scatterer support   can be determined as: 
  10: log ( )pr h Min Max Min      ,  (3.17) 
where,  10min log : pMin h r   ,  10max log : pMax h r   , and   is the threshold 
used for estimating the scatterer support. The effect of threshold shall be discussed later. 
Presently we use 0.8  . The scatterers’ supports estimated for LSM and MLSM ( 1N  ) 
are presented in Fig. 3-5(a2,b2) respectively. Results for the noisy situation (SNR 20 dB) are 
presented in Fig. 3-6. It is evident that MLSM ( 1N  ) shows a better estimation of the 
scatterers’ shape than LSM. 
77 
 
 (a) LSM (b) MLSM (N =1) 
(1) 
10log h  
  
(2) 





Fig. 3-5: Comparison of the reconstruction using LSM and MLSM (N =1) in the noise-free 
scenario 
 
 (a) LSM (b) MLSM (N =1) 
(1) 
10log h  
  
(2)  









To study the effect of  , we define an error parameter that can be used to evaluate the 
quality of reconstruction. The error measure is defined on the convex hull of the scatterer. 
The threshold   classifies the sampling points as scatterers or non-scatterers. If the number 
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of sampling points inside the convex hull that get classified wrongly is 
err ( )M  , then the 







  , (3.18) 
where M  is the total number of sampling points inside the convex hull. This error measure is 
useful to evaluate the accuracy of the reconstruction method in reconstructing the scatterer 
support with complicated boundary or boundary that is not simply connected. 
The plot of Error ( )  for [0.6,0.9]   is shown in Fig. 3-7. It is evident that MLSM 
( 1N  ) performs better than LSM. Practically, since the suitable value of   is not known 
and   is chosen heuristically in most cases, MLSM provides a significant advantage over 
LSM.  
 
Fig. 3-7: Error in reconstruction using LSM and MLSM (N =1) for various values of   in the 
presence of 20 dB SNR 
 
3.1.5 More numerical examples 
In order to validate the effectiveness of proposed method, we consider various examples 
and compare the performance of LSM and the proposed method. Each of the examples 
considered here is difficult to reconstruct qualitatively using the conventional LSM on 
various accounts. These include the presence of multiple scatterers in close proximity and 
scatterers with boundaries that are not simply connected.  
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All the examples consider a square region of size 22 2 m , where the scatterers are 
placed in free space. The frequency of the incident wave is 300 MHz (wavelength 1 m  ). 
The measurement setup is same as described in Section 3.1.4. The measured data is corrupted 
by noise such that the SNR is 20 dB.  
Three examples of dielectric scatterers (Fig. 3-8) are considered. In Fig. 3-8, the first 
column shows the scatterer profile (relative permittivity), the second column shows the 
reconstruction using conventional LSM and the third column shows the reconstruction using 
MLSM ( 1N  ). The error measures for the three examples of dielectric scatterers are plotted 
in Fig. 3-9.  
Example 1: We consider a profile that consists of two circular cylinders and one annular 
cylinder, each of relative permittivity 2. The circular cylinders are of radius 0.2 m each and 
are centered at (0.3, 0.6) m and (−0.3, 0.6) m. The ring has an exterior radius of 0.6 m and an 
inner radius of 0.3 m, and is centered at (0, −0.2) m. This profile is commonly known as the 
Austria profile. 
In the Austria profile (see Fig. 3-8(a)), it is difficult to detect the inner hollow of the 
annulus using LSM. The error measure, plotted in Fig. 3-9(a) and the reconstruction results 
demonstrate that MLSM performs better than LSM. Using MLSM, not only the inner hollow 
of the annular structure is visibly detected, the reconstructed profile is also closer to the actual 
profile. 
Example 2: We consider an example where three circular cylinders are placed linearly 
and are obstructed by two bars on either side of the arrangement. The circular cylinders are of 
radius 0.2 m each, and are centered at (0, −0.6) m, (0, 0) m, and (0, 0.6) m. The bars are of 
size 0.2 m  1.5 m, placed parallel to the y  axis, and centered at (−0.6, 0) m and (0.6, 0) m 
respectively. The relative permittivity of all the scatterers is 2.  
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This example is particularly difficult for two reasons. First, the circular structures are 
obstructed by the bars on two sides (left and right). On the sides where the circular cylinders 
are not obstructed by the bars (top and bottom), they are placed one behind another. Second, 
all the cylinders are in close proximity with one another. Due to this they are difficult to 
resolve. Similar to the first example, MLSM demonstrates better performance (see Fig. 3-8(b) 
and Fig. 3-9(b)) and all the scatterers can be resolved using MLSM. 
Example 3: We consider an example where two circular scatterers are enclosed within 
an annular square scatterer (a setting similar to through-wall imaging). The annular square 
scatterer is of external dimension 1.5 m and internal dimension 1.4 m. Its relative permittivity 
is 2 and it is centered at (0, 0.1) m. The circular cylinders are of radii 0.15 m and 0.2 m 
respectively and centered at (−0.3, −0.2) m and (0.2, 0.2) m respectively. The circular 
cylinders have relative permittivity 2.5. See Fig. 3-8(c).  
In this example, though it is expected that the square enclosure is reconstructed well, the 
reconstruction of the inner circular cylinders is difficult due to the presence of the enclosure. 
The difference in the sizes of the circular cylinders may also make the reconstruction more 
challenging. For this example, Fig. 3-9(c) shows a comparable performance of MLSM and 
LSM. However, the reconstructed results shown in Fig. 3-8(c) clearly show that the quality of 
reconstruction using MLSM is significantly better. MLSM is able to better detect the square 






LSM MLSM (N =1)  
 
Fig. 3-8: Examples of reconstruction of dielectric scatterers.  
The first column shows the scatterer profile (relative permittivity), the second column shows the 
reconstruction using conventional LSM and the third column shows the reconstruction using the 
proposed method. The presented results are in the presence of noise (20 dB SNR). 
 
 
Fig. 3-9: Plot of error measure defined in (3.18) for the examples of dielectric scatterers 




3.2 Subspace based optimization method and an initial guess scheme 
3.2.1 Subspace based optimization method 
Consider the discretized scattering model for the TM case given by (1.18) to (1.20), 
which can be written in matrix form as in (1.16) and (1.17). For the convenience of reference, 
we refer to (1.16) as the field equation and (1.17) as the state equation. 
Since the operator scaG  is non-injective for extended scatterers, we cannot uniquely 
retrieve the induced currents using the field equation. In fact, only part of the induced 
currents lying in the signal subspace can be determined uniquely. Physically, this current is 
understood as the portion of the current that produced the electric field at the detectors, thus 
called the radiating current. Though the remaining part of the current may not contribute to 
the measured scattered field, it is influential in creating the induced current distribution and in 
the near field scattering within the region of interest. Thus, retrieving the remaining, non-
radiating part of the current is important for retrieving the scatterer profile. Minimization of 
the residue in the state equation is used to retrieve the non-radiating part of the currents. 
Though these physical definitions of the radiating and non-radiating parts are often clear 
in the noise-free scenario, it is difficult to identify the radiating and non-radiating parts in the 
noisy scenario. In such situation, mathematically measurable and non-measurable portions of 
the currents are identified and considered analogous to the radiating and non-radiating 
currents.  
The main strength of SOM is to split the space of induced currents into mathematical 
deterministic and ambiguous subspaces using a regularization  parameter L , as opposed to 
the physical radiating and non-radiating subspaces or the mathematically measurable and 
non-measurable subspaces. Since the deterministic current may not span the space of 
radiating currents, SOM minimizes the residue in the field equation in addition to the residue 
in the state equation.   
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The induced current ind
sI  due to the source located at sr  is split as: 
 ind det ambs s sI I I  , (3.19) 
where det
sI  is the deterministic current, and 
amb
sI  is the ambiguous current. The deterministic 
currents are determined uniquely using the singular value decomposition of scaG . If the left 
singular vectors, right singular vectors, and the singular values are denoted by lu , lv , and l , 
then, we define the deterministic and ambiguous subspaces using the bases 
 det 1 2 Lv v vV  and  
amb
1 2L L Mv v v V , respectively. Here, M  is the total 
number of pixels (or subunits) in which the region of interest in divided and L  is the 


















 . (3.21) 
Here, l , 1to l L  denote the coefficients of the bases in 
det
V . Similarly, we express 
amb
sI  in terms of the unknown coefficients of the vectors in 
amb
V  as follows: 
 amb amb ambs sI  V , (3.22) 
where ambs  contains the unknown coefficients. Using the deterministic and ambiguous 
currents, the field and state equation can be rewritten as follows: 
 sca sca det sca amb ambs s sE I     G G V , (3.23) 
    dom amb amb inc dom det detM s s s sE I I        I Ψ G V Ψ G . (3.24) 
We assign  dom ambM   A I Ψ G V  and  inc dom det dets s s sB E I I    Ψ G  for simplicity, 
and find the residue in the field and state equations as follows: 
 fie sca det sca amb amb scas s s sI E      G G V , (3.25) 
 sta ambs s sB   A . (3.26) 
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    
 
 
Ψ . (3.27) 
As shown above, the cost function   is a function of the unknowns Ψ  and ambs . We 
may use optimization scheme similar to [118-119, 131] where conjugate gradient is used for 
amb
s  and least squares or conjugate gradient is used for Ψ . Alternatively, we may use the 
scheme suggested in [130], in which amb
s  is computed using least square based 
pseudoinverse amb †s sB  A   and Ψ  is updated using the LM optimization scheme. 
3.2.2 Choice of L  and the termination condition 
As mentioned before, the main impact of SOM comes from the choice of a flexible 
regularization parameter L . If L  is small, the residue in the field equation is high in the 
beginning. In such case, since the optimization has to reduce both the terms in the cost 
function  , the optimization converges slowly. On the other hand, if L  is large, the residue 
in the field equation is low. However, in the noisy scenario, the deterministic portion (chosen 
due to large L ) may be so corrupted by the noise that optimization of the ambiguous portion 
may not be able to compensate for this corruption. Thus, a suitable L  is large enough to 
provide fast convergence but small enough to ensure robust convergence. 
As discussed in [131], there is a range of values from which the parameter L  can be 
chosen to provide fast and robust reconstruction. However, for practical purposes, we use the 
following empirical formula for choosing L  based upon the SNR of the measurements: 
  1max ; SNRlL l    . (3.28) 
The termination condition is that either the number of iterations exceeds 30 or the 













   
   
 (3.29) 
The criteria in (3.28) and (3.29) are not rigorous, and have been derived empirically. A 
more rigorous approach was suggested in [149]. However, due to the robustness of SOM to 
such parameters’ selection, the performance of SOM is hardly affected adversely by the 
above choices. 
3.2.3 Scheme for initial guess 
In general, SOM demonstrates fast convergence and is robust to high levels of noise. 
Even then, like any other method that requires non-linear optimization, SOM also cannot 
guarantee a solution for the local minima problem. A good initial guess is helpful in 
alleviating the problem to some extent. Further, a good initial guess can also help to 
accelerate the convergence of the algorithm. 
In most cases, initially all the pixels in the region of interest are assumed to be similar to 
the background medium. In this section, we present a scheme for generating an initial guess 
that is closer to the actual scatterer profile. The algorithm of the proposed scheme is as 
follows: 
Step 1: MLSM is used to estimate the scatterer support. The threshold   used in (3.17) 
to estimate the scatterer support is taken sufficiently low so that the true positive is high, 
though we may compromise a bit upon the true negative. Here true positive is the ratio of 
the number of pixels estimated by MLSM as the scatterer support to the number of pixels 
actually belonging to the scatterer support. Similarly, true negative is the ratio of the 
number of pixels estimated by MLSM as background to the actual number of pixels 
belonging to the background.  
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Step 2: We perform the two step least squares method discussed in Section 2.3.1 for the 
pixels in the estimated scatterer support to find an estimate of the permittivity profile of 
the estimated scatterer support. 
It should be noted that in the Section 2.3.1, the two step least squares method assumed 
that the number of scatterers is less than the number of detectors. Due to this assumption, 
(2.22) was an overdetermined equation and the least squares method gave a stable 
solution for the induced currents ind
sI  by minimizing the residue in the field equation 
(1.16).  
In the present case, the number of scattering pixels may be more than the number of 
detectors. Due to this, (2.22) may be an underdetermined equation and the least square 
solution of indsI  is the minimum norm solution, which may not be close to the actual 
solution. Thus, instead of using the least squares solution, we compute (2.22) using the 
SVD based pseudoinverse. Then an estimate of the permittivity is generated using (2.23) 
‒ (2.26).  
Step 3: In the region of interest, the pixels not estimated as the scatterer support are 
assigned the permittivity of the background medium, and the pixels estimated as the 
scatterer support are assigned the permittivity computed in the Step 2 above. Thus the 
estimated permittivity profile of the region of interest (given as the initial guess) 
incorporates some information about the shape as well as the permittivity of the 
scatterers. 
Step 4: The permittivity profile of the region of interest, formed in the Step 3 above, is 
passed as the initial guess to SOM and SOM is executed. 
 
For convenience, we shall call the proposed scheme SOM-MLSM. The proposed scheme 
has the following advantages: 
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1. The time taken for generating the initial guess is very less as compared to one iteration 
of SOM. The presence of initial guess helps SOM to reduce the cost function to small values 
in very few iterations. In our experience, 5 iterations are sufficient for most SNR values and 
scatterer profiles if the proposed initial guess is used. Thus, the overall time required for the 
reconstruction is significantly reduced. 
2. If the measurements are very noisy (low SNR), the chances of incorrect convergence 
increase significantly. In such situation, the proposed initial guess provides better chances of 
correct convergence. Thus, it effectively increases the robustness of SOM to noise. 
3.2.4 Numerical example 
In order to test the presented scheme, we consider the Austria profile, introduced in the 
Example 1 of Section 3.1.5 (Fig. 3-8(a)). The measurement frequency is 300 MHz. We use 
30 sources and 30 detectors for measurement. The sources and detectors are arranged along a 
circle of radius 10  centered at the origin. We use 60 pixels along each axis for the forward 
solution and noise is added to the data such that the SNR is 20 dB. We use 40 pixels along 
each axis for inverse solution. Before comparing the results of SOM-MLSM and SOM, we 
show the generation of initial the guess in SOM-MLSM. 
3.2.4.1 Generation of the initial guess in SOM-MLSM 
The result of Step 1 is shown in Fig. 3-10. We use the value of threshold for estimating 
the scatterer support as 0.6  . The result of Step 2 and Step 3 is shown in Fig. 3-11. In 
Step 2, the permittivity is computed only for the white portion of Fig. 3-10(b). In Step 3, the 
black region in Fig. 3-10 (b) is assigned the permittivity of the free space. The permittivity 




(a) result of MLSM 
 
(b) Estimated scatterer support shown in white 
Fig. 3-10: Estimation of the scatterer support using MLSM using the threshold value  0.6   
(Step 1).  
 
(a) Real part of the permittivity 
 
(b) Imaginary part of the permittivity 
Fig. 3-11: The permittivity profile of the region of interest generated using Step 2 and Step 3.  
In Step 2, the permittivity is computed only for the white portion of Fig. 3-10(b). In Step 3, the 
black region in Fig. 3-10 (b) is assigned the permittivity of the free space.  
 
3.2.4.2 Comparison of SOM-MLSM and SOM 
We compare SOM-MLSM and SOM in this section. For comparison, we shall use the 
























where m  is the reconstructed value of permittivity at the m th pixel and 
act
m  is the actual 
value of permittivity at the m th pixel. 
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Both schemes use the conditions in Section 3.2.2 for the choice of the parameter L  and 
the termination condition. The plot of logarithm of cost function 10log   for each iteration is 
shown in Fig. 3-12(a) and the plot of the error in reconstruction   is shown in Fig. 3-12(b). 
The cost function as well as the reconstruction error saturate earlier for SOM-MLSM in 
comparison to SOM. In fact, the reconstruction error has almost reached the saturation at the 
5
th
 iteration for SOM-MLSM. 
The advantage in terms of the reduction in reconstruction error is significantly noticeable 







 iterations are presented in Fig. 3-13. Qualitatively, it is evident that 
the reconstruction of SOM-MLSM after the 2
nd
 iteration is better than the reconstruction of 
SOM after the 5
th
 iteration, though the initial guess shown in Fig. 3-11 is significantly 
different from the actual permittivity profile (shown in Fig. 3-8(a)).  The reconstruction of 
SOM-MLSM after the 5
th
 iteration is sufficient for practical purposes and the reconstruction 
result does not improve significantly after this iteration.  
 
(a) Plot of the cost function 
 
(b) Plot of the reconstruction error 






Iteration SOM-MLSM SOM 
 Real part of 
permittivity 
Imaginary part of 
permittivity 
Real part of 
permittivity 








Fig. 3-13: Comparison of SOM-MLSM and SOM (reconstruction results, 20 dB SNR).  






 iterations are shown. The 
reconstruction result of SOM-MLSM after the 2
nd
 iteration is better than the reconstruction 




Next, we show that SOM-MLSM is more robust to noise than SOM. We now consider 
more noisy measurements with SNR 5dB. For this SNR, despite the termination condition 
specified in Section 3.2.2, both SOM-MLSM and SOM saturate and the optimization 
terminates after 6 iterations. The results are presented in Fig. 3-14 and Fig. 3-15. It is evident 
that SOM-MLSM outperforms SOM in the case of low SNR. 
 
(a) Plot of the cost function 
 
(b) Plot of the reconstruction error 
Fig. 3-14: Comparison of SOM-MLSM and SOM (5dB SNR). 
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Iteration SOM-MLSM SOM 
 Real part of 
permittivity 
Imaginary part of 
permittivity 
Real part of 
permittivity 






Fig. 3-15: Comparison of SOM-MLSM and SOM (5dB SNR). The reconstruction results at the 




 iterations are shown.  
 
3.3 SOM for the TE case 
In this section we extend SOM for the TE case. In the TE case, the scattering model is 
given by (1.16) and (1.17), where the elements of the vectors and matrices are as in Table 
1-1. Evidently all the electrical quantities are now vectors (or tensors) in the x y  plane. 
Besides this difference, the mathematical procedure of applying SOM for reconstruction is 
exactly the same as the TM case.  
Though the extension of SOM for the TE case seems obvious, the main difference comes 
from the fact that the nature of induced sources in the TE case is different from the TM case. 
We compare the TE and TM cases on various aspects of inverse problems in the following 
subsections. 
3.3.1 Ill-posedness and directional probing 
For the isotropic scatterers, the TE case has a significant advantage over the TM case. 
Though the number of measurements is doubled (scattered fields in x y  plane rather than 
just along zˆ  alone), the number of unknowns remains the same. Thus, the TE problem is 
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expected to be less ill-posed than the TM problem. However, this is not the case for the 
anisotropic scatterers, as shall be discussed later. 
The locally induced sources are isotropically radiating monopole currents in the TM case, 
while the locally induced sources are dipoles in the TE case. The direction of the induced 
dipole as well as the non-isotropic radiation characteristics of induced dipoles makes it 
significantly more informative than the monopole sources in the TM case. Though it is not 
possible to prove this conjecture rigorously, it is easy to understand intuitively that the nature 
of the dipoles induced is more strongly related to the overall electrical characteristics of the 
region than the induced monopoles. Thus, the TE case is expected to give better 
reconstruction results as compared to the TM case. 
3.3.2 Computational complexity 
The computational complexity of the SOM comes mainly from two computation 
intensive operations [133]:  
1. One time computation of the singular value decomposition of the operator scaG . 
In the TE case, the order of computation for this step is 8 times that of the TM 
case. 
2. Reconstruction of the ambiguous currents in every iteration (assuming that the 
LM optimization scheme is used [130]). In the TE case, the order of computation 
for this step is about 4 times that of the TM case. 
It is evident that the TE case is significantly more computation intensive than the TM 
case.  
3.3.3 Non-linearity 
As discussed in Section 1.4.4.3, the operator domG  is the contributor of the non-linearity 
in the inverse scattering problem. Using an example, we compare the TE and TM cases on 
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the basis of operator domG .  We consider a region   of dimension    and discretized the 
region into 25 pixels in each direction (total 625 pixels). We compute domG  for the TM and 
TE cases. Since the total number of pixels M  is 625, the dimension of domG  is 625 625  in 
the TM case and 1250 1250  in the TE case. 
The singular values of domG  for the TM and TE cases are plotted in Fig. 3-16. It is 
notable that while the singular values in the TM case fall very fast and become negligibly 
small, almost all the singular values remain non-negligible in the TE case. This implies that 




Fig. 3-16: Singular values of the operator 
dom
G  in TE and TM cases 
 
Though we have shown just one example here, we have observed that domG  behaves 
similarly even when different domain sizes or different pixel sizes are used. The higher non-
linearity of the operator domG  can be understood physically using the nature of multiple 
scattering (mutual coupling) between the scatterers. Since in the TE case, the induced dipoles 
are non-isotropic and the mutual coupling between the scatterers occurs due to the vectorial 
interaction of the scattered fields in the region, the overall mutual coupling in strongly non-
linear. On the other hand, in the TM case, the radiation pattern of the induced sources is 
isotropic and the scattered electric fields from various scatterers simply add up at any point 
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(scalar addition). Thus, the mutual coupling between the scatterers in the TM case is less non-
linear as compared to the TE case. 
3.3.4 Numerical example 
Let us consider that the region of interest is a square region of dimension    centered 
at the origin. It contains one annular scatterer, whose inner and outer radii are 0.2  and 0.35 
 , respectively. The relative permittivity of the scatterer is 2. The scatterer profile is shown 
in Fig. 3-17. We use 20 sources and 20 detectors (uniformly arranged along a circle of radius 
10 ) for reconstructing the scatterer. Forward simulation uses 40 pixels along each axis, 
while the inverse computation uses 25 pixels along each axis. The choice of L  and the 
termination criteria are as discussed in Section 3.2.2 for both the TM and TE cases. 
 
Fig. 3-17: Example of the scatterer for comparing the TM and TE cases. The relative permittivity 
profile is shown here. 
 
First, we consider the noise-free scenario. We perform the SOM reconstruction for the 
TM and TE cases using 10L  . The cost function and the reconstruction error (3.30) for 
various iterations are plotted in Fig. 3-18. SOM converges to the termination condition (3.29) 
in 11 iterations in the TM case. In the TE case, SOM does not converge to the termination 
condition (3.29) up to 30 iterations. Actually, it converges to the desired termination 
condition at the 42
nd
 iteration. On the other hand, the plot of reconstruction error shows that 
the reconstruction error falls very quickly for the TE case and becomes very small, while it 
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remains significantly large in the TM case though the cost function has reduced to a very 
small value.  
This conflicting observation can be explained based on the discussion in Sections 3.3.1 
and 3.3.3. As discussed in Section 3.3.1, the reduction in ill-posedness and the directionality 
of the induced dipoles result in better reconstruction results. On the other hand, as discussed 
in Section 3.3.3, the increased non-linearity in the TE case is responsible for the poor 
convergence pattern. 
 
(a) Plot of the cost function 
 
(b) Plot of the reconstruction error 
Fig. 3-18: Comparison of SOM for the TM and TE cases in the noise-free scenario. 
 





Fig. 3-19: Comparison of SOM for the TM and TE cases in the noise free scenario. The reconstruction 








                       
(a) TM case                                                      (b) TE case 
Fig. 3-20: Reconstruction using SOM for the TM and TE cases in the presence of SNR 5 dB. 
 





iterations in Fig. 3-19. Clearly, the TE case provides better quality of reconstruction. Even in 
the presence of 5 dB SNR, the TE case provides better reconstruction than the TM case (Fig. 
3-20). The reconstruction errors for the TM case and TE case at the end of 30 iterations are 
0.2349 and 0.1664 respectively. 
The example considered above is chosen specifically to illustrate the conflicting nature of 
the TE case. In practice, however, the reconstruction quality of scatterers in the TE case 
varies from case to case. In some cases, the reconstruction result may be poor despite the 
reduced ill-posedness. In such cases the non-linearity prohibits the convergence of the 
optimization to the global minimum. In other cases, despite the non-linearity, the 
optimization may converge to the global minimum, and in such cases, it is expected that the 
quality of reconstruction is better in the TE case as compared to the TM case as a 
consequence of reduced ill-posedness.  
3.4 Summary 
A modified linear sampling method has been proposed for the reconstruction of the 
scatterers’ support. The proposed formulation based on the mutlipole expansion of the 
scattered field is more physically grounded and related to the scattering model. Further, all 
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the higher order multipoles except the dipole and monopole terms, are truncated. The error 
obtained due to the truncation of higher order multipoles and the effect of noise on the 
monopole and dipole terms show that the truncation of higher order multipoles is justified. It 
is also shown that the physical approximation (obtained by truncating higher order 
multipoles) is different from the Tikhonov regularization and is expected to perform better. 
Further, the proposed regularization is much simpler to implement as compared to the 
Tikhonov regularization, for which the regularization parameter has to be computed for each 
sampling point. The proposed method demonstrates good performance for various 
complicated scatterer supports.  
The MLSM and the two-step least squares approach (Section 2.3.1) are used to generate 
an initial guess for enhancing the performance of SOM. The proposed scheme of initial guess 
incorporates some information of the shape and permittivity of the scatterers. Due to such 
information, SOM gives practical useful reconstruction results in very few iterations. Also, 
incorporating such information makes SOM further robust to the measurement noise. 
SOM has been extended to the vectorial inverse scattering problem of extended scatterers 
(the TE case). The scalar and vector inverse scattering problems are compared and it is seen 
that the reconstruction in the TE case is better than the reconstruction in the TM case. On the 
other hand, the TE case is more computation intensive and is more non-linear than the TM 
case. Both the characteristics of the TE case are explained using the physical nature of the 
induced sources and mutual coupling between the scatterers and the mathematical nature of 
the inverse problem. 
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CHAPTER 4: INVERSE SCATTERING PROBLEMS OF ANISOTROPIC 
SCATTERERS 
4  
This chapter presents subspace based methods for anisotropic and uniaxial (in particular) 
dielectric scatterers. Reconstruction of anisotropic scatterers is interesting for various reasons. 
First, the reconstruction of anisotropic dielectric scatterers is a relevant problem for many 
modern applications like nanotechnology, composites and metamaterial engineering, etc. 
Second, reconstruction of complex anisotropic dielectric scatterers is mathematically and 
numerically more challenging than the reconstruction of isotropic scatterers, because there 
exist up to five unknowns at any given point in the region of interest. Third, the physics 
behind the scattering from anisotropic dielectric scatterers is significantly different from the 
scattering problem involving isotropic scatterers. Transverse electric (TE) illumination is 
mandatory for anisotropic scatterers. Due to the anisotropy, the direction of the source 
induced at a point on an anisotropic scatterer is not necessarily in the same direction as the 
incident electric field (as opposed to the isotropic scatterers) and its direction depends upon 
the interaction of the electric field with the permittivity along the individual principal axes at 
that location. 
Uniaxial materials are a special kind of anisotropic materials, in which the permittivity 
along one principal axis (the optic axis) is different from the other two axes. Due to this, the 
polarization tensor of a uniaxial scatterer at any local point is rank deficient. In two-
dimensional scattering, where the TM and TE case can be decoupled, the uniaxial nature of a 
scatterer occurs when the permittivity along only one principal axis in the x y  plane is 
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different from the background (in which case the polarization tensor becomes rank deficient). 
Examples of uniaxial scatterers are fibers (in the case of small scatterers) or cylinders, with 
optical axis in the longitudinal direction. In the case of small scatterers, very sharp cylinders 
also behave as uniaxial scatterers, as demonstrated in Section 2.2.2.2. The methods developed 
in this chapter directly extend to the uniaxial scatterers and we include examples of uniaxial 
scatterers to illustrate this. 
 
Fig. 4-1: Anisotropic scatterer and its principal axes. 
(1)e  and (2)e are the principal/optical axes 
characterized by the orientation/optical angle 
opt .  
 
The permittivity tensor of a generic anisotropic scatterer is given as: 
   1 opt r1 i1 r2 i2 opt0 ( ) diag , ( )i i           ε . (4.1) 
Here, the superscripts r and i denote the real and imaginary parts respectively, 1 and 2 
denote the principal optical axes in the transverse plane, opt  is the orientation angle, i.e., the 





cos( ) sin( )





   
 
 is the two-dimensional rotation matrix. As evident in (4.1), 
the inverse problem shall typically involve five unknowns per scatterer (or per pixel in the 
case of extended scatterer). 
Corresponding to (4.1), the electric polarization tensor of a small scatterer (or pixel) with 
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  
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     
    
ξ
. (4.2) 
4.1 MUSIC for small anisotropic scatterers 
The proposed MUSIC algorithm analytically determines the optimum direction by 
solving a constrained optimization problem and gives good results in noise-free as well as 
noisy scenarios. Further it is applicable directly to a combination of isotropic, anisotropic, 
uniaxial cylinders. 
We recall that in the TE case, the multistatic matrix for small scatterers is given by (2.6). 
We write the range of the multistatic matrix (corresponding to (2.16)) as follows: 
  0 x yspan ( )cos ( )sin ; 1 to p p p pX r X r p P   S , (4.3) 
where p  denotes an optimal direction of the dipole test source such that the pseudospectrum 
( )r  defined in (2.19) generates the maximum value when p  .  
For illustrating the need of choosing an optimal direction, let us consider the case of a 
lossless anisotropic scatterer. Let the direction of the total incident field totE   and the induced 
current be given by tot  and ind , respectively. Then by substituting (4.2) into (1.6), we 




(1) opt (2) tot opt
ind 1




    








where (1)  and (2)  are the components of the polarization tensor along the principal axes. 
In the case of isotropic scatterer, (1) (2)  , which implies ind tot   and any arbitrary 
test dipole can detect the cylinder as ind  does not depend upon opt . On the other hand, 
consider a uniaxial cylinder with (2) 0  . Then ind opt   is independent of the direction of 
incidence, and only opt  can detect the uniaxial cylinders. For a general anisotropic 
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scatterer, (1) (2) 0   , the optimal detection angle will depend on opt , though not exactly 
the same as opt . 
As evident from the above discussion, at each test point in the region of interest, one out 
of four possible situations is present. The four possibilities are 
1) An isotropic cylinder: any arbitrary value of   suffices (two independent 
components of induced current for each incidence),  
2) An anisotropic cylinder: though an arbitrary value of   may suffice, an optimal 
direction shall produce better result, 
3) A uniaxial cylinder:   should be opt  (only one component of induced current 
irrespective of the direction of incidence), and  
4) No cylinder at all: any arbitrary value of   suffices (no induced current at all).  
Because of the four different possibilities, determination of the optimal value of   is not 




cos ( ) sin ( )
l
lu X r X r  


   is equal to zero at the locations of the cylinders. On 
this premise, the problem can be cast into an optimization model as below, the solution of 




Min:  ( ) cos ( ) sin ( )
l
lS u X r X r  


   . (4.5) 
For simplifying the analysis, we make the following substitutions: 
 2 2x y
0
1
( ) ( )
2
l




    , 
 *x y
0
real ( ) ( )
l




    ,  
 2 2x y
0
1
( ) ( )
2
l




    ,  
2 2D A B  , and  
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 1tan A B  . 
After some algebraic manipulation of the expression in the right hand side of (4.5)and 
using the trigonometric half-angle formulas and addition formula, we obtain the following 
optimization problem: 
 Min:  ( ) sin(2 )S C D     . (4.6) 
Here, we note that C  and D  are always positive. Thus, an optimal angle   can be 
calculated using the fact that  min ( )S C D   , when sin(2 )   is 1 . This can be used 
to find the optimum test direction for each point. Further, the pseudospectrum in (2.19) can 




2( )r C D

   . (4.7) 
Next, we discuss this solution in the noise-free and noisy scenarios individually. 
4.1.1 Noise-free scenario 
 We investigate the expression of ( )S   further to find  min ( )S  . 
 
   





x y x y
0 0 0
( )
( ) ( ) real ( ) ( )
l l l
l l l l
S C D C D C D





    
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   
  
 (4.8) 
The denominator is always positive. Using the Cauchy-Schwarz inequality [11] for the 
numerator, ( ) 0S   , i.e., the minimum value of the numerator is zero,  min ( ) 0S   . 
Further, ( ) 0S    only if the following vectors are either zero or linearly independent: 
 1 1 x 2 x x( ) ( ) ( )d
T
L L Nv u X r u X r u X r
  
 
      , (4.9) 
 2 1 y 2 y y( ) ( ) ( )d
T
L L Nv u X r u X r u X r
  
 
      , (4.10) 
where L  is the number of singular vectors in the signal subspace. 
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In other cases, the numerator is positive. Below is the relation of 
1v  and 2v  for the four 
possibilities as listed before. 
Isotropic cylinder: If an isotropic cylinder is present at the point being tested, the induced 
dipoles can be resolved as two independent components along the xˆ  and yˆ  directions. So, 1v  
and 2v  are individually zero. Hence,  min ( ) 0S   . 
Anisotropic cylinder: If an anisotropic cylinder is present at the point being tested, the 
induced dipoles can be resolved as two components (though dependent) along the xˆ  and yˆ  
directions. So, 1v  and 2v  are individually zero. Hence,  min ( ) 0S   . 
Uniaxial cylinder:  If a uniaxial cylinder is present at the test point, the induced dipole is a 
definite linear combination of the components along the xˆ  and yˆ  directions. So, 1v  and 2v   
are linearly dependent. Hence,  min ( ) 0S   . 
No cylinder at the test point: If there is no cylinder at the test point, then 1v  and 2v  are non-
zero and linearly independent. Hence,  min ( ) 0S   . 
Thus, the use of  min ( )S   as in (4.7) indeed generates the correct pseudospectrum. 
4.1.2  Noisy Scenario 
In a noisy scenario, 1v  and 2v  are corrupted. In the first three possibilities,  min ( )S   is 
not exactly zero, but close to zero. For the fourth possibility, 1v  and 2v  are as stated above, 
i.e.,  min ( ) 0S   . The above method ensures that the MUSIC pseudospectrum opt ( )r  
uses the optimum direction of dipole to test the presence of cylinder, which will be along the 
actual induced dipole with a finite error, if an anisotropic/uniaxial cylinder is present. 
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4.1.3 Numerical examples 
Let us consider a square region of interest of size 2 , which contains three cylinders, 
C1-C3, each of radius 0.02 . The electrical properties of the cylinders are listed in Table 
4-1. The region is tested using 20 sources and 20 detectors placed along a circle of radius 
10 .  
The images obtained using various pseudospectrums for the noise-free scenario are 
plotted in Fig. 4-2. It is seen that the uniaxial cylinder C3 can be detected using only 6  
and the optimized MUSIC pseudospectrum opt . In the noisy scenario (30 dB SNR), the 
pseudospectrums plotted in Fig. 4-3 show that the detection of anisotropic scatterer is blurred 
in x , y , and 6 . However, the optimized pseudospectrum 
opt  can detect all the three 
cylinders very well.  
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Fig. 4-3: Use of different pseudospectrums to detect the scatterers in Table 4-1 in the noisy 






4.2 SOM for extended anisotropic scatterers 
As indicated in (4.2), there may be up to five (at least two, assuming lossless scatterers 
with principal axes aligning with the geometric axes) optimization variables per pixel in the 
case of anisotropic scatterers. As compared to the case of lossless isotropic scatterers, the 
number of unknowns has increased multiple times, while the number of measurements 
remains the same (considering the TE case). Evidently, the problem is far more ill-posed. 
Despite the complicated nature of the problem of reconstruction of two-dimensional complex 
anisotropic dielectric scatterers, the subspace-based optimization method has been applied 
successfully for reconstruction.  
It is also shown that in the TE case, the computational complexity involved in the 
reconstruction of complex anisotropic dielectric scatterers using the subspace-based 
optimization method is not larger than the problem involving isotropic dielectric scatterers 
having only real permittivities. The computational complexity for the initial analysis, and 
subsequently for each iteration is the same for any TE problem irrespective of the nature of 
the scatterers (permittivities may be either isotropic or anisotropic, and either real or 
complex) even though the number of unknowns may vary significantly. We also discuss the 
nature of the induced currents in the anisotropic scatterers and the limitation they impose on 
the reconstruction. 
Let us recall the cost functions, the residues and some definitions related to SOM from 



















    
 
 
Ψ , (4.11) 
 fie sca det sca amb amb scas s s sI E      G G V , (4.12) 
 sta ambs s s sB   A , (4.13) 
  dom ambM   A I Ψ G V , (4.14) 
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  inc dom det dets s s sB E I I    Ψ G . (4.15) 
 
4.2.1 SOM for anisotropic scatterers with known optical axes 
The above cost function can be minimized using the Levenberg-Marquardt (LM) 
algorithm as suggested in [47] and references therein if the optical axes are aligned to the 
geometric axes (i.e., opt 0 , 1 to m m M   ). If 
opt 0m  , but fixed for all the scatterers, we may 
rotate the geometric axes suitably and align them with the optical axes of the scatterers.  
We need to minimize  r1 r2 i1 i2, , , ; 1 to m m m m m M     . Frechet derivative of the cost 
function with respect to the optimization variables [47, 150] needs to be computed for the 
optimization process. We derive an analytical expression for the Frechet derivative and show 
that computing the derivative needs the same amount of computation in the case of real 
isotropic scatterers, complex isotropic scatterers,  real anisotropic scatterers, or complex 
anisotropic scatterers though the number of variables involved in the respective cases are M , 
2M , 2M , and 4M  respectively. 
For the ease of reference, we shall refer to any of the optimization variables 
 r1 r2 i1 i2, , , ; 1 to m m m m m M      using the notation   . Considering anisotropic material having 
only real permittivity,  i1 i2, ; 1 to m m m M    are the optimization variables and the Frechet 
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G V , (4.17) 
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
A A A
A A D A A D A A A A D , (4.19) 
where p
AD  is a matrix of the same dimension as A  which contains only the p th row of 
 dom ambG V , and BpD  is a vector of same dimension as sB  containing only the p th element 
of  inc dom dets sE I G , the other elements in pAD  and BpD  being zero.  
If the material is isotropic, then the derivative with respect to the polarization tensor at 
the considered pixel is the sum of the derivatives with respect to the components of the 
polarization tensor along the x  and y  axes. If the material’s permittivity has a complex part, 
meaning that the polarization tensor is not purely an imaginary quantity, then we conclude 
from the chain rule of differentiation that the derivative for the real component of the 
polarization tensor is i  times the derivative for the corresponding imaginary component of 
the polarization tensor. Thus, the LM optimization model can be setup in a straightforward 
manner for any of the cases without any extra computation. 
4.2.2 Numerical examples 
4.2.2.1 Annular ring structure 
The first example considers an annular cylinder, with inner and outer radii of 0.6 m and 
0.8 m respectively, placed at the origin. The region of interest is a square region of size 2 m 
centered at the origin. The cylinder’s optical axes are aligned with the geometric axes. The 
relative permittivity of the cylinder is 0 diag(1.8 0.4 ,1.4 0.2 )i i  ε . The measurement 
setup employs 20 transmitters and 40 detectors placed uniformly along a circle of radius 2 m 
and centered at the origin. The frequency of the incident waves is 300 MHz. The forward 
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simulation uses 40 pixels along each axis, while the subspace-based optimization method 
uses 25 pixels along each axis.  






and i2m  respectively. The three rows present the actual scatterer profile, the reconstructed 
profile in noise-free scenario, and the reconstructed profile in the presence of 20 dB additive 
white Gaussian noise after 20 iterations of LM optimization scheme.  
It is observed that the reconstruction is poorer as compared to the reconstruction results 
in  both the TM case ([130]) and the real isotropic TE case ([135]).  This can be explained by 
the much larger unknowns in complex anisotropic TE case.  
The second observation is that the reconstruction exhibit directionality, i.e., for the first 
and third columns, the reconstruction is better on the portions that are parallel to the x  axis 
(i.e., top and bottom parts of the annulus), while for the second and fourth columns, the 
reconstruction is better on the portions that are parallel to the y   axis (i.e., left and right 
parts of the annulus). This can be explained based on the anisotropic dipole nature of the 
currents induced on the cylinder. The results presented in [135] are for an isotropic cylinder 
in the TE case, where the direction of the induced dipole is always in the same direction as 
the total incident field. However, in the present anisotropic case, the currents induced on the 
various points of the cylinder are not in the same direction as the total incident field, but 





Fig. 4-4: Example 1: Annulus with complex anisotropic permittivity.  





m , and 
i2
m  respectively. Rows: (a) Actual profile of the 
scatterer. (b) Reconstruction in the absence of noise after 20 iterations. (c) Reconstruction in the 
presence of 20 dB white Gaussian noise after 20 iterations. 
 
 
Fig. 4-5: Example 1: Magnitudes of the induced currents along the optical axes.  
Columns (1) – (2) show the magnitude of induced currents for incidences from two source 
locations, (2,0)  m and (0,2)  m, respectively. The column (3) shows the sum of magnitudes of the 
current induced for all the incidences. Rows: (a) Magnitude of induced current along the x  axis 
(




The permittivity of the scatterer along a chosen optical axis induces a current distribution 
along that optical axis in such a manner that for various incidences, the current intensity is 
stronger in some portions while weaker in others. Due to this, for the considered optical axis, 
the portions with lower current intensity suffer from poorer reconstruction. To illustrate this, 
we consider two incidences with source location at (2,0)  m and (0,2)  m, and plot the 
magnitude of the current induced along the two optical axes for these incidences in Fig. 4-5, 
columns (1) and (2). In addition, we plot the sum of magnitudes of the currents induced on 
the scatterer for all the incidences in Fig. 4-5, column (3). As evident, for the first row (row 
(a) of Fig. 4-5) that shows the induced current along the x axis, the magnitude of currents is 
lower along the portions that are parallel to the y axis. Thus, the reconstructed x  
component of the permittivity is poorer on these portions (columns (1) and (3) of Fig. 4-4). 
Similarly, the currents induced along the y axis (row (b) of Fig. 4-5) indicate that the 
reconstructed y  component of the permittivity  is expected to be poorer along the portions 
that are parallel to the x axis, as seen in columns (2) and (4) of Fig. 4-4. 
4.2.2.2 Overlapping rings structure 
Next, we consider an example in which the structure looks like an overlap of two similar 
annular rings. The inner and outer radii of each ring are 0.5 m and 0.7 m respectively. The 
centers of the rings are at ( 0.2, 0.2)   m and (0.2,0.2)  m respectively. The single structure 
obtained by their overlap has the relative permittivity 0 diag(1.4 0.32 ,1.8 0.64 )i i  ε . The 
region of interest is a square region centered at the origin and is of size 2 m. The 
reconstruction is done using the LM technique and the results presented in Fig. 4-6 have been 





Fig. 4-6: Example 2: Overlapping rings structure with complex anisotropic permittivity.  





m , and 
i2
m  respectively. Rows: (a) Actual profile of the 
scatterer. (b) Reconstruction in the absence of noise after 20 iterations. (c) Reconstruction in the 
presence of 20 dB white Gaussian noise after 20 iterations. 
 
4.3 SOM for extended anisotropic scatterers with unknown optical axes 
For the situation when the optical axis is unknown, using LM algorithm for optimization 
is not advisable as the Frechet derivative with respect to the orientation angle is a very 
complicated expression. Here, an optimization scheme similar to contrast source inversion is 
useful. We use a dual-step optimization approach in which the contrast sources (or the 
induced electric currents) and the polarization tensors are updated sequentially in each 
iteration such that two interlinked parameter spaces are being dealt with alternatively in order 
to reduce the overall value of cost function [118-119, 121, 131].  
The cost function (4.11) is minimized by optimizing not only the polarization tensors, but 
also the elements in ambs . Now, the optimization of the polarization tensors is not done by 
considering the numerical constituents of the polarization tensors individually. Instead, the 
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polarization tensor is treated as a single optimization variable and can be computed as 
follows: 






 ξ I E
E
, (4.20) 
where ind ind ind ind
1 2( ) ( ) ( )sm m m N mI r I r I r
   I , 
tot tot tot tot
1 2( ) ( ) ( )sm m m N mE r E r E r
   E , and 
both indmI  and 
tot
mE  are computed in each iteration after conjugate gradient is applied to update 
amb
s . 
Thus, the parameter space for the CSI optimization scheme in SOM is 
 amb, ; 1 to ; 1 to m s ss N m M  ξ . The optimization is performed on the space of ambs  and 
the polarization tensor space alternatively. First, the conjugate gradient approach is used to 
update ambs . Then, the total induced current is calculated using the updated 
amb
s  and finally 
(4.20) is used to calculate the polarization tensor. This process is repeated until the cost 
function is sufficiently small. 
It is noted that in this case, the Frechet derivative is computed with respect to the 
elements of ambs , which is a very simple expression involving no matrix inversions. 
However, this scheme increases the number of optimization variables and uses dyadic 
variables rather than scalar variables. Though this is expected to increase the number of 
iterations required for convergence, each iteration itself takes far lesser time as compared to 
LM due to the absence of computation-intensive matrix operations. 
4.3.1 Numerical examples 
We consider a square region of interest of size 1.4 m, centered at the origin, containing 
two circular cylinders of radius 0.2m each. The cylinders are located at ( 0.3,0) m and 
(0.3,0) m, respectively.  Their permittivities are given by  10 (60 ) diag(3,1) (60 )      ε  
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and  10 ( 60 ) diag(3,1) ( 60 )        ε , respectively. The measurement setup is same as 
the examples in Section 4.2.2. The reconstruction is performed till 30 iterations and the 
results are presented in Fig. 4-7. The first and second columns show the relative permittivity 
along the optical axes and their normal direction respectively. The third column shows the 
orientation of the optical axes. The reconstruction along the principal axis shows the presence 
of two cylinders and the orientations of the optical axes for both the cylinders have been 
successfully retrieved. 
 
Fig. 4-7: Reconstruction of two uniaxial cylinders using SOM.  
Columns (1) – (3) show r1
m , 
r2
m , and 
opt
m  respectively. Rows: (a) Actual profile of the scatterer. 
(b) Reconstruction in the absence of noise after 30 iterations. (c) Reconstruction in the presence 
of 20 dB white Gaussian noise after 30 iterations. 
4.4 Summary 
In this chapter, a modified MUSIC pseudospectrum has been presented. This 
pseudospectrum can detect a combination of isotropic, anisotropic, and uniaxial scatterers 
without any a priori knowledge of the nature of the scatterers or their optical axes. It uses an 
analytical optimization scheme, that does not require any iterative computation and is able to 
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detect the scatterers without needing to compute the optimal test source direction at any 
point. It provides robust results in the presence of noise as well.  
The application of the subspace-based optimization method has been presented for the 
reconstruction of extended dielectric objects that may exhibit complex anisotropic nature. It 
has been shown that subspace-based optimization method can be extended in a 
straightforward manner to such problems. The optimization can be set up for the complex 
anisotropic materials without any increase in the computational complexity as compared to 
the reconstruction of real isotropic dielectric scatterers in the TE case. An optimization 
scheme similar to the contrast source inversion can be used for reconstruction of the materials 
with unknown orientation of the optical axes. This is possible because the contrast source 
inversion uses the induced sources and the physical polarization tensors (and not their 
individual numerical parts) for optimization. Though the numerical examples clearly exhibit 
the directional nature of reconstruction, the examples sufficiently illustrate the strength of the 
subspace-based optimization method for anisotropic and uniaxial cylinders.  
It is noticeable in the numerical examples that the reconstructed anisotropic permittivities 
exhibit strong directionality. For example, the reconstruction along a chosen optical axis is 
good for some portions of the scatterers and poorer for other portions. As discussed later, this 
is because the current distribution on the scatterer along the chosen principal axis is such that 
some portions on the scatterer may have higher current density than the other portions for 
various incidences. This prejudiced distribution of the induced current reduces the sensitivity 
of the inverse approach to the permittivity at the portions with lower current density. Due to 
this fact, the reconstruction of the anisotropic objects along a principal axis may be inherently 
biased to be poor in certain portions. 
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CHAPTER 5: CONCLUSION 
5  
5.1 Summary of contributions 
The contributions of the work presented in this thesis are summarized in the list below: 
1. The applicability of MUSIC for two dimensional inverse scattering problems has 
been studied. Special attention has been given to the impact of the choice of test 
source and signal subspace on the performance of MUSIC. This is presented in 
Section 2.2. 
2. A two-step least squares based method has been proposed for retrieving the 
polarization tensors of small scatterers non-iteratively. The proposed algorithm is 
similar to that proposed in [13], but is distinct in three aspects. First, it is 
mathematically a simpler formulation. Second, each step of the retrieval algorithm 
exhibits a physical significance. Third, the formulation ensures that the polarization 
tensors can be retrieved even if they are rank deficient (for example anisotropic and 
uniaxial scatterers), which is not the case with the method in [13]. This method is 
presented in Section 2.3. 
3. A new physical interpretation of LSM is proposed based on the multipole expansion 
of the induced currents at a sampling point. This formulation has a stronger physical 
foundation than the typically used mathematical formulation. This formulation is 
used for forming a new LSM model, called the multipole based linear sampling 
method (MLSM). A physical regularization method instead of the conventional 
mathematical regularization is proposed. Such physical regularization extends the 
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application of MLSM for complicated scatterers (scatterers that are not simply 
connected or geometrically complicated and exhibiting strong coupling). The 
regularization parameter in MLSM involves the choice of multipoles, which is more 
intuitive and simple than choosing a mathematical constant for the regularization 
parameter and more computation efficient than applying the general discrepancy rule 
for generating the regularization parameter as in traditional LSM. This contribution is 
presented in Section 3.1. 
4. A scheme for generating an initial guess for SOM is presented in Section 3.2. We use 
MLSM and a two-step least squares approach for generating an estimate of the 
permittivity distribution of the region of interest. This scheme incorporates some 
information about the shape of the scatterers and their permittivity. Thus, it provides 
a better initial guess than the conventional initial guess that assigns the background 
medium’s permittivity to the entire region. The proposed scheme provides practically 
useful results within a few iterations and makes SOM more robust to noise.  
5. We extend SOM for two-dimensional vectorial inverse scattering problem (TE case). 
We also compare the scalar and vectorial problems, not just in terms of the 
computational complexity, but also in terms of ill-posedness, non-linearity, and 
convergence. This is presented in Section 3.3. 
6. We discuss the inverse scattering problems involving anisotropic and uniaxial 
scatterers in Chapter 4. As pointed out before, despite practical applications, such 
inverse problems are scarcely studied. The following methods are proposed: 
a. We present a modified MUSIC method, which can be used to detect isotropic, 
anisotropic, as well as uniaxial scatterers. While such problem would require 
some kind of optimization for finding the optimal test source direction, we 
present an analytical solution to this, such that the proposed analytical 
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pseudospectrum of MUSIC can compute and incorporate the optimal test 
source direction without any numerical optimization. This is presented in 
Section 4.1. 
b. SOM has been applied for reconstructing extended anisotropic scatterers. It is 
shown that SOM can be applied to reconstruct anisotropic lossy scatterers 
with the same computational complexity as needed for isotropic scatterers, 
when the optical axes of the anisotropic scatterers are known. It is 
demonstrated that the reconstruction of anisotropic scatterers is poorer than 
isotropic scatterers and exhibits a strong directionality effect. It has been 
shown that this effect is due to the inherent nature of anisotropic scatterers, 
where the independent components of the induced currents along the principal 
axes are themselves biased such that some regions are less sensitive to the 
induction of current. This is presented in Section 4.2. 
c. An optimization scheme for SOM which optimizes both the ambiguous 
induced currents and the polarization tensors is proposed for reconstructing 
anisotropic and uniaxial scatterers with unknown optical axes. This is 
presented in Section 4.3.  
5.2 Discussion 
Inverse scattering problems of small scatterers, extended scatterers, and anisotropic 
scatterers have been presented in this thesis. In all the three categories, physical nature of the 
currents induced on the scatterers and subspace based techniques have been utilized to 
present qualitative and complete reconstruction methods. The guiding theme in all the 
methods has been to find close links between the scattering physics and the mathematical 
operators, such that more insight can be gained regarding an inverse problem and better 
solutions can be designed.  
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The inverse problems of each category of scatterers have their specific characteristics and 
challenges. Chapter 2 considered the inverse scattering problems of small scatterers. Good 
resolution and correct localization is expected from the inverse problems of small scatterers, 
while these requirements may not be critical for the inverse problems of extended scatterers. 
The specific advantage of this scenario, i.e. the injectivity between the induced currents and 
the scattered fields, was used for detection and reconstruction of small scatterers.  
Multiple signal classification has been presented for detecting small scatterers as a 
qualitative reconstruction technique. Various MUSIC pseudospectrums are proposed and the 
applicability of these pseudospectrums in various scenarios is discussed. Specifically, it is 
shown that the applicability of a pseudospectrum corresponding to a certain test source is 
dependent upon the choice of the signal subspace and the nature of sources induced on the 
scatterers. Indeed, the work extends the MUSIC for scalar inverse scattering problems to 
vector inverse scattering problems, and shows the possibilities and limitations of MUSIC for 
its practical application. Further, it is shown in Chapter 2 using an example of a sharp elliptic 
cylinder that the geometry of the small scatterers may lend them special properties, such that 
they may not behave as isotropic scatterers despite being isotropic. 
The resolution of MUSIC has also been studied and it is seen that MUSIC provides sub-
wavelength resolution for high noise levels as well. In fact theoretically, in the absence of 
noise, MUSIC can resolve two small scatterers even if they are touching each other. Thus, the 
capability of MUSIC in imaging multiple cylinders and providing good resolution is 
demonstrated.  
Further in Chapter 2, a two-step least squares based method has been presented for 
reconstructing the polarization tensors of the small scatterers assuming that the information of 
their locations is available. MUSIC is used to generate the information of the locations of the 
cylinders. Since the mapping between the induced currents on the scatterers and the scattered 
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fields measured at the detectors is injective in the case of small scatterers, the induced 
currents can be retrieved uniquely. Then the mapping between the induced currents and the 
total incident field is used to compute the electrical polarization tensors of the scatterers. Due 
to the larger number of measurements than the number of unknowns, the retrieved solutions 
are stable and robust.  
A practical example has been presented in which the locations and radii of various wire 
lines in a cable have to be determined. With the a priori knowledge that the wire lines are 
metallic, close to the perfect conductors, the expression of the polarization tensors is used to 
determine the modalities that are more suitable for MUSIC and retrieval of the polarization 
tensors. Accordingly, the TM case is used for localizing the wire lines using MUSIC, and the 
TE case is used for retrieving their polarization tensors. The relationship between the 
polarization tensors and the radii of the wire lines is used to determine the radii of wire lines 
in the final step. Besides demonstrating the practical application of the methods proposed in 
Chapter 2, it also demonstrates the importance of studying the available information (that the 
cylinders are metallic) and choosing suitable measurement modalities to obtain better results.  
Chapter 3 considered the inverse scattering problems of extended scatterers. In Chapter 3, 
a modification of the linear sampling method has been proposed based upon the multipole 
expansion of the induced current distribution at a sampling point. The new model, multipole 
based linear sampling method (MLSM), provides a physically grounded explanation of the 
LSM. Due to growing interest of engineers towards the application of LSM in various 
practical inverse scattering problems, such physical interpretation will be more helpful for 
understanding and using LSM effectively.  
Besides the different physical interpretation of LSM, the MLSM permits the use of a 
physical regularization technique in the form of the truncation of higher order multipoles, 
instead of the conventionally used Tikhonov regularization. The proposed truncation scheme 
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is easy to understand and implement as compared to the Tikhonov regularization. In 
Tikhonov regularization, either we have to fix the value of the regularization parameter, or 
more appropriately, we have to calculate the value of regularization parameter iteratively 
using a non-linear optimization for every sampling point. While fixing the threshold requires 
heuristic knowledge and may not work in every scenario, computing the regularization 
parameter for every sampling point increases the computational cost of LSM significantly. 
On the other hand, the proposed regularization is neither dependent on heuristics nor requires 
any non-linear optimization. Further, the proposed regularization provides better 
reconstruction results than the conventional LSM.  
At present, the MLSM algorithm is only for the scalar inverse scattering problem (the 
TM case). It should be worthwhile to extend the MLSM algorithm for the vectorial inverse 
scattering problem (the TE case). In this case, instead of the monopole, the dipole terms will 
be the most prominent. Conventionally, for the TE case, the fundamental source is taken as 
either an xˆ  directed dipole or a yˆ  directed dipole. However, in MLSM, we may use an 
appropriate complex combination of the dipole terms such that MLSM generates better 
results. At a later stage, MLSM may also be extended to anisotropic and uniaxial scatterers 
and for imaging three dimensional scatterers. Another important extension of MLSM can be 
for the perfectly conducting scatterers. It is known that the nature of induced currents on the 
perfectly conducting scatterers is significantly different from the dielectric scatterers. For a 
general perfectly conducting scatterer, the multipole expansion of the induced currents at a 
sampling point may be significantly different from the dielectric scatterers. Thus, it should be 
an interesting and challenging problem. 
MLSM has been used in conjunction with the two-step least squares method (proposed 
for small scatterers) to generate an initial guess for SOM. This scheme incorporates some 
information about the shape and the permittivity of the scatterer support and enhances the 
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performance of SOM. Using this scheme as an initial guess, SOM generates practically useful 
results within a few iterations. The overall time required for generating the initial guess and 
executing SOM for a few iterations is significantly lesser than using the background medium 
(free space) as the initial guess and executing SOM. Further, the proposed initial guess 
scheme makes SOM more robust to noise. Though the use of this initial guess scheme has 
been shown for SOM, it should be widely applicable and should enhance the performance of 
other algorithms for reconstructing extended scatterers as well.  
The applicability of SOM has been extended to the vectorial inverse scattering problem 
(the TE case). While the extension of SOM is simple and direct, it provides interesting insight 
into the TE inverse scattering problem. For the TE inverse scattering problem, due to the 
directional nature of the induced dipole sources (as opposed to the induced monopole sources 
in the TM case), the reconstruction in the TE case is expected to be better than the TM case. 
Also, the number of measurements in the TE case is twice the number of measurements in the 
TM case, while the number of unknowns remains the same. Thus, the TE case is 
mathematically less ill-posed. However, the spectral analysis suggests that the TE case is 
more non-linear and the convergence is expected to be slow. Presented results validate that 
the TE case demonstrates better reconstruction quality despite poorer convergence 
characteristics as compared to the TM case.  
In Chapter 4, the inverse scattering problems of anisotropic and uniaxial cylinders were 
considered. It was seen for the example of isotropic elliptic cylinder in Chapter 2, that 
cylinders that have uniaxial characteristics cannot be detected using MUSIC if randomly 
oriented dipole test source is used. This fact is also verified using (4.4). It is noted that a 
suitably directed test source is necessary for detecting uniaxial cylinders. A modification of 
the MUSIC algorithm has been proposed in this chapter, which can analytically select an 
optimal test source direction at every location in the region of interest. The problem of 
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finding the optimal test direction is cast into a minimization problem, and algebraic and 
trigonometric tools are used to determine the optimal test direction. Based on this analysis, a 
simplified expression of the pseudospectrum is formed and the Cauchy-Schwarz inequality is 
used to further analyze and verify the applicability of the simplified pseudospectrum. The 
simplified pseudospectrum can be used for detecting a combination of isotropic, anisotropic, 
as well as uniaxial scatterers without the need of any iterative computation.  
Chapter 4 also presents the application of SOM for reconstructing extended anisotropic 
scatterers. It is shown that if the optic axes of the anisotropic scatterers are known, then the 
computational complexity of SOM reconstruction is same for lossy anisotropic scatterers as 
well as lossless isotropic scatterers, even though the number of unknowns in the case of lossy 
anisotropic scatterers is four times the number of unknowns in the lossless isotropic case.  
The analysis of the currents induced on the anisotropic scatterers indicates that the 
quality of reconstruction of anisotropic scatterers is limited and some regions are bound to be 
reconstructed poorly along an optic axis. In such case, use of some regularization techniques 
or a priori information may be useful. A regularization factor that relates the currents along 
the principal axes in some form may be useful. Or if it is known a priori that the 
permittivities along the two principal axes are in a specific (though unknown) ratio for all the 
anisotropic scatterers, the number of unknowns can be significantly reduced and the 
reduction in the ill-posedness should improve the quality of reconstruction. These may be 
some of the interesting future directions for the inverse problems of anisotropic scatterers.    
Chapter 4 also presents an optimization scheme for SOM suitable for reconstructing 
anisotropic and uniaxial scatterers when the optic axis is unknown. This scheme takes 
inspiration from the optimization scheme in contrast source inversion. Accordingly, the 
ambiguous induced currents and the polarization tensors are reconstructed alternatively and 
iteratively to reconstruct the scatterers.   
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By considering various inverse scattering problems in two-dimensional scenario, this 
thesis serves to highlight the importance of studying the link between physics and 
mathematics of the inverse scattering problems. The nature of the currents induced on the 
scatterers, the mathematical spaces spanned by them, and the relationship of the induced 
currents to the scattered fields are important tools for devising better inverse techniques. This 
idea has been used to present various inverse methods suitable for different types of 
scatterers.  
It is worth mentioning that though the thesis considers the background medium as air, the 
methods are applicable to other scenarios as well. Examples include half-space (buried 
object) problems, through wall imaging, biological tissue imaging, etc. For applying the 
methods to such applications, we just need to construct the suitable Green’s functions. In 
most cases, the Green’s functions are either very complicated analytical expressions or can be 
computed numerically. For the illustration of the concept, we have chosen the air as the 
background medium, which allows for simple analytical expression of the Green’s function. 
However, as mentioned above, in principal, the methods presented in this thesis are 
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