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PREFACE 
It i s  w e l l  known t h a t  a calculus-of-var ia t ions approach t o  
so lv ing  t h e  Bolza form of t r a j e c t o r y  opt imiza t ion  problems usua l ly  y i e l d s  
a non l inea r  two-point boundary va lue  problem i n  terms of t h e  s ta te  and 
Lagrange m u l t i p l i e r  va r i ab le s .  Closed-form s o l u t i o n s  f o r  problems of 
t h i s  type are d i f f i c u l t  t o  o b t a i n  except  f o r  a few simple problems. 
a r e s u l t ,  r ecen t  work i n  t r a j e c t o r y  opt imiza t ion  has focused on numerical  
procedures f o r  ob ta in ing  s o l u t i o n s  using high-speed d i g i t a l  computers. 
P a r t i c u l a r  i n t e r e s t  has  centered on a group known as the  second-order 
methods . 
A s  
One such method is  the  Successive Sweep Method (SSM). It uses  
the  genera l ized  Riccati  t ransformation technique t o  bypass a d i r e c t  nu- 
mer ica l  i n t e g r a t i o n  of t he  pe r tu rba t ion  equat ions.  The reasons such an 
approach has  much p o t e n t i a l  appeal  are presented i n  t h i s  s tudy;  however, 
because the  SSM i te ra tes  on the  con t ro l  va lues  over t he  i n t e r v a l  of in- 
terest, cons iderable  computer s t o r a g e  is  necessary even f o r  problems of 
s m a l l  dimension. This s to rage  is  requi red  t o  compute co r rec t ions  t o  the  
assumed con t ro l .  Furthermore, t h e  Euler ian  c o n t r o l  i s  no t  obtained upon 
convergence. 
This research  develops a new second-order numerical  op t imiza t ion  
method, t he  Modified Sweep Method (MSM). It requ i r e s  very l i t t l e  computer 
s t o r a g e  and provides  the  Euler ian  con t ro l .  I n  add i t ion ,  t h e  p r o p e r t i e s  
and information contained i n  the  Riccati t ransformation v a r i a b l e s  are 
preserved. 
Furthermore, t h i s  research  a l s o  p re sen t s  a new scheme f o r  def i -  
ii 
ning classes of numerical  op t imiza t ion  methods. 
Method and the Modified Sweep Method are then discussed i n  terms of 
d i f f e rences  a r i s i n g  because each f a l l s  i n t o  a d i f f e r e n t  class. 
f i e d  Sweep Method is  subsequent ly  compared numerical ly  t o  the Method of 
Pe r tu rba t ion  Functions (MPF), bo th  of which belong t o  t h e  same class. 
The Successive Sweep 
The Modi- 
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A Modified Successive Sweep Method w a s  devised which y i e l d s  
Euler ian  s o l u t i o n s  t o  two-point boundary va lue  problems of c o n t r o l  op t i -  
mization. This w a s  accomplished by r equ i r ing  con t ro l  s a t i s f a c t i o n  of 
l o c a l  op t ima l i ty  over  t h e  en t i r e  t i m e  in te rva l  of i n t e r e s t  whi le  simul- 
taneously r e l ax ing  te rmina l  t r a n s v e r s a l i t y  requirements on t h e  bagrange 
m u l t i p l i e r s .  
The new method w a s  t e s t e d  success fu l ly  on several classes of 
problems inc luding  opt imizing t h e  r o l l  program f o r  an Apollo-type three- 
dimensional r e e n t r y  t r a j e c t o r y  s o  as t o  minimize a time i n t e g r a l  of 
s p a c e c r a f t  h e a t i n g  and acce le ra t ion .  
This new method w a s  shown t o  r e q u i r e  s i g n i f i c a n t l y  less computer 
s t o r a g e  than  t h e  o r i g i n a l  Successive Sweep Method whi le  r equ i r ing  numeri- 
cal  i n t e g r a t i o n  of fewer va r i ab le s .  I n  a d d i t i o n ,  t h e  method w a s  shown t o  
possess  r ap id  te rmina l  convergence and a conjugate-point test  c a p a b i l i t y .  
i v  
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NOTATION LEGEND 
Derivat ives:  
Ordinary 
For any v a r i a b l e  W 
P a r t i a l  
For t h e  v a r i a b l e s  x ,y  the  scalar S and t h e  vec tor  V 
av 
X ax 
v = -  
as 
Y a Y  
s = -  a as T s = - (-) 
YX ax ay 
D i f f e r e n t i a l s :  
dW 
Variat ions:  
6W 
61W 
62W 
Transpose: 
WT 
t o t a l  d i f f e r e n t i a l  of t h e  v a r i a b l e  W 
t o t a l  v a r i a t i o n  of W 
f i r s t  v a r i a t i o n  of W 
second v a r i a t i o n  of W 
t ranspose of W 
Subscripts: 
For any variable W 
wo = (W), = W(to> value of W at the initial time 
0 
Wf = (W) = W(tf) value of W at the final time 
tf 
Norm: 
The Euclidean norm of the error in satisfying the term terminal 
constraints is used as follows: 
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CHAPTER 1 
INTRODUCTION 
Optimal con t ro l  of s p a c e c r a f t  t r a j e c t o r i e s  r equ i r e s  ob ta in ing  
an opt imal  (maximum o r  minimum) va lue  f o r  an appropr i a t e  scalar quant i ty .  
This scalar quan t i ty  measures spacec ra f t  performance and is  c a l l e d  t h e  
perfomance index. In  add i t ion ,  t e rmina l  condi t ions  such as might be  
s p e c i f i e d  f o r  i n t e r c e p t  o r  rendezvous problems must o f t e n  be  s a t i s f i e d  
s imultaneously . 
Afte r  t h e  problem has been formulated mathematically,  several 
conceptual  approaches are a v a i l a b l e  t o  ob ta in  t h e  condi t ions  requi red  t o  
so lve  t h e  opt imiza t ion  problem. Among t h e  more usua l  approaches are t h e  
ca lcu lus-of -var ia t ions ,  dynamic programming, and Pontryagin 's  P r inc ip l e .  
The calculus-of-var ia t ions i s  considered h e r e  because s p e c i f i c  
opt imal  c o n t r o l  problems can b e  considered as p a r t i c u l a r  cases of t h e  
more genera l ized  Bolza problem of t h e  classical  calculus-of-var ia t ions.  
The powerful r e s u l t s  a s soc ia t ed  wi th  t h i s  classical  theory thus are avail- 
a b l e  f o r  a t t a c k i n g  opt imal  c o n t r o l  problems. 
The calculus-of-var ia t ions approach y i e l d s  a nonl inear  two-point 
boundary va lue  problem f o r  which closed-form s o l u t i o n s  are usua l ly  no t  
poss ib le .  
of  t h e  need t o  s o l v e  these  problems. 
i b l e  i n  t h e  l a s t  decade because of t h e  development of la rge-sca le  d i g i t a l  
computers. 
Sophis t ica ted  numerical  procedures have been developed because 
These procedures have become feas-  
This chapter  in t roduces  t h e  d e f i n i t i o n s  and terminology used 
1 
2 
throughout t h e  d i s s e r t a t i o n .  A b r i e f  h i s t o r y  of t h e  development of t h e  
numerical  op t imiza t ion  methods is given a l s o  wi th  i n t e r e s t  cen te r ing  on 
the  second-order v a r i a t i o n a l  methods. The class of t r a j e c t o r y  optimi- 
za t ion  problems t o  b e  so lved  is s t a t e d ,  as w e l l  as t h e  a s soc ia t ed  non- 
l i n e a r  two-point boundary va lue  problem obta ined  from using a ca lcu lus-  
of -var ia t ions  approach. 
Chapter I1 discusses  (1) t h e  second-order v a r i a t i o n  approach 
used t o  s o l v e  t h e  nonl inear  two-point boundary va lue  problem, 
genera l  set  of pe r tu rba t ion  equat ions f o r  second-order methods, and 
techniques used t o  achieve an i n t e g r a t i o n  of t hese  pe r tu rba t ion  equat ions.  
(2) t he  
(3) 
Chapter I11 presen t s  t h e  Modified Sweep Method based on t h e  
genera l ized  Riccati t ransformation.  Chapter I V  develops t h e  l i n e a r  feed- 
back c o n t r o l  l a w  f o r  t h e  Modified Sweep Method. 
obtained us ing  t h i s  new method are discussed i n  Chapter V ,  wi th  conclusions 
and recommendations presented  i n  Chapter V I .  
The numerical  r e s u l t s  
1.1 Def in i t i on  of T e r m s  Used 
The MSM (Modified Sweep Method) is  obtained from t h e  SSM Gut- 
cess ive  Sweep Method) by r equ i r ing  t h a t  t h e  con t ro l  s a t i s f y  both l o c a l  
op t ima l i ty  and s t rengthened Legendre-Clebsch condi t ion  over t h e  e n t i r e  t i m e  
i n t e r v a l  of i n t e r e s t .  
Hamiltonian f o r  t h e  problem and t h e  r e s t r u c t u r e d  Hamiltonian used t o  ob ta in  
t h e  nonl inear  d i f f e r e n t i a l  equat ions f o r  both t h e  state and Lagrange mult i -  
p l i e r  v a r i a b l e s .  A s  i n  t h e  case of t h e  SSM, t h e  MSM then uses  t h e  
genera l ized  Riccati t ransformat ion  t o  so lve  t h e  l i n e a r i z e d  two-point 
boundary va lue  problem i n  terms of t h e  state and Lagrange m u l t i p l i e r  per- 
This optimal con t ro l  is  then  e l imina ted  from t h e  
3 
t u rba t ions .  This is  done w h i l e  s imultaneously relaxir ig  the t e rmina l  t r ans -  
v e r s a l i t y  requirements on t h e  time-dependent Lagrange m u l t i p l i e r s .  
d e s i r a b l e  t o  compare t h e  proposed MSM 
mizat ion methods. For t h i s  reason,  a s tudy  w a s  made of several well-known 
methods which appear i n  the l i t e r a t u r e .  This au thor  f e l t  t h a t  these methods 
It is  
t o  o t h e r  e x i s t i n g  numerical  op t i -  
w e r e  r e p r e s e n t a t i v e  of t h e  p r o p e r t i e s  contained i n  t h e  set of v a r i a t i o n a l  
methods f o r  the numerical s o l u t i o n  of op t imiza t ion  problems. It i s  empha- 
s i zed  t h a t  only a r e p r e s e n t a t i v e  po r t ion  of the t o t a l  number of e x i s t i n g  
numerical  methods has been used f o r  t h i s  s tudy.  I n  add i t ion ,  t h e  second- 
order  methods i n t e n t i o n a l l y  have been s e l e c t e d  more ex tens ive ly  than t h e  
f i r s t - o r d e r  methods. The gene ra l i za t ions  made, t h e r e f o r e ,  p e r t a i n  only t o  
those  methods contained i n  Sect ion 1 .2  on t h e  h i s t o r i c a l  development of 
numerical  op t imiza t ion  methods. 
This study of t h e  s e l e c t e d  group of e x i s t i n g  methods revealed a 
se t  of p r o p e r t i e s  which can be employed t o  desc r ibe  t h e  c h a r a c t e r i s t i c  
f e a t u r e s  f o r  each method. These p r o p e r t i e s  have been used t o  s p e c i f y ,  ar- 
b i t r a r i l y ,  twelve classes of numerical  op t imiza t ion  methods. Each method 
can then  be i d e n t i f i e d  as belonging t o  a p a r t i c u l a r  class according t o  t h e  
fol lowing p rope r t i e s :  
(1) t h e  ORDER ( f i r s t  o r  second) of t h e  theory upon which t h e  
method is  based. 
(2) t h e  APPROACH ( d i r e c t  o r  i n d i r e c t )  used by t h e  method t o  
compute t h e  requi red  co r rec t ions .  
(3) the ITERATION PROCESS ( i n t e r v a l ,  boundary o r  hybr id)  used 
by t h e  method. 
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The fol lowing d e f i n i t i o n s  are used: 
Def in i t i on  1: Order of t h e  Method 
A method i s  descr ibed  as f i r s t  order i f  i t  i s  based only upon 
t h e  theory of the f i r s t  v a r i a t i o n  f o r  a real func t iona l .  I f  a method is 
based upon the theory  of t h e  second v a r i a t i o n  f o r  a real func t iona l ,  i t  i s  
descr ibed as a second order method. 
Def in i t i on  2:  Approach of t h e  Method 
A method is  s a i d  t o  t ake  a direct approach i f  t h e  requi red  
co r rec t ions  (state, c o n t r o l  o r  Lagrange m u l t i p l i e r s )  are computed such 
t h a t  t h e  performance index f o r  t h e  augmented v a r i a t i o n a l  problem is  
i t s e l f  d i r e c t l y  a f f e c t e d  i n  some manner t o  expedi te  convergence. I f  a 
method chooses t o  compute t h e  requi red  co r rec t ions  based on t h e  set of 
f i r s t - o r d e r  necessary condi t ions  requi red  f o r  op t ima l i ty  wi th  r e spec t  
t o  t h e  c o n t r o l ,  then t h e  method is s a i d  t o  t ake  an indirect approach. 
Def in i t i on  3: I t e r a t i o n  Process f o r  the Method 
A method is  s a i d  t o  use  an interval value i tera t ion  process i f  
t h e  end r e s u l t  of a p a r t i c u l a r  i t e r a t i o n  i s  t h e  computation of correc-  
t i o n s  t o  t h e  v a r i a b l e s  (state, c o n t r o l ,  o r  Lagrange m u l t i p l i e r s )  over  the 
e n t i r e  t i m e  i n t e r v a l  of i n t e r e s t .  Methods which compute co r rec t ions  t o  
these  same v a r i a b l e s  a t  a boundary only are s a i d  t o  use  a boundary vaZue 
i t era t ion  process. 
value  i t e r a t i o n  process ,  i t  i s  descr ibed  as us ing  a hybrid i tera t ion  pro- 
cess. 
I f  a method combines both an i n t e r v a l  and boundary 
Def in i t i on  4: Convergence f o r  a Method 
(a) Control  Function I t e r a t i o n  Method. Given an a r b i t r a r y  
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numerical tolerance E,  a control function iteration method is said to 
have achieved convergence if 
where 
*T T I IHuI I Max (Abs[HU(x,u,X,t)]) to F F tf 
u(t) 
(b) Boundary Value Iteration Method. Given a numerical toler- 
ance E, a boundary value 
vergence if 
iteration 
+ I IMf 
method is said to have achieved con- 
The symbols H, Cf, Mf and flf are defined in Section 1.4. 
Using these definitions, Table I summarizes the twelve classes 
of numerical optimization methods extracted from the methods chosen as 
representative for the study. Reference numbers specify major studies in 
each class while the acronyms (SSM, etc.) identify the particular class 
for the three methods to be compared in detail. 
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1 
1 
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TABLE I 
CLASSES OF NUMERICAL OPTIMIZATION METIIODS 
Direct 
Di rec t  
Direct 
CLAS s 
1 
1 
1 
2 
2 
2 
ORDER APPROACH ITERATION PROCESS REFERENCES 
I n d i r e c t  
I n d i r e c t  
I n d i r e c t  
Direct 
Direct 
Direct 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
2 
2 
2 
I n d i r e c t  
I n d i r e c t  
I n d i r e c t  
Hybrid 
I n t e r v a l  va lue  
Boundary va lue  
Hybrid 
I n t e r v a l  va lue  
Boundary va lue  
Hybrid 
I n t e r v a l  va lue  
Boundary va lue  
Hybrid 
I n t e r v a l  va lue  
Boundary va lue  
4,12 
19,26 
35 
3,13 
23,27 (SSM) 
10,11,16 
(NSM ,MPF) 
A s  shown i n  Table I, the class of second-order methods which 
t ake  a d i r e c t  approach i n  computing the des i r ed  co r rec t ions ' and  implement 
a hybrid i t e r a t i o n  process  w a s  n o t  represented  i n  t h e  methods chosen f o r  
t h e  s tudy.  Furthermore, Classes 1 ,3 ,4 ,5  and 6 ,  a l l  f i r s t - o r d e r  methods, 
I 
I 
were a l s o  n o t  represented.  
order  methods were of primary i n t e r e s t  i n  t h i s  s tudy.  
This  can be  a t t r i b u t e d  t o  the f a c t  that second- 
" 3  
The s imilar i t ies  and d i f f e r e n c e s  between the t h r e e  numerical  
op t imiza t ion  methods (SS74, MSM and MPF) t o  be discussed are now obvious. 
A l l  t h r e e  are second-order methods which use  an i n d i r e c t  approach i n  
computing the requi red  co r rec t ions  f o r  the state,  con t ro l  o r  Lagrange 
m u l t i p l i e r  v a r i a b l e s .  The SSM f a l l s  i n t o  Class 11 because i t  uses  an 
i n t e r v a l  i t e r a t i o n  process .  Both t h e  MSM and MPF f a l l  i n t o  Class 1 2  
because each uses  a boundary i t e r a t i o n  process .  
A h i s t o r i c a l  development of the methods chosen f o r  t he  s tudy  
is  d e t a i l e d  now f o r  re ference  purposes. 
1.2 H i s t o r i c a l  Information 
First-Order Methods. The f i r s t  numerical  procedure f o r  s o l v i n g  
c o n t r o l  op t imiza t ion  problems which generated active i n t e r e s t  w a s  devel- 
oped independently by Kelley12 and Bryson and Denham4. 
extended the concept of  s t e e p e s t  descent  developed earlier by Courant5. 
The Class 2 method w a s  based on the f i r s t - o r d e r  v a r i a t i o n  of a scalar 
func t iona l ,  w i t h  a c o n t r o l  func t ion  assumed f o r  t h e  time i n t e r v a l  of in -  
terest. Correct ions t o  t h i s  c o n t r o l  w e r e  then computed i t e r a t i v e l y  us ing  
an ord inary  g rad ien t  technique. Applicat ions showed t h a t  t h e  method w a s  
easy t o  implement and tended t o  convergence wi th  even gross  i n i t i a l  con t ro l  
estimates. 
Their  research  
The method, however, possesses  two undes i rab le  f e a t u r e s .  F i r s t ,  
t h e  convergence rate decreased asymptot ica l ly  dur ing  the te rmina l  s t a g e s  
of i t e r a t i o n .  Second, once convergence w a s  achieved, t h e  con t ro l  obtained 
w a s  only wi th in  a numerical  t o l e rance  of the Euler ian  cont ro l .  
Due t o  the f i r s t  undes i rab le  f e a t u r e ,  numerical  procedures t o  
inc rease  the convergence rate f lour i shed .  These were a l l  f i r s t - o r d e r  
methods and are no t  d i scussed  i n  this research. Both f e a t u r e s  l e d  t o  t h e  
development of t h e  second-order methods which sought t o  inc rease  conver- 
gence as w e l l  as provide t h e  t r u e  Euler ian  con t ro l .  
Second-Order Methods. Jurovics  and McIntyre'l Solved t h e  two- 
po in t  boundary va lue  problem of t r j a e c t o r y  opt imiza t ion  by us ing  t h e  equa- 
t i o n s  which are a d j o i n t  t o  t h e  l i n e a r i z e d  Euler-Lagrange equat ions.  Thei r  
method w a s  c a l l e d  the Adjoint Xethod (Nethod of Adjoint Funct ions) ,  and 
extended the work of Goodman and Lance7 t o  al low f o r  v a r i a b l e  te rmina l  
t i m e .  The Adjoint Method is a Class 12  method wherein an i n d i r e c t  approach 
is  used t o  compute t h e  des i r ed  co r rec t ions  while  i t e r a t i n g  on t h e  i n i t i a l  
boundary va lues  of the Lagrange m u l t i p l i e r s .  
Breakwell , Speyer , and Bryson3 developed a "second v a r i a t i o n "  
method (Class 10)  t o  so lve  con t ro l  op t imiza t ion  problems. Kel ley,  Kopp, 
and Moyer13 a l s o  developed a "second va r i a t ion"  method similar t o  t h e  
previous one. Jazwinski '  developed a modif l e d  a d j o i n t  method equiva len t  
t o  t h e  second-variat ion method of Breakwell, Speyer, and Bryson3 by ex- 
tending  t h e  method of Jurovics  and McIntyre" . 
t h e  s p e c i f i c  advantage,  however, of r equ i r ing  considerably less s torage .  
Furthermore, i t  requi red  less computer t i m e  i n  t h a t  fewer i n t e g r a t i o n s  of 
an equiva len t  set of equat ions  were necessary.  
Jazwinski ' s  method had 
M c G i l l  and Kenneth20 developed t h e  Generalized Newton-Raphson 
Operator Method f o r  so lv ing  two-point boundary va lue  problems. 
f a l l s  i n t o  Class 11, which uses  t h e  i n d i r e c t  approach l i nked  wi th  an 
i n t e r v a l  va lue  i t e r a t i o n  process .  
t h e  method had previous ly  been given by these  same authors* l .  
major drawback w a s  the labor ious  manner i n  which co r rec t ions  t o  the f i n a l  
t i m e  va lue  were computed. 
This  method 
A proof of quadra t i c  convergence f o r  
This method's 
, 
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An alternate approach, the Modified Generalized Newton-Xaphson 
To eliminate the Method, using the same method was developed by Long1'. 
awkward handling of free final time, a change of independent variable was 
used for the free-final-time corrections. Another method based on the 
Newton-Raphson approach, but incorporating a better technique for compu- 
ting the free-final-time corrections, is the Modified Quasilinearization 
Method developed by Lewallenl6. 
Newton-Raphson approach, calling it quasilinearization. 
Sylvester and Ffe~er~~ have also used the 
A method based on the theory of both the first and second vari- 
ations was devised by Merriam26. 
direct approach is taken for computing corrections to the control functions 
assumed throughout the time interval of interest. 
was instrumental in the development of the successive sweep method discus- 
sed in the next paragraph. 
This is a Class 8 method in which a 
This particular method 
PicReynolds and Bryson2 introduced the successive sweep method 
for solving optimal control problems. 
order method, the Eulerian control requirement is relaxed. The method is 
based on the generalized Riccati transformation and falls into Class 11 
(Table I). A similar method called successive approximation was developed 
by 
Newton's Method. 
Although the method is a second- 
He also showed the formal equivalence of this method to 
Lewallen16 also introduced the Method of Perturbation Functions 
(MPF) , based on previous work by Breakwell, et al., 
method falls into Class 12. 
these methods to Newton's Method. 
and JazwinskilO. The 
Lastman14 has shown the equivalence of all 
Sutherland and B ~ h n ~ ~  have recently developed a method which falls 
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i n t o  Class 9 ,  which uses  a d i r e c t  approach t o  compute boundary co r rec t ions  
f o r  t h e  i n i t i a l  va lues  of t h e  m u l t i p l i e r s .  
Mayne19 developed a second-order method which f a l l s  i n t o  C l a s s  8 
However, a dynamic programming technique i s  used t o  a t t a c k  t h e  (Table I ) .  
op t imiza t ion  problem i n s t e a d  of a ca lcu lus-of -var ia t ions  technique. 
Jacobson9 extended the Class 11 f e a t u r e s  i n t o  a new second-order 
a lgori thm through use  of a d i f f e r e n t i a l  dynamic programming technique. 
method gene ra l i zes  t h e  success ive  sweep methods of McReynoldse3 and 
Mitter27. 
H i s  
The development of t h e  MSM completes t h e  h i s t o r i c a l  development 
f o r  t h e  numerical  op t imiza t ion  methods chosen. 
A s  w a s  mentioned previous ly ,  i t  is now d e s i r a b l e  t o  compare t h e  
MSM t o  bo th  the SSM and the MPF. Toward this  end, a genera l  class of con- 
t r o l  op t imiza t ion  problems is f i r s t  chosen. This  class of  problems is 
presented  i n  the next sec t ion .  
1.3 Class of Control  Optimization Problems t o  be Solved 
Posed as a s p e c i a l  form of t h e  Bolza problem from t h e  calculus-  
o f -va r i a t ions  ( see  B l i s s 1 )  , t h e  genera l  class of c o n t r o l  op t imiza t ion  prob- 
l e m s  t o  be  solved i s  s t a t e d  as fol lows:  
I n  t h e  t i m e  i n t e r v a l  t t < t , f i n d  an m-vector of c o n t r o l  
0 -  - f 
v a r i a b l e s  u ( t >  t o  minimize t h e  real func t iona l ,  
J (u)  = G(xf , t f )  + (1) 
h 
s u b j e c t  t o  the n-vector of d i f f e r e n t i a l  c o n s t r a i n t s ,  
x = f ( x , u , t )  
wh i l e  s a t i s f y i n g  t h e  p-vector of known i n i t i a l  condi t ions  
N(xo,to) = 0 
and t h e  q-vector of des i r ed  te rmina l  condi t ions  
(3) 
The c o n t r o l  and 
assumed t o  be  def ined  on 
M(Xf’tf) = 
state v a r i a b l e s  
completely open 
0 ( 4 )  
i n  t h e  following d i scuss ion  are 
regions and thus are n o t  s u b j e c t  
t o  i n e q u a l i t y  c o n s t r a i n t s .  
1.4 Associated Nonlinear Two-Point Boundary Value Problem 
Proceeding i n  t h e  usua l  ca lcu lus-of -var ia t ions  manner f o r  so lv ing  
t h e  Bolza problem of con t ro l  op t imiza t ion  s t a t e d  i n  t h e  previous s e c t i o n ,  an 
augmented func t iona l  denoted as I is f i r s t  formed. This  augrqented func- 
t i o n a l  has  t h e  proper ty  of be ing  formally equiva len t  t o  t h e  o r i g i n a l  func- 
t i o n a l ;  i t  incorpora tes  t h e  des i r ed  a u x i l i a r y  condi t ions  through t h e  u s e  
of Lagrange m u l t i p l i e r s .  To form t h i s  augmented func t iona l ,  t h e  n-vector of 
Lagrange m u l t i p l i e r s  Act) and t h e  p and q vec to r s  of cons tan t  Lagrange 
m u l t i p l i e r s  1-1 and L, ad jo in  t h e  des i r ed  a u x i l i a r y  condi t ions  t o  t h e  o r i -  
g i n a l  func t iona l  as fol lows : 
12 
For convenience of n o t a t i o n ,  t h i s  f u n c t i o n a l  is  r e w r i t t e n  as 
where 
and x = x( t )  Y u = u ( t )  Y x = h ( t )  
The scalar H i s  t h e  v a r i a t i o n a l  Hamiltonian for t h i s  class of problems. 
Necessary Conditions.  The set of f i r s t - o r d e r  necessary condi- 
t i o n s  which must be s a t i s f i e d  by t h e  extrema1 c o n t r o l  f o r  t he  augmented 
func t iona l  of t h e  type above i s  obtained by r equ i r ing  t h e  f irst  v a r i a t i o n  
of t h i s  func t iona l  t o  vanish.  These condi t ions  are w e l l  documented i n  t h e  
l i t e r a t u r e  ( f o r  example B l i s s ’  Hestenes8, P o n t r y a g i r ~ ~ ~  et a. Tapley and 
Lewallen3 ) . In  summary, t hese  condi t ions  are 
T x - Hx(x,uYh, t )  = 0 I -  
HU(xYu,X,t) T = 0 
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zT 9 (TX + x T ) t  = 0 i o  0 
t = tf I M(Xf,tf)  = !3 
(10) 
(11) 
Equations ( 7 )  through (9) c o n s t i t u t e  2n+m Euler-Lagrange equat ions f o r  
t h i s  class of problems. Equations (11) and (14) are the  p+q s p e c i f i e d  
i n i t i a l  and f i n a l  values  of t h e  problem s ta te  va r i ab le s .  The remaining 
equat ions form the  2n+2 set  of c l a s s i c a l  t r a n s v e r s a l i t y  condi t ions from 
t h e  calculus-of-var ia t ions . 
The con t ro l  op t imiza t ion  problem thus i s  posed as a nonl inear  
two-point boundary value problem f o r  t he  2n+m va r i ab le s  x ( t ) ,  u ( t ) ,  
and A(t) and the  p+q+2 parameters 1.1, v ,  to, and tf i n  terms of 
the  2n d i f f e r e n t i a l  equat ions (7) and (8), t he  m a lgeb ra i c  equat ions 
(9), and t h e  2n+p+q+2 condi t ions  in equat ions (10) through (15). 
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It is  assumed t h a t  t h e  i n i t i a l  t i m e  and n va lues  of t h e  
i n i t i a l  s ta te  x ( t  ) = are s p e c i f i e d .  Equations (10) and (12) are 
then i d e n t i c a l l y  s a t i s f i e d  and t h e r e f o r e  d is regarded  i n  subsequent dis-  
0 0 
cussions.  
Suf f ic iency  Conditions.  To ensure t h a t  t h e  con t ro l  s a t i s f y i n g  
these  f i r s t - o r d e r  necessary condi t ions  does indeed genera te  a weak mini- 
mizing s o l u t i o n ,  t h e  second-order v a r i a t i o n  of t h e  augmented func t iona l  
I ( u )  
evaluated along an extrema1 t r a j e c t o r y  (Gelfand and Fomin6). 
quirement l eads  t o  t h e  fol lowing a d d i t i o n a l  set of second-order condi t ions :  
must be p o s i t i v e  everywhere i n  t h e  i n t e r v a l  of i n t e r e s t  when it  is  
This re- 
1. Strengthened Legendre-Clebsch Condition 
The s t rengthened Legendre-Clebsch condi t ion  must b e  satis- 
f i e d  everywhere i n  the  i n t e r v a l  of i n t e r e s t .  
f o r  any a r b i t r a r y  change i n  c o n t r o l  6 u ( t )  , 
S p e c i f i c a l l y ,  
m 
is  requi red .  
2. Jacobi  (Mayer) Conjugate Poin t  Condition 
The Jacobi  (Mayer) conjugate  po in t  condi t ion  must b e  satis- 
f i e d  everywhere i n  the interval of interest. This r e q u i r e s  
< t 2 tf which t h a t  no two po in t s  exist i n  t h e  i n t e r v a l  
are conjugate  t o  one another .  
to - 
The fol lowing r e s t r i c t i o n s  on t h e  d e f i n i t i o n s  presented  i n  Sec- 
t i o n  I are subsequently assumed i n  t h i s  research:  i n t e r v a l  i t e r a t i o n  
corresponds t o  c o n t r o l  func t ion  i t e r a t i o n  and boundary i t e r a t i o n  corres-  
ponds t o  Lagrange m u l t i p l i e r  i t e r a t i o n .  
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CHAPTER 2 
THE PERTURBATION EQUATIONS 
The second-order v a r i a t i o n a l  methods seek t o  so lve  t h e  non l inea r  
two-point boundary va lue  problem as soc ia t ed  w i t h  t r a j e c t o r y  opt imiza t ion  
by so lv ing  an equiva len t  l i n e a r i z e d  problem i n  terms of pe r tu rba t ions  i n  
the problem v a r i a b l e s .  The s i x  classes of second-order methods are d i s -  
t inguished  by approach and i teration process. Furthermore, each method 
f o r  a given class i s  d i s t ingu i shed  by t h e  technique used t o  perform t h e  
numerical  i n t e g r a t i o n  of t h e  pe r tu rba t ion  equat ions  which are obtained 
from a f i r s t - o r d e r  pe r tu rba t ion  of t h e  Euler-Lagrange equat ions ,  v i z . ,  
Equations (7) through (9) .  These pe r tu rba t ion  equat ions can assume one of 
two forms wi th  each form pa t t e rned  by the i t e r a t i o n  process  s e l e c t e d  f o r  a 
given method. 
A s  i n  the case of t h e  SSM (Successive Sweep Method), i f  a con- 
t r o l  func t ion  i t e r a t i o n  process  i s  used,  a "PE" scheme is  used t o  ob ta in  
t h e  pe r tu rba t ion  equat ions.  The acronym "PE" des igna tes  t h e  fol lowing 
procedure: 
c o n t r o l  pe r tu rba t ions .  
process  is  used, an "EP" scheme i s  used t o  o b t a i n  t h e  pe r tu rba t ion  equa- 
t i o n s .  The acronym "EP" s i m i l a r l y  des igna tes  the fol lowing procedure: 
- Eliminate  t h e  opt imal  con t ro l  and then - Per turb  t h e  r e s u l t i n g  Euler-Lagrange 
equat ions.  These two schemes f o r  genera t ing  t h e  pe r tu rba t ion  equat ions 
f o r  second-order methods are d e t a i l e d  below. 
- Per turb  t h e  Euler-Lagrange equat ions  and then - Eliminate  the 
I f  a Lagrange m u l t i p l i e r  boundary va lue  i t e r a t i o n  
2 .1  The PE Scheme 
The  PE Scheme is  assoc ia ted  w i t h  c o n t r o l  func t ion  i t e r a t i o n  
15 
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I /  \ 
A B  6 X  
-C -A b x  
J t  2 
schemes such as the SSM. It proceeds by f irst  pe r tu rb ing  t h e  f i r s t -  
o rde r  necessary condi t ions  f o r  s t a t i o n a r y  con t ro l .  
i n  t h e  c o n t r o l  are e l imina ted  from the perturbed Euler-Lagrange equat ions 
f o r  the state and Lagrange m u l t i p l i e r s  and the appropr ia te  t r a n s v e r s a l i t y  
i s  nonsin- condi t ions .  This scheme t a c i t l y  assumes that the matrix 
g u l a r  everywhere i n  the t i m e  i n t e r v a l  of i n t e r e s t .  The set of per turba-  
t i o n  equat ions  a s soc ia t ed  w i t h  th is  scheme is  ou t l ined  i n  Appendix A and 
Then t h e  pe r tu rba t ions  
Huu 
f \ 
V 
f 
-W 
J 
are summarized here as 
where 
A = -H H - ~ H  + H~~ xu uu ux 
B = -H H - ~ H  xu uu ux 
+ Hxx c = -H H - ~ H  xu uu ux 
-1 T 
xu uu u v =  H H 6 H  
-1 T w =  H H 6 H  xu uu u 
(17) 
and H = H(x,A,u,t) while t h e  Hamiltonian p a r t i a l s  Hau, Hxu, etc. ,  are 
evaluated on the known t r a j e c t o r y .  
n a l  (or re ference)  t r a j e c t o r y .  
The known t r a j e c t o r y  i s  c a l l e d  a nomi- 
Note that  f o r  th is  scheme, the system of pe r tu rba t ion  equat ions  
assumes the form of a set of inhomogeneous f i r s t - o r d e r  l i n e a r  d i f f e r e n t i a l  
equat ions  w i t h  time-dependent c o e f f i c i e n t  matrices. 
2 . 2  The EP Scheme 
i 
i' The EP Scheme is  used by the boundary va lue  i t e r a t i o n  methods. 
It proceeds by f i r s t  u s ing  t h e  c o n t r o l  op t ima l i ty  condi t ion  and 
6u > o t o  e l imina te  6u HUU the s t rengthened Legendre-Clebsch condi t ion  
t h e  c o n t r o l  from t h e  Euler-Lagrange equat ions  f o r  the state and Lagrange 
m u l t i p l i e r s ,  as w e l l  as t h e  appropr i a t e  t r a n s v e r s a l i t y  condi t ions .  The 
r ev i sed  set of equat ions  are per turbed  then  t o  ob ta in  the fol lowing homo- 
geneous set of f i r s t - o r d e r  l inear  d i f f e r e n t i a l  equat ions.  
HT = 0 
U 
6 
where 
A = HXx 
C = Hxx 
17 
- * 
H = H x ( t ) ,  A( t ) ,  u ( x , A , t ) , t  I 
* 
and u ( x , h , t )  is  the  con t ro l  obtained us ing  t h e  condi t ions  t h a t  HT U = 0 
and HUU 
sumption t h a t  t h e  Hamiltonian H 
such t h a t  H: = 0 and Huu > 0 can b e  used t o  ob ta in  the  e x p l i c i t  rela- 
t i o n  u(x,A,t) .  I m p l i c i t l y ,  such a r e l a t i o n  i s  assured if HT U = 0 and 
HUU > 0 ; however, such an  e x p l i c i t  r e l a t i o n  may be impossible t o  o b t a i n  
0. It is  important t o  no te  t h a t  t h i s  scheme involves  t h e  as- 
f o r  t h e  p a r t i c u l a r  problem is  s t r u c t u r e d  
* 
f o r  some problems. 
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2 . 3  I n t e g r a t i n g  the Set  of Pe r tu rba t ion  Equations 
It has been pointed out  prev ious ly  that second-order methods 
wi th in  a given class d i f f e r  only i n  the technique that is  used t o  i n t e -  
g r a t e  the set of pe r tu rba t ion  equat ions.  
a v a i l a b l e  f o r  accomplishing t h i s  i n t e g r a t i n g  are d e t a i l e d  below. 
The two techniques p re sen t ly  
E x p l i c i t  In t eg ra t ion .  Methods us ing  this technique choose t o  
i n t e g r a t e  d i r e c t l y  the pe r tu rba t ion  equat ions  t o  ob ta in  the per turbed  
values over  the i n t e r v a l  of interest. 
f o r  example the work of Merriam26) t h a t  these methods s u f f e r  from numer- 
ical  i n s t a b i l i t i e s .  
e r r o r s  i n  numerical  p rec i s ion  w i l l  become exponent ia l ly  very l a r g e  over a 
long i n t e r v a l  of numerical  i n t e g r a t i o n .  The n a t u r e  of these i n s t a b i l i t i e s  
i s  a s soc ia t ed  w i t h  the numerical i n t e g r a t i o n  f o r  coupled systems of l i n e a r  
d i f f e r e n t i a l  equat ions  w h i c h  have s p l i t  boundary condi t ions  and admit bo th  
inc reas ing  and decreas ing  exponent ia l  so lu t ions .  
Some i n v e s t i g a t o r s  have found (see 
I n s t a b i l i t y  h e r e  is used i n  the sense  that s m a l l  
I m p l i c i t  In t eg ra t ion .  Methods which p resen t ly  use  this technique 
are based upon a t ransformat ion  process  such as the genera l ized  Riccati 
t ransformation.  
the pe r tu rba t ion  equat ions ,  
These i n  t u r n  can be used t o  compute the perturbed va lues  f o r  the v a r i a b l e s  
i n  the pe r tu rba t ion  equat ions.  
technique. F i r s t ,  the d i f f e r e n t i a l  equat ions  f o r  the new a u x i l i a r y  vari- 
ab le s  have been repor ted  t o  be  more s t a b l e  numerical ly  than  the o r i g i n a l  
pe r tu rba t ion  equat ions.  Second, t h e s e  a u x i l i a r y  v a r i a b l e s  conta in  addi- 
t i o n a l  i n t r i n s i c  information about the opt imal  t r a j e c t o r y  f o r  t h e  problem 
being solved. 
The technique c o n s i s t s  of bypassing d i r e c t  i n t e g r a t i o n  of 
and i n t e g r a t i n g  a set of a u x i l i a r y  va r i ab le s .  
Severa l  advantages are claimed f o r  ’ this  
19 
A s t rong  case concerning increased  numerical  s t a b i l i t y  i n  f i r s t -  
o rde r  l i n e a r  two-point boundary va lue  problems has  been made by Rybicki 
and Usher3'. However, work by Williamson39 and t h i s  author  has  revealed 
t h a t  problems which have l a r g e  d i f f e rences  i n  s i g n  and magnitude f o r  t h e  
eigenvalues  of t h e  c o e f f i c i e n t  mat r ix  i n  t h e  l i n e a r  system of equat ions do 
no t  behave w e l l  numerical ly  wi th  the  genera l ized  Riccati  t ransformation 
technique. 
y e t  t o  be made concerning t h e  numerical  s t a b i l i t y  p r o p e r t i e s  of t h e  Riccati 
t ransformat ion  technique. 
This  au tho r ' s  opinion i s  t h a t  a v a l i d  genera l ized  s ta tement  is  
That t h e  a u x i l i a r y  v a r i a b l e s  could conta in  a d d i t i o n a l  i n t r i n s i c  
information c e r t a i n l y  proves t o  be t r u e .  The earlier methods lacked i n  
one r e spec t :  
convergence procedures be used t o  test t h e  Legendre-Clebsch condi t ion  and/ 
o r  t h e  Jacobi-Mayer conjugate  po in t  condi t ion .  Those methods which used 
t h e  "EP" Scheme t o  genera te  the  set of pe r tu rba t ion  equat ions au tomat ica l ly  
took t h e  Legendre-Clebsch condi t ion  i n t o  account when e l imina t ing  t h e  con- 
t r o l  from t h e  set of Euler-Lagrange equat ions.  However, t h e  Jacobi-Llayer 
conjugate  po in t  condi t ion  s t i l l  must be t e s t e d .  This condi t ion  w a s  o f t e n  
ignored and t h e  converged s o l u t i o n  was assumed t o  be a l o c a l  optimum. 
a f t e r  convergence had been achieved, they requi red  t h a t  post-  
However, us ing  the genera l ized  R i c c a t i  t ransformation technique 
on the pe r tu rba t ion  equat ions provides  t h e  advantage of a d d i t i o n a l  in for -  
mation f o r  the cu r ren t  r e fe rence  t r a j e c t o r y .  Information is  contained 
among these a u x i l i a r y  Riccati  v a r i a b l e s  f o r  t e s t i n g  t h e  Jacobi-Mayer con- 
j u g a t e  po in t  and abnormality condi t ions  from t h e  calculus-of-var ia t ions 
( M ~ R e y n o l d s ~ ~ ) .  
precludes a t r a j e c t o r y  from be ing  optimal.  
It i s  well-known that t h e  ex i s t ence  of a conjugate  po in t  
The ex i s t ence  of such a con- 
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j u g a t e  po in t  can be  au tomat ica l ly  de t ec t ed  cont inuously dur ing  t h e  back- 
ward sweep process .  This is  accomplished by u s e  of the f a c t  that t h e  
matrix s o l u t i o n  t o  the Riccati d i f f e r e n t i a l  equat ion  becomes unbounded at 
a conjugate  poin t .  
On the o t h e r  hand, the abnormality condi t ion  i s  equiva len t  t o  a 
c e r t a i n  matrix of these a u x i l i a r y  Riccati  t ransrormat ion  v a r i a b l e s  be- 
coming s i n g u l a r  at the i n i t i a l  t i m e .  This  information i s  important be- 
cause such a condi t ion  i s  tantamount t o  the i n a b i l i t y  i n  making co r rec t -  
i ons  f o r  va lues  of the t e rmina l  c o n s t r a i n t s .  T h i s  abnormality condi t ion  
occurs  f o r  the Bolza problem i f  the boundary condi t ions  at the f i n a l  t i m e  
are no t  l i n e a r l y  independent (McReynolds2 3, . 
This l eads  t o  specu la t ion  concerning a d d i t i o n a l  information 
about the re fe rence  t r a j e c t o r y  which might be  contained i n  t h e  o t h e r  R i c -  
ca t i  t ransformat ion  v a r i a b l e s ,  e i t h e r  i nd iv idua l ly  o r  i n  some combined 
form. 
t o  e x t r a c t  such a d d i t i o n a l  information.  
To this au tho r ' s  knowledge, l i t t l e  work has been done i n  a t tempt ing  
2.4 The Generalized Riccati Transformation Technique 
The genera l ized  Riccati t ransformation is  a t ransformat ion  which 
changes t h e  o r i g i n a l  two-point boundary va lue  problem i n  terms of t h e  
coupled l i n e a r  system of d i f f e r e n t i a l  equat ions t o  an i n i t i a l - v a l u e  prob- 
l e m  having uncoupled v a r i a b l e s  and boundary condi t ions .  This  i n i t i a l  
va lue  problem i s  now s t a t e d  i n  terms of 
and i n  t h e  genera l  case, a t o t a l  of 
3(n+q) 3. 21 
v a r i a b l e s  and q is  t h e  number of te rmina l  c o n s t r a i n t .  Since t h e  coupled 
n o r i g i n a l  problem v a r i a b l e s ,  
(n(n+l) + q(q+l)  / 2  + ((nxq) + 1 
a u x i l i a r y  Riccati v a r i a b l e s  where n is  t h e  number of state 
21 
system of p e r t u r b a t i o n  equat ions is  i n t e g r a t e d  i m p l i c i t l y  by i n t e g r a t i n g  
these  a u x i l i a r y  v a r i a b l e s ,  i t  was expected t h a t  t h e  d i f f e r e n t i a l  equat ions 
f o r  t h e  a u x i l i a r y  v a r i a b l e s  would be numerical ly  more s t a b l e  than t h e  o r i -  
g i n a l  equat ions.  
M ~ R e y n o l d s ~ ~  i n  t h a t  t h e  conjugate  po in t  condi t ion  is  r e l a t e d  d i r e c t l y  t o  
t h e  boundedness of an (nxn) matrix of RiccaEi v a r i a b l e s  which must s a t i s f y  
a matrix vers ion  of t he  scalar Riccati  equat ion over t h e  t i m e  i n t e r v a l  of 
i n t e r e s t .  . 
Furthermore,  Breakwell and Ho2 have shown agreement wi th  
This  t ransformat ion  approach proceeds t o  so lve  t h e  o r i g i n a l  non- 
l i n e a r  two-point boundary va lue  c o n t r o l  op t imiza t ion  problem i n  the f o l -  
lowing manner. A s o l u t i o n  t o  the o r i g i n a l  nonl inear  problem i s  assumed, 
and t h e  corresponding te rmina l  condi t ions  are obtained.  In  genera l ,  t hese  
condi t ions  are n o t  s a t i s f i e d  t o  w i t h i n  the s p e c i f i e d  e r r o r  t o l e rances .  
Desired changes, i n  t hese  te rmina l  condi t ions  are s p e c i f i e d ,  and t h e  gen- 
e r a l i z e d  Riccati t ransformat ion  is  used then t o  genera te  a l i n e a r i z e d  f i e l d  
of s o l u t i o n s  about this assumed s o l u t i o n .  The t ransformation allows t h e  
s p e c i f i e d  changes i n  the set of te rmina l  condi t ions  t o  be mapped back t o  
the i n i t i a l  t i m e ,  when t h e  p a r t i c u l a r  member of t h e  f i e l d  t h a t  a l s o  satis- 
f i e s  the i n i t i a l  condi t ions  i s  s e l e c t e d .  A new s o l u t i o n  t o  the o r i g i n a l  
nonl inear  two-point boundary va lue  problem i s  then  computed us ing  t h e  l i n -  
ea r i zed  co r rec t ions ,  which are obtained through use of t h e  a u x i l i a r y  R i c -  
c a t i  v a r i a b l e s .  A s  befo re ,  the new s o l u t i o n  does not  s a t i s f y  the des i red  
te rmina l  condi t ions  exac t ly  due t o  t h e  l i n e a r i t y  assumptions. However, t h e  
process  can be  appl ied  i t e r a t i v e l y  u n t i l  t h e  des i r ed  te rmina l  condi t ions  
are s a t i s f i e d  t o  wi th in  a s u i t a b l e  e r r o r  t o l e rance .  
H i s t o r i c a l  Background. A Riccati t ransformation technique w a s  
f i r s t  used by Gelfand and Fomin6 i n  t h e i r  success ive  sweep procedure of 
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solving two-point boundary value problems for linear inhomogeneous systems 
of Second-order differential equations. 
eralized and discussed for systems of first-order equations by Rybicki and 
The same transformation was gen- 
Usjher. 31 McReyn~lds~~ ,24 and used the successive sweep method 
with the generalized Riccati transformation technique to solve the non- 
linear two-point boundary value problem of control optimization. Schley 
apd Lee32 have developed a Newton-Raphson method which uses the Riccati 
transformation technique. Speyer and B y r ~ o n ~ ~  have extended the concept 
of the Riccati variables for the case when some of these variables become 
unbounded. Narha and Berry28 and 0mici0li~~ have applied the successive 
sweep method of McReynolds to the shaping of optimal finite-thrust orbit 
transfer trajectories for which the control function is characterized by 
discontinuities. McGregora2 has used the same method but has introduced 
modifications to handle problems with inequality constraints which contain 
the control explicitly. 
how this technique can be used with any second-order method. 
“lost recently, Longmuir and Bohn18 have shown 
Analytical Development. The generalized Riccati transfarmation 
for the linearized control optimization problem can be written in matrix 
form as 
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> 
' K  D R 
F g 
A R =  E 
Y T z  S T 
L I 
h 
I d 
r 
@ 
A P =  
\ J 
where 
and 
dMf9 dnf ,  dv, and d t f  are cons tan ts  f o r  a p a r t i c u l a r  i t e r a t i o n  
where K,  E, yT r e spec t ive ly  map given s ta te  pe r tu rba t ions  6 x ( t )  i n t o  
changes i n  t h e  m u l t i p l i e r s  6A( t ) ,  t e rmina l  s ta te  d i s s a t i s f a c t i o n s  dMf , 
and te rmina l  Hamiltonian t r a n s v e r s a l i t y  d i s s a t i s f a c t i o n  dQf and 
K ( t )  is an nxn symmetric mat r ix  
E ( t )  is  a qxn mat r ix  
y ( t )  is an n-vector 
Also,  D,  F, zT r e spec t ive ly  map changes i n  the  m u l t i p l i e r s  dv i n t o  
changes i n  t h e  m u l t i p l i e r s  
and Hamiltonian terminal d i s s a t i s f a c t i o n  dnf , and 
6A(t) , t e rmina l  s t a t e  d i s s a t i s f a c t i o n s  dMf , 
D ( t )  i s  an nxq matrix 
F ( t )  is  a qxq symmetric mat r ix  
z ( t )  i s  a .q-vector 
The scalars R, g and s re spec t ive ly  map changes i n  t h e  f i n a l  
t i m e  d t f  i n t o  changes i n  t h e  m u l t i p l i e r s  6A( t ) ,  t e rmina l  state d i s s a t -  
i s f a c t i o n s  dMf and t h e  d i s s a t i s f a c t i o n  i n  t h e  te rmina l  Hamiltonian, dQ 
f '  
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+ R  
The quantit$es TI, 5 and 41 respectively map changes in termi- 
nal local sptimality dissatisfaction or terminal transversality dissatis- 
factions by the multipliers into changes 6X(t), dMf, and dil 
f *  
' 6; 
0 
0 
Differentiating the 
with respect to time gives 
0 
0 
\ 
-K In 
0 -E 
T 
0 -Y 
i 
generalized Riccati transformation (Eq. 19) 
Ill 
0 
0 
1 
6X 
dv 
dtf 
-E 
T 
-Y 
, 
+ P  
Expanding the middle term on the right and transposing to the left yields 
Using the perturbation equations, Equations 
6; leads to the following expression 
-C 
A 
6X 
6X 
+ -1 V 
6X 
dv 
dtf 
+ ;  
(17), to eliminate and 
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I A T -A B Now 
-K n I 
0 -E 
T 
0 -Y 
sx ’ 
dv 
dtf 
/ 
sx 
6X 
+ 
T 
-C -A 
A B 
Using t h e  f i r s t  row of t h e  Riccati t ransformat ion ,  Equation (19), t he  
fol lowing r e l a t i o n  can be  r e a d i l y  obtained.  
K D OI R 
0 n I 
6X 
dv 
dtf 
+ 
0 
n 
S u b s t i t u t i n g  Equations (23) and ( 2 4 )  hack i n t o  Equation (22) gives  
[: -:] I O 0  n K D R  6X dv 
dt€ 
+[:]I+ j,] 
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Multiplying and collectring terms f o r  arbitrary 6x, dv and d t f  
the following eqvations must hold 
T i = -swT 
T 
p = - S r  
where 
Performing the matrix multiplications 
tions for the Riccati variables. 
d 
d t  
- 
- 
yields the familiar set of equa- 
K D 
E F 
Y 
- 
S "i T 2 T 
(AT + KB) K + KA + C ' (AT + KB) D I (AT + KB)%] 
I i 
I EBD I E(A + BK) 
yT(A + BK) I YTBD 
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I 
6Af 
d‘f 
, dS2f , 
= -  
- 
From Equation (28), the fol lowing rates of change f a r  the Ric- 
*T c a t i  v a r i a b l e s  are found t o  be equal :  E ( t )  = i ( t ) ,  ;( t)  = i(t) and 
k ( t )  = i(t). 
Q(tf) and z ( t f )  = g ( t f ) ,  t h e  fol lowing w i l l  be  t r u e :  E T ( t )  = D(t ) ,  
y ( t )  = Q(t) and z ( t )  = g ( t ) .  This means n o t  only that the matrix of 
Riccati v a r i a b l e s  R ( t )  given i n  Equation (19) is  symmetric b u t  a l s o  t h a t  
I f ,  then ,  a t  the te rmina l  boundary E T ( t f )  = D ( t f ) ,  y ( t f )  = 
MT “f ’ ‘(P ) 
xf 
0 Mf 
B f  + T 
xx f 
M 
Xf 
 ai+^ M f + ~  ‘T 
k 2 3 4, 
Equation (26) i t s e l f  is  a l s o  symmetric. I n  this case, 
6 r \  
T 6xf‘ 1 
dv + 0 (31) 
d t f  T 
\ J \ 5; 
T ii = -s ws 
where S and W are defined on page 26.  
Terminal Boundary Conditions.  The de r iva t ions  of the general-  
i z e d  set of t e rmina l  boundary condi t ions  f o r  t h e  Riccati v a r i a b l e s  are 
presented i n  Appendix B. I n  summary, these boundary condi t ions  are ob- 
t a i n e d  from 
The boundary condi t ions  thus are 
1 
0 
T 
5, 
and 
where 
MT 
(pxx)f xf 
0 
f c1 . 
Mf 
A 
= ‘dCf 
(-H H - ~ ( H  + H P u uu w uh xx ) t f  
[-H u H-lH uu uh MT] x tf 
(32) 
(33) 
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0 '  
0 
r 
5, 
and 
( 3 4 )  
4 zT Df + H X-lH [ f D t  T 4 
IntervaZ VaZue Process, Methods using t h i s  process  s tar t  by 
assuming a c o n t r o l  func t ion  over t he  t i m e  i n t e r v a l  of i n t e r e s t .  I n  
genera l  then,  H t ( t )  # 0. For such methods, t he  Lagrange m u l t i p l i e r s  
can be  made t o  s a t i s f y  the  t r a n s v e r s a l i t y  condi t ions  i d e n t i c a l l y ;  i . e . ,  
C f  = 0. 
i t e r a t i o n  process.  The te rmina l  boundary condi t ions  f o r  t h e  R i c c a t i  
The Successive Sweep Method i s  an example of a con t ro l  func t ion  
v a r i a b l e s  are then obtained from 
where 
M 
xf 
MT 
f X f 
c1 
0 
*T Mf + T B f  f T T af + r 
2 3 4 
-1 
2 
T = (-H H-% MT u uu ux x] 
t f  
3 
T = (-H H-l'H a ] 
4 u uu ux f tf 
and 
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dMf - 
,dRf , 
Note that the te rmina l  mat r ix  R ( t  ) of R icca t i  v a r i a b l e s  is  
symmetric only when the c o n t r o l  func t ion  s a t i s f i e s  t he  l o c a l  op t ima l i ty  
condi t ion  that H (t ) = 9. This same conclusion has  been drawn by 
PkGregor22. 
f 
T 
u f  
However, t h i s  c o n t r a d i c t s  t h e  r e s u l t s  presented by ZicReynolds 
and Bryson2’ and :litter27. This argument needs t o  be resolved.  
T Boundary Value Process. These methods assumed t h a t  H ( t )  = o , 
U 
where t < t ,< tf  . I n  t h i s  case, i n i t i a l  va lues  are guessed f o r  t h e  
Q -  
Lagrange m u l t i p l i e r s ,  and subsequent co r rec t ions  are computed i t e r a t i v e l y .  
I n  gene ra l  then,  C, # 0: l i kewise ,  dC, # 0. The te rmina l  boundary 
J. L 
condi t ions  i n  t h i s  case are obtained as 
‘F 
f c1 
M 0 
xf 
T 
Clf 
Note then t h a t  t h e r e  is a b a s i c  d i f f e r e n c e  i n  philosophy between a con t ro l  
func t ion  and a boundary va lue  i t e r a t i o n  process .  
op t ima l i ty  condi t ion  t h a t  HE = 0 is  re laxed  a t  each po in t  i n  t h e  i n t e r -  
v a l  t o  ensure s a t i s f a c t i o n  of t h e  t r a n s v e r s a l i t y  condi t ion  
the  Lagrange m u l t i p l i e r s .  I n  t h e  second case, t h e  op t ima l i ty  condi t ion  
HT = 0 
t r a n s v e r s a l i  t y  
I n  t h e  f i r s t  case, the  
C f  = 0 by 
is s a t i s f i e d  a t  each po in t  i n  the  i n t e r v a l  whi le  t he  te rmina l  
i s  re laxed  on the  m u l t i p l i e r s .  
U 
C f  = 0 
CHAPTER 3 
THE MODIFIED SWEEP METHOD 
Merriam26 and Y i t t e r 2 7  have pointed out  t h a t  boundary-condition 
i t e r a t i o n  methods have c e r t a i n  programming advantages;  &., computer 
l o g i c  is  r e l a t i v e l y  s imple,  and programming s t o r a g e  requirements are 
small, Furthermore, accu ra t e  t r a j e c t o r i e s  are obtained i n  problems where 
t h e s e  methods are success fu l .  Experience has  shown t h a t  such methods have 
one main disadvantage,  *., t h e  numerical  i n s t a b i l i t y  mentioned previously.  
The n a t u r e  of t h i s  i n s t a b i l i t y  has  been discussed by several r e sea rche r s ,  
among them Rybicki and Usher. 31 Since t h e  Riccati t ransformation tech- 
nique a t tempts  t o  circumvent t h i s  problem by dea l ing  wi th  new uncoupled 
v a r i a b l e s  , t h i s  approach enhances t h e  d e s i r a b l e  f ea tu res  a l ready  known 
about boundary i t e r a t i o n  schemes. 
For t h e  modified sweep method, i t  is assumed t h a t  t h e  Euler- 
Lagrange equat ions are s a t i s f i e d  over  t h e  t i m e  i n t e r v a l  of i n t e r e s t .  
thermore, t h e  op t ima l i ty  condi t ion  t h a t  HT = 0 
e x p l i c i t  expression f o r  t he  con t ro l  i n  terms of t he  o the r  v a r i a b l e s .  
Legendre-Clebsch condi t ion  i s  then used t o  y i e l d  t h e  extrema1 c o n t r o l  
Fur- 
is assumed t o  y i e l d  an 
U 
The 
This expression can now be used t o  e l imina te  t h e  con t ro l  from t h e  o r i g i n a l  
nonl inear  Euler-Lagrange equat ions f o r  x and h as w e l l  as from t h e  
appropr i a t e  t r a n s v e r s a l i t y  condi t ions .  
condi t ions  can now be r ewr i t t en  as 
The set of f i r s t - o r d e r  necessary 
31 
32 
t = tf I M(xf , t f )  = 0 
Equations c37) and (38) are 2n equat ions f o r  t h e  2n unkpowns x ( t )  
and X ( t ) .  Equations (39) through (42) are 2n+q+l condi t ions  f o r  t h e  
2n unknowns x ( t ) ,  h ( t ) ,  and t h e  q+l unknown parameters v and t f .  
These equat ions  c o n s t i t u t e  t h e  f a m i l i a r  nonl inear  two-point boundary va lue  
problem. A f i r s t - o r d e r  pe r tu rba t ion  of t h e  nonl inear  Euler-Lagrange equa- 
t i o n s  is  nQw considered.  
system of equat ions (see Sect ion 2.2). 
This y i e l d s  t h e  
6 X  I,lj = 
xx -Hxx 
fol lowing homogeneous l i n e a r  
( 4 3 )  
6X "!
A s  w a s  mentioned on page 2 7 ,  t h e  d i f f e r e n t i a l  equat ion f o r  the 
n+q+l matrix of Riccati v a r i a b l e s ,  R ( t ) ,  w i l l  be  symmetric i f  the te rmina l  
boundary va lues  are such t h a t  
is shorn tbt  B(tf)  w i l l  always be  symmetric f o r  the MSM. This 
reason,  along wi th  the  f a c t  t h a t  an EP scheme is  used by t h e  MSM t o  ob ta in  
t h e  pe r tu rba t ion  equat ions given i n  Equation (18), g ive  t h e  fol lowing d i f -  
T 
B ( t f )  = R ( tf) .  In the next  s e c t i o n  i t  
f e r e n t i a l  equat ions  f o r  t he  MSM Riccati va r i ab le s :  
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T 
T 
i = -s ws 
i = - ~ r  
( 4 4 )  
( 4 5 )  
where 
3 . 2  Boundary Conditions 
Boundary condi t ions  f o r  t hese  equat ions are obtained by a f i r s t -  
o rde r  pe r tu rba t ion  of equat ions (39) and ( 4 0 )  
T 
= ( P i x > f 6 ~ f  + Mx dv + af d t f  - dCf 
6xf  f 
(47 1 
Equations ( 4 3 )  r ep resen t  2n equat ions f o r  t h e  2n unknowns 6 x ( t )  and 
6 h ( t ) .  Furthermore, equat ions ( 4 6 )  and ( 4 7 )  give  2n spli t-boundary con- 
d i t i o n s  f o r  t hese  v a r i a b l e s  i n  terms of the  2n known parameters 6xo 
and 6Af p lus  t h e  q+l a d d i t i o n a l  unknown parameters dv and d t f .  The 
requi red  a d d i t i o n a l  q+l condi t ions  are obtained by a l s o  performing a 
f i r s t - o r d e r  pe r tu rba t ion  of equat ions (41) and (42). It i s  shown i n  
Appendix B t h a t  t h i s  procedure y i e l d s  
dMf = Pfx 6x + Mfdtf 
f 
I 
Af  
1 
dMf = 
\dRf - J  
where 
T Df 
f D t  
4 = - C -  T 
*T 
dc f T - --x 5 
In  mat r ix  form, these  boundary condi t ions  can b e  summarized as 
M 0 
xf 
Note t h a t  this c o e f f i c i e n t  mat r ix  i s  symmetric. Furthermore, if n values  
of the state  are s p e c i f i e d  a t  
minal boundary condi t ions  reduce t o  the  homogeneous form 
tf, C f  = dCf = 0. For t h i s  case, the  ter- 
/cp_', MT Xf af 6xf 
dv 
dtf 
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To summarize, Equations ( 4 3 ) ,  ( 4 6 ) ,  and ( 5 0 )  c o n s t i t u t e  t h e  l i n e a r  f i r s t -  
o rde r ,  two-point boundary va lue  problem f o r  t h e  2n €unct ions 6x(t) , 
6 A ( t ) ,  and the  q+l parameters dv and d t f  i n  terms of t h e  2n+q+l 
s p e c i f i a b l e  parameters 6xo , 6Af , dMf , and dGf. The computational 
procedure followed by t h e  ?ISM w i l l  now b e  ou t l ined .  
3 . 3  Computational Algorithm 
The modified sweep method can be  implemented as fol lows:  
t f  Step 1 - Assume a+q+l va lues  f o r  Act,) , v and 
Step 2 - I n t e g r a t e  the nonl inear  Euler-Lagrange Equations (37) and (38) 
forward from t t o  t f y  v i z . ,  
0 
&T x = H>(x,X,t) 
Step 3 - Test t h e  e r r o r  norm 
I f  t h i s  c r i t e r i o n  is s a t i s f i e d ,  ex i t ;  o therwise ,  cont inue t o  
the  next  s t e p .  
= 
- I n t e g r a t e  the  Riccati v a r i a b l e s  backward from t h e  f i n a l  t o  
t h e  i n i t i a l  t i m e  us ing  the d i f f e r e n t i a l  equat ions 
xx X 
Mx 0 
T D f  
a 
T 
* T 
p = - S r  
6 = -s ws 
Step 6 - Compute the n+q+l co r rec t ions  6 h o ,  dv and d t f  using 
the  genera l ized  Riccati t ransformation (Equation 19) , eval- 
uated a t  the  i n i t i a l  t i m e .  These cor rec t ions  are 
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dv 
dtf 
and 
IO 
= (F - gs-'gT)il (dMf - r )  -gs-'(dQf - Cp) 
0 
-1 T - (DT - gs R ) 6x ) t  
0 
= ( K 6 x  + Ddv + R d t f  + rl ) t  
0 
where i t  has  been assumed t h a t  
* 
dMf =: --E Mf 
- R q e a t  from Step  2 using t h e  new va lues  
Ai+l (to> = xi( to)  + 6ho 
i = v  + d v  i+l V 
i = tf + d t f  i+l t f  
3 . 4  Computational Advantages 
The computational advantages of t h e  MSM over t h e  SSM are 
t h a t  i t  has t o  i n t e g r a t e  n+q less v a r i a b l e s  and r equ i r e s  considerably 
less s t o r a g e  than  the SSM. The exac t  comparisons are shown i n  Tables 
I1 and 111. Table I1 shows t h e  number of v a r i a b l e s  which must be i n t e -  
38 
gra t ed  by each, method i n  forward and backward d i r e c t i o n s .  
shows t h e  s t o r a g e  requirements f o r  each method. 
t i t ies  need t o  be  s t o r e d  i n  t h e  MSM case. For t h e  SSM, however, 
M(n(q+3)-hnh(n+l)/2) q u a n t i t i e s  have t o  be  s t o r e d  where M is t h e  t o t a l  
number of po in t s  i n  t h e  i n t e g r a t i o n  i n t e r v a l .  
t y p i c a l  r een t ry  problem wi th  M = 1,000,  n = 6 ,  q = 3,  and m = 1 
show6 t h e  MSM r equ i r e s  s t o r a g e  of 26 q u a n t i t i e s  whi le  t h e  SSM must 
s t o r e  58,000 q u a n t i t i e s .  
Table I11 
Only 3n f 2(q+l) quan- 
A quick check f o r  a 
It i s  specu la t ed  t h a t  use  of t h e  SSM f o r  l a r g e  complex prob- 
l e m s  such as t h e  Apollo 3-D r een t ry  w i l l  r e q u i r e  f i x e d  s t ep - s i ze  in tegra-  
t i o n  rou t ines  wi th  a l a r g e  enough s t ep - s i ze  t o  remain w i t h i n  t h e  computer 
s t o r a g e  l i m i t a t i o n s .  Furthermore, t h e  l a r g e  s t e p  s i z e  may l ead  t o  unsat- 
i s f a c t o r y  numerical  accuracy. 
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TABLE I1 
MSM AND SSM VARIABLES TO BE NUMERICALLY INTEGRATED 
STANDARD SWEEP METHOD 
Forward : x - n  
Backward : A - n  
n(n+l) 
2 K -  
D - nxq 
R - n  
g - q  
5 - 4  
s - 1  
$ - 1  
MODIFIED SWEEP METHOD 
Forward : 
Backward: 
x - n  
A - n  
n(n+l) 
2 K -  
D - nxq 
R - n  
g - q  
5 - 4  
s - 1  
9 - 1  
+ I (n(n+l) + q(q+l))  2 
Di f fe rence  : (n+q) less v a r i a b l e s  
- Note: I f  a l l  va lues  of t h e  t e r m -  
i na l  s ta te  are cons t ra ined ,  i .e.,  
i f  q = n, then 17 = 0 ,  5 = 0 ,  
4 = 0 and t h e  d i f f e r e n c e  inc reases  
t o  2(n+q)+l less v a r i a b l e s ,  
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TABLE I11 
COMPUTER STORAGE REQUIREMENTS 
STANDARJ.) SWEEP METHOD 
A t  every po in t  i n  t h e  i n t e g r a t i o n  
i n t e r v a l ,  t h e  fol lowing values  
must be s t o r e d :  
x ( t )  : n 
u ( t )  : m 
h ( t )  : n 
n (n+l) 
K(t)  : 2 
D ( t )  : nxq 
a(t) : n 
L e t  M = t o t a l  number of po in t s  i n  
the i n t eg ra t i cm then 
q u a n t i t i e s  have t o  be  s t o r e d .  A 
t y p i c a l  r e e p t r y  problem has 
M = Order(1,000), n = 6 ,  q = 3,  
and m = 1. 
!Thusy 58,000 q u a n t i t i e s  must be  
s t o r e d  over  the i n t e g r a t i o n  
i n t e r v a l .  
MODIFIED SWEEP METHOD 
A t  t h e  i n i t i a l  and f i n a l  p o i n t s  only,  
t h e  fol lowing va lues  must be s to red :  
x - n  
lo - n 
v - 4  
0 
tf - 1 
Mf - 4 
Qf - 1 
C f  - n 
- 
Only 3n+2(q+l) q u a n t i t i e s  need t o  
be  s t o r e d  from i t e r a t i o n  t o  iter- 
a t ion .  
Compare 26 q u a n t i t i e s  w i th  58,000 
f o r  t h e  Apollo r een t ry  problem. 
CHAPTER 4 
THE MODIFIED SWEEP METHOD GUIDANCE SCHEME 
I n i t i a l  condi t ions  f o r  dynamical processes  are d i f f i c u l t  t o  
c o n t r o l  i n  a c t u a l  problems. E r ro r s  o f t e n  occur which may be  due t o  in- 
t e r n a l  mechanical causes such as premature cu tof f  by a t h r u s t i n g  rocke t  
motor. Regardless of where these  e r r o r s  occur,  they have t h e  cumulative 
e f f e c t  of causing a dev ia t ion  from t h e  intended optimal path. It is then 
d e s i r a b l e  t o  use  t h e  known information about t h e  pa th  t o  recompute a new 
c o n t r o l  program t o  accomplish t h e  mission ob jec t ives .  This i s  done by 
determining t h e  c o n t r o l  func t ion  co r rec t ions  6u as a func t ion  of t h e  
s ta te  p e r t u r b a t i o n ;  i .e. ,  6u = 6 u ( 6 x Y t ) .  This i s  a guidance problem i n  
opt imiza t ion  theory.  The guidance r e l a t i o n s  are now derived using t h e  
MSM. 
The MSM assumes t h a t  from the  l o c a l  op t ima l i ty  condi t ion  
T H t  = 0 and t h e  s t rengthened  Legendre-Clebsch condi t ion  6u Huu6u > 0 , 
t h e  minimizing c o n t r o l  u ( t )  can be expressed as an e x p l i c i t  func t ion  of 
t h e  state and Lagrange m u l t i p l i e r  v a r i a b l e s ;  i .e . ,  
u = U(x,A,t) 
Per turb ing  t h i s  express ion  t o  f i r s t - o r d e r  g ives  
6u = Ux6x + UA6A 
(54) 
(55) 
The genera l ized  Riccati t ransformation is 
4 1  
6 h  = K6x + D dv + R dt + n 
dMf = D 6x + F dv + g dtf + < 
dof = R 6x + gT dv + s dtf + Cp 
f 
T 
T 
Solving the last two equations simultaneously yields 
dv = I T 6 x + I T y t - r z  
11 1 2  1 3  
dtf = IT 6x +  IT^^^ + IT z 
2 1  23  
where 
and IT A = A(gs-'RT - DT) 
11 
IT 
12 
A -1 
IT = -Ags 
1 3  
- A + ET) 
IT - -s (g 
21 11 
Using Equations (59) and (60) to eliminate dv and dtf from Equation 
(56) gives 
61 = (K + DIT + RIT )6x (DIT RT )Y 
11 21 12 22 
+ (DIT + RIT )z 
1 3  23 
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S u b s t i t u t i n g  this  express ion  i n t o  Equation (55) then  g ives  
6U (u + UA(K + DIT + RIT >)6x 
X 11 21 
This equat ion  r ep resen t s  the linear-feedback c o n t r o l  l a w  f o r  continuously 
co r rec t ing  t h e  opt imal  c o n t r o l  program f o r  a given pe r tu rba t ion  
t h e  v e h i c l e  state. 
these  co r rec t ions  t o  the converged con t ro l  program. Note t h a t  f o r  a 
given pe r tu rba t ion  6 x ( t ) ,  the c o e f f i c i e n t s  are obtained by i n t e g r a t i n g  
t h e  Riccati v a r i a b l e s  forward us ing  t h e  i n i t i a l  va lues  corresponding t o  
t h e  converged so lu t ion .  
6 x ( t )  
The new c o n t r o l  program is  then  obtained by adding 
i n  
I n  guidance work i t  is d e s i r a b l e  t o  know t h e  c o n t r o l  co r rec t ions  
i n  terms of a known time-dependent mat r ix  and the  i n i t i a l  veh ic l e  state 
pe r tu rba t ions ,  i.e., 
6 U C t 2  = L C t )  6xcto) (63 1 
where L ( t )  i s  an e x p l i c i t  r e l a t i o n s h i p  between t h e  Riccati v a r i a b l e s  
from t h e  conGerged opt imal  t r a j e c t o r y .  Attempts t o  y i e l d  a r e l a t i o n  such 
as Equation (63) w e r e  unsuccessful .  Numerical s t u d i e s  us ing  t h e  MSM 
guidance scheme t h e r e f o r e  w e r e  conducted wi th  the.assumption of a contin- 
uously co r rec t ing  procedure. 
An immediate disadvantage is  obvious i n  t h e  guidance scheme 
represented by Equation (62).  Since va lues  f o r  t h e  converged Riccati 
v a r i a b l e s  are no t  s to red  by t h e  MSM except a t  t h e  i n i t i a l  p o i n t , t h e s e  
v a r i a b l e s  must aga in  be i n t e g r a t e d  forward from t h i s  i n i t i a l  t i m e  re- 
ga rd le s s  of when t h e  pe r tu rba t ion  cSx(t) occurs.  A more d e t a i l e d  d i s -  
cussion of t h i s  problem i s  contained i n  t h e  next  chapter .  
CHAPTER 5 
DISCUSSION OF NUMERICAL RESULTS 
The modified sweep method algorithm was programmed for the 
UNIVAC 1108 digital computer at the Manned Spacecraft Center in Houston, 
Texas. The integration schemes used follow. 
5.1 Numerical Integration Routines 
Fixed Step-Size Integration. Fixed step-size integrations were 
carried out using an Adams-Bashforth predictor-corrector procedure with a 
Runge-Kutta starter (Lastman and Fowler' 5 ) .  
discretization error of 
The Adams predictor had a 
0(h5), and the Bashf orth corrector discretization 
error was of o(h6); h is the step-size. The Runge-Kutta starter had a 
discretization error of 0 (h5) .. Partial double-precision arithmetic was 
used as follows: the values of the dependent variables were carried in 
full double precision, but the derivatives were evaluated and stored as 
single-precision numbers. This technique minimized the effect of round- 
off error. 
Variable Step-Size Integration. Variable step-size integrations 
were carried out using a predictor-corrector-starter procedure as mentioned 
above. 
These hntegrations were carried out in full double' precision (Schwausch3 3 ) .  
However, the discretization error in all cases was of 0(h5). 
5.2 A Brachistochrone Problem 
To compare Modified Sweep Method converged results with known 
analytical solutions for a problem of sufficient complexity, a class of 
44  
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f ree- f ina l - t ime Brachis tochrone problems w a s  posed as follows. 
Minimize the  va lue  of t h e  f i n a l  t i m e  
tf f o r  a p a r t i c l e  t o  f a l l  
1 along a f r i c t i o n l e s s  pa th  i n  a cons tan t  g r a v i t a t i o n a l  f i e l d  from po in t  
t o  p o i n t  2 s u b j e c t  t o  t h e  c o n s t r a i n t s  
. 
X = v cos u 
i = V s i n  u 
x(to) = 0.0 
y(to) = 1.0 
where 
__ 
and 
2 
vo 
yo 2g 
- -  a =  
The v a r i a t i o n a l  Hamiltonian i s  H = V(Xx cos u + X s i n  u). Two d i f f e r -  
Y 
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Mf : e n t  cases were so lved  f o r  t h e  te rmina l  c o n s t r a i n t  vec to r  
and 
X( t f )  - 5.0 
Mg = [y(tfl - 8.J = [3 
The Modified Sweep Hamiltonian and i t s  Par t ia l  Der iva t ives  
T Using t h e  op t ima l i ty  condi t ion  Hu = 0 and t h e  s t rengthened  
T Legendre-Clebsch condi t ion  t h a t  
be e l imina ted  t o  y i e l d  t h e  fol lowing Euler-Lagrange equat ions  
6u HuuGu > 0 , t h e  c o n t r o l  v e c t o r  can 
where 
A =  
X Y 
Furthermore, t h e  second p a r t i a l  d e r i v a t i v e s  r equ i r ed  by the  p e r t u r b a t i o n  
equat ions are 
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Resul t s  
The M: and ME cases were computed us ing  t h e  f ixed  s tep-s ize  
i n t e g r a t o r  mentioned on page 44 .  For comparison purposes,  t hese  two 
cases were so lved  us ing  t h e  Method of Pe r tu rba t ion  Functions program, 
MPF (see Lewallen16). A s tep-s ize  h = 0.01 second w a s  used i n  a l l  
cases, wi th  t h e  i n i t i a l l y  assumed va lues  of t h e  unknown Lagrange multi-  
p l i e r s  and f i n a l  t i m e  as fol lows:  
X o  = -0.2368 s e c l f t  
X 
A' = -0.6095 s e c l f t  
Y 
8 tf = 0.5410 sec 
The convergence c r i t e r i o n  E was s p e c i f i e d  as 0 .1  x The correc- 
t ion  procedure used i n  a l l  cases w a s  25%, 50%, 75%, and 100% from t h e  
fou r th  i t e r a t i o n  onward. 
Rate of Conoergence. Figures  1 and 2 show p l o t s  of t h e  
te rmina l  c o n s t r a i n t  norms versus  t i m e  f o r  t h e  Brachistochrone problem. 
Both t h e  MPF and MSM r e s u l t s  are p l o t t e d .  Figure 1 shows t h e  e r r o r  
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norm f o r  t he  case M1 = x ( t f )  - 5.0 .  
i t e r a t i o n s ;  however, t h e  MSM cons i s t en t ly  shows a smaller e r r o r  than 
t h e  MPF f o r  each i t e r a t i o n .  Note t h a t  t h e  decrease i n  t h e  e r r o r  norm 
f o r  t h e  MSM is s i g n i f i c a n t l y  less than t h e  MPF f o r  t h e  last i t e r a t i o n .  
The two methods converge i n  seven f 
Figure 2 shows t h e  e r r o r  norms f o r  t h e  case M2 = ( x ( t f )  - 5.0 f 
y ( t f )  - 8.0IT ; t h e  MSM e r r o r  norm is not always less than t h e  MPF 
e r r o r  norm. However, the  e r r o r  d i f fe rence  is never large.  The terminal 
s t ages  of i t e r a t i o n  reveal t h e  same high rate of convergence as i n  t h e  
M; case. 
The MSM f o r  t h i s  problem at its worst took 20% less compu- 
t a t i o n a l  t i m e .  However, t h i s  f i gu re  is not  considered s i g n i f i c a n t  be- 
cause two unrelated computer programs were used. 
Accuracy of Converqed Results. The MSM converged so lu t ions  
gave six decimal p lace  agreement f o r  both the  M: 
when they were compared t o  the  known a n a l y t i c a l  so lu t ions .  
case, t h e  i n i t i a l l y  guessed m u l t i p l i e r s  
t h e  converged yalues  224% and 282%, respec t ive ly ,  t h e  i n i t i a l  guess at 
the  f i n a l  t i m e  w a s  2% i n  e r ro r .  For the  Mg case, t h e  i n i t i a l  guesses 
on t h e  same A Q  and A' mul t ip l i e r s  were 500% and 260%, respect ively.  
In t h i s  case, t h e  in i t ia l -guess  e r r o r  f o r  t h e  f i n a l  t i m e  was  14%. These 
r e s u l t s  are tabulated i n  Table I V .  
case and t h e  Mg case 
For t h e  Mi 
A i  and A' were i n  e r r o r  with 
Y 
X Y 
To summarize, t h e  MSM has exhibi ted rapid terminal convergence 
and reasonable convergence envelopes f o r  t h e  free-final-t ime Brachisto- 
chrone problem. 
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": 
Converged % I n i t i a l  
Values Error  
-0.0689 244% 
-0.1623 282% 
0.5271 2% 
xo 
X 
M; 
Converged % In i t i a l  
Values Error 
-0.0357 500% 
-0.1726 260% 
0.6277 14% 
xo 
Y 
tf 
TABLE I V  
MSM INITIAL-GUESS ERROR RESULTS 
The exce l l en t  r e s u l t s  warranted f u r t h e r  appl icat ions of t h e  MSM 
t o  more complex problems whose a n a l y t i c a l  so lu t ions  were not  known and 
which were of current  i n t e r e s t  t o  the space program. 
an Apollo three-dimensional reentry problem w a s  chosen. 
For these  reasons, 
. .  
5.3 Apollo Three-Dimensional Reentry Problem 
In  t h e  t i m e  i n t e r v a l  t 0 L t L t f  f i n d  t h e  r o l l  angle program 
which can be used t o  con t ro l  an Apollo spacecraf t  s o  as t o  minimize B(t) 
t h e  weighted sum of heat ing and acce le ra t ion  e f f e c t s  
m 
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- 
where Xo i s  a cons tan t  weight ing parameter.  Here, t h e  f i r s t - t e r m  i n  t h e  
in tegrand  serves t o  measure t h e  a c c e l e r a t i o n  e f f e c t s  due t o  aerodynamic 
fo rces  wh i l e  t h e  second term measures t h e  convect ive h e a t i n g  experienced 
by t h e  spacec ra f t .  
d i f f e r e n t i a l  equat ions  of motion given as fol lows 
This minimization i s  t o  b e  accomplished s u b j e c t  t o  t h e  
V s i n  y 
V cos y cos A/(R + h)  cos A 
V cos y s i n  A / ( R  + h)  
G s i n  y - D 
(G cos y/V) + (V cos  y / ( R  + h))  + (E COS B/V)  
(-V cos y cos A t a n  A / ( R  + h))  - ((E s i n  B / ( V  cos Y)) 
- 
The fol lowing i n i t i a l  condi t ions  r ep resen t  t h e  r een t ry  condi t ions  
f o r  a space  v e h i c l e  on an Apollo-type luna r  r e t u r n  mission. 
400,000 f t  
0.0' 
0.0' 
35,000 f p s  
-6.5' 
0.0' 
75.757576 m i  
0.0 rad 
0.0 rad  
6.8181818 mi/sec 
-0 11344640 rad 
0.0 rad 
where 
G - u / ( R  + h)2 
- 
D = p ~ ~ 2 ~ , j / 2 m  
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- 
L = psv2cL/2m 
and m = spacec ra f t  mass (assumed cons tan t )  
Optimal r een t ry  t r a j e c t o r i e s  were determined f o r  two cases  of 
terminal condi t ions 
Mi = 
A ( t , >  - b f (  
V(t,> - V f 1  
Values f o r  t he  te rmina l  s ta te  represent  a t y p i c a l  set of condi t ions  a t  
drogue parachute  deployment f o r  t he  Apollo space veh ic l e  
Numerical 
75,504 f t  
24.1' 
-0.6' 
856 fps  
, 
-44 * 3O 
-29.4' 
values  f o r  t he  Apollo parameters were assumed as 
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S = 129.3 ft2 = 0.463799933-05 mi2 
m = 204.0 slugs 
B = 0.423-04 ft-' = 0.22176003 + 00 mi-' 
X = 0.245098043-07 sec/(slug-ft) 
= 0.178097083-05 sec/(slug-mi) 
= 
= 0.273-02 slug/ft3 = 0.397434473 + 09 slug/mi3 
.., 1 / 2  
112 0 
0.140765193 + 17 ft3/sec2 = 0.956298563 + 05 mi3/sec2 
R = 0.209088003 + 08 ft = 0.396000003 + 04 mi 
Figure 3 shows the essential geometrical relationships between 
The the state variables for the three-dimensional Apollo reentry problem. 
variables chosen to specify the state of the point mass spacecraft: were 
h = altitude, 9 = longitude, Q = latitude, V = speed, y = angle of at- 
tack, and A = heading angle. The following assumptions have been made: 
the earth is a nonrotating homogeneous sphere with its center fixed in 
interial space. 
by an inverse-square law and it possesses an exponential atmosphere. 
Furthermore, its gravitational potential is characterized 
The Modified Sweep Method Reentry Hamiltonian. In Appendix C, 
the Apollo reentry optimization problem is restated. The mechanics of 
restructuring the problem Hamiltonian by use of local control optimality 
and the strengthened Legendre-Clebsch condition are shown. The Hamiltonian 
which is optimal with respect to the choice of roll angle B is given as 
follows : 
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cos A ( A  - A s i n  A )  + ( A  s i n  A + A ) - lJ 
6 3 5 (R + h ) 2  
[ x 4  s i n  y + 
v 
I 1 CL - - psv A c v + - A2 + A p  cos2 y 2m [ 4 D cos y J s  
The Euler-Lagrange equat ions f o r  t h i s  problem are then generated 
by t ak ing  f i r s t  p a r t i a l  d e r i v a t i v e s  of I? as follows: 
. 
where i , j  - 1, ..., 6 .  a H  A = - -  and aH x a -  
j 
j ax aAi i 
- * 
HxA and HAA These r e s u l t s ,  along wi th  t h e  second p a r t i a l  d e r i v a t i v e s  
which serve as c o e f f i c i e n t s  f o r  t h e  matrix Riccati  equat ion are a l s o  pre- 
sen ted  i n  Appendix C. 
Hxx, 
Resul t s .  I n i t i a l  a t tempts  t o  so lve  t h e  Apollo three-dimensional 
r een t ry  problem encountered some d i f f i c u l t i e s  when t h e  modified sweep 
method algori thm w a s  used. 
elements of t h e  Riccati  mat r ix  K grew very l a r g e  a t  t h e  i n i t i a l  t i m e .  
Because of t h e s e  l a r g e  va lues ,  t h e  matrix F a l s o  became very l a r g e  at 
t h e  i n i t i a l  t i m e .  
i n i t i a l - t i m e  c o r r e c t i o n s ,  they were s o  small t h a t  t h e  i n i t i a l  values  al- 
t e r e d  only i n  t h e  seventh decimal p lace .  
j e c t o r y  w a s  e s s e n t i a l l y  dupl ica ted  by subsequent sweeps. 
Using t h e  system of u n i t s  f t / l b / s e c ,  c e r t a i n  
Consequently, when its inve r se  was used t o  compute 
As a r e s u l t ,  t h e  i n i t i a l  tra- 
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K 
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An at tempt  t o  impose a r b i t r a r y  bounds on these  v a r i a b l e s  w a s  
t r i e d  f o r  s e v e r a l  bounding o rde r s  of magnitude ranging from 
1 x lo6 .  I n  a l l  cases, every element i n  t h e  R i c c a t i  mat r ix  achieved t h e  
bounding va lue  by t h e  t h i r d  sweep. An at tempt  w a s  then made t o  genera te  
0.5 t o  
more accuracy by cyc l ing  through t h e  eva lua t ion-cor rec t ion  procedure (EC) N 
of t h e  f ixed-step-size  i n t e g r a t o r  several times. Values w e r e  t r i e d  f o r  
ranging from 2 through 9. This e f f o r t  t o  prevent  the  R i c c a t i  matrix 
from going onto t h e  l i m i t i n g  boundary w a s  unsuccessful .  
N 
A scheme which used a sca l ed  f r a c t i o n a l  p a r t  of t h e  c o r r e c t i o n s  
w a s  then at tempted,  and t h i s  d i d  no t  e l imina te  the  numerical  d i f f i -  xo 
c u l t i e s  wi th  t h e  R i c c a t i  matrix.  The v e c t o r  Mf was  then a l t e r e d  wi th  
r e spec t  t o  s i z e  and t o  choice of te rmina l  state v a r i a b l e s ,  n e i t h e r  of 
which w a s  success fu l .  
f o r  which t h e  range of Lagrange m u l t i p l i e r  magnitudes became smaller. Al-  
t e r i n g  t h e  u n i t  system w a s  t r i e d  a f t e r  d i scuss ion  wi th  WilliamsonJg , 
whose s t u d i e s  on t h e  same problem wi th  t h e  MPF 
between t h e  numerical  s e n s i t i v i t i e s  of t h e  Lagrange m u l t i p l i e r  equat ions  
and t h e  unit system chosen. The choice of s lug/mi/sec achieved a more 
s u i t a b l e  s c a l i n g  f o r  t h e  magnitudes of t h e  m u l t i p l i e r s ;  however, t h i s  d i d  
n o t  succeed i n  e l imina t ing  t h e  d i f f i c u l t i e s  w i th  t h e  R i c c a t i m a t r i x .  
A v a r i a b l e  s t ep - s i ze  i n t e g r a t o r  r o u t i n e  was  then introduced 
The system of u n i t s  then w a s  a l t e r e d  t o  s lug /mi /sec ,  
revea led  a c o r r e l a t i o n  
which revealed t h e  numerical  s e n s i t i v i t y  of t h e  Apollo three-dimensional 
r e e n t r y  problem t o  the s ing le-s tep  e r r o r  on t h e  UNIVAC 1108. 
t i v i t y  w a s  measured by f i x i n g  t h e  f i n a l  t i m e  a t  
t h e  i n i t i a l  va lues  f o r  t h e  state and Lagrange m u l t i p l i e r s  were def ined  as 
This sensi- 
tf = 4 3 7 . 2 6 3  seconds; 
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X and A. as shown i n  Table V. The s ta te  and Lagrange m u l t i p l i e r  d i f -  
f e r e n t i a l  equat ions  w e r e  then i n t e g r a t e d  forward from seconds t o  
t f .  
the  process  w a s  r e i n i t i a l i z e d  a t  
out .  The va lues  obtained a t  to us ing  t h i s  procedure were then  compared 
f o r  agreement wi th  t h e  def ined  va lues  of Xo and A Four cases were 
t e s t e d  i n  which t h e  s i n g l e  s t e p  e r r o r  E w a s  bounded: 
0 
to = 0 
Using t h e  te rmina l  va lues  f o r  t he  s ta te  and Lagrange m u l t i p l i e r s ,  
tf and a backward i n t e g r a t i o n  c a r r i e d  
0 
1.0 E < 1.0 - - Case 1 
Case 11 
Case 111 
Case IV 1.0 x 
1.0 x 10-l~ - < E < - 1.0 x 
1.0 x 10-l~ - < E - < 1.0 x 10-l' 
- E < - 1.0 x 10-l~ 
To numerical ly  i n t e g r a t e  forward from t h e  i n i t i a l  t o  t h e  f i n a l  t i m e  and 
r e i n i t i a l i z e  and i n t e g r a t e  backward t o  reproduce t h e  i n i t i a l  va lues  t o  
e i g h t  decimal p l aces ,  t h e  s ingle-s tep e r r o r  E had t o  be  bounded as 
When t h e  e r r o r  became less than 1 x t h e  i n t e g r a t i o n  s t e p  s i z e  
was doubled for t h e  next  s t e p .  If t h e  e r r o r  exceeded 1 x 10 , t h e  
s t e p  s i z e  w a s  halved;  otherwise,  the s t e p  s i z e  remaiaed unchanged. These 
r e s u l t s  are summarized i n  Table V where t h e  b a r  under t h e  d i g i t s  denotes 
-11 
deviatPons from agreement w i t h  i n i t i a l l y  assumed values .  
Figures  4 through 9 g ive  a p a r t i c u l a r  s e t  of numerical  r e s u l t s  
f o r  t h i s  problem. 
set  of terminal condft ions Mi and Mi 
This  set of r e s u l t s  w a s  e s s e n t i a l l y  i d e n t i c a l  f o r  both 
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TABLE V 
SINGLE-STEP ERROR TOLERANCE 
INITIAL VECTOR 
0.71895168 - 02 
-0.72100154 + 01 
- 
xo - 0.81929784 + 01 
0.24206058 + 01 
0.16453211 + 02 
0.35760665 + 01 
Case I 
1.OD-10 
1.OD-07 
0.71234619-02 
-0.72100154+01 
0.819297&9+01 
0.24207833-01 
0.16458225+02 - 
0.35750746+01 - 
0.75766004-02 - 
-0.40744522-06 
-0.65481932-E 
0.68l85440+01 - 
-0.11346347+00 - 
0.41275475-@ 
NUMERICAL RESULTS 
0.75757576 + 02 
0 
0 
0.68181818 + 01 
-0,11344640 + 00 
0 
Case I1 
1.OD-12 
1.OD-09 
0.71895786-02 
~0.72100154+01 
0.81929782+01 
0.24206079+01 
0.16453277-02 
0.3576066&+01 
0.75757626-02 - 
-0.13346897-OJ 
.O. 13262769-a 
0.68181886+01 - 
.O. 1134464poO 
0.20899670-OJ 
Case I11 
1.OD-13 
1.OD-10 
0.71895265-02 
-0.72100154+01 
0.81929784-01 
0.242060&3+01 
0.16453225+02 
0.35760665+01 
0.75757526-02 
-0.15685918-a 
-0.18274255-O€J 
0.68181827-01 - 
-0.11344645-00 
0.10682438-E 
Case IV 
1.OD-14 
1.OD-11 
0.71895178-02 - 
-0.721O0154+01 
0.81929784-01 
0.2420605!3)1 
0.16453212+02 - 
0.35760665-01 
0.75757573-02 
-0.14599980-E 
-0.10809805-@ 
0.68181812+01 
-0.11344640+00 
0.73654477-9 
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Figure 4 shows the  a l t i t u d e  and sca led  reentry speed h i s t o r i e s  
t h a t  the  Apollo spacecraf t  would follow during optimal reent ry  f o r  both 
the  Mi and ME cases. Figure 5 shows the  h i s t o r i e s  f o r  t h e  longi- 
tude, l a t i t u d e ,  angle of a t t a c k  and heading angle s ta te  var iab les  during 
these optimal r een t r i e s .  These two f igures  are of i n t e r e s t  because they 
define the  optimal s ta te  h i s t o r i e s  which the  Apollo spacecraf t  should f l y  
t o  achieve the spec i f i ed  terminal conditions while minimizing aerodynamic 
acce lera t ion  and convective heating. Figures 6 and 7 show the  X 
and A, mu l t ip l i e r  h i s t o r i e s ,  respectively.  These are the  Lagrange 
mul t ip l i e r s  associated with the  rates of change i n  a l t i t u d e  and l a t i t u d e .  
They are included here  t o  define the trends t o  be an t ic ipa ted  f o r  the  
spec i f i ed  set of i n i t i a l  reentry conditions. 
h 
The two Lagrange mul t ip l i e r s  which are required t o  def ine  the  
optimal reent ry  r o l l  p r o f i l e  are shown i n  Figure 8. This p a r t i c u l a r  f ig- 
ure shows the  X and XA h i s t o r i e s  where X and XA are associated Y Y 
with the  rates of change i n  t h e  reent ry  angle and heading angle, respec- 
t ive ly .  Figure 9 shows the  reentry h i s to ry  f o r  the  payoff function. 
The aerodynamic acce lera t ion  and weighted convective heating experienced 
by the  spacecraf t  have been p lo t t ed  t o  reveal t h e i r  ind iv idua l  character- 
istics. A study of t h i s  f i gu re  shows tha t  two peaks occur i n  both space- 
c r a f t  acce le ra t ion  and heating during the  optimal r een t r i e s .  The optimal 
reentry r o l l  procedures seem t o  c a l l  f o r  a trade-off philosophy between 
acce lera t ion  and heating experienced by the  Apollo spacecraft .  The high 
peak i n  convective heating is  i n i t i a l l y  balanced with a smaller acceler- 
a t ion  peak i n  the  v i c i n i t y  of 
reversed i n  the v i c i n i t y  of 400 seconds where the  high acce lera t ion  peak 
is  balanced with the  smaller heating peak. 
100 seconds. This s i t u a t i o n  is subsequently 
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Figure 10 and 11 show t h e  Xv h i s t o r i e s  f o r  t h e  Mi and Mg 
cases, r e spec t ive ly .  This i s  t h e  Lagrange m u l t i p l i e r  which is  as soc ia t ed  
wi th  t h e  rate of change of speed f o r  t h e  Apollo spacec ra f t .  These f i g u r e s  
were included t o  reveal, f o r  t h e  s p e c i f i e d  i n i t i a l  r een t ry  condi t ions ,  t h e  
s e n s i t i v i t i e s  of t h i s  v a r i a b l e  t o  a change i n  te rmina l  condi t ions.  
i n t e r e s t i n g  t o  no te  t h a t  bo th  h i s t o r i e s  are similar wi th  the  major d i f -  
fe rence  a r i s i n g  beyond 400 seconds. 
It is 
Figures  12 and 1 3  show the  opt imal  r een t ry  r o l l  programs f o r  
the  Mk and Mf2 cases, r e spec t ive ly .  These are t h e  r o l l  p r o f i l e s  t h a t  
an a s t ronau t  would have t o  use dur ing  r een t ry  from a luna r  mission t o  
minimize aerodynamic a c c e l e r a t i o n  and convect ive hea t ing  whi le  s a t i s f y i n g  
t h e  des i r ed  te rmina l  c o n s t r a i n t s  on t h e  v e h i c l e  state. 
I n  each case, optimal r e e n t r y  calls f o r  t h e  spacec ra f t  t o  com- 
mence t h e  r een t ry  maneuver wi th  t h e  l i f t  vec to r  pointed almost s t r a i g h t  
downward. 
is  poin ted  almost s t r a i g h t  up a f t e r  90 seconds. A slower downward r o l l  
of t h e  l i f t  vec to r  i s  then i n i t i a t e d  s o  t h a t  t h i s  vec tor  i s  a t  a va lue  of 
The s p a c e c r a f t  is  then quick ly  r o l l e d  such t h a t  t h e  l i f t  vec to r  
169 degrees by 350 seconds. 
ward t o  approximately 15 degrees by 410 seconds a t  which t i m e  terminal 
downward r o l l  procedures d i f f e r  depending on the s p e c i f i e d  va lues  f o r  t h e  
f i n a l  v e h i c l e  state. 
the  Apol lo . spacecraf t  cal ls  f o r  less te rmina l  ro l l '  of t h e  l i f t  vec to r .  
The l i f t  vec to r  i s  subsequently r o l l e d  up- 
Specifying two less condi t ions  on t h e  f i n a l  s ta te  of 
An a t tempt  w a s  made then  t o  ob ta in  a p r e c i s e  eva lua t ion  of the 
MSM computational c h a r a c t e r i s t i c s .  For comparison purposes,  t h e  
three-dimensional Apollo r een t ry  ME case was chosen. The MSM program 
was then  a l t e r e d  t o  assume computational c h a r a c t e r i s t i c s  similar t o  
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Williamson's 39 
and f i n a l  t i m e  
four  t o  e i g h t  
MPF program, Values f o r  t h e  i n i t i a l  Lagrange m u l t i p l i e r s  
were s p e c i f i e d  i n  vary ing  degrees  of accuracy ranging from 
decimal p laces .  Both programs were run on t h e  Univers i ty  
of Texas CDC 6600 d i g i t a l  computer us ing  s ingle-prec is ion  a r i t h m e t i c  
everywhere except  i n  t h e  v a r i a b l e  s tep-s ize  numerical  i n t e g r a t o r s  where 
p a r t i a l  double-precision w a s  used. 
e r r o r  t o l e rance  of 1.OE-10< E < 1.OE-08. The co r rec t ion  procedure re- 
qui red  c o r r e c t i n g  100% of the  te rmina l  e r r o r  a f t e r  each i t e r a t i o n .  
Each i n t e g r a t o r  had a s ingle-s tep  
- -  
Resul t s  of t h i s  comparison s tudy are summarized i n  Table V I .  The 
TABLE V I  
MPF/MSM 
Convergence C h a r a c t e r i s t i c s  
f o r  M i  Case of t h e  Apollo Reentry Problem 
~~ 
S i g n i f i c a n t  T ime  t o  Converge % More Time Number of 
D i g i t s  €or CDC 6600 Required by Correc t ions  
" 9  tf (Seconds) ' MSM Required 
MPF MSM MPF MSM 
8 33 49 49 % 1 1 
6 66 106 60% 2 2 
4 165 207 25% 5 4 
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MPF program requ i r ed  less t i m e  t o  converge i n  each case. 
decreasing accuracy i n  t h e  i n i t i a l  guesses f o r  A and t t h e  MSM 
revea led  a tendency toward f e w e r  r equ i r ed  co r rec t ions  and more competi t ive 
time-to-converge. Terminal e r r o r  norms of both t h e  MPF and MSM pro- 
grams f o r  t h e  case of four  s i g n i f i c a n t  d i g i t s  i n  A and tf are shown 
by Figure 1 4 .  
However, wi th  
0 f ’  
0 
No d i r e c t  computational comparisons wi th  t h e  SSM were avail- 
ab le .  McGregor22 used t h e  SSM t o  converge t h e  three-dimensional 
Apollo r een t ry  problem f o r  t h e  case of t e rmina l ly  s p e c i f i e d  va lues  f o r  
8 ,  A ,  and V. This p a r t i c u l a r  case was converged using a f ixed  s t ep - s i ze  
i n t e g r a t i o n  rou t ine .  However, as w a s  d i scussed  previous ly ,  t h e  MSM re- 
qui red  a v a r i a b l e  s t ep - s i ze  numerical  i n t e g r a t i o n  scheme t o  preserve  t h e  
numerical  i n t e g r i t y  of t h e  state and Lagrange m u l t i p l i e r  equat ions.  In  
a d d i t i o n ,  t h e  MSM f a i l e d  t o  converge t h i s  p a r t i c u l a r  case of t h e  three-  
dimensional Apollo r een t ry  problem. This f a i l u r e  i s  c u r r e n t l y  under s tudy 
by t h i s  author .  Numerical comparison between t h e  SSM and MPF f o r  t h i s  
p a r t i c u l a r  case of t h e  Apollo r een t ry  problem can be found i n  the  s tudy  by 
Tapley, e t  a1.37 
5.4 MSM Guidance Resul t s  
The MSM guidance scheme was implemented f o r  the  three-dimen- 
s i o n a l  Apollo r e e n t r y  M2 case. A 5% per tu rba t ion  i n  a l t i t u d e ,  speed,  
and angle  of attack w a s  i n i t i a t e d  a t  t = 0 seconds t o  s tudy i n i t i a l  
f 
r e e n t r y  condi t ion  pe r tu rba t ion  e f f e c t s .  A similar pe r tu rba t ion  w a s  i n i t i -  
a t e d  a t  
h e a t i n g  and acce le ra t ion .  I n  e i t h e r  case, i t  w a s  assumed d e s i r a b l e  t o  
t = 75 seconds t o  correspond t o  i n i t i a l  peaks i n  spacec ra f t  
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c o r r e c t  s o  as t o  s a t i s f y  t h e  o r i g i n a l l y  s p e c i f i e d  te rmina l  condi t ions .  The 
guidance scheme then  assumed t h a t  
Control  c o r r e c t i o n s  reduced t o  
6U (". + UA (K + Drill + 6x 
Numerical resul ts  revea led  t h a t  t h e  MSM guidance scheme f a i l e d  
t o  s a t i s f y  d e s i r e d  te rmina l  condi t ions  f o r  s p e c i f i e d  vehicle state per tur -  
ba t ions .  
from a t tempts  t o  forward-integrate  t h e  mat r ix  Riccati equat ion were re- 
spons ib l e  f o r  compromising e f f e c t i v e  te rmina l  guidance. Fur ther  s tudy  
t o  suppress  these  i n s t a b i l i t i e s  i s  needed t o  achieve an e f f e c t i v e  MSM 
I n v e s t i g a t i o n  revealed t h a t  numerical  i n s t a b i l i t i e s  a r i s i n g  
guidance scheme. 
C W T E R  6 
CONCLUSIONS AND RECOMMENDATIONS 
A new second-order v a r i a t i o n a l  method ( t h e  Modified Sweep 
Method) w a s  developed f o r  so lv ing  t h e  two-point boundary va lue  problem 
of t r a j e c t o r y  opt imiza t ion .  I f  d i f f e r s  from t h e  o r i g i n a l  Successive 
Sweep Method i n  t h a t  t h e  i t e r a t i o n  process  is  now assoc ia ted  wi th  modi- 
fy ing  t h e  i n i t i a l  va lues  of t h e  Lagrange m u l t i p l i e r s  i n s t ead  of t h e  
c o n t r o l  func t ion  over  t h e  t i m e  i n t e r v a l  of i n t e r e s t .  
qu i r e s  considerably less computer s t o r a g e  and y i e l d s  t h e  Euler ian  con t ro l .  
This  approach re- 
The new method w a s  t e s t e d  success fu l ly  on s e v e r a l  classes of  problems. 
The fol lowing conclusions were reached about t h e  Modified Sweep MethQd: 
CONCLUSIONS 
1. The method has  appeal  f o r  problems i n  which knowledge of 
t h e  Euler ian  c o n t r o l  i s  c r i t i ca l .  The MSM y i e l d s  t h e  Euler ian  c o n t r o l  
over t h e  e n t i r e  t i m e  i n t e r v a l  of i n t e r e s t  upon convergence. 
2. S i g n i f i c a n t l y  less computer s to rage  than t h e  SSM w a s  re- 
quired.  Only 3n + 2(q+l)  q u a n t i t i e s  were requi red  by t h e  MSM algori thm 
t o  compute t h e  d e s i r e d  co r rec t ions  from one i t e r a t i o n  t o  t h e  nex t .  This 
is  a d e s i r a b l e  c h a r a c t e r i s t i c  f o r  larger-dimensional problems and small- 
s to rage  computers. 
3.  The numerical  i n t e g r a t i o n , o f  a least n+q less v a r i a b l e s  
than t h e  SSM is requi red .  This  f e a t u r e  is  d e s i r a b l e  because less com- 
pu ta t ion  t i m e  i s  requi red .  
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4 .  Rapid te rmina l  convergence c h a r a c t e r i s t i c s  of second-order 
numerical  op t imiza t ion  methods i s  r e t a ined  by t h e  MSM. 
5. The conjugate-point test f e a t u r e  contained i n  t h e  o r i g i n a l  
SSM is a l s o  r e t a i n e d  by t h e  MSM. 
6 .  A numerical comparison of t h e  MSM wi th  t h e  MPF f o r  t h e  
MSM class of f r e e  f ina l - t ime Brachistochrone problems revealed t h a t  t h e  
possesses  acceptab le  convergence envelopes and competi t ive time-to- 
converge f ea tu res .  
RECOMMENDATIONS 
1. The b a s i c  n a t u r e  of the genera l ized  Riccati t ransformat ion  
technique f o r  so lv ing  t h e  l i n e a r  two-point boundary va lue  problem of  con- 
t r o l  op t imiza t ion  should b e  s tudied .  
combinations might possess  a b e t t e r  s t r u c t u r e  f o r  so lv ing  the two-point 
boundary va lue  problem than  the combination p resen t ly  be ing  used. 
It is  poss ib l e  that o t h e r  equiva len t  
2. S e n s i t i v i t y  of the MSM algori thm t o  classes of problems 
should b e  determined. This recommendation is made because of t h e  method's 
f a i l u r e  t o  converge the three-dimensional Apollo r een t ry  problem when ter- 
minal state va lues  are s p e c i f i e d  f o r  longi tude ,  l a t i t u d e  and speed. 
3.  The c o r r e c t i o n  procedure used w i t h  the MSM should be  op t i -  
mized such  t h a t  the l a r g e s t  a l lowable c o r r e c t i o n  i s  always attempted dur ing  
a given i t e r a t i o n .  This should b e  accomplished for the obvious reason of 
reducing computational c o s t s  by r equ i r ing  fewer i t e r a t i o n s .  
4 .  Prope r t i e s  of the o the r  Riccati t ransformation v a r i a b l e s  
and their r e l a t i o n s  t o  the reference  t r a j e c t o r y  should be  s tud ied .  
r e n t l y ,  only information about the Jacobi-Mayer conjugate po in t  condi t ion  
Cur- 
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and the abnormality condition is being extracted. This information is 
contained in only two matrices of the many used by the Riccati transfor- 
mation technique. 
5. The MSM algorithm should be extended to treat state as 
well as control inequality constraints. 
obvious since most practical problems are subject to such constraints. 
The need for this extension is 
, 
APPEND ICES 
APPENDIX A 
THE INHOMOGENEOUS SET OF PERTURBATION EQUATIONS 
L e t  G( t ) ,  G( t ) ,  and x ( t )  be functions associated with an 
extreme t r a j e c t o r y  f o r  t he  func t iona l  t o  be optimized. 
t i ons  made i n  Necessary Conditions, page 1 2 ,  t he  following Euler-Lagrange 
equations are necessar i ly  s a t i s f i e d :  
With the  assump- 
- T - - -  
x = Hh(xyu,X,t) = f ( x , u , t )  (A.1) 
. T - - -  
X = -Hx(x,u,h,t) 
- 
T - - -  
0 = HU(x,u,X,t) (A.3) 
where 
t reme t ra j e c t or  y . 
(-) i nd ica t e s  t h a t  the  va r i ab le s  are t o  be evaluated on t h e  ex- 
Now assume a nearby t r a j e c t o r y  characterized by the  2nSm func- 
- 
t i ons  x = G + 6x , u = 5 + 6u , and X = X + 6 h .  Subs t i tu t ing  x ,  u ,  
and h i n t o  Equations (A.l) through (A.3) and expanding i n t o  a Taylor 
Series t o  f i r s t  order about t h i s  nearby t r a j ec to ry ,  t he  following equa- 
t i ons  are obtained 
6x = H 6x + H 6u 
AX XU 
6h: = -H xx 6x - HXu6u - HxX6X (A.5) 
6HT = H 6x + Hiu6u + Hu,Sh 
U ux 
where the p a r t i a l  der iva t ives  of the  Hamiltonian H are evaluated along 
the nearby t r a j ec to ry .  
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Making the assumption that the (mxm) matrix Huu is non- 
singular, the control corrections can be obtained from Equation (A.6) as 
6u = H-l (6HT U - H ux 6x - H UX Sh) uu ( A . 7 )  
Using this expression to eliminate 6u from Equations (A.4) and (A.5) 
then gives 
where 
A -1 A = - H H H  xu uu ux + Hxx 
A -1 B = - H H H  xu uu ux 
A c = -H H-~H + fi xu uu ux xx 
A -1 T v =  H H 6 H  xu uu u 
A -1 T w =  H H 6 H  xu uu u 
6X 
6x 1 + [:I 
Equation (A .8 )  represents the inhomogeneous set o f  linear perturbation 
equations used by second-order variational methods. For computational 
purposes, the following is used: 
6Hi(t) = -E u u  Ht(t) . Y o <  EU(l 
BOUNDARY CONDITIONS 
Boundary conditions for these equations are derived in Appendix 
B. They are summarized here as 
0 
B X  0 
and 
6 X ( t f )  = (P ) 6xf + M T dv + a fd t f  + T~ 
f xx f X 
where the  vec tors  c1 and T are also defined i n  Appendix B. 
1 
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(A. 10) 
(A. 11) 
APPENDIX B 
FIRST-ORDER PERTURBATION OF TERMINAL C0M)ITIONS 
To allow f o r  changes i n  the  va r i ab le  f i n a l  time frQm i t e r a t i o n  
t o  i t e r a t i o n ,  t he  following l i n e a r  approximation i s  used throughout t h i s  
sec t ion .  For an appropriate va r i ab le ;  e.g., v f ,  assume t h a t  
dvf = bv + vf d t f  . € 
The t r ansve r sa l i t y  conditions on the terminal values of t he  La- 
grange m u l t i p l i e r s  are expressed by the  condition 
T T Cf = P - Xf 
xf 
A f i r s t - o r d e r  per turba t ion  of t h i s  condition gives 
Replacing dx and dXf using t h e  l i n e a r  approximation s t a t e d  i n  the  
f i r s t  paragraph above, and grouping terms y ie lds  
f 
Replacing i by use of i = -HT and transposing the  6Xf term t o  the  
X 
l e f t  gives 
The required terminal conditions on the  state va r i ab le s  are 
given by 
Mf = M(xf*tf) = 0 
a3 
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Similarly,  a f i r s t -order  perturbation i n  the var iables  yields  
+ & d t  f f  dl.lf = 
The t ransversa l i ty  condition on the f i n a l  value of the Hamilton- 
ian i s  given by 
CLf 4 [Pt + H(x,u,X,t)]t (B. 7) 
f 
After using the l i n e a r  assumptions s t a t e d  i n  the  f i r s t  paragraph of t h i s  
sect ion,  a f i r s t -order  perturbation i n  the var iables  gives 
Eliminating 6u using Equation (A.7), 6Xf using Equation ( B . 4 ) ,  and 
col lect ing terms gives 
f 
DPT 
(HA - H u H-lH uu ux ) ( -$ + H: ) ]ptf 
+ (H u u u  H-16HT] U f  -(HA 
. T 
Subst i tut ing x = HA , grouping 
- HuHuuHux)f dCf 
terms again, and rewrit ing gives 
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r 
&f 
\dQf 
= [aT - H H - l  (H + H P ) 6xf u uu ux ux xx f dS2f 1 
xf 
0 kf 
l$ + T~ $f+ T,, 
+ [(g) - H u H-’H uu ux MT) x f dv 
r. 
1 
dv + 0 (E. 11) 
, i  I ~ 5, 
d t f  T 
+ [$ (Pt + H) + x - D t  
+ [H H -1 6H T - iT dCf + H H-lH dCfk 
u uu u u uu ux (B. 10) 
where 
Manipulating the  coe f f i c i en t  f o r  the 
t h i s  coe f f i c i en t  as 
d t f  term, i t  is  poss ib le  t o  rewrite 
In  matrix form, Equations ( B . 4 ) ,  (B.61, and (B. lO)  can be wr i t t en  as 
where 
f 
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T A -dCf 
1 
T = - H H-'(H 
T 4 -[H H-'H M~ 
2 A [ u uu ux + Huhpxx')f 
3 u uu ux X)f 
T = A -lgf T Df + H H-1H a) 
4 u uu uh f 
and 
(H H 4 6HuL- T ("' - dCf T5 u uu 
APPENDIX C 
A MODIFIED SWEEP METHOD HAMILTONIAN WITH 
FIRST AND SECOND PARTIALS OF APOLLO 
3-D REENTRY PROBLEM 
Problem Statement 
Minimize the real functional 
subject to 
G = v s i n  y 
' v cos y cos A 
(R + h) cos 11 e =  
cos y s i n  A 
D sin y - - m t = -  1-I (R + h)2 
L cos $ + cos y 1-I 
(R + h) Y = - (R + h I 2  
cos y CQS A sin A L sin B - - -  V 
(R + 'h) 
A = -  
cos A m V cos y 
and satisfying the end conditions 
- 
= c  (a constant vector) f ( 0 )  0 
1 r;i(Xf,tf) = 0 ( a (qxl) vector 
87 
88 
where 
* - Bh 
P = poe 
1 
2 
1 D = 2 pSV2CD 
L = - PSV2CL 
The variational Hamiltonian is 
* * 
H = - 1 p e-BhSV2 j f l -  + i p1’2,-’(h’2)v3 + A v sin y 
2m o 0 0  1 
1 cos A - h6 sin A )  + (x3 sin A + ~~1 v cos (R + h; [ a(’2 + 
V 
A,+ sin y + A 5  I 
- - 1 p e-BhSV [A,+cDv - cL cos B - A6 -)] 
FI 
c 
(R + h)2 
* 
2m 0 
Partials of the Apollo 3-D Hamiltonian With 
Respect to the Roll Angle 
* -1 = *  = - -  aH - - 1 p e+hSVCL[-A5 sin 6 - A6 cos Hi3 a 6  2m o 
‘ 
This implies that 
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o r  
A6 
t a n  B = - A cos y 
5 
Thus 
'6 s i n  B = 
and 
-A5 cos B 
cos B = 
4; + xp cos2 y 
Sufficiency Condition 
" I  '6 s i n  f3 cos y * 1 H = - - 2m p o emBhSvCL B B  
We requi re  
> o  f o r  a l o c a l  minimum 
BB 
H 
Thus 
" 0  
HB o r ,  using 
(- *) [ 4; + cos2 y < 0 I 
y ie lds  R < y < -  R2 Requiring - - 2 
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Theref ore ,  the  "+" s i g n  of t he  r a d i c a l  must be chosen f o r  op t imal i ty  i n  B. 
Fina l ly ,  
A -  
b - s i n  Bo,  
JA2 + A; cos2 y 
6 
-A,  cos y 
The O p t i m a l  Hamiltonian With Respect t o  B 
Eliminating s i n  B and cos B then y i e lds  
V 
+ ( A 3  s i n  A + A s )  
* I  COS y 6 5 1 2m o - - p e-Bhsv x4cDv + -
91 
- 
F i r s t  Par t ia ls  of With Respect t o  x and 
The Euler-Lagrange equations f o r  t h e  MSM are obtained from the  
I 
f i r s t  p a r t i a l  de r iva t ives  of t he  Hamiltonian H. These equations are given 
below, where 
= ( $  and i , j  = 1, ... 6. i. 1 = - ($ 9 i 
- A6 s i n  A )  + ( A 3  s i n  A + A s )  
(R + h) 
- 
h5  cos y 
2~ x s i n  y + 
I 4  v 
+ 
(R + h)3 
I 
- 
= o  a H  H = -  a e  2 X 
- I V -J cos A 
t -  
a~ H = -  
x3 a A  (R + h, [=A 
cos y + AI s i n  y + (A2 - X6 s i n  A) 
(R + h) 
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A 5  cos y 
V2 
+ (A3 s in  A + A, ) 
cL Jhi + 
CQS2 y 
cos y 
1 2 h 4 c D v  + - 
I 
- 
H = - =  aH X,V cos y - (A2 - X6 s in  A )  x5 a Y  
X4 cos y - - V + (A3 s in  A + A,) 
1 - * A: s in  y - 1 poe B h ~ ~ ~ L  y A; + cos2 y 
w 
I 
( A 2  - h6 s in  A )  + X cos A aH s in A 
aA (R + h) 3 
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x6 
.., 
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1 
HA = (E)= V cos y cos A 
2 (R + h) cos A 
I V cos y sin A 
HA (R + h) . 
' 3  
* 
= - A s i n y - -  1 p e - % J 2 c D  2m o = ( . )  (R + h)2  
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where 
I v cos y - 1-I cos y 
V 
5 (R + h, (R + h ) 2  HA 
* x5 cos y - - 1 poe B h ~ ~ ~ L  
Jxg + A; cos2 y 
.., - 
V cos y cos A sin A 
(R + h) cos A , . 
6 
HA 
1 -8h svcL '6 
- - p a  - 
cos y Jx; + A; cos2 y 2m o 
H.. Matrix 
.., 
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0 0 0 0 0 0  
0 0 0 0 0 0  
O O O O a b  
O O O O b c  
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C, SVe-Bh 
L x; cos y - -  
2m (At + A; cos2 y ) 3 / 2  
* 
CLSVe - Bh 
+ -  PO A h cos y 
312 2m (A2 + A2 cos2 Y) 
6 5 
* 
CLSVe -Bh 
A2 cos y P O  - -  ) 3 / 2  5 
2m (Ai + xp cos2 y 
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HAx Matrix 
- 
= s in  y HA x 1 4  
- 
= v cos y HA x 1 5  
-, 
= o  HA x 1 6  
- 
cos A cos y -cos A v (R + h)2 = -  HA Y 2 '1 
-, 
= o  HA x 2 2  
- - v 'cos y cos A s in  A 
cos2 A 
HA x - (R + h) 2 3  
-, = cos y cos A 
(R + h) cos A HA 2x4 
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.., V s in  y cos A = -  
HA x (R + h) cos A 2 5  
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.., 
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.., 
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- 
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.., 
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+ B 2 m  * i 4  COS Y 6 
- 
( A  - h s i n  A)  + V s i n  y 
6 
- H  
x1x5 (R + h)2 
1 A 5  s in  y V + 
* A: s i n  y * 
cos2 y JA2 + A; cos2 y 
6 
( A  s i n  A + h ) 
3 5 
.. 
( A  - h s i n  A)  + h cos A s i n  A 
COS A 2 6 3 
- -  
. 
H = o  x x  2 1  
." 
Hx2x2 = 0 
- 
H = o  
x2x4 
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where 
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