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In this paper, we investigate the deﬁnability of classes of t-norms and uninorms in the logic ŁP 1
2
. In particular we pro-
vide a complete characterization of deﬁnable continuous t-norms, weak nilpotent minimum t-norms, conjunctive uninorms
continuous on [0,1), and idempotent conjunctive uninorms, and give both positive and negative results concerning deﬁn-
ability of left-continuous t-norms (and uninorms). We show that the class of deﬁnable uninorms is closed under construc-
tion methods as annihilation, rotation and rotation–annihilation. Moreover, we prove that every logic based on a deﬁnable
uninorm is in PSPACE, and that any ﬁnitely axiomatizable logic based on a class of deﬁnable uninorms is decidable.
Finally we show that the Uninorm Mingle Logic (UML) and the Basic Uninorm Logic (BUL) are ﬁnitely strongly stan-
dard complete w.r.t. the related class of deﬁnable left-continuous conjunctive uninorms.
 2007 Elsevier Inc. All rights reserved.
Keywords: Fuzzy logics; Semialgebraic sets; Left-continuous t-norms; Left-continuous uninorms; Decidability; Complexity1. Introduction
Triangular norms (t-norms for short) are binary, commutative, associative, monotone operations deﬁned
over the unit interval [0, 1] having 1 as a neutral element (see [28]). In other words, each t-norm makes
[0,1] into an integral totally ordered commutative monoid. Well-known examples of t-norms are the Łukas-
iewicz t-norm x *l y = max{x + y  1,0}, the product t-norm x *p y = x Æ y, and the Go¨del t-norm
x *g y = min{x,y}.
Left-continuity of a t-norm * guarantees the existence of a unique residuum, i.e. a binary operation! such
that, for all x,y,z 2 [0,1], x * y 6 z iﬀ x 6 y! z. The residuum of a t-norm provides a natural semantic inter-
pretation for the implication connective.
Based on the above considerations, Ha´jek proposed in [16] a new interpretation of many-valued logics rely-
ing on continuous t-norms. Ha´jek introduced the Basic fuzzy Logic (BL), which was conjectured to ﬁnitely
axiomatize the tautologies common to all continuous t-norms. Such a conjecture was shown to be true in [4].0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.ijar.2007.04.003
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suﬃcient (and necessary) condition for the existence of the residuum. Hence Esteva and Godo introduced the
logic MTL, which is weaker than BL and was conjectured to be the logic of left-continuous t-norms and their
residua. This conjecture was conﬁrmed by Jenei and Montagna [26].
A further step towards generalization was made by Metcalfe in Ref. [31], where the author introduced the
Uninorm based Logic (UL), relying on functions called uninorms. This new approach was further developed
by Metcalfe and Montagna [32]. Uninorms are binary, commutative, associative monotone operations deﬁned
over [0,1] having a neutral element e 2 [0, 1]. It is evident that uninorms are more general than t-norms, since
the latter are a special case of the former corresponding to e = 1. A uninorm *u is called conjunctive whenever
0 *u 1 = 0. A typical example of a conjunctive uninorm is the cross-ratio uninorm, which is a binary function
continuous on [0,1):x  y ¼
xy
xyþð1xÞð1yÞ x; y 2 ½0; 12 n fð0; 1Þ; ð1; 0Þg;
0 otherwise:
Uninorms admit a (unique) residuum iﬀ they are both conjunctive and left-continuous (see [15]). Note that
conjunctivity is necessary to guarantee the existence of the residuum of 1 and 0.
The language of UL includes the binary connectives &,!,^,_ and the constant 0; 1; t; f , with deﬁned con-
nectives: u is u! f; uM w is (u! w) ^ (w! u). The axiomatic system for UL is given by the Hilbert-style
calculus deﬁned by the following axiom schemata:
(U1) u! u;
(U2) (u! w)! ((w! v)! (u! v));
(U3) (u! (w! v))! (w! (u! v));
(U4) ((u & w)! v)M (u! (w! v));
(U5) (u ^ w)! u;
(U6) (u ^ w)! w;
(U7) ((u! w) ^ (u! v))! (u! (w ^ v));
(U8) u! (u _ w);
(U9) w! (u _ w);
(U10) ((u! v) ^ (w! v))! ((u _ w)! v);
(U11) uM (t! u);
(U12) 0! u;
(U13) u! 1;
(U14) ((u! w) ^ t) _ ((w! u) ^ t).
The inference rules of UL are Modus Ponens: from u! w and u, derive w; and Adjunction: from u and w,
derive u ^ w.
The algebraic semantics for UL is given by the variety of UL-algebras. An UL-algebra is a prelinear pointed
bounded commutative residuated lattice (see [39]), i.e. a structure A ¼ hA;u;t; ;!; t; f ; 0; 1i such that:
• hA,u,t, 0,1i is a bounded lattice with top element 1 and bottom element 0.
• hA, *, ti is a commutative monoid.
• The operations * and ! form an adjoint pair:x  y 6 z iff x 6 y ! z:
• The prelinearity condition is satisﬁed:t 6 ððx ! yÞ u tÞ t ððy ! xÞ u tÞ:UL standard algebras are structures h[0,1], *,!,min,max,e, f, 0,1i, where * is a left-continuous conjunctive
uninorm, ! its residuum, e its neutral element, and f 2 [0,1]. UL was proved to be complete w.r.t. standard
algebras in [32].
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The Uninorm Mingle Logic (UML) [32] is UL plus the axiom of Contractionu! u&u: ðConÞ
The Involutive Uninorm Mingle Logic (IUML) [32] is IUL plus (Con) and fM t.
The Basic Uninorm Logic (BUL) is obtained by adding to UL the axiom uM (u & u) where u is 1! t, and
the restricted divisibility axiom:ð1! uÞ _ ðu! ðw ^ uÞÞ ^ ðw! ðu& ðu! wÞÞÞ: ðRDivÞ
Logics based on t-norms can be obtained as extensions of UL. The Monoidal T-norm based Logic (MTL)
results from UL by adding the weakening axiomu! ðw! uÞ: ðWÞ
The logic BL is obtained from MTL, by adding the axiom schemau ^ w! u&ðu! wÞ: ðDivÞ
Notice that BL (and similarly BL-algebras) can also be obtained as BUL plus the weakening axiom.
The Product logic [16] is obtained from BL by adding the axiom schema of cancellation:u _ ððu! u&wÞ ! wÞ: ðCÞ
The Łukasiewicz logic and Go¨del logic are obtained from BL by adding the axiom schema of involution and
Contraction, respectively.
The algebraic counterparts of the above logics are called IUL, UML, IUML, BUL, MTL, BL, MV, Prod-
uct and Go¨del algebras (respectively) and are obtained by an obvious translation of the axiom schemata. IUL,
UML, IUML, BUL, MTL, BL, Łukasiewicz, Product and Go¨del logics are the logics of left-continuous con-
junctive uninorms with an involutive negation, idempotent conjunctive uninorms, idempotent conjunctive
uninorms with and involutive negation, [0, 1)-continuous uninorms [15], left-continuous t-norms [26], contin-
uous t-norms [4], Łukasiewicz, Product and Go¨del t-norms [16], respectively.
It is also possible to combine logics of diﬀerent t-norms. For instance, the logic ŁP 1
2
[12] results from the
combination of Łukasiewicz and Product logics, plus a constant for 1
2
. The theorems of ŁP 1
2
are precisely the
formulas valid in the algebra ½0; 1; l;!l; p;!p;max;min; 0; 1; 12
 
, where!l and!p are the residua of *l and
*p. This logic was ﬁrst axiomatized in [12]. The following simpler axiomatization follows from [5,6]:
• The axioms of Łukasiewicz logic for &l and !l, plus modus ponens for Łukasiewicz implication.
• The axioms of product logic for &p and !p.
• The axiom (u &p (l(w!l v)))M l(l((u &p w)!l (u &p v))).‘
• The axiom :l 12
 $l 12.
• The inference rule: from u derive plu.
• The axiom pl (u!l w)!l (u!p w).
• The axiom pl (u!p w)!l (u!l w).
Notice that the lattice connectives are the same for Łukasiewicz and for product logic (hence the induced
orders coincide).
The semantic counterpart of ŁP 1
2
is given by ŁP 1
2
-algebras (see [9,14,36]) i.e. structures
hL, *l,!l, *p,!p,_,^, 0,1, 12i such that hL, *l,!l,_,^, 0,1i is an MV-algebra, hL, *p,!p,_,^, 0,1i is a product
algebra, and the equationsxp:lðy!lzÞ ¼ :lððxpyÞ!lðxpzÞÞ and :l 1
2
¼ 1
2expressing the distributivity of product w.r.t. to truncated subtraction x  y = l(x!l y) and the fact that 12 is
a ﬁxed point for the Łukasiewicz negation hold. In particular, other deﬁnable operations are the following
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jx yj ¼ ðx yÞ  ðy  xÞ :p ¼ x!p0Moreover, the operations _ and ^ satisfy the formulas x _ y = x  (y  x) and x ^ y = x  (x  y). In the
ŁP 1
2
-algebra ½0; 1LP12, over [0,1] we have:
xpy ¼ xy :lx ¼ 1 x
x y ¼ minfxþ y; 1g x!py ¼
1 x 6 y
y
x x > y
(
x!ly ¼ minf1 xþ y; 1g xly ¼ maxfxþ y  1; 0g
x y ¼ maxfx y; 0g jx yj ¼ maxfx y; y  xg
x _ y ¼ maxfx; yg x ^ y ¼ minfx; yg
:px ¼
1 x ¼ 0
0 x > 0

dðxÞ ¼ 1 x ¼ 1
0 x < 1
In [12], it is shown that ŁP 1
2
is decidable and that every rational number is deﬁnable in it by a term. Moreover,
Łukasiewicz, Product and Go¨del logics are interpretable in ŁP 1
2
. The decidability result of ŁP 1
2
was improved
by Ha´jek and Tulipani [17], who showed that ŁP 1
2
is in PSPACE.
ŁP 1
2
is strictly connected to real closed ﬁelds. Recall that a real closed ﬁeld RF ¼ hR;þ; ;;6; 0; 1i (see
[1]) is a ﬁeld with a unique ordering whose positive cone is the set of squares of R, and every polynomial of
R[X], of odd degree, has a root in R. The typical example of a real closed ﬁeld is the ﬁeld R of real numbers R.
A very important and well-known result is that the ﬁrst-order theory of real closed ﬁelds admits quantiﬁer
elimination in the language h+, Æ,,6, 0,1i (see [37]). This means that every ﬁrst-order formula with rational
coeﬃcients is equivalent to a quantiﬁer-free formula with rational coeﬃcients. A consequence of this result is
that the theory of real closed ﬁeld is complete and decidable.
As shown in [29], the universal theory of the ordered ﬁeld of real numbers, in the language h+, Æ,,6, 0,1i,
is interpretable into ½0; 1ŁP12. Indeed, take the following functions:f ðxÞ ¼
4x
2x1 if 0 < x <
1
2
0 if x ¼ 1
2
44x
2x1 if
1
2
< x < 1
8><
>: f 1ðxÞ ¼
y
2y4 if x < 0
1
2
if x ¼ 0
yþ4
2yþ4 if x > 0
8><
>:As show in [29], f is an isomorphism from R0 ¼ hð0; 1Þ;þ0; 0;0;60; 00; 10i onto R ¼ hR;þ; ;;6; 0; 1i,
where
• x +0 y = f1(f(x) + f(y)),
• x Æ0 y = f1(f(x) Æ f(y)),
• 0x = f1(f(x)),
• 00 ¼ f 1ð0Þ ¼ 12,
• 10 ¼ f 1ð1Þ ¼ 56,
• x 60 y iﬀ whenever 0 < x; y < 12 or 12 < x; y < 1, then f(y) 6 f(x); or 12 < y < 1.
As shown in [29], the structure R0 is deﬁnable in ŁP 12. Indeed, given a quantiﬁer-free formula U in the lan-
guage of real closed ﬁelds we can compute in polynomial time terms tU and tU0 ¼ ð:dðx1 _ :x1Þ ^ . . .
^:dðxn _ :xnÞÞ ! tU in ŁP 12 such that the following holds:
Theorem 1.1 [29]. Let U(x1, . . .,xn) be a quantifier-free formula in the language of ordered fields with coefficients
in Q. Then:
(1) For all a1; . . . ; an 2 R, the following are equivalent:
(1.1) R  Uða1; . . . ; anÞ.
(1.2) ½0; 1ŁP12  t
Uðf 1ða1Þ; . . . ; f 1ðanÞÞ ¼ 1.
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(2.1) R  8x1 . . . 8xnUðx1; . . . ; xnÞ.
(2.2) ½0; 1ŁP12  8x1 . . . 8xnðt
U
0 ðx1; . . . ; xnÞ ¼ 1Þ.In [29], our investigation concerned logics of continuous and left-continuous t-norms deﬁnable in ŁP 1
2
. In
particular we showed that the logic of a continuous or left-continuous t-norm deﬁnable in ŁP 1
2
is in PSPACE,
that any ﬁnitely axiomatizable logic which is complete w.r.t. any class of continuous or left-continuous t-
norms deﬁnable in ŁP 1
2
is decidable, and that the most important t-norm based logics are complete w.r.t. suit-
able classes of t-norms deﬁnable in ŁP 1
2
.
Since the logics of t-norms (and uninorms) deﬁnable in ŁP 1
2
have many good properties, it makes sense to
investigate and possibly to characterize the deﬁnability of classes on t-norms and uninorms. This is the aim of
the present paper.
This work is structured as follows. In the next section, we review some basic notions concerning t-norms
and uninorms, as well as some construction methods, like annihilation, rotation and rotation–annihilation.
In Section 3, we give a complete characterization of deﬁnability in ŁP 1
2
of continuous t-norms, weak nilpotent
minimum t-norms, [0,1)-continuous conjunctive uninorms and idempotent conjunctive uninorms. For left-
continuous t-norms or uninorms in general we do not have a complete characterization, but we can prove that
the class of ŁP 1
2
-deﬁnable left-continuous conjunctive uninorms (and t-norms) is closed under constructions
like annihilation, rotation, and rotation–annihilation. Finally, Section 4 is devoted to the logics of deﬁnable
uninorms. We start by observing that the complexity results given in [29] for the logics of ŁP 1
2
-deﬁnable t-
norms easily extend to the logics of ŁP 1
2
-deﬁnable uninorms. Then we focus on the Uninorm Mingle Logic
(UML), and on the Basic Uninorm Logic (BUL), and show that they are ﬁnitely strongly standard complete
w.r.t. the related classes of conjunctive uninorms deﬁnable in ŁP 1
2
. We end with some ﬁnal remarks and open
problems.2. T-norms, uninorms and construction methods
In this section, we recall the basic results concerning negations, t-norms, and uninorms and some related
construction methods. All the notions we introduce in the sequel will be needed in order to carry out the study
of deﬁnability we lay out in the next sections of this work.
2.1. Weak negations and quasi-weak negations
A negation operator is a non-increasing function n: [0,1]! [0, 1] such that n(0) = 1 and n(1) = 0. Non-
increasing means that if x 6 y, then n(y) 6 n(x). A negation is called weak if for all x 2 [0,1], x 6 n(n(x)). If
for all x 2 [0, 1], x = n(n(x)), the negation is called involutive or also strong. A typical example of a strong nega-
tion is the standard negation ns(x) = 1  x. As shown by Trillas [38], every involutive negation is isomorphic
to the standard negation.
Weak negations were deeply studied by Esteva and Domingo [10]. We are particularly interested in these
operators since, in general, they are negations associated to left-continuous t-norms. Let nðaþÞ ¼ limx!aþnðxÞ
and nðaÞ ¼ limx!anðxÞ be the right and left limit of the negation n w.r.t. the point a. Weak negations are left-
continuous and are symmetric w.r.t. y = x, i.e.:
i. For every z 2 [0,1] being a discontinuity point, n is constant in the interval (n(z+),n(z)), and equals z in
that interval.
ii. For each maximal open interval (a,b) where n is constant and n(x) = c, n is discontinuous in c, so that
n(c) = b, and n(c+) = a.
Here, we particularly focus on weak negations with ﬁnitely many discontinuity points. As shown in [10], let
n be a weak negation with k discontinuities s1, . . ., sk. By symmetry n is constant in n sþi
 
; n si
  
. For each si
we can take the points fsi; n sþi
 
; n si
 g, and order them: b1, . . .,br. Hence we obtain a partition of the unit
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decreasing or constant (notice that n cannot be constant in I1).
Let now K be the set of indices i of the subintervals Ii in which n is constant, and let K
0 be the set of indices i,
j such that Ii = (bi1,bi], Ij = (bj1,bj], and n(bi) = bj1. Then we have the following representation result.
Theorem 2.1 [10]. Given a weak negation n with a finite number of discontinuity points, there exist strong
negations ni on [0,1] such that for all x 2 [0,1]1 Ac
weak nnðxÞ ¼
X
ði;jÞ2K 0
niðxÞ  1I i[IjðxÞ þ
X
i2K
niðbiÞ  1IiðxÞ;being 1I i the characteristic function of Ii.
Let n and n 0 be weak negations with a ﬁnite number of discontinuity points and let I1, . . ., Is, and I1, . . ., Ir be
the associated intervals. We say that n and n 0 have an analogous factorization if
i. r = s;
ii. for each i, n is constant (strictly decreasing, resp.) in Ii, iﬀ n
0 is constant (strictly decreasing, resp.) in I 0i;
iii. for each i there exists an increasing bijection from Ii into I
0
i.Theorem 2.2 [10]. Let n and n 0 be weak negations over [0,1] with a finite number of discontinuity points. Then n
and n 0 are isomorphic iff they have an analogous factorization.
As a consequence of Theorems 2.1 and 2.2 we obtain that each weak negation with a ﬁnite number of dis-
continuity points determines an equivalence class having a canonical representative. The canonical representa-
tive is the weak negation n obtained by taking the intervals Ii of equal length with n parallel to 1  x on the
intervals in which the negation is strictly decreasing.
Another interesting type of unary operators is that of quasi-weak negations, i.e. non-increasing functions g:
[0,1]! [0,1] such that g(0) = 1, and for all x 2 [0, 1], x 6 g(g(x)). Quasi-weak negations1 have been studied by
De Baets [8] and used in the characterization of idempotent uninorms (see below). For a quasi-weak negation
g, the region below its graph, i.e. the set {(x,y) 2 [0,1]2: y 6 g(x)} is symmetric w.r.t. y = x. It is easy to see
that quasi-weak negations are left-continuous functions. Moreover, we can prove the following:
Proposition 2.3. A non-increasing function g: [0,1]! [0,1] is a quasi-weak negation iff it is either constantly
equal to 1 or, letting c = sup{x: g(x) = 1}, the restriction of g to [c,1] is isomorphic to a weak negation.
Proof. Take a quasi-weak negation g, and let c = sup{x: g(x) = 1}. The existence of c is guaranteed by left-
continuity. If 0 < c < 1, being g symmetric w.r.t. y = x, it follows that n(1) = c. Clearly g is non-increasing on
[c, 1], and since g(1) = c, g(c) = 1, and x 6 g(g(x)) for all x 2 [0, 1], it immediately follows that for all x 2 [c, 1],
g(x) is a weak negation. If c = 0 we can similarly see that g is indeed a weak negation. Finally, if c = 1, then
g(x) = 1 for all x 2 [0, 1].
Conversely, if g is non-increasing, we have that g(x) = 1 in [0,c]. Thus, g(0) = 1 and g(g(x))P x in [0,c].
Moreover, g is isomorphic to a weak negation in [c, 1] therefore g(g(x))P x also in [c, 1]. Thus, it is a quasi-
weak negation. h
An obvious consequence of Proposition 2.3 is that the above results concerning weak negations with ﬁnitely
many discontinuity points can be easily adapted to the case of quasi-weak negations. Indeed, it is easy to see
that every quasi-weak negation g with a ﬁnite number of discontinuity points determines a partition of the unit
interval in ﬁnitely many subintervals I1, . . ., Im so that g = 1 on I1, and it factorizes as a weak negation on the
remaining subintervals. The concept of factorization and isomorphism between quasi-weak negations is then
easily deﬁned, along with the notion of canonical representative.tually, in [8] the term ‘‘quasi-weak negation’’ does not appear. However, we use here this term to make explicit the connection with
egations.
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As mentioned in Section 1, a triangular norm * (see [28]) is (algebraically speaking) a binary operation on
the closed unit interval [0, 1] such that h[0,1],*,6, 1i is an Abelian totally ordered integral monoid. Recall, that
a t-norm * admits a residuum!* iﬀ it is left-continuous. From!* it is possible to deﬁne a negation operator
 as x = x!* 0. As mentioned above, the negation associated to a left-continuous t-norm is a weak
negation.
A t-subnorm (see [28]) is a function *: [0, 1] · [0, 1]! [0, 1] which is commutative, associative, monotone,
and bounded by its arguments, i.e. x * y 6 x. It is clear that each t-norm is a subnorm. Moreover, given a
t-norm * and c 2 ]0, 1[, the operation xcy ¼ cxcyc is a t-subnorm.
T-subnorms play an important role in the construction of t-norms. Indeed, as shown in the following the-
orem, they can be taken as summands in the ordinal sum construction which allows the generation of new t-
norms. Recall ﬁrst that, given a t-norm *, an element a 2 ]0, 1[ is called a zero-divisor if there is some b 2 ]0, 1[
such that a * b = 0. Then:
Theorem 2.4 ([22,30]). Suppose that {[ai,bi]}i2K is a countable family of non-overlapping, closed, proper
subintervals of [0,1], denoted by K. With each ½ai; bi 2K associate a t-subnorm *i where for each
½ai; bi; ½aj; bj 2K with bi = aj and with zero-divisors in *j we have that *i is a t-norm and for ½ai; 1 2K we have
that *i is a t-norm. Let * be the function defined on [0,1] byx  y ¼ ai þ ðbi  aiÞ 
xai
biai i
yai
biai
 
x; y 2ai; bi2;
minðx; yÞ otherwise:
(Then * is a t-norm. Moreover, if each *i is left-continuous, the residuum of * is given byx!y ¼
1 if x 6 y;
ai þ ðbi  aiÞ  xaibiai !i
yai
biai
 
if ai < y < x 6 bi;
y otherwise:
8><
>:While for left-continuous t-norms a representation theorem is still lacking, we have a beautiful character-
ization of continuous t-norm encoded in the well-known Mostert–Shields theorem [34].
Theorem 2.5 ([34,28]). For a function *: [0,1]
2! [0,1], * is a continuous t-norm iff it is uniquely representable
as an ordinal sum of isomorphic copies of Łukasiewicz, Go¨del and Product t-norms.
Remark 2.6. Recall that a t-conorm is a binary, commutative, associative and monotone operation
} : ½0; 1 	 ½0; 1 ! ½0; 1 having 0 as a neutral element. It is not diﬃcult to translate all the above results con-
cerning t-norms for t-conorms. Indeed, the ordinal sum construction, with obvious diﬀerences, still works, and
a representation theorem, similar to the one given above, holds also for continuous t-conorms (see [28]).2.3. Uninorms
As pointed out in Section 1, a uninorm [40,41] is a binary, commutative, associative and monotone opera-
tion *u: [0,1]
2! [0,1], having a neutral element e 2 [0, 1]. Each uninorm *u behaves like a t-norm over [0,e],
like a t-conorm over [e, 1], and min(x,y) 6 x *u y 6 max(x,y) if x 6 e 6 y or y 6 e 6 x (see [14]). Whenever
0 *u 1 = 0 we call *u a conjunctive uninorm. In the following we recall the basic properties of some remarkable
classes of conjunctive uninorms.
Conjunctive uninorms where x# x *u 1 is continuous on [0,e[ can be seen as an ordinal sum of a t-norm
and a t-conorm, as shown in the following theorem. The class of such uninorms is denoted by Umin.
Theorem 2.7 [14]. A binary operator *u is a conjunctive uninorm with neutral element e 2 ]0,1] such that
x# x *u 1 is continuous on [0,e[ iff there exist a t-norm * and a t-conorm } such that
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e  ðxe  yeÞ if x; y 2 ½0; e2;
eþ ð1 eÞ  xe
1e} ye1e
 
if x; y 2 ½e; 12;
minðx; yÞ otherwise:
8><
>:Another remarkable class is given by representable uninorms, i.e. uninorms for which there is a continuous and
increasing function h : ½0; 1 ! R, with R ¼ R [ fþ1;1g, such that h(0) = 1, h(e) = 0, h(1) = +1, andxuy ¼ h1ðhðxÞ þ hðyÞÞ:
These uninorms are called almost-continuous being continuous on [0,1]2n{(0,1), (1,0)}.
Theorem 2.8 ([14,35]). Given a uninorm *u with neutral element e 2 (0,1), the following are equivalent:
(i) *u is representable,
(ii) *u is strictly increasing and continuous on (0,1).Any two conjunctive representable uninorms are order isomorphic, and in particular they are isomorphic to
the cross-ratio uninorm.
A special subclass of representable uninorms is that of rational uninorms (see [13]), i.e. uninorms which can
be represented in the following formxuy ¼ Pnðx; yÞPmðx; yÞ ;where Pn(x,y), and Pm(x,y) are polynomials of order n and m, respectively.
Theorem 2.9 [13]. Rational uninorms are given by the following parametric form, for x,y 2 [0,1]2n
{(0,1), (1,0)}, and e 2 ]0,1[xuy ¼ ð1 eÞxyð1 eÞxy þ eð1 xÞð1 yÞ :[0, 1)-continuous uninorms, i.e. uninorms continuous on the whole right-open unit interval, where studied in
[18]. This class of uninorms enjoys the following representation theorem (see also [15]).
Theorem 2.10 [21]. For a conjunctive uninorm *u, the following are equivalent:
(i) For some continuous t-norm *, s 2 [0, e], and strictly increasing function h : ½s; 1 ! R:xuy ¼
e  xe  ye
 
x; y 2 ½0; s;
h1ðhðxÞ þ hðyÞÞ x; y 2 ½s; 1;
minðx; yÞ otherwise:
8><
>:(ii) *u is continuous on [0,1) and e 2 (0,1).
It follows that every conjunctive [0,1)-continuous uninorm is left-continuous and can be represented as an
ordinal sum of (0 or 1 each) isomorphic copies of a continuous t-norm and of the cross-ratio uninorm.
To conclude we mention idempotent uninorms (see [8]) which form a special class of uninorms where for all
x 2 [0, 1], x *u x = x. Those operators generalize both idempotent t-norms and t-conorms. A typical example is
given byxuy ¼
maxðx; yÞ x; y 2 ½e; 12;
minðx; yÞ otherwise:
(Left-continuous idempotent uninorms have been investigated in [8], where their structure is characterized
w.r.t. a quasi-weak negation g.
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e 2 ]0,1] iff there exists a quasi-weak negation g with fixpoint e, such that *u is given byxuy ¼
minðx; yÞ y 6 gðxÞ;
maxðx; yÞ otherwise:
2.4. Annihilation, rotation and rotation–annihilation
Annihilation, rotation and rotation–annihilation are construction methods ﬁrst studied in [19–21], in order
to obtain new left-continuous t-norms whose associated negation is involutive. Those constructions have been
then generalized for associative aggregation operators in [25], and for commutative partially ordered semi-
groups in [24]. In particular, they can be applied to binary, commutative, associative and monotone left-con-
tinuous operations that make [0,1] into an Abelian semigroup in order to obtain rotation-invariant operators,
i.e. functions * such thatx  y 6 z iff y  nðzÞ 6 nðxÞ;
w.r.t. a strong negation n (see [24]). Clearly, left-continuous t-norms and left-continuous conjunctive uninorms
both fall under that category.
Theorem 2.12 (Annihilation, [25]). Let n be a strong negation and let *u be a left-continuous conjunctive uninorm
satisfying the rotation-invariance property. Then the operationx0uy ¼
0 x 6 nðyÞ
xuy otherwise
is a left-continuous conjunctive uninorm.
Theorem 2.13 (Rotation, [23]). Let n be a strong negation, t be its unique fixed point and * be a left-continuous
binary, commutative, associative and monotone operation on [0,1]. Let *1 be the linear transformation of * into
[t,1], I+ = ]t,1], I = [0, t], and define *r: [0,1] · [0,1]! [0,1] byxry ¼
x1y if x; y 2 Iþ;
nðx!1nðyÞÞ if x 2 Iþ and y 2 I;
nðy!1nðxÞÞ if x 2 I and y 2 Iþ;
0 if x; y 2 I:
8>><
>>:Then, *r is a left-continuous, rotation-invariant, binary, commutative, associative and monotone operation iff,
either (i) x * y = 0 implies min(x,y) = 0, or (ii) there exists c 2 ]0,1] such that x * y = 0 iff x,y 6 c.
When * is a left-continuous t-norm satisfying either (i) or (ii), then by the above theorem we obtain a left-
continuous t-norm whose associated negation is involutive. As for uninorms, the rotation construction cannot
be applied to any operation of that kind. Indeed, the uninorms which can be successfully rotated are precisely
those whose underlying t-norm satisﬁes either (i) or (ii).
The rotation–annihilation is a combination of the above rotation method with the annihilation construc-
tion. First, given a strong negation n with unique ﬁxed point t, and d 2 ]t, 1], the d-zoomed negation of n is
deﬁned asndðxÞ ¼ nðx  ðd  nðdÞÞ þ nðdÞÞ  nðdÞd  nðdÞ :Then we have:
Theorem 2.14 (Rotation–annihilation, [23,24]). Let n be a strong negation, t be its unique fixed point, d 2 ]t,1[
and nd be the d-zoomed negation of n. Let * be a left-continuous binary, commutative, associative and monotone
operation on [0,1], and let *1 be the linear transformation of * into [d,1]:
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0 be a left-continuous t-subnorm which admits the rotation-invariance
property w.r.t. nd. Further, let I
 = [0,n(d)[, I0 = [n(d), d] and I+ = ]d,1].
2. If there exist x,y > 0 such that x * y = 0, then let *
0 be a left-continuous t-norm which admits the rotation
invariance property w.r.t. nd. Further, let I
 = [0,n(d)], I0 = ]n(d), d[ and I+ = [d,1].
Let *2 be the linear transformation of *
0 into [n(d), d], and *3 be the annihilation of *2 given byx3y ¼
0 if x; y 2 ½nðdÞ; d and x 6 nðyÞ;
x2y if x; y 2 ½nðdÞ; d and x > nðyÞ:
The binary operation *ra: [0,1]
2! [0,1] defined byxray ¼
x1y if x; y 2 Iþ
nðx!1nðyÞÞ if x 2 Iþ and y 2 I
nðy!1nðxÞÞ if x 2 I and y 2 Iþ
0 if x; y 2 I
x3y if x; y 2 I0
y if x 2 Iþ and y 2 I0
x if x 2 I0 and y 2 Iþ
0 if x 2 I and y 2 I0
0 if x 2 I0 and y 2 I
8>>>>>>>><
>>>>>>>>:is a left-continuous rotation-invariant commutative, associative and monotone operator. The function *ra is also
called the rotation-annihilation of * and *
0.
Clearly, the rotation–annihilation construction can be applied to both left-continuous t-norms and left-con-
tinuous uninorms with the above restrictions.
3. Deﬁnable t-norms and uninorms
We focus now on triangular norms and uninorms deﬁnable in ŁP 1
2
. We begin by introducing some con-
cepts concerning sets and functions deﬁnable in ŁP 1
2
.
Deﬁnition 3.1 [1]. Given a real closed ﬁeld RF ¼ hR;þ; ;;6; 0; 1i, a semialgebraic set is a subset of Rn of
the form[s
i¼1
\ri
j¼1
fx 2 Rnjfi;jðxÞi;j0g; ðIÞwhere fi,j(x) 2 R[X1,. . .·,Xn] and *i,j is either < or = , for i = 1, . . ., s, and j = 1, . . ., ri.
It is easy to see that semialgebraic subsets of R are exactly ﬁnite unions of points and open intervals. In
particular, every semialgebraic subset of Rn can be written as a ﬁnite union of semialgebraic sets of the form:fx 2 Rn j f1ðxÞ ¼ . . . ¼ flðxÞ ¼ 0; g1ðxÞ > 0; . . . ; gmðxÞ > 0g;
where f1, . . ., fl,g1, . . .,gm 2 R[X1, . . .,Xn]. In other words, semialgebraic sets are subsets of a real closed ﬁeld
deﬁned by a ﬁnite Boolean combination of polynomial equations and (strict) inequalities.
Deﬁnition 3.2. A set S 
 Rn is Q-semialgebraic if it has the form (I), where the fi,j(x) are polynomials with
rational coeﬃcients.
Deﬁnition 3.3
(a) A function g from [0,1]n into [0,1] is said to be term-definable (without parameters) in ŁP 1
2
if there is a
term t(x1, . . .,xn) of ŁP 12-algebras such that for all a1, . . .,an 2 [0,1] one has tða1; . . . ; anÞ ¼ gða1; . . . ; anÞ.
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 [0, 1]n is said to be definable in ŁP 1
2
(without parameters) if its characteristic function is term-
deﬁnable in ŁP 1
2
.
(c) A function f is said to be implicitly definable (without parameters) in ŁP 1
2
if its graph is deﬁnable in ŁP 1
2
.
(d) A set S 
 Rn is said to be definable inR (without parameters) if there is a ﬁrst-order formula U(x1, . . .,xn)
such that S ¼ fða1; . . . ; anÞ : R  Uða1; . . . ; anÞg.
(e) A function is said to be definable in R iﬀ its graph is deﬁnable in R.Deﬁnition 3.4. An ŁP 1
2
-hat over [0, 1]n is a function h: [0,1]n! [0,1] such that there exist a Q-semialgebraic set
S 
 [0,1]n and polynomials f(x1, . . .,xn), gðx1; . . . ; xnÞ 2 Q½X 1; . . . ;Xn such that g(x1, . . .,xn) has no zeros on S,
h ¼ f ðx1;...;xnÞgðx1;...;xnÞ on S, and h = 0 on [0,1]
nnS.
A function h: [0, 1]n! [0,1] is said to be piecewise rational if it is the supremum of ﬁnitely many ŁP 12-hats.
The next theorem, whose proof can be found in [33], characterizes term-deﬁnable functions.
Theorem 3.5 [33]. A function h: [0,1]n! [0,1] is term-definable in ŁP 12 iff it is a piecewise rational function.
Notice that every term-deﬁnable function is implicitly deﬁnable, but the converse does not hold:
ﬃﬃ
x
p
is
implicitly deﬁnable in ŁP 1
2
, because the characteristic function of its graph is d(xM y2), but it is not term-
deﬁnable not being piecewise rational.
The next theorem provides a characterization of deﬁnable sets and therefore of implicitly deﬁnable func-
tions in ŁP 1
2
.
Theorem 3.6 [29]. A set S 
 [0,1]n is definable in ŁP 12 iff it is definable in R by a formula with rational
coefficients iff it is Q-semialgebraic. Thus a function h: [0,1]n! [0,1] is implicitly definable in ŁP 12 iff its graph
is Q-semialgebraic.
This clearly means that a function is implicitly deﬁnable iﬀ its graph is given by a ﬁnite Boolean combina-
tion of polynomial equalities and inequalities with rational coeﬃcients.
3.1. Deﬁnable triangular norms
To begin our investigation of deﬁnability of t-norms, notice that we already have at our disposal the three
fundamental t-norms, i.e. Łukasiewicz, Product and Go¨del, since they correspond to operations of ŁP 1
2
-alge-
bras. Hence, we call them trivially term-deﬁnable t-norms. Clearly, these are not the only t-norms representable
in ŁP 1
2
. However, they can be regarded as a special kind of building blocks. Indeed they can be directly
employed to get new (left-continuous) t-norms.
Notice that given a term-deﬁnable left-continuous t-norm *, its residuum is not always term-deﬁnable. Take
for instance the following t-norm, isomorphic to the nilpotent minimum [31], obtained by annihilation of the
minimum t-norm by means of the strong negation nðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p
:x  y ¼ 0 x
2 þ y2 > 1;
minðx; yÞ otherwise:
The above t-norm is deﬁnable by the term d(x2! y2) ^ (x ^ y), but its residuum, given byx ! y ¼ 1 x 6 y;
maxð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 x2
p
; yÞ otherwise;
is not term-deﬁnable, since the negation n(x) is not piecewise rational.
Notice, however, that the residuum of an implicitly deﬁnable t-norm is implicitly deﬁnable. Indeed, if * is
term-deﬁnable in ŁP 1
2
, then its graph is deﬁnable in R by a quantiﬁer-free formula U(x,y,z), and so is the
graph of its residuum !* by means of the ﬁrst-order formula
8u8vðUðu; x; vÞ ) ðu 6 z () v 6 yÞÞ;where) denotes the classical implication andu () w denotes (u) w) ^ (w) u). Hence, by Theorem 3.6 the
residuum is implicitly deﬁnable in ŁP 1
2
. Notice that the same holds for left-continuous conjunctive uninorms.
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implicitly deﬁnable.
Theorem 3.7. Suppose that a left-continuous t-norm * is implicitly definable. Then every subset of [0,1]
n which is
first-order definable (without parameters) in the language {*,+, Æ,6, 0,1} is Q-semialgebraic. In particular:
(a) The set of discontinuity points of * is Q-semialgebraic, and its closure has measure zero.
(b) The set of idempotent elements of * is Q-semialgebraic. Moreover, if * is an ordinal sum of infinitely many t-
norms then all of them but a finite number are isomorphic to the Go¨del t-norm. In other words, * is a finite
ordinal sum of Łukasiewicz and Product t-norms.
(c) [0,1] can be partitioned into a finite number of intervals I1, . . ., Im+1 such that in each Ii the negation  asso-
ciated to * is continuous and either constant or strictly increasing. In particular,  has only finitely many
discontinuity points.Proof. Notice ﬁrst, that if * is implicitly deﬁnable, then it is deﬁnable in the real ﬁeld, and so is any set deﬁn-
able from * in the reals, which then is Q-semialgebraic:
(a) The set of discontinuity points of an implicitly deﬁnable left-continuous t-norm is Q-semialgebraic,
being deﬁnable by the formulaðx; yÞ : 9aða > 0Þ ^ 8bðb > 0! 9c19c29z9uWÞf g;
where W is the conjunction of the following formulas:ðx c1Þ2 þ ðy  c2Þ2 < b;
Uðx; y; zÞ;
Uðc1; c2; uÞ;
ðz u > aÞ _ ðu z > aÞ;
and U* is a formula which deﬁnes the graph of * in the reals.As shown in [27], the set of discontinuity
points of a left-continuous t-norm is a ﬁrst-category set, and its measure is zero. Since the boundary of a
semialgebraic set obviously has measure zero, it is then clear that the closure of the set of discontinuity
points also has measure zero.
(b) The set of idempotents of * is deﬁnable as {x: x * x = x}, and therefore it is the union of ﬁnitely many
(possible degenerate) intervals. Suppose now that * is an ordinal sum of inﬁnitely many t-norms. The min-
imumm of each component must be an idempotent (clearlym * m 6 m, but at the same timem * m is in the
component, therefore m 6 m * m). Thus, if * has inﬁnitely many non-Go¨del components, then there are
inﬁnitely many intervals (namely, the non-Go¨del components) containing both an idempotent (the min-
imum) and a non-idempotent (since the component is not Go¨del). Thus the set of idempotents cannot be a
union of ﬁnitely many (possibly degenerate) intervals. Hence, if * an implicitly deﬁnable t-norm obtained
by an inﬁnite ordinal sum the number of non-Go¨del components must be ﬁnite.
(c) The residuum of an implicitly deﬁnable left-continuous t-norm is implicitly deﬁnable, and consequently
so is its associated negation . This means that the set of discontinuities of  is deﬁnable in the reals and
then, by Theorem 3.6 it must be a Q-semialgebraic set, which means that it must be the union of ﬁnitely
many intervals. Indeed, the set of discontinuities of a decreasing function is countable, hence it cannot be
a whole non-degenerate interval. Therefore the set of discontinuities of  must be ﬁnite.
Now, as shown in Section 2.1, every weak negation  with a ﬁnite number of discontinuity points
determines a partition of the real interval in ﬁnitely many subintervals in which  is either involutive
or constant. Hence the claim follows. h
In the following theorem, we show that left-continuous t-norms with a dense set of discontinuity points or
with inﬁnitely many isolated discontinuity points are not deﬁnable.
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many isolated points, then the t-norm is not definable.
Proof. Suppose that the set of discontinuity points D of a t-norm is deﬁnable, and dense. Assuming deﬁnabil-
ity, D must be a Q-semialgebraic set.
As noted in the proof of Theorem 3.7, D is ﬁrst-category and being, Q-semialgebraic, its closure must have
an empty-interior. Therefore, D cannot be dense, otherwise the interior of its closure would be [0,1]2 and
consequently it would not be empty.
To conclude the proof, notice that being Q-semialgebraic, D has ﬁnitely many components, therefore, it
cannot have inﬁnitely many isolated points. h
An example of a left-continuous t-norm which is not deﬁnable is given by the Smutna´ t-norm [36], whose
set of discontinuities is dense in the unit square:x  y ¼ 0 if minðx; yÞ ¼ 0;P1
i¼1
1
2xiþyii otherwise;
(where, for x,y 2 ]0,1]x ¼
X1
i¼1
1
2xi
y ¼
X1
i¼1
1
2yiare the unique inﬁnite dyadic expansions of x and y, respectively, and ðxiÞi2N and ðyiÞi2N are strictly increasing
sequences of natural numbers.
Now, recall that weak nilpotent minimum t-norms (see [3]) are left-continuous t-norms deﬁned from a weak
negation n asx  y ¼ 0 x 6 nðyÞ;
x  y otherwise;
so that their induced negation corresponds to n.
Theorem 3.9. Let * be a weak nilpotent minimum t-norm. The following are equivalent:
i. Up to isomorphism, * is implicitly definable in ŁP 12.
ii. Up to isomorphism, * is term-definable in ŁP 12.
iii. The negation associated to * has a finite number of discontinuity points.Proof. We prove (ii)) (i)) (iii)) (ii). (ii)) (i) is trivial, while (i)) (iii) follows from Theorem 3.7. Then
we prove (iii)) (ii).
As seen in Section 2.1, if a weak negation  has ﬁnitely many discontinuity points, then [0,1] can be divided
into ﬁnitely many intervals I1 = [0 = a0,a1], Ii = (ai=1,ai], Ir+1 = (ar,ar+1 = 1], such that  is either continuous
and involutive or constant on each Ii. Up to isomorphism we can assume that the endpoints a1, . . .,ar+1 as well
as the corresponding values a1, . . .,ar+1 and the right-limits bi ¼ limx!aþi :x are rational numbers. Now, for
x 2 Ii, deﬁne:0x ¼ bi1 if : is constant in I i;
bi1 þ ð:aibi1Þðxai1Þaiai1 if : is involutive in I i:
(We can easily see that  0 is isomorphic to , and that the t-norm is deﬁnable in ŁP 1
2
by the term
d(x!  0y) ^ (x ^ y).
Hence the theorem is proved. h
We now investigate deﬁnability of continuous t-norms. First of all we prove:
Theorem 3.10. Any finite ordinal sum of implicitly definable t-norms is implicitly definable up to isomorphism.
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0 = a0 < . . . < an = 1. Now, in the case of ﬁnitely many components, the formula in Theorem 2.4 deﬁnes t-
norms as ordinal sums which can be easily represented in the language of R by a ﬁrst-order formula (long,
but fairly easy to construct). Thus, up to isomorphism, such ordinal sums are deﬁnable in R, and, from The-
orem 3.6, it follows that they also are implicitly deﬁnable in ŁP 1
2
. h
We now prove that if all the components are term-deﬁnable, so is their ﬁnite ordinal sum (up to isomor-
phism)2. Let [ai,bi] 2 [0, 1], with 1 6 i 6 n, bi 6 ai+1, and ai; bi 2 Q \ ½0; 1. Let * be a term-deﬁnable t-norm.
We can deﬁne the linear transformation of * into an interval [ai,bi] by means of the following term:2 No
deﬁnab‘i ðx; yÞ ¼ ½ððbi  aiÞ!pðx aiÞÞ  ððbi  aiÞ!pðy  aiÞÞ  ðbi  aiÞ  ai:
If * is left-continuous then it has a residuum !* whose linear transformation (assuming term-deﬁnability) is
represented by‘i
!ðx; yÞ ¼ ½ððbi  aiÞ!pðx aiÞÞ!ððbi  aiÞ!pðy  aiÞÞ  ðbi  aiÞ  ai:Take now a ﬁnite number of non-overlapping intervals [ai,bi] with rational cut-points, and a ﬁnite family of
term-deﬁnable t-norms *i. The ordinal sum of all *i over [ai,bi] is deﬁned by the following term:rðx; yÞ ¼
n^
i¼1
½ð‘i ðx; yÞ ^ iiðx; yÞÞ _ ððx ^ yÞ ^ :iiðx; yÞÞ;where ii(x,y) = d[(ai!p (x ^ y)) ^ ((x _ y)!p bi)]. If each *i appearing as a summand in the ordinal sum is
left-continuous, then it admits a residuum, which is represented by the term below (assuming term-
deﬁnability):r!ðx; yÞ ¼
_n
i¼1
½ð ‘i!ðx; yÞ ^ iiðx; yÞÞ _ ðy ^ :iiðx; yÞÞ _ dðx ! yÞ:Given the previous construction, it is now easy to check that the following proposition holds.
Proposition 3.11. Let *i be a finite family of term-definable t-norms and [ai, bi] a finite family of subintervals of
[0,1] having rational cut-points. Then, the ordinal sum r* of *i is term-definable.
Moreover, if each *i is left-continuous and admits a term-definable residuum, the residuum r
! is term-definable.
We now give a characterization of all the continuous t-norms deﬁnable in ŁP 1
2
. Indeed, they result to be
only those t-norms representable as a ﬁnite ordinal sum of Łukasiewicz and product t-norms in the sense of
the Mostert–Shields theorem.
Theorem 3.12. Let * be a continuous t-norm. The following are equivalent:
i. Up to isomorphism, * is implicitly definable in ŁP 12.
ii. Up to isomorphism, * is term-definable in ŁP 12.
iii. * is representable as a finite ordinal sum of Łukasiewicz and Product t-norms.Proof. We prove (ii)) (i)) (iii)) (ii). (ii)) (i) is trivial; (i)) (iii) follows by Theorem 3.10. Finally, recall
that by the Mostert–Shields theorem, every continuous t-norm is representable as an ordinal sum of Łukas-
iewicz and Product t-norms, which are both trivially term-deﬁnable. If there are only ﬁnitely many compo-
nents, then (iii)) (ii) follows from Proposition 3.11. h
An example of a continuous t-norm (see [28]) which is not deﬁnable is given by the following t-norm with
n 2 Ntice that this construction, along with Proposition 3.11, basically corresponds to the one given by Cintula [6] concerning term
ility of ﬁnite ordinal sums of isomorphic copies of the Łukasiewicz and the Product t-norms.
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1
2n
þ 2nðx 1
2n
Þðy  1
2n
Þ x; y 2 ½ 1
2n
; 1
2n1 
2
;
minðx; yÞ otherwise:
(Remark 3.13. Notice that the above representation theorem for ŁP 12-deﬁnable continuous t-norms similarly
holds for continuous t-conorms. Indeed, it is easy to show that (up to isomorphism) a continuous t-conorm is
term-deﬁnable in ŁP 12 iﬀ it is implicitly deﬁnable in ŁP
1
2 iﬀ it is representable as a ﬁnite ordinal sum of
Łukasiewicz and product t-conorms.3.2. Deﬁnable uninorms
We now focus on uninorms and try to characterize their deﬁnability. Some of the results presented below
easily follow from the characterization of deﬁnable continuous t-norms given in the previous subsection.
Theorem 3.14. Suppose that a left-continuous conjunctive uninorm *u is implicitly definable. Then every subset of
[0,1]n which is first-order definable (without parameters) in the language {*u,+, Æ,6, 0,1} is Q-semialgebraic. In
particular:
(a) The set of idempotent elements of *u is Q-semialgebraic. If the underlying t-norm * (t-conorm }, resp.) is an
ordinal sum of infinitely many t-norms (t-conorms, resp.) then all of them but a finite number are isomorphic
to the Go¨del t-norm (to the maximum t-conorm, resp.).
(b) For any constant r 2 [0,1], the operation :rðxÞ ¼ x!u r is a quasi-weak negation such that [0,1] can be
partitioned into a finite number of intervals I0, . . ., Im so that, in each Ii, r is continuous and either constant
or strictly increasing. In particular, r has only finitely many discontinuity points.Proof
(a) This follows by an easy adaptation of the argument in Theorem 3.7(b).
(b) Take any constant r 2 [0,1]. From the properties of the residuum it is easy to see that 0!u r ¼ 1,
x 6 ðx!u rÞ!u r, and that if x 6 y, then y!u r 6 x!u r. This means that :rðxÞ ¼ x!u r is a quasi-weak
negation.Now, the residuum of *u is implicitly deﬁnable. Consequently r is implicitly deﬁnable as well.
By Theorem 3.6 it follows that its graph is Q-semialgebraic. Now, by reasoning as in the case of weak
negations in Theorem 3.7, it is easily seen that the set of discontinuities is ﬁnite, and that [0,1] can be
partitioned in ﬁnitely many subintervals in which r is either involutive or constant. hRecall now that a conjunctive uninorm belonging to Umin and having e as a neutral element can be repre-
sented as an ordinal sum having a t-norm and a t-conorm as summands deﬁned over [0,e] and [e, 1], respec-
tively. Take then a term-deﬁnable t-norm *, a term-deﬁnable t-conorm }, and let e be rational. The term ‘*
deﬁnes the linear transformation of } into [0,e]‘ðx; yÞ ¼ e  ½ðe!pxÞ  ðe!pyÞ;and the term ‘} is the linear transformation of } into [e, 1]‘}ðx; yÞ ¼ e ð:eÞ  ½ð:e!pðx eÞÞ}ð:e!pðy  eÞÞ:Then, we can deﬁne the term corresponding to a conjunctive uninorm that belongs to Umin:uðx; yÞ ¼ ½‘ðx; yÞ ^ dððx _ yÞ ! eÞ _ ½‘}ðx; yÞ ^ dðe ! ðx ^ yÞÞ _ ½ðx ^ yÞ ^ :dððx _ yÞ ! eÞ ^ :dðe ! ðx ^ yÞÞ:From the previous construction we immediately obtain:
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uninorm obtained as ordinal sum of * and } (belonging to Umin) is term-definable (up to isomorphism).
It is now easy to prove the following theorem.
Theorem 3.16. Let *u be any uninorm belonging to the class of conjunctive uninorms Umin. Then
i. *u is term-definable (up to isomorphism) iff the underlying t-norm and t-conorm are term-definable.
ii. *u is implicitly definable (up to isomorphism) iff the underlying t-norm and t-conorm are implicitly definable.Proof. To prove (i), just notice that the left-to-right direction is obvious, while the right-to-left direction cor-
responds to Proposition 3.15.
Now, if both the underlying t-norm and t-conorm are implicitly deﬁnable, then it is easy to see from
Theorem 2.7 that the graph of *u is deﬁnable in the reals, and so, by Theorem 3.6 it is Q-semialgebraic.
Therefore, *u is implicitly deﬁnable. The converse is obvious. h
By Theorems 3.14 and 3.16, we immediately obtain:
Corollary 3.17. Let *u be any uninorm belonging to the class of conjunctive uninorms Umin, such that the
underlying t-norm and t-conorm are continuous. Then, the following are equivalent:
i. Up to isomorphism, *u is implicitly definable in ŁP 12.
ii. Up to isomorphism, *u is term-definable in ŁP 12.
iii. *u is representable as a finite ordinal sum of Łukasiewicz and Product t-norms followed by a finite ordinal
sum of Łukasiewicz and Product t-conorms.As for representable uninorms, notice that there are examples of uninorms which are not deﬁnable, like for
instance:xuy ¼
1 expð 1
2
logð1 xÞ  logð1 yÞÞ x; y 2 ½0; 1 n fð0; 1Þ; ð1; 0Þg;
0 otherwise:
However, each member of the class of representable uninorms is order isomorphic to the cross-ratio uninorm,
which, being piecewise rational, is deﬁnable by the following term:ucðx; yÞ ¼ ððx  yÞ!pððx  yÞ  ð:x  :yÞÞÞ ^ :dðx _ :xÞ ^ :dðy _ :yÞ:
Hence we can state the following result:
Theorem 3.18. The class of representable uninorms is term-definable up to isomorphism.
As for representable uninorms which are rational uninorms we can easily obtain a complete characteriza-
tion. Indeed, recall that such operators all have this parametric form, depending on e 2 ]0, 1[:xuy ¼ ð1 eÞxyð1 eÞxy þ eð1 xÞð1 yÞ :It can be immediately seen that whenever e is rational, a rational uninorm exactly is a piecewise rational func-
tion and hence it is term-deﬁnable in ŁP 1
2
.
Theorem 3.19. Every conjunctive rational uninorm having a rational idempotent is term-definable.
As for [0,1)-continuous uninorms, recall that every [0,1)-continuous uninorm is order isomorphic to the
ordinal sum of a continuous t-norm and the cross-ratio uninorm. Then we have:
Theorem 3.20. Let *u be a uninorm continuous on [0,1). The following are equivalent:
i. Up to isomorphism, *u is implicitly definable in ŁP 12.
ii. Up to isomorphism, *u is term-definable in ŁP 12.
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uninorm.Proof. We prove (ii)) (i)) (iii)) (ii). (ii)) (i) is trivial; (i)) (iii) follows by Theorem 3.14 and the fact
that every uninorm continuous on [0,1) can be seen as an ordinal sum of a continuous t-norm followed by
the cross-ratio uninorm. To prove (iii)) (ii) note that if *u is representable as a ﬁnite ordinal sum it is deﬁn-
able by the termuðx; yÞ½0;1Þ ¼ ½‘ ^ dððx _ y ! sÞÞ _ ½‘c ^ dðs ! ðx ^ yÞÞ _ ½ðx ^ yÞ ^ :dððx _ y ! sÞÞ ^ :dðs ! ðx ^ yÞÞ;where ‘c is the linear transformation of the cross-ratio uninorm in [s, 1], and ‘* is the linear transformation of
a continuous t-norm (with ﬁnitely many components, and consequently term-deﬁnable by Theorem 3.12) in
[0, s] (being e and s rationals). h
Finally, as for left-continuous idempotent conjunctive uninorms, recall the representation theorem given
above (i.e. Theorem 2.11). Let g be a term-deﬁnable quasi-weak negation. Then, the representation of those
operators is given by the following term:uidðx; yÞ ¼ ½ðx ^ yÞ ^ dðy ! gðxÞÞ _ ½ðx _ yÞ ^ :dðy ! gðxÞÞ:We then obtain the following result.
Theorem 3.21. Let *u be a conjunctive idempotent uninorm with identity element e 2 [0,1]. The following are
equivalent:
i. Up to isomorphism, *u is implicitly definable in ŁP 12.
ii. Up to isomorphism, *u is term-definable in ŁP 12.
iii. The function :ex ¼ x!ue is a quasi-weak negation with a finite number of discontinuity points.Proof. We prove (ii)) (i)) (iii)) (ii). (ii)) (iii) is trivial, while (i)) (iii) follows from Theorem 3.14(b).
Then we prove (iii)) (ii).
As seen in Section 2.1, if a quasi-weak negation g has ﬁnitely many discontinuity points, then [0,1] can be
divided into ﬁnitely many intervals I1 = [0 = a0,a1], Ii = (ai=1,ai], Ir+1 = (ar,ar+1 = 1], such that g is either
continuous and involutive or constant on each Ii. Then, proceed exactly as in Theorem 3.9 recalling that if
g(x) = 1 in I1, then it behaves like a weak negation in [a1,1]. We can then deﬁne a quasi-weak negation g
0
isomorphic to g which is term-deﬁnable in ŁP 12. Hence, we obtain an idempotent uninorm 0u, which is deﬁned
by the term [(x ^ y) ^ d(y! g 0(x))] _ [(x _ y) ^ d(y! g 0(x))], as shown above.
To see that the 0u is isomorphic to *u, just recall that, as shown in [9] for each conjunctive idempotent
uninorm *u deﬁned by a quasi-weak negation g, the residuum is given byx!u y ¼
maxðgðxÞ; yÞ if x 6 y;
minðgðxÞ; yÞ otherwise:
Hence, :ex ¼ x!ue ¼ gðxÞ, meaning that the quasi-weak negation deﬁned as :ex ¼ x!ue exactly coincides
with the quasi-weak negation used in the construction of the uninorm. Being g and g 0 isomorphic, the claim
immediately follows. h3.3. Deﬁnability of construction methods
We now focus on the deﬁnability of some constructions methods. Our aim consists in showing that:
Theorem 3.22. The class of term-definable left-continuous conjunctive uninorms is closed under annihilation,
rotation and rotation–annihilation.
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2
.
Notice ﬁrst, that in all the methods below we need to use a strong negation  in order to construct a new
conjunctive operator. We will clearly suppose that the negation  is term-deﬁnable, i.e. it is a piecewise
rational function.
We begin with the annihilation construction. Recall that a uninorm *u can be annihilated w.r.t. a strong
negation  if it admits the rotation-invariance property, i.e.:if xuy 6 z then yu  z 6 x:
The annihilation is encoded in the following term:aðx; yÞ ¼ ðxuyÞ ^ :dðx! yÞ:
We now focus on left-continuous t-norms and left-continuous conjunctive uninorms obtained by means of the
rotation method. Given a left-continuous t-norm without zero-divisors, or whose zero-divisors are conﬁned in
a sub-square of [0,1]2, or given a left-continuous conjunctive uninorm whose underlying t-norm has those
properties, then the rotation can be deﬁned w.r.t. a strong negation. Clearly, we need the starting operation
*, its residuum!* and the involutive negation  to be term-deﬁnable. Let e be the unique rational ﬁxed point
of the negation, i.e. e = e. The rotation is represented by the following term:.ðx; yÞ ¼ ½ ‘!ðy; xÞ ^ ½dðx ! eÞ ^ :dðy ! eÞ _ ½ ‘!ðx; yÞ ^ ½:dðx ! eÞ ^ dðy ! eÞ
_ ½‘ðx; yÞ ^ ½:dðx ! eÞ ^ :dðy ! eÞ;where,‘ðx; yÞ ¼ e ð:eÞ  ½ð:e!pðx eÞÞ  ð:e!pðy  eÞÞ;
and‘
!ðx; yÞ ¼ e ð:eÞ  ½ð:e!pðx eÞÞ!ð:e!pðy  eÞÞ:We now focus on the rotation–annihilation construction. Let  be a term-deﬁnable strong negation, with e
as a rational ﬁxed point, and d 2e; 1 \Q. The d-zoomed negation is easily deﬁnable as follows:dx ¼ ðd  dÞ!p½ ðx  ðd  dÞ  dÞ  d:
Let *1 be a term-deﬁnable left-continuous t-norm (conjunctive uninorm), and let ‘

1 and ‘1
!
be the linear trans-
formations into [d, 1] of *1 and its residuum, respectively, i.e.:‘1ðx; yÞ ¼ d  ð:dÞ  ½ð:d!pðx dÞÞ  ð:d!pðy  dÞÞ;
and‘1
!ðx; yÞ ¼ d  ð:dÞ  ½ð:d!pðx dÞÞ!ð:d!pðy  dÞÞ:Suppose that x,y > 0 implies that x *1 y > 0. Then let *2 be a term-deﬁnable left-continuous t-subnorm that is
rotation-invariant w.r.t. d. Letiðx; yÞ ¼ d½ð d ! ðx ^ yÞÞ ^ ððx _ yÞ ! dÞ;
and let ‘2 and ‘2
!
be the linear transformations into [d,d] of *2 and its residuum, respectively, i.e.:‘2ðx; yÞ ¼ ½ððd  dÞ!pðx  dÞÞ  ððd  dÞ!pðy  dÞÞ  ðd  dÞ  d;
and‘2
!ðx; yÞ ¼ ½ððd  dÞ!pðx  dÞÞ!ððd  dÞ!pðy  dÞÞ  ðd  dÞ  d:We can deﬁne a term representing the d-rotation–annihilation of *1 and *2,
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 ‘1
!ðx; yÞ ^ :dðx! dÞ ^ :dð d ! yÞ
_ ½ ‘1!ðy; xÞ ^ :dðy ! dÞ ^ :dð d ! xÞ _ ½‘2ðx; yÞ ^ iðx; yÞ ^ :dðx ! yÞ
_ ½y ^ :dðx ! dÞ ^ iðy; yÞ _ ½x ^ :dðy ! dÞ ^ iðx; xÞ:Suppose now that *1 has zero-divisors, i.e. there exist x,y > 0 such that x *1 y = 0. Let *2 be a term-deﬁnable
left-continuous t-norm that is rotation-invariant w.r.t. d. Deﬁne the linear transformations exactly as above.
In this case the  d-rotation–annihilation of *1 and *2 is given by the following termqaðx; yÞ ¼ ½‘1ðx; yÞ ^ dðd ! ðx ^ yÞÞ _ ½ ‘1
!ðx; yÞ ^ dðy ! dÞ ^ dðd ! xÞ
_ ½ ‘1!ðy; xÞ ^ dðx ! dÞ ^ dðd ! yÞ _ ½‘2ðx; yÞ ^ :dðd ! xÞ ^ :dðx! dÞ
^ :dðd ! yÞ ^ :dðy ! dÞ ^ :dðx ! yÞ _ ½y ^ dðd ! xÞ ^ :dðd ! yÞ
^ :dðy ! dÞ _ ½x ^ dðd ! yÞ ^ :dðd ! xÞ ^ :dðx ! dÞ:4. Uninorm based logics deﬁnable in ŁP 1
2
In this section, we investigate the complexity of logics associated to left-continuous conjunctive uninorms
implicitly deﬁnable in ŁP 1
2
. The below results generalize those given in [29] for left-continuous t-norms. We
start from the following theorem.
Theorem 4.1. If a left-continuous conjunctive uninorm * is implicitly definable in ŁP 12, then L* is in PSPACE.
Proof. Recall that if * is implicitly deﬁnable in ŁP 12, its graph is deﬁnable in R by a quantiﬁer-free formula
U(x,y,z). Set (&(U))(x,y,z) = U(x,y,z). As pointed out above, also the residuum!* of * is deﬁnable by means
of the ﬁrst-order formula (!(U))(x,y,z): "u"v(U(u,x,v)) (u 6 z () v 6 y)), where) denotes the classical
implication and u () w denotes (u) w) ^ (w) u). Now (!(U)) can be replaced by a quantiﬁer-free
equivalent formula, which we will still denote by (!(U)). Clearly, lattice operations are implicitly deﬁnable
by the quantiﬁer-free formulas (_(U))(x,y,z): (x 6 y ^ z = y) _ (y < x ^ z = x) and (^(U))(x,y,z):
(x 6 y ^ z = x) _ (y < x ^ z = y). Now let u be any formula of L*, and let S = {u1, . . .,un} be the set of its
subformulas. Let S& = {(v,c,w) 2 S: v = c & w}, S! = {(v,c,w) 2 S: v = c! w}, S_ = {(v,c,w) 2 S:
v = c _ w}and S^ = {(v,c,w) 2 S: v = c ^ w}. Let us associate to each ui a variable vui (diﬀerent variables
for diﬀerent subformulas). For  2 {&,!,_,^}, let K denote the conjunction of all formulas of the form
((U))(vv,vc,vw) such that (v,c,w) 2 S. Furthermore, let K0 : v0 ¼ 0;K1 : v1 ¼ 1;K t : vt ¼ t and Kf:vf = f.
Then it is easy to prove that L*‘u iﬀ the formula
uðUÞ : 8vu1 . . . 8vunððK& ^ K! ^ K_ ^ K^ ^ K
0 ^ K1 ^ K t ^ K fÞ ) vu P tÞ
is true in R. Note that u(U) is a universal formula that can be computed from u in polynomial time. Since the
universal theory of R is in PSPACE (see [2]), the theorem is proved. h
Theorem 4.2. Let K be a class of left-continuous conjunctive uninorms implicitly definable in ŁP 1
2
and let LK be
its associated logic. If LK is finitely axiomatizable, then it is decidable.
Proof. The proof is an easy adaptation of the one given for t-norm based logics in [29]. h
In [29], we showed that several t-norm based logics are ﬁnitely strongly standard complete w.r.t. their
related classes of term-deﬁnable t-norms. It is then interesting to study the case of uninorm based logics. Here
we focus on the Uninorm Mingle Logic (UML) and on the Basic Uninorm Logic (BUL).
We begin with UML, and ﬁrst give some preliminary notions and results. In the following, C will denote
any chain bounded by 0 and 1. The concept of quasi-weak negation is generalized to operators over C.
Deﬁnition 4.3. A quasi-weak negation over C is any operator g: C! C such that g(0) = 1, x 6 g(g(x)), and if
x 6 y, then g(y) 6 g(x), for all x,y 2 C.
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i. g(x) = g(g(g(x))), for all x 2 C.
ii. x 6 g(y) iff y 6 g(x), for all x,y 2 C.
iii. g is a quasi-weak negation on C iff either g(x) = 1 for all x 2 [0,1], or g is a weak negation over [c,1],
where c = sup{x: g(x) = 1}.Proposition 4.5. For any quasi-weak negation g with fixed point t on a bounded chain C, we can define a resid-
uated pair of operations *g,!g, such that hC,*g,!g,min,max, t, f, 0,1i is an UL-chain where x!g t = g(x) for all
x 2 C.
Proof. Given a quasi-negation g with ﬁxed point t, deﬁnexgy ¼
minðx; yÞ if y 6 gðxÞ;
maxðx; yÞ otherwise:
Then we can prove the following:
• the residuum of *g is deﬁned byx!gy ¼
maxðgðxÞ; yÞ if x 6 y;
minðgðxÞ; yÞ otherwise:
• hC, *g,!g,min,max, t, f, 0,1i is a UL-algebra
• t(x) = x!g t is a weak negation such that t(x) = g(x) for all x 2 C. h
Theorem 4.6. UML is finitely strongly standard complete w.r.t. the class of UML-algebras based on a term-defin-
able conjunctive idempotent uninorm.
Proof. Suppose that C 0UMLu. Then we know that there are a totally ordered UML-algebra A and an A-
evaluation v such that v(w)P t for all w 2 C and v(u) < t. Let X be the ﬁnite set of all values of all subformulas
c of C [ {u}, plus the values given by tc and ttc, under v, plus 0, 1, t, and f (where tx clearly corresponds
to x! t, and t is the ﬁxed point). LetX \ :tðAÞ ¼ fa0 < . . . < am ¼ 1g;
where t(A) is the image of the universe A of A under t.
Now, if a0 = 0 (this means that 0 is an involutive element) let h: X! [0,1] be the order-preserving mapping
such that hðaiÞ ¼ im. Then, we deﬁne the following operation:gðxÞ ¼ 1 x if x 2 f
i
mg [
S
I2I
I

 
;
mi1
m if x 2 im ; iþ1m
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\ hðX Þ ¼ ;
 
:It is easy to see that g is a quasi-weak negation over [0,1] (more precisely it is a weak negation).
If a05 0 (this means that 0 is not an involutive element) let h 0: X! [0,1] be the order-preserving mapping
such that h0ðaiÞ ¼ iþ1mþ1.
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:It is easy to see that g 0 is a quasi-weak negation over [0,1].
Now, let either q = g and l = h or q = g 0 and l = h 0. Deﬁne now an idempotent conjunctive uninorm *u
from q. Clearly, l becomes a morphism from A into h½0; 1; u;)u ;min;max; 0; t0; f 0; 1i, where t 0 and f 0 are
the images under l of t and f, respectively. Thus, we can deﬁne an evaluation e = l  v, such that e(c)P t 0 for
all c 2 C and e(u) < t 0.
To conclude the proof, notice that the quasi-weak negation g clearly is term-deﬁnable. Hence, the claim
follows. h
We now focus on BUL. Recall that every [0,1)-continuous residuated uninorm is an ordinal sum of (0 or 1
each) isomorphic copies of a continuous t-norm and the cross-ratio uninorm. The cross-ratio uninorm is deﬁn-
able by the following term:ððx  yÞ!pððx  yÞ  ð:x  :yÞÞÞ ^ :dðx _ :xÞ ^ :dðy _ :yÞ:
Furthermore, as shown above, a continuous t-norm is term-deﬁnable iﬀ it is representable as a ﬁnite ordinal
sum of Łukasiewicz and Product t-norms. Consequently:
Theorem 4.7. The logic BUL is finitely strongly standard complete w.r.t. the class of term-definable [0,1)-
continuous uninorms.
Proof. Let C be a ﬁnite set of sentences, and suppose that / cannot be derived from C in BUL. Then by [15]
there are a BUL-algebraA and anA-evaluation v such that v(w)P e for all w 2 C and v(/) < e. Now, let X be
the ﬁnite set of all values under v of all subformulas occurring in C [ {/}. X can be partially embedded into a
standard BUL-algebra with a ﬁnite number of components C0, . . .,Ck. Indeed, for each operation , and for all
x,y5 1, t, if x and y belong to Ci, Cj, respectively, then x  y belongs either to Ci or Cj. Such a BUL-algebra is
a ﬁnite ordinal sum of k Łukasiewicz components followed by the cross-ratio uninorm. Clearly, both the
Łukasiewicz t-norm and the cross-ratio uninorm are term-deﬁnable. Since ŁP 1
2
-deﬁnability is preserved (up
to isomorphism) under ﬁnite ordinal sums, as proved in Proposition 3.11, the claim easily follows. h
Corollary 4.8. UML and BUL are decidable and BUL is in PSPACE.
Proof. The results of decidability immediately follow from Theorem 4.2. The fact that BUL is in PSPACE is
easy to check. Indeed, given a formula u in n variables, we have that u is provable in BUL iﬀ it is valid in the
ordinal sum * of n + 1 Łukasiewicz components followed by one cross-ratio component. Since * is term-deﬁn-
able, we know that checking validity of u in the related BUL standard algebra is in PSPACE (however, this
result is useless, as Gabbay and Metcalfe [15] have shown that BUL is Co-NP). h5. Final remarks
In this paper, we have investigated the deﬁnability in ŁP 1
2
of left-continuous t-norms, left-continuous con-
junctive uninorms and some of their construction methods. In particular we have given a complete character-
ization of term-deﬁnable continuous t-norms and term-deﬁnable weak nilpotent minimum t-norms, term-
deﬁnable [0,1)-continuous conjunctive uninorms, and term-deﬁnable conjunctive idempotent uninorms.
200 E. Marchioni, F. Montagna / Internat. J. Approx. Reason. 47 (2007) 179–201Moreover, we have analyzed decidability and complexity of uninorm based logics and shown that the logics
UML and BUL are ﬁnitely strongly standard complete w.r.t. to the related classes of term-deﬁnable left-con-
tinuous conjunctive uninorms.
Still, some problems remain open. (i) Is the logic UL complete w.r.t. the class of ŁP 1
2
-deﬁnable left-contin-
uous conjunctive uninorms? (ii) Is ŁP 1
2
PSPACE-complete? A positive answer to this last question would be of
remarkable interest since, as shown in [29], it would immediately imply that also the universal theory of reals is
PSPACE-complete.Acknowledgement
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