We assume a linear equidistance antenna array as the receiver for a fixed frame-length multipleaccess system which employs variable-gain receiver power and repetition encoding. We propose a robust Maximum A posteriori Probability (MAP) Blind Bit-Rate Detector (BBRD). This detector considers the Rate Detection (RD) as a multi-hypothesis test and maximizes the Likelihood Functions (LF)s to find the true bit-rate, while the complex amplitude of the received signal, the noise variance and the direction of arrival are unknown parameters. First, assuming that the location parameter is known and the information sequence are independent and uniformly distributed random variables, we propose a Hybrid Likelihood Ratio Test (HLRT). The proposed HLRT requires to solve a set of nonlinear equations which have no closed form solution. Thus, we propose an iterative numerical algorithm. In addition, we propose a Quasi-HLR detector which has a significantly lower computational complexity. In the case of unknown location parameter, we develop two Quasi-HLR methods. We use fast Fourier transform and search in order to estimate the unknown location. In Q-HLRT-Method-I, the nonlinear equation similar to the one in known location parameter is iteratively solved. In Q-HLRT-Method-II, a low complexity solution is proposed. Simulation examples evaluate and compare the performances of the proposed BBRDs.
I. INTRODUCTION
The variable rate communication, in multiple-access communication systems, allows the users to compromise between the transmission data rate and the transmitted power according to the channel condition. To make a trade-off between the bit-rate and the receiver power, the receiver chooses the transmitted power according to the input bit-rate or may reduce the bit-rate (employing different compression techniques) to save power such that a compromise between power and quality is achieved; e.g., more power for higher bit-rates. For instance using variable rate coding, in voice communication, the bit-rate of a voice signal could be increased when the speech activity is increased, whereas during silence or inactive intervals, the bit-rate can be reduced to minimum.
The receiver requires the knowledge of the bit-rate in order to decode the data. Such multi-rate systems are anticipated to be deployed in many future communication systems, since they provide flexibility in terms of applications and quality of service. Several attempts are made recently to design efficient bit-rate detectors for these systems, e.g., see [1] - [5] and the references therein.
In some practical systems such as IS-95 or CDMA-2000, the data rate differs from frame to frame depending on the speech activity. These systems repeat the information bits for a number of successive transmitted symbols in order to have a constant transmission symbol rate [6] , [7] .
In this way, the required transmit power can be controlled for the same error probability at the receiver and thereby increase the overall system capacity. Since the data rate of a particular frame is not explicitly transferred to the receiver, a blind bit-rate detector is required at the receiver. The traditional method is to use multiple receivers, each for a given data rate and then select the output of one of them.
Some Blind Bit Rate Detectors (BBRD)s are proposed using the bit repetition properties in the transmitted signal [3] - [5] . The authors in [3] used the ML algorithm for rate detection. Another ML based algorithm for RD is introduced in [8] that uses the worst case value for the unknown parameters and reduces the Computational Complexity (CC) by approximating the decision rule.
The conditional probability density function (pdf) of the received signal given the transmitted symbol sequence is often assumed to be Gaussian. The channel coding attempts to ensure that the transmitted symbols are almost identically distributed. In such a case, we can obtain the pdf of observation, by averaging over the symbols. In [1] , authors formulated the RD problem and proposed Maximum A Posteriori Probability (MAP) solutions, using these a posteriori pdfs as the Likelihood Functions (LFs) under different hypotheses. They also derived the solution for Nakagami-m channels. In this paper, we derive the Hybrid Likelihood Ratio (HLR) detector assuming no information about the frequency non-selective slow-fading channel. In particular, we treat the noise variance, the complex amplitude of the signal and the direction of arrival as unknown parameters and substitute the ML estimates of these parameters in the LFs. The proposed HLR Test (HLRT) requires to solve a set of nonlinear equations and is computationally complex. Thus to find the ML estimates, we propose an appropriate initial point to iteratively solve these equations using fixed point theorem. As an alternative, to avoid the complexity of this ML estimation, we introduce a suboptimal solution, namely Quasi-HLRT (Q-HLRT) algorithm.
The difference between the proposed Q-HLRT with the HLRT is that we obtain the ML estimates of the unknown parameters from the conditional observation pdf (instead of the unconditional pdf in HLRT) and substitute these estimates in the unconditional LFs. In the case of unknown location parameter, two Quasi-HLR detectors are proposed, in which the unknown location parameter is estimated from the conditional observation pdf. Other parameters are estimated either using the first method maximizing the LFs or using the second method maximizing the conditional observation pdf.
The rest of the paper is organized as follows. The problem formulation and assumptions are given in Section IIProblem Formulationsection.2. In Section IIIKnown Angle of Arrivalsection.3, study the case where the angle of arrival is known and we derive the HLRT BBRD in III-AHybrid Likelihood Approachsubsection.3.1 and Q-HLRT BBRD in III-BQuasi-Hybrid Likelihood Approachsubsection.3
The problem in the case of unknown angle of arrival is analyzed in IVUnknown Angle of Arrivalsection.4 and two Q-HLRT methods are proposed. Simulation results are given in Section VSimulation Resultssection.5. Section VIConclusionsection.6 concludes the paper.
II. PROBLEM FORMULATION
We assume that the receiver sends data in fixed-length frames of length NT s seconds, where T s is the symbol duration. There are four data rates . We assume that the selected transmission rate does not change during the observation period of NT s seconds. In each data rate, the encoding is performed in a way that each information bit is repeated 2 i times; e.g. in the first rate, one information bit is mapped to two identical symbols +1, +1 or −1, −1. In the second rate, each information bit is mapped to four identical symbols +1, +1, +1, +1 or −1, −1, −1, −1. The energy per symbol is adjusted according to the data rate, such that the energy per information bit at the receiver, E b is the same; i.e. the transmitter power is reduced at the expense of decreasing the data rate. Then, the received energy per symbol is E s = E b 2 i . We must note that E b is unknown at the receiver, due to the unknown channel fading. We assume a browband signal model with a slow fading channel. Therefore, the complex receiver gain in the i th data rate is
2 i e jφc that is assumed to be unknown. Note that φ c is also unknown, since the oscillators of the transmitter and receivers are not synchronous in phase and we have unknown delay between transmitter and receiver. The receiver should have a good estimate of G i to be able to
• determine the signal bit-rate,
• acknowledge the transmitter to choose the appropriate bit-rate.
The receiver noise as assumed to be Additive White Gaussian with unknown variance. We may use an antenna array at the receiver to better estimate the above mentioned unknown parameters and consequently better determine the signal bit-rate. In fact, more data leads to the better estimate of the parameters. We consider a uniform antenna array consisting of M elements as the receiver.
Our BBRD problem is to classify the received signal according to the transmitted format. We model the problem as a multi-hypothesis test, the n th sample of the received signal at the m th array element is z n,m , where n = M(2 i (k − 1) + l − 1), i is the index of the hypothesis, which represents the bit-rate, k is the index of the symbol, l is the bit index in the k th symbol and m is the array element index. Therefore, we have
where Ω = 2πd cos θ λ is the location parameter, d is the distance of the consecutive elements, λ is the wavelength of the received signal, and θ is the angle of arrival. w n,m are independent and identically distributed (i.i.d.) zero-mean complex Gaussian noise samples with unknown variance
2 i e jφc is the complex receiver gain in the i th hypothesis and is assumed to be unknown due to the channel fading, E b is the energy per bit and φ c is the unknown phase.
Note that the noise variance and some other parameters are often assumed to be known in the literature, as the specifications of the receiver is often known. However, our motivation for avoiding such an assumption is that the performance of the detector substantially degrades if We use the MAP criterion that minimizes the probability of classification error and gives the most likely estimate of the bit-rate, given the received signal
If the a priori probabilities are equiprobable, i.e., p(
, the minimization would be based on the likelihood functions (LF)s of the i th hypothesis
Obviously, the proposed BBRD, which decides about the transmission format by maximization of LF i , is a multiple composite hypothesis test due to the unknown parameters. Three methods are proposed so far to solve such a problem (e.g., see [9] ): 1) Average Likelihood Ratio Test (ALRT), 2)
Generalized Likelihood Ratio Test (GLRT) and 3) Hybrid Likelihood Ratio Test (HLRT).
In ALRT, the unknown parameters are considered as random variables with certain probability density functions (pdfs). We must note that there are several unknown parameters in real situations that we donot know their distributions. Even if we know the distribution of these parameters, the decision statistics usually lead to the complicated multi-variable integrals and the closed form results can not be found. In GLRT, the unknown parameters are treated as unknown deterministic variables and their ML estimates are substituted in LFs. However, since the transmitted sequence following each hypothesis is potentially a possible transmitted sequence of the next hypotheses, this test fails in our problem. HLRT is a combination of ALRT and GLRT, in which we average the conditional density over some parameters and then replace the unknown parameters by their ML estimates. The recent solution, HLRT is of more interest, since the true probability density function (pdf) of all the parameters are not available and finding the ML estimates for some parameters may require an exhaustive multidimensional search. In the following sections, we assume that G i and σ 2 are unknown deterministic parameters and b k s as the samples of an independent uniformly distributed random variable. We treat the radial frequency Ω in two ways; 1) as a known parameter, if we know the angle of arrival and 2) as an unknown parameter, if have no knowledge of the angle of arrival.
III. KNOWN ANGLE OF ARRIVAL
In this situation, we have the angle of arrival of the received signal. In the following, we
propose two practical BBRD, in the first, we average the LFs over the data symbols and then replace the unknown parameters G i and σ 2 by their ML estimates in the resulting LFs. However, the ML estimates can not be derived exactly and we propose some practical algorithms. In addition, we derive a Quasi-HLR test, replacing the unknown parameters by the ML estimates of them in the conditional observation pdfs.
A. Hybrid Likelihood Approach
In this method, the unknown data symbols are considered as random variables and averaged out, whereas the unknown parameters are treated as deterministic unknown and replaced by their ML estimates. The conditional pdf of Z under hypothesis H i is:
, later, we refer to this pdf as the conditional observation pdf.
Assuming that b k are uniformly distributed over the alphabet set {+1, −1},
, we have the following observation pdf:
The Log-Likelihood Function, LLF i will then be:
where (.) * denotes the complex conjugate. If we consider the parameters G i and σ 2 as the known parameters, the MAP criteria in (5Hybrid Likelihood Approachequation.3.5) chooses the bit-rate associated to the value of i for which LLF i is the largest. This detector is simply the extension of the work of Davis, Beauliu and Rollins in [1] to the case of BPSK signal with complex gain.
In the following, we try to find the ML estimates of the unknown parameters G i and σ 2 under each hypothesis to be substituted in (5Hybrid Likelihood Approachequation.3.5) and derive the hybrid likelihood criteria. Derivation of (5Hybrid Likelihood Approachequation.3.5) with respect to σ 2 and G i , respectively and equaling to zero, result in the following nonlinear equations for σ 2 and G i :
where
By multiplying (??) and G * i , taking the real part of the result and using (??), we obtain
Thus, the ML estimates, G i and σ 2 , could be obtained as the solution of the nonlinear equations (??) and (??). However, these equations does not seem to have closed form solutions and must be solved numerically. In such a scenario, the initial point of the numerical algorithm has an important impact on the convergence and the computational cost. In the following section, we propose to use the ML estimates of these parameters obtained from the conditional observation PDF as the initial point for these nonlinear equations. Using this initial value G i,0 , we propose to calculate G i,p+1 iteratively by substituting (??) in (??) as
In all our simulations in Section V, we observe that employing this iterative procedure, the resulting algorithm performs close to the upper bound (especially in high SNRs). This observation confirms that this iterative method finds near-optimal solutions.
Theorem 1:
The sequence G i,p+1 = g(G i,p ) converges to the unique fixed point of (??)- (??) which is the optima of (5Hybrid Likelihood Approachequation.3.5).
Proof:
It is easy to show that
Thus from σ 2 ≥ 0 and (??), the range
which is a convex set. The function g(G) is bounded (as tanh(.)
is bounded), continuous and differentiable. From the multi-variable mean value theorem we
▽g < 1, i.e., g is a contraction mapping over the range of interest. Therefore, g is a contraction mapping and the proof is complete by virtue of Banach fixed point theorem.
The HLRT algorithm in the case of known angle of arrival is summarized as follows
Step 1 Compute σ 2 i and G i using (??) and (??) iteratively.
Step 2 Compute LLF i (Z) in (5Hybrid Likelihood Approachequation.3.5) using σ 2 i and G i .
Step 3 Choose the best hypothesis as i = arg max i LLF i (Z).
We must note that the Computational Complexity (CC) of this algorithm is of the order of O(N log N + NM 2 + 3NM) to find the initial estimates of the unknown parameters and of the order of O(N2 i M 2 ) for extra each iteration which allows to improve the estimates.
B. Quasi-Hybrid Likelihood Approach
There is no closed-form solution for (??) and (??). Therefore, we try to find an approximate solution using the conditional pdf of the observations in (3Hybrid Likelihood Approachequation.3.3).
In this aproach under each hypothesis H i , the ML estimates of the transmitted symbols
T are also derived (in addition to the parameters G i , σ 2 ). The ML estimates of G i and σ 2 are as follows:
By substituting these values and (??) in (5Hybrid Likelihood Approachequation.3.5), we obtain
These LLFs should now be maximized over the information sequence b i . Since these LLFs are increasing functions of u i
, the ML estimates of the symbol vector b i is given by:
It is important to use an efficient algorithm to find b i in (??) for each hypothesis. A computationally efficient algorithm is recently proposed in [10] for such an optimization with a CC of order of
Using this algorithm for some Ω, we propose to calculate the LLFs LLF i in (??) as follows: Note that this step can be performed using FFT for some Ω.
Step 2 For each value of k = 1, · · · , N 2 i , choose either x k,i or −x k,i which falls in the arc [0, π]. We denote the chosen value by y k,i .
Step 3 Sort the set of complex numbers {y k,i } N 2 i k=1 according to their phase values.
Step 4 For n = 1, · · · , N 2 i use the algorithm in [10] to maximize (??) and calculate
It is obvious that the CC of this optimal implementation is of the order of (N log N). A suboptimal implementation for such a maximization is also proposed in [11] in the context of the activity detection of the Phase Shift Keying (PSK) signals.
The LLFs for the proposed QHLR detector is then obtained by substituting the ML estimates of G i and σ 2 in (5Hybrid Likelihood Approachequation. 3.5) [the procedure for the computation of these ML estimates is described later, see (??) and (??)] as follows:
The CC of the QHLR algorithm for BBRD is of the order of O(N log N + NM 2 + 3MN).
IV. UNKNOWN ANGLE OF ARRIVAL
In this section, we discuss the case where the location parameter Ω ∈ [0, 2π) of the source of signal is also unknown (in addition to G i and σ 2 ). The challenge here is that the search space for Ω is the interval [0, 2π). In the following, we propose two practical suboptimal methods that can be implemented with reasonable complexity, and show that their performances are satisfactory in various situations. For some given Ω ∈ [0, 2π), we first average the LFs in (4Hybrid Likelihood Approachequation.3.4) over the data symbols that are assumed to be random variables with the uniform distribution. Then we find the ML estimates of the unknown parameters G i and σ 2 in the resulting LFs and replace them in the LFs. In order to find the HLR test statistics, we should replace the ML estimates of G i , σ 2 and Ω in the averaged LFs.
A. Quasi-Hybrid Likelihood Approach: Method I
In this method, we consider the LLF in (5Hybrid Likelihood Approachequation.3.5) with respect to the unknown parameters G i and σ 2 to find their ML estimates and reach the equations 
B. Quasi-Hybrid likelihood Approach: Method II
In this method, we derive the ML estimates of the unknown parameters G i , σ 2 and Ω from the conditional PDF (3Hybrid Likelihood Approachequation.3.3) and substitute them in the LLF (5Hybrid Likelihood Approachequation.3.5). This means that in addition to these parameters, the information sequence is also considered as unknown and deterministic. In such a case, the ML estimates are obtained as follows
Similar to the discussion in the previous section for a given value of Ω, the CC of an exhaustive search for finding b i seems to be of the order of 2
operations for each hypothesis. In the following, we present a computationally efficient algorithm with the CC of the order of NM log(N) log(M) that finds b i , regarding (??).
Step 1 Calculate
Step 2 Calculate the discrete-time fourier transform of
Note that instead we propose to use the
. Our computer simulations in Section VSimulation Resultssection.5
illustrate that it is sufficient to use L f ≥ 3M.
For q = 0, · · · , L f − 1, do steps 3, 4 and 5 as follows
Step 3 For each value of k = 1, · · · , Step 4 Sort the new values y k,i [q] according to their phase values.
Step 5 For n = 1, · · · ,
Step 6 Let u n,i = max
Step 7 [1] , the parameter G i is assumed to be real. In contrast, we assume that the received signal amplitude G i is complex and unknown due to the phase offset φ. The receiver in this case contains one antenna element, i.e. M = 1. As it is expected, for all detectors, the probability of correct rate detection is increasing in
. This figure also shows that the performance of the proposed Q-HLRT and HLRT are very close to each other at high SNRs. 
