Abstract. This paper focuses on the problem of exponential stabilization of controllable, driftless systems using time-varying, homogeneous feedback. The analysis is performed with respect to a homogeneous norm in a non-standard dilation that is compatible with the algebraic structure of the control Lie algebra. Using this structure, we show that any continuous, time-varying controller that achieves exponential stabilization relative to the Euclidean norm is necessarily non-Lipschitz. Despite these restrictions, we provide a set of constructive, su cient conditions for extending smooth, asymptotic stabilizers to homogeneous, exponential stabilizers. The modi ed feedbacks are everywhere continuous, smooth away from the origin, and can be extended to a large class of systems with torque inputs. The feedback laws are applied to an experimental mobile robot and show signi cant improvement in convergence rate over smooth stabilizers.
Introduction
In this paper we consider the stabilization problem for driftless control systems of the form _ x = X 1 (x)u 1 + + X m (x)u m x 2 R n : We assume that the vector elds X i are analytic on R n and that they are pointwise linearly independent. We further assume that the system is completely controllable: given any two points x 0 and x 1 and a time T > 0 there exists a control u de ned on the time interval 0; T] which steers the system between x 0 and x 1 . Controllability is easily checked using the Lie algebra rank condition for nonlinear control systems (see, for example, Nijmeijer and van der Schaft 38] or Isidori 21] ).
Controllable, driftless control systems arise in the study of mechanical systems with symmetries and nonholonomic constraints, and represent the dynamics consistent with the kinematic constraints placed on the system by the presence of conservation laws or constraints. Typically, the inputs for a driftless control system correspond to the velocities of a mechanical system. Although in practice one almost always controls forces and torques in a mechanical system instead of velocities, in many instances it is possible to extend controllers that prescribe velocities to controllers that command forces and torques. Hence we initially focus our attention on the driftless case and indicate later how to extend controllers to allow more general inputs.
The stabilization problem for driftless systems represents a challenge for nonlinear control theory because the linearization of the system is not controllable. In fact, as shown by Brockett 8] , for this class of systems there does not exist a smooth (or even continuous) control law of the form u i = i (x) which asymptotically stablizes the system to an equilibrium point. As such, one is forced to rely on the use of strongly nonlinear techniques to stabilize the system. Results on asymptotic stability typically rely on the use of discontinuous feedback, time-varying feedback, or a combination of the two.
In this paper we concentrate on the problem of exponential stabilization of driftless systems. In this case, it is shown that even if time-varying feedback is allowed, it is still not possible to achieve exponential stability using Lipschitz feedback. Indeed, as we show below, the usual de nition of exponential stability does not readily apply to this problem and one must use a broader de nition of exponential stability.
The approach to exponential stabilization in this paper makes use of the theory of homogeneous systems with non-standard dilations 15, 19] . Using and extending the tools available from that area, we show how to construct and analyze exponential stabilizers for this class of systems. The extra structure which is available through the use of homogeneous systems allows us to circumvent many of the problems normally associated with the lack of Lipschitz feedback and provide a very complete theory for driftless systems as well as provide tools which hold for more general systems.
The main direct applications of the work presented here are control of mobile robots and other robotic systems with nonholonomic constraints (see 34] for introductory theory and examples). However, the basic techniques which we develop here are more broadly applicable and have potential application in a number of areas, including power converters 25], underwater vehicles 14] and novel robotic mechanisms 49] . With these and other applications in mind, we have tried to present many of the results in a context in which they can be applied to other strongly nonlinear stabilization problems. This paper is organized as follows. In Section 2 we give a short review of the literature on stabilization of driftless control systems. This review is intended to orient the reader who is new to the area and also to describe the context for the results presented in this paper. Section 3 reviews results for homogeneous systems. The properties of homogeneous systems form the basis of the analysis in this paper. Much of the material is well established but a few of the results are new. The limitations of Lipschitz feedback are discussed in Section 4. The main result of this section, which is applicable to general C 1 control systems, shows that solutions of a driftless system cannot satisfy an exponential stability bound when the feedback is Lipschitz continuous in the state. Section 5 presents a method of improving the convergence rate of a driftless system when a smooth stabilizing feedback is already known. The convergence rate with the modi ed feedbacks is a modi ed notion of exponential stability. This method is applied to an experimental mobile robot in Section 6. Section 7 shows how to extend the exponentially stabilizing feedbacks through a set of integrators.
Finally, we indicate how the results in this paper apply to more general nonlinear control systems and indicate some of the directions for future work.
Preliminary versions of some of the results in this paper have appeared in 28, 29, 30, 32, 31, 35] . Additional technical results related to this work, as well as a more detailed introduction to homogeneous control systems, can be found in 27].
Related work
There have been a number of papers published on stabilization of nonholonomic systems over the past four years. A survey of the eld can be found in the recent papers by S rdalen and Egeland 48] and Samson 45] . We concentrate here on work that is most directly related to the results presented in this paper.
The basic limitations in stabilization of driftless systems were given in a 1983 paper by Brockett 8] , where it was shown, among other things, that driftless control systems could not be stabilized to a point using continuous, static state feedback (for a particularly nice proof, see the survey paper by Sontag 47] ). In 1990, Samson presented a paper in which he showed how to asymptotically stablize a mobile robot to a point using time-varying, smooth state feedback 44] . The use of timevarying feedback avoided the di culties captured by Brockett's necessary condition. Motivated by these results, Coron proved in 1991 that all controllable driftless systems could be stabilized to an equilibrium point using smooth, periodic, timevarying feedback 11] (This result also follows from Sontag's work on universal controls 46].)
Coron's result opened the door to a constructive approaches for stabilizing a general class of driftless control systems. This rst such result was presented by Pomet 40] , who developed a synthesis technique based on Coron's proof which held for a fairly general class of systems, including as a special cases mobile robots and mobile robots towing trailers. This result was extended to the general case by Coron and Pomet 12] . Additional techniques were given by Teel et al. 50 ] for a special class of driftless systems in so-called chained form 36] .
A second approach to stabilizing nonholonomic systems involved the use of discontinuous feedbacks. One of the early results in this area was given by Bloch, Reyhanoglu, and McClamroch 7] and involves the use of piecewise analytic feedbacks for stabilizing a nonholonomic mechanical system to a point. Unlike much of the other work on nonholonomic systems, the approach proposed by Bloch et al. allowed the use of either velocity or torque inputs rather than just velocity inputs. Another discontinuous stabilization approach was given by Canudas de Wit and S rdalen 13], who developed piecewise smooth controllers for a set of low dimensional examples. The main application of their results was to mobile robots and one of the features was that they could guarantee that the control was discontinuous at only a nite number of times. S rdalen and Egeland extended these results to systems in chained form 48].
One of the advantages of the discontinuous stabilization approaches over the smooth, time-periodic feedbacks is that discontinuous stabilizers usually give exponential convergence or convergence in nite time. Extending his previous work, Coron showed it is possible to generate time-periodic feedbacks which gave nite time convergence and were smooth everywhere except the origin 12]. These results imply that exponential stabilizers exist which are time-periodic and smooth away from the equilibrium point. The necessity of non-di erentiable feedbacks even in the time-varying case can be found, for example, in 37], and is based on a straightforward linearization argument. One of the contributions of the present paper is to show more precisely how to construct feedback controllers which give exponential rates of convergence and are smooth everywhere except at the origin.
The exponential stability results presented in this paper rely on the properties of homogeneous systems and build o of several previous results on stability of homogeneous systems. The basic tools for dilations and homogeneous functions and vector elds are given in the monograph by Goodman 15 ] (see also Bacciotti 3] ). Hermes has considered the application of homogeneous systems in control theory and has developed approximations which generalize the usual linear approximation theorems 18, 20] . The use of homogeneous structure in stabilization problems has also been considered by Kawski 22] , who presented results for low-dimensional control systems with drift and de ned the notion of exponential stability which we make use of here. Other work on homogeneous control systems includes the work of Rosier 43] on converse Lyapunov results for autonomous systems and work by Pomet and Samson 41] , who have extended their results on smooth stabilization to give exponential stabilization using tools similar to those presented in this paper.
In addition to time-varying feedback and discontinuous feedback, there have been many other approaches proposed for stabilization of driftless systems. Conditions for stabilization to a submanifold where given by Bloch, Reyhanoglu, and McClamroch 7] (see also Montgomery 33] ). Maschke and van der Schaft have generated controllers for stabilization to a submanifold using a Hamiltonian framework 26]. Hybrid strategies, involving the use of both discontinuous and time-varying feedbacks have been proposed by Pomet et al. 42] , using a combination of Pomet's time-varying controllers near the origin and discontinuous feedback far away from the origin, and also Oelen, Canudas de Wit, Berghuis, and Nijmeijer 39] , who presented stabilizers for systems in chained form. S rdalen and Egeland 48] have given controllers which involving switches at discrete instants in time and smooth feedback between switches. A similar technique has been used by Kolmanovsky and McClamroch 23] , who use a discrete event supervisor to generate switchings for controllers which give nite time convergence. Sliding mode controllers have been explored by Bloch and Drakunov 6] and results on adaptive stabilization have been given by Bastin and Campion 4] . The use of nonsmooth changes of coordinates followed by smooth feedbacks in the transformed coordinates is a promising new direction which is being explored by Astol 2] and also Casalino, Aicardi, Bicchi, and Balestrino 9, 1].
Our own work in this area started with convergence analysis for the timeperiodic, smooth controllers proposed by Pomet and Teel et al. These results showed that the controllers under consideration converged at a rate proportional to 1= p t and hence gave very slow convergence. This motivated our work on exponential convergence and, based on the structure present in both chained and power form, we focused on the use of non-standard dilations and homogeneous structure. Initial analysis tools were presented in 29] and preliminary results on controller synthesis were given in 32]. Experimental results on the application of various feedback control laws to a mobile robot system are described in detail in 28] and will be the subject of a forthcoming article. We have also derived a number of extensions to the basic work described in 32]. In 31] we describe how to extend exponentially stabilizing controllers which command the velocity to exponential controllers using torque inputs. In 35] we describe how to convert smooth, time-periodic, asymptotic stabilizers for driftless systems into exponential stabilizers which are smooth everywhere except the origin. The present paper integrates all of these past results as well as presenting new results on control systems using Lipschitz feedback.
3. Homogeneous Systems We now introduce some background material. To establish notation, functions will be denoted by lower case letters and vector elds by capital letters. We will occasionally abuse notation and de ne the di erential equation _ x = X(t; x) in local coordinates on R n associated with the vector eld X. The ow of a di erential equation is denoted where (t; t 0 ; x 0 ) is the solution, at time t, which passes through the point x 0 at time t 0 . For a linear di erential equation, (t; t 0 ) denotes the principal matrix solution. When it is necessary to distinguish between ows of vector elds a superscript will be used; i.e. X t is the ow of X, Y t is the ow of Y , etc.
3.1. Some de nitions. This section reviews dilations and homogeneous vector elds. A dilation r : R n R + ! R n is de ned with respect to a xed choice of coordinates x = (x 1 ; x 2 ; : : :; x n ) on R n by assigning n positive rationals r = (r 1 = 1 r 2 r n ) and positive real parameter > 0 such that r x = ( r1 x 1 ; : : :; rn x n ); > 0: We usually write in place of r .
De nition 1. A continuous function f : R R n ! R is homogeneous of degree l 0 with respect to if f(t; x) = l f(t; x):
De nition 2. A continuous vector eld X(t; x) = P a i (t; x)@=@x i on R R n is homogeneous of degree m r n with respect to if a i is degree r i ? m for i = 1; : : :; m.
The variable t represents explicit time dependence and is never scaled in our applications.
De nition 3. A continuous map from R n to R, x 7 ! (x), is called a homogeneous norm with respect to the dilation when The homogeneous norm is called smooth when it is smooth on R n n f0g. (1) where c is some positive integer evenly divisible by r i . We are primarily interested in the convergence of time dependent functions using a homogeneous norm as a De nition 4. The -sphere is de ned as the set S = fxj (x) = 1g;
where is a smooth homogeneous norm corresponding to the dilation .
De nition 5. The Euler vector eld corresponding to a dilation is de ned as
Thus the images of trajectories of the system _ x = X E (x) are the rays obtained by scaling the points on the sphere S with the dilation. Figure 1 show the level sets of the smooth homogeneous norm = (x 4 1 + x 2 2 ) 1=4 and the trajectories of the Euler vector eld corresponding to the dilation (x) = ( x 1 ; 2 x 2 ).
3.2. Homogeneous approximations of vector elds. This section reviews homogeneous approximations of sets of vector elds. The vector elds are the input vector elds of the controllable driftless system
The entire analysis is local so we assume that vector elds are de ned on R n .
Furthermore, the vector elds are taken to be analytic. We are interested in obtaining an approximation, in the sense described below, of the set of vector elds fX . . .
and F X = fF X j g j 0 .
The set of vector elds is approximated about a speci c point, x 0 2 R n . This point is the desired equilibrium point in the sequel. Now let F i (x 0 ) be the subspace of R n (more precisely the tangent space, T x0 R n , of R n at x 0 ) spanned by Z(x 0 ) where Z 2 F X i . This yields an increasing sequence of vector subspaces,
This sequence must be stationary after some integer since it is assumed that the Lie algebra has full rank at x 0 . In other words, since the system (2) is controllable dimF k (x 0 ) = n for all k greater that some minimal integer N. Now we count the growth in the dimension of the subspaces and set n 1 = dimF 1 (x 0 ); n 2 = dimF 2 (x 0 ); : : :; n N = n = dimF N (x 0 ). The following dilation is de ned:
De nition 7. The dilation adapted to the ltration (at the point x 0 ) is the map r x = ( r1 x 1 ; : : :; rn x n ); where the scalings satisfy r i = 1 for 1 i n 1 , r i = 2 for n 1 + 1 i n 2 , etc.
Henceforth, in order to simplify the notation in the expressions to follow it is assumed that x 0 = 0. This is achieved with a translation of the origin of the coordinate system.
De nition 8. The local coordinates adapted to the ltration F X (denoted by y) are related to the original coordinates (denoted by x) by the local analytic di eomorphism derived from composing ows of vector elds from the ltration, x = (y) =
where X t (x 0 ) = (t; 0; x 0 ) denotes the ow of the vector eld X and, 1. X i 2 F X j for n j?1 + 1 i n j ; 2. dimfX 1 ; : : :; X n g = n:
A vector eld written in a local coordinate system will explicitly show the dependence, i.e., X(x) is written in x-coordinates while X(y) is the same vector eld written in y-coordinates. The importance of the local coordinates adapted to F X is explained by the following theorem. In other words, if X(y) 2 F l is expanded in terms of vector elds which are homogeneous with respect to , X(y) = P ?1 j=rn X j (y), then X rn (y) = = X l+1 (y) = 0 and the \leading order" vector eld, X l (y), is degree l with respect to . This leading order vector eld is termed the F-approximation of X 2 F l in the F-adapted coordinates. An useful property of the F-approximation is given by the following proposition. 1 says that a degree one approximation always exists if the original system is controllable and Proposition 3.2 says that the degree one approximation is itself controllable. Thus, for purposes of control, these approximations are the correct ones to take (not the Jacobian linearization). When synthesizing feedbacks for driftless systems we will take advantage of the structure of the approximation. When implementing a feedback law the equations must be written in some coordinate system. Coordinates adapted to F are chosen in this paper since the homogeneous structure of the F-approximation is exploited. 3.3. Stability de nitions. A modi ed de nition of exponential stability is given below. The point x = 0 is taken to be an equilibrium point of the di erential equation _ x = X(t; x). For vectors k k denotes the Eucldean norm and for matrices it denotes the induced 2-norm.
The concept of exponential stability of a vector eld is now de ned in the context of a homogeneous norm. This de nition was introduced by Kawski 22] .
De nition 9. The equilibrium point x = 0 is locally exponentially stable with respect to the homogeneous norm ( ) if there exist two constants ; > 0 and a neighborhood of the origin U such that ( (t; t 0 ; x 0 )) (x 0 )e ? (t?t0) 8t t 0 ; 8x 0 2 U:
(5) This stability type is denoted -exponential stability to distinguish it from the usual de nition of exponential stability.
This notion of stability is important when considering vector elds which are homogeneous with respect to a dilation. This de nition is not equivalent to the usual de nition of exponential stability except when the dilation is the standard dilation. This is evident from the following bounds on the Euclidean norm in terms of the smooth homogeneous norm given in equation (1) for some M > 0. Hence, the solutions of a -exponentially stable system which remain in the unit cube also satisfy k (t; t 0 ; x 0 )k Mkx 0 k 2 c e ? (t?t0) (6) Thus, each state may be bounded by a decaying exponential envelope except that the size of the envelope does not scale linearly in the initial condition as in the usual de nition of exponential stability. Exponential stability with respect to allows for non-Lipschitz dependence on the initial conditions. The expression in equation (5) will in general depend upon the particular coordinate system. However the form of the bound in equation (6) remains the same under smooth di eomorphism. It is useful to view the relation in (6) as broader notion of exponential stability and -exponential stability as a special case.
Properties of homogeneous degree zero vector elds. Some useful facts
concerning degree zero vector elds are reviewed in this section. A homogeneous degree zero vector eld X(t; x) is invariant with respect to the dilation since ( ) X(t; x) = X(t; x) 8 > 0:
Thus, solutions scale to solutions with the dilation: (t; t 0 ; x 0 ) = (t; t 0 ; x 0 ). Some other properties are speci ed in the lemma below. Let denote the projection onto the homogeneous sphere S (n?1) embedded in R n , : R n n f0g ! S n?1 , (x) = x 1 r1 (x) ; : : :; x n rn (x) :
Lemma 3.4. Let X(t; x) be a homogeneous degree zero vector eld. Then 1. X is -related to a vector eld Y de ned on S (n?1) , i.e., X = Y , 2. uniform asymptotic stability is equivalent to global -exponential stability. Proof. Suppose the di erential equation associated with X is given by the set of equations _ x i = a i (t; x); i = 1; : : :; n where each a i is a degree r i function since X is degree zero. Furthermore, the homogeneous norm is taken to be the smooth norm de ned in equation (1) 
and may be obtained by di erentiating (x(t)) with respect to time. In the sequel we write _ = Q(t; y) in order to simplify notation.
The second item is proven by noting that the di erential equation for is linear in . Hahn 17] observed that uniform asymptotic stability implies that the integral of the coe cient Q in the _ equation has the following bound Z t t0 Q(t; y(t)) K 1 ? K 2 (t ? t 0 ) K 1 2 R;K 2 > 0; where K 1 and K 2 are independent to t 0 . This bound implies that ! 0 exponentially. In other words, x = 0 is -exponentially stable. The result is global since any solution of the di erential equation has a \local" analog which may be obtained via the dilation.
3.5. Uniqueness of solutions. Uniqueness of solutions of ordinary di erential equations is an important property for a mathematical model of any physical process. Uniqueness of solutions gives a precise mathematical interpretation of the physical concept of determinism. The models of the driftless systems considered in this paper are analytic so the only possible way for nonunique solutions to arise occurs when the control designer speci es feedback functions which do not have su cient regularity to guarantee uniqueness in the closed-loop model. We will see below that in order to obtain exponential convergence the feedbacks must be nonLipschitz. We establish some su cient conditions that the feedbacks must satisfy in order to guarantee unique solutions of the closed-loop system.
A homogeneous vector eld is completely speci ed by the values assumed on the set fx : (x) = 1g so any smoothness imposed on the vector eld here is automatically extended to R n n f0g via the dilation. We will assume that the vector eld is locally Lipschitz on R n n f0g, i.e., for every x 2 R n n f0g there exists a neighborhood of x and some 0 < L < 1 such that the vector eld satis es kX(t; y) ? X(t; z)k Lky ? zk for all y and z in this neighborhood. However, this does not imply that the vector eld is Lipschitz in any neighborhood of the origin. Degree zero vector elds are of interest so we will concentrate on this case. The rst component of a degree zero vector eld is a degree one function (since r 1 = 1). Denote this component by a(t; x) and assume that it is a locally Lipschitz function on R n n f0g. Lemma 3.5. Suppose X(t; x) : R R n ! R n is a continuous homogeneous degree zero vector eld with respect to the dilation , uniformly bounded with respect to t, and x = 0 is an isolated equilibrium point. Furthermore suppose that X is locally Lipschitz everywhere except x = 0. Then the ow of X is unique. Proof. The point x = 0 is the only point where uniqueness may fail since X is not necessarily Lipschitz there. However no solution through a point p 6 = 0 can reach the origin in nite time because this implies that ( (t; t 0 ; p) ! 0 in nite time.
This is not possible since the equation describing the evolution of is _ = Q(t; y) , where Q is a continuous function of y and uniformly bounded in t. The point y evolves on a compact set so the there always exists a bound m : = sup (t;y) kQ(t; y)k:
The following inequalities on hold as a result of the bound on Q, c 1 e ?m(t?t0) (x(t ? t 0 )) c 2 e m(t?t0) ;
where the c i 's are positive constants. Similarly a solution cannot leave the origin in nite time. If this were possible then the time reversed vector eld (which has the same bounds on (x(t ? t 0 )) as its forward time counter part) has a solution which reaches the origin in nite time. This contradicts the above result. Thus solutions cannot leave or reach the origin in nite time and so x(t) = 0 for all t is the only solution passing through the origin.
3.6. Lyapunov functions for homogeneous degree zero vector elds. This section reviews converse Lyapunov stability theory for homogeneous systems and gives an extension for degree zero periodic vector elds. These results are important since the feedbacks derived in this paper exponentially stabilize an approximation of the driftless system and the higher order (with respect to a dilation) terms neglected in the approximation process are shown to not locally change the stability of the system. The main theorem by Rosier in 43] states that given an autonomous continuous homogeneous vector eld _ x = f(x) with asymptotically stable equilibrium point x = 0, there exists a homogeneous Lyapunov function smooth on R n n f0g and di erentiable as many times as desired at the origin. His theorem has been extended to time-periodic degree zero systems in 41] and 27]. The extension is simple so the theorem is stated below without proof. 1. X is continuous in t and x, 2. X(t; 0) = 0 for all t, 3. X(t + T; x) = X(t; x) for all x 2 R n , 4. X is homogeneous degree zero (in x) with respect to the dilation = ( r1 x 1 ; : : :; rn x n ), 5. the solution x(t) = 0 is asymptotically stable.
Let k be a positive integer. Then there exists a function V : R R n ! R such that, a) V (t; x) is smooth for x 2 R n n f0g, b) V (t; 0) = 0; V (t; x) > 0 when x 6 = 0 c) V is degree k with respect to i.e. V (t; x) = k V (t; x), d) V (t + T; x) = V (t; x) for all x 2 R n and smooth with respect to t, e) dV dt (t; x) = @V @t (t; x) + rV (t; x) X(t; x) < 0 for all x 6 = 0.
Finally,the following proposition concerning the stability of perturbed degree zero vector elds concludes this section. The proof is elementary and follows the time-invariant case in 43]. Proposition 3.7. Let x = 0 be an asymptotically stable equilibrium point of the T-periodic continuous homogeneous degree zero vector eld _ x = X(t; x). Consider the perturbed system _ x = X(t; x) + R(t; x): (8) Assume each component of R(t; x) may be uniformly bounded by, jR i (t; x)j m ri+1 (x) i = 1; : : :; n; x 2 U; where U is an open neighborhood of the origin and ( ) is a homogeneous norm compatible with the dilation that leaves the unperturbed equation invariant. Then x = 0 remains a locally exponentially stable equilibrium of the perturbed equation (8) .
4. Lipschitz Feedback The -exponentially stabilizing feedbacks presented in Section 5 are not Lipschitz at the equilibrium point (which is taken to be the origin without loss of generality). However, we show that Lipschitz feedbacks which vanish at the origin cannot exponentially stabilize, in the standard sense, a driftless system. This is a consequence of the main theorem in the section which essentially states that a C 1 system, _ x = X(x; u), which has a linearized uncontrollable mode on the j!-axis, cannot be exponentially stabilized with Lipschitz feedback that vanishes at the origin. This result is obvious in the case when the feedback is restricted to be continuously di erentiable. Our theorem extends this situation to include Lipschitz feedback.
Some results from nonsmooth analysis will be reviewed ( De ne (t; ) as the set of all linear matrix solutions to this di erential inclusion. The plenary hull of (t; ), denoted R(t; ), is the set R(t; ) = fMjhv; Mwi max hv; Nwij N 2 (t; )] 8v; w 2 R n g: (9) Clarke has established the following relationship between the generalized Jacobian of the ow and the plenary hull of the linearization solutions. = (t; ; x) is Lipschitz for all t; and satis es @F(x) R(t; ).
We will also make use of the following mean value theorem for set valued maps: With these preliminaries established we state the main result of this section. This theorem will be used to demonstrate that solutions of driftless systems with Lipschitz feedback do not satisfy an exponential stability bound. However the theorem is also applicable to general control systems. where \0" represent matrices of zeros of appropriate dimension. Now construct a non-zero positive semide nite matrix P such that the time derivative of T P is zero along solutions of the linearization, i.e. T (A T P + PA) + T PBu + u T B T P = 0. This construction is simple because if A 22 has a mode with eigenvalue zero and left eigenvector a then choose P as
If the mode corresponds to an \oscillator" then there exists a non-zero positive semide niteP such that A T 22P +PA 22 = 0. This is easily con rmed by placing A 22 into real Jordan canonical form. In this case P is chosen as
Now consider the original system _ x = X(x; u) with feedback u(t; x). Suppose u is Lipschitz in x and u(t; 0) = 0 for all t. The linearization of this system about the solution x(t) = 0 is the di erential inclusion _ y(t) 2 @ x X(0; u(t; 0))y(t):
Using the de nition of generalized Jacobian and a chain rule for Lipschitz functions, the right hand side of the di erential inclusion is @ x X(0; u(t; 0)) = fA + B@ x u(0; t)g = A + fB@ x u(0; t)g:
The notation is clear: any element of @ x X(0; u(t; 0)) can be written as A plus an element of B@ x u(t; 0). Thus if~ (t) is a measurable selection of @ x X then~ (t) = A + (t) where (t) is a measurable selection of B@ x u(t; 0). Note that for any element N 2 B@ x u(t; 0), the product PN = 0, where P is the matrix constructed above, so P (t) = 0 for all t. Let A + 1 (t) and A + 2 (t) be two measurable selections. De ne 1 (t) and 2 (t) as the (absolutely continuous) solutions to the corresponding linear di erential equation, i.e. _ i (t) = (A + i (t)) i (t) almost everywhere (a.e.). Consider the function V (t) = T 1 (t)P 2 (t). The time derivative of V is _ V = _ T 1 P 2 + T 1 P _ 2 = T 1 ( T 1 P + P 2 + A T P + PA) 2 = 0 a.e.:
Thus V is constant since it is absolutely continuous. By choosing arbitrary initial conditions for the two equations we obtain V (t) = T 1 ( ) T 1 (t; )P 2 (t; ) 2 ( ) = T 1 ( ) T 1 ( ; )P 2 ( ; ) 2 ( ) = T 1 ( )P 2 ( ) for all t; ; where 1 and 2 are principal matrix solutions of the two linear systems ( 1 ; 2 2 ). This expression holds for arbitrary 1 If solutions of the original closed-loop systems satisfy the standard exponential stability bound, i.e., k (t; t 0 ; x)k kxk exp(? (t ? t 0 )); for some > 0 and > 0, then the di erence t ? t 0 may be chosen large enough so that the constant e (t?t0) 1=2. The map F(x) : = (t; t 0 ; x) then satis es kF(x)k 1 2 kxk.
Choose w 2 R n to be the eigenvector of P corresponding to the largest eigenvalue. This is clearly a contradiction. The contraction property of Z is inconsistent with the property that Z T PZ = P which was derived from the fact that the linearization of the system has an uncontrollable mode with real part equal to zero. This linearization satis es the hypothesis of Theorem 4.3 and so cannot be exponentially stabilized with Lipschitz feedback. A result by Gurvitz and Li 16] states that an exponentially stabilizing (in the standard sense) feedback must be H older continuous with H older exponent equal to the inverse of number of Lie brackets required to achieve full rank in the control Lie algebra. This result is tighter than Theorem 4.3 when applied to driftless systems but Theorem 4.3 also applies to systems with drift. In addition, the feedbacks derived in the next section -exponentially stabilize the driftless system. It is still an open question as to whether standard exponential stability can be achieved for driftless systems using non-Lipschitz feedback.
Synthesis Methods
We now consider how to obtain exponentially stabilizing feedbacks. The use of homogeneous feedback is strongly motivated by the existence of a controllable homogeneous approximating system. If homogeneous degree one control functions u i (t; x) can be found such that x = 0 is a uniformly asymptotically stable equilibrium point of the closed-loop system then x = 0 is exponentially stable with respect to the homogeneous norm since the closed-loop vector eld is degree zero (Lemma 3.4). Thus, the stability type is not the familiar exponential stability de nition but rather -exponential stability. As pointed out in Section 3.3, -exponential stability can be locally recast into the bound k (t; t 0 ; x 0 )k 2 Mkx 0 k 1= 2 e ? (t?t0) for some M > 0; > 0; > 1. Thus each state is bounded by a decaying exponential envelope but the dependence on the initial condition is allowed to be more general than that in the usual de nition of exponential stability. The standing assumption in the remainder of the paper is that the system (2) has been transformed to the adapted coordinates and that a degree one homogeneous approximation has been computed. The dilation associated with the input vector eld approximations and feedbacks will always have r n > 1 since at least one level of Lie brackets is required to achieve controllability of the system. Thus the degree one feedbacks are not Lipschitz at the origin even though they may be locally Lipschitz on R n n f0g.
Our objective is not to derive methods applicable to general controllable driftless systems but rather to concentrate on cases that model true engineering systems. Several researchers have either given explicit smooth controllers or constructive algorithms that produce smooth time-periodic feedbacks which asymptotically mobile robot and satellite models 50, 40, 51] . A desirable aspect of these methods is the fact that, in many instances, the control laws can be written in terms of algebraic operations between simple functions. The implication of this fact should not be underestimated: implementation of such a control law is very straight forward. However, Theorem 4.3 implies that in some neighborhood of the equilibrium point the convergence of the system in slow. If this neighborhood is su ciently small for the particular application then no improvement of the convergence rate is required. However, we shall demonstrate in Section 6 that a standard smooth feedback applied to an experimental mobile robot does not perform satisfactorily. The algorithm in Theorem 5.1 gives su cient conditions under which smooth asymptotically stabilizing feedbacks can be rescaled into homogeneous -exponentially stabilizing feedbacks. The design procedure is systematic in the sense that if the conditions of the theorem are satis ed then the homogeneous feedback may be computed directly from the original feedback. This algorithm is applied to the smooth feedback used for the mobile robot and results in an enormous improvement in convergence rate. Furthermore, implementing the homogeneous feedback requires only slightly more programming e ort than the smooth feedback since the rescaling is performed in real-time.
A more direct method of computing -exponential stabilizers, based on an extension of Pomet's original algorithm 40], is brie y noted at the end of this section.
Recall the Euler vector eld, X E (x), corresponding to this dilation is given by the equations _ x i = r i x i , i = 1; : : :; n. The following theorem speci es the conditions under which an asymptotic stabilizer can be modi ed into an exponential stabilizer. Most smooth stabilizing controllers are time-periodic so we restrict ourselves to this case.
Theorem 5.1. Suppose the closed-loop driftless system _ x = Remark 5.3. What makes this method attractive from an implementation point of view is the fact that the function~ (t; x) is easily computed by searching over a single scalar parameter such that V (t; x) = C. In addition V (t; x) is a monotone increasing function of in a neighborhood of the which satis es this expression. This search may be performed e ciently in real-time.
Remark 5.4. This theorem also suggests a method for modifying smooth feedbacks for general driftless systems to obtain -exponential stabilizers. The rst step is to compute the homogeneous approximation of the input vector elds and write the smooth feedbacks in the new coordinates. If it can be veri ed with a Lyapunov function that the smooth feedbacks stabilize the approximation, then the Lyapunov function can be tested for the properties in Theorem 5.1. The higher order terms neglected during the approximation process do not a ect the local -exponential stability of the original system with the modi ed feedbacks. This follows from application of Proposition 3.7. Proof. We rst show that~ and t are well de ned quantities. De ne the value of the function g : R R n n f0g ! R + to be the 2 R + which solves F( ; t; x) : = V (t; x) ? C = 0: (12) In other words, g(t; x) : R n n f0g ! R + returns the dilation scaling factor required to map the point x 6 = 0 to the point x 2 G t on the same homogeneous ray at time t. The point x is unique since the transversality condition implies that the projection j G C t : G C T ! S n?1 is a local di eomorphism. Furthermore, since G C t is compact and connected 52, Theorem 3.7] there is only one point in the preimage of ( j G C t ) ?1 (y); y 2 S n?1 . Hence the projection is a global di eomorphism between G C t and S n?1 for each xed t. The map from x to x is ( j G C t ) ? The term L XE V (t; x) is precisely the transversality condition on the set G C t so @F=@ (t; x) 6 = 0. Similarly, @g=@x i (t; x) 6 = 0 for all x 2 G C t . Thus g is smooth by the implicit function theorem.
We now show that g is degree -1. If g(t; x) = , then g(t; x) is the 0 that solves V (t; 0 x) ? C = 0. Since 0 x = 0 x then = 0 so g(t; x) = = = g(t; x)= .
The function : R R n n f0g ! G t is, (t; x) : = g(t;x) x:
Note that (t; x) = (t; x) for all > 0.~ : R R n ! R + is de ned as (t; x) : = Furthermore, for any x 2 G t ,~ (t; x) = 1 since (t; x) = x. The de nitions may be used to show that (t; ) is smooth on R n n f0g and~ (t; ) is continuous on R n and smooth R n n f0g. Furthermore,~ is homogeneous degree 1. T-periodicity of~ and is evident from the fact that V is T-periodic. The modi ed feedbacks are de ned as, u i (t; x) : =~ (t; x)u i (t; (t; x)): (13) These functions are degree one sincẽ u i (t; x) =~ (t; x)u i (t; (t; x)) = ~ (t; x)u i (t; (t; x)) = ũ i (t; x):
These functions agree with the original feedbacks on G C t ; i.e., for x 2 G C t ,ũ i (t; x) = u i (t; x). We now show that the closed-loop system with the newly de ned feedbacks is -exponentially stable. The closed-loop system with the new feedbacks is denoted _ x =X(t; x). The closed-loop systems is degree zero since the feedback is degree one and the input vector elds are degree one. Hence, all we need to show is uniform asymptotic stability with the modi ed feedbacks. This is accomplished by using (t; x) as a Lyapunov function. First we show that~ is positive de nite and decrescent. The assumptions on V (t; x) imply that there exist two positive de nite, strictly increasing functions, 1 and 2 , such that 1 (kxk) V (t; x) 2 (kxk) for all x and t. Any x 2 G C t must satisfy the bounds, ? it is straightforward to verify that c 1 (x) ~ (t; x) c 2 (x) for all x and t. Thus~ is positive de nite and decrescent. De ne the functionṼ (t; x) =~ . The time derivative ofṼ along non-zero solutions of the system with the feedback in equations (13) is dṼ dt (t; x) = d dt 1 g (t; x) = ? 1 g 2 (t; x) @g @t (t; x) + D x g(t; x)(X) (t; x)
The only remaining fact to show is that L XE V (t; x) > 0. L XE V (t; x) has constant sign from transversity so initially assume that this quantity is negative. For su ciently small the points in the sets G C+ t and G C? t also satisfy L XE V < 0. As shown above, these sets are di eomorphic to spheres (for t xed) and so separate R n into an exterior and interior domain. Fix an arbitrary t 0 2 0; T). The trajectory of X E pierces each set only once and since L XE V < 0 then we conclude that G C+ t0 sits inside the interior domain of G C t0 which sits inside the interior domain of G C? t0 . This holds for all t since t 0 is arbitrary. If we start the system _ x = X(t; x) with an initial condition ( ; x) in the set G C? then at some time later the trajectory enters the ball radius of min t2 0;t);x2G C+ t kxk by asymptotic stability. Thus at some 0 > the trajectory crosses G C+ 0 but V ( 0 ; x( 0 )) = C + > V ( ; x( )) = C ?
which contradicts the fact that _ V < 0. Hence, L XE V (t; x) > 0 and the system with modi ed feedbacks is uniformly asymptotically stable. -exponential stability follows from the fact that the closed-loop system is degree zero.
The new feedback is as smooth on R n n f0g as the original feedback restricted to the level set of the Lyapunov function in the proof of Theorem 5.1. The original feedback is assumed to be smooth and so solutions of the closed-loop system with the modi ed feedback are unique by Lemma 3.5.
The following example demonstrates the algorithm on the prototype driftless system. Example 5.5. This example uses the three-dimensional two input driftless system, _ x 1 = u 1 ; _ x 2 = u 2 ; _ x 3 = x 2 u 1 :
This system is its own homogeneous degree one F-approximation. The dilation is (x) = ( x 1 ; x 2 ; 2 x 3 ). A smooth asymptotically stabilizing feedback for the system taken from 50] are the functions u 1 (t; x) = ?x 1 + x 3 cos t; 
Simulations comparing the performance of these feedbacks with the original smooth feedbacks are shown in Figure 2 . The -exponential stabilizer returns the system to a small neighborhood of the origin much faster than the smooth controller from which it was derived. The Euclidean norm of control commands are shown in Figure 3 . The maximum e ort expended by the -exponentially stabilizing control law is slightly larger than that smooth controller. The next example applies Theorem 5.1 to a controller derived with Pomet's algorithm 40].
Example 5.6. The control law is derived for the system in equations (14) . The reader is referred to 40] for the details on the algorithm. The open-loop periodic generator is chosen as u 2 (t) = (t; x) = x 3 (t) cos t. The Lyapunov function dened with this preliminary input is V (t; x) = 1=2(x 2 1 + (x 2 ? x 3 sin t) 2 + x 2 3 ). The asymptotically stabilizing feedbacks are computed to be u 1 = ?x 1 ? x 2 (x 3 ? (x 2 ? x 3 sin t)) u 2 = x 3 cos t ? x 2 + x 3 sin t:
The closed-loop system is globally asymptotically stable with this feedback. The gradient of V with respect to X E is a quadratic form This quadratic form is positive de nite and implies that X E is transverse to the level sets of V . Note that since V is quadratic the transversality condition holds globally i.e. any level set of V may be chosen as the scaling set. A level set of into the feedbacks given by equations (17) . The parameter that scales the x 3 terms is a \gain" that varies in such a manner to ensure exponential convergence of the state. The smooth feedbacks are recovered if is set to unity. In the -exponential case, ! 1 as the state converges to the origin. However, the products \ x 3 " inũ 1 and \ 3 x 2 3 " inũ 2 converge to zero as x converges to zero so the control law remains continuous. A similar interpretation may be given to the -exponential stabilizers derived in Example 5.6.
Another important issue is the control e ort used in stabilizing the system. Both the maximum control magnitude and the energy in the control signal are useful quantities to consider. The control magnitude will be limited by actuator constraints and the amount of energy available to the controller will be dictated by the physical power source. It is straightforward to verify that sup x2U1;t2R jũ(t; x)j sup x2U2;t2R ju(t; x)j where U 1 = \ t fxjV (t; x) Cg and U 2 = t fxjV (t; x) Cg. Thus the control e ort for the homogeneous feedbacks with initial conditions in U 1 will not exceed the control e ort commanded by the original feedbacks with initial conditions in U 2 . If U 1 is not much \smaller" than U 2 then the homogeneous feedbacks will -exponentially stabilize the equilibrium point, for approximately the same set of initial conditions as the original controller, with no increase in maximum control magnitude.
Finally, since the homogeneous controllers have a H older bound of the form ku(t; x)k kxk , 2 (0; 1), the energy in the control signal is guaranteed to be nite. In the examples above, the rate of convergence of the x 3 variable with the smooth controller is approximately 1= p t for large t. Thus the smooth controllers in these examples require an in nite amount of energy to return the system to the origin.
We conclude this section by brie y mentioning another method to synthesize locally -exponentially stabilizing controllers for a class of driftless systems. This method is an extension of Pomets's algorithm 40] . If the homogeneous approximation of the driftless system satis es the rank condition, 
for some permutation, , of the set f1; 2; : : :; mg, then the steps in 40] may be modied to produce homogeneous feedbacks, smooth on R n n f0g, which -exponentially stabilize the approximating system 32, 27] . This extended method is appealing because it is easy to check the condition in equation (18) . The drawback of this approach is that the feedbacks must be stored in look-up tables. This is not an attractive feature for real-time implementation since the number of points which must be computed and stored grows exponentially with the power n ? 1 where n is the state dimension. Certain driftless control systems may be transformed to exactly a nilpotent homogeneous form. Examples are the \chained form" or \power form" systems 36, 50] . In this case Theorem 5.1 provides a globally -exponentially stabilizing feedback since there are no \higher order" perturbing terms. 
Experimental Results
Feedbacks derived from the algorithm in Theorem 5.1 are applied to an experimental mobile robot. The objective of the experiments is to verify that the algorithm may be executed in real-time and that the resulting homogeneous feedbacks actually -exponentially stabilize the mobile robot.
The robot is con gured so that it models the \kinematic wheel" _ x = cos _ y = sin _ = ! (19) where the coordinates (x; y; ) are used to describe the position and orientation of the robot (see Figure 6 ). The control input is the forward velocity of the robot and ! its angular velocity. Forward and angular motion of the robot is achieved by changing the relative angular velocities of the wheels. Each wheel is driven by a stepper motor and any desired wheel angular velocity is achieved by commanding the motors to turn the appropriate number of steps per second. Sensing the position and orientation is accomplished with a passive two degree of freedom linkage which is attached to the robot and a xed base. More details on the experimental apparatus, results with other -exponentially stabilizing controllers and additional trailers, and important controller design issues are related in our paper 30].
A preliminary coordinate change is performed before deriving the feedbacks. De ne the new coordinates as z 1 = z 2 = x cos + y sin z 3 = x sin ? y cos :
The system equations transform to
It is simple to verify that the F-approximation of the system in equation (21) . This example is an instance where an initial transformation places the system into a form very close the to homogeneous approximation. Since the coordinate change in equation (20) is a global di eomorphism, the feedbacks will perform well over a large domain of the (x; y; ) state space. Had we taken the homogeneous approximation directly from the original system (19) , the resulting coordinate change is generally a local di eomorphism. This would restrict the region of validity of the control law to the set where the coordinate change is well de ned. In practice, it is always desirable to take advantage of these preliminary changes of coordinates if they can be found.
The approximate system is the system in equation (14) (by reordering states and relabeling inputs). A locally stabilizing smooth feedback is given in Equation (16) . The response of the mobile robot with this feedback is the top plot in Figure 7 . The initial conditions are approximately (x(0); y(0); (0)) = (0 m; 0:3 m;0 rad). The slow convergence rate is evident from this gure. In an e ort to improve the convergence rate, the smooth control law is modi ed to the homogeneous control law as outlined in Example 5.5. The rescaling is performed in real time during the experiment and so the law cannot be written down explicitly. The response of the robot with the rescaled feedback is the second plot in Figure 7 . Note that although the transformed variables z satisfy a bound of the form, (z(t)) (z(0))e ? t some ; > 0; the physical variables x; y, and satisfy the bound k(x; y; )(t)k Mk(x; y; )(0)k 1 2 e ? t some M > 0 The convergence to the origin has shown vast improvement: after fteen seconds the robot has returned to its desired con guration with the homogeneous feedback whereas the y position of the robot is 8 cm from the desired position with the smooth feedback. Another useful plot is a \top view" of the robot trajectory. This shown in Figure 8 where y(t) is plotted with respect to x(t). The trajectory of the robot with the smooth controller has been re ected about the x-axis in this gure in order to keep the plots uncluttered. The velocities speci ed by the control laws are shown in Figure 9 . Each gure shows the \step rate" commanded to each stepper motor. The maximum control e orts are very close although the homogeneous control law e ort exceeds that of the smooth control law by about twenty percent. The motors saturate at about 450 steps per second.
Torque inputs and dynamic extension
The mobile robot in the previous section is an example of a mechanical system in which a kinematic model is used for control design. That is, the velocity of the system is assumed to be a direct input which can be manipulated. In physical systems, however, actuators exert forces and not velocities. It is desirable to extend the homogeneous -exponentially stabilizing kinematic controllers toexponentially controllers that command forces. The models we consider are very Equation (22) is termed the kinematic system. Equations (22) and (23) together represent the dynamic system. The kinematic system for mobile robots is derived from the Pfa an constraints which describe the condition that the wheels roll but not slide. We model the dynamic portion of the system via a simple set of integrators. For many systems, more complicated dynamic behavior can be converted to this form using a state feedback control law 7] . The main result of this section gives a set of conditions under which a kinematic controller (i.e., one which assumes the velocities are the inputs) can be converted to a dynamic controller (one which uses the torques as the inputs) and still maintain -exponential stability. The hypothesis for the systems in this section are:
A1. the vector elds X i are degree one with respect to a given dilation , A2. the controls u i = i (t; x); i = 1; : : :; m are uniformly asymptotically stabilizing feedbacks (for the kinematic system) which are degree one in x with respect to , smooth on R n n f0g and time-periodic in t, A3. rank X 1 (0) X m (0)] = m.
For smooth controllers, extending kinematic controllers to dynamic controllers has been explored, for example, by Walsh and Bushnell 51] . However, due to the nondi erentiable nature of exponential stabilizers we consider here, the usual control Lyapunov approach does not directly apply and must be modi ed to verify that the extended controller is well-de ned and continuous. The use of continuous functions is important in applications since discontinuous control inputs usually are smoothed by the control electronics and/or the system dynamics and hence cannot be applied in practice, possibly resulting in loss of exponential rate of convergence. The notation X is used to denote the vector eld P i i X i . Controller (24) is continuous for all (t; x; u) and smooth for all x 6 = 0. Furthermore, the control law is homogeneous of degree one with respect to the extended dilation, (x; u) = ( r1 x 1 ; : : :; rn x n ; u 1 ; : : :; u m ): (25) Thus the closed-loop system remains degree zero with this feedback. Proof. The closed-loop kinematic system is time-periodic, degree zero and asymptotically stable. This implies that there exists a time-periodic homogeneous Lyapunov function V (t; x) such that V (t; x) > 0 for all x 6 = 0 and all t which is strictly decreasing when u = (t; x). This requires the converse Lyapunov theorem stated 
This function is positive de nite on the extended phase space (x; u) and so is a candidate for a Lyapunov function. W is also degree two with respect to the extended dilation~ de ned in (25) . Continuous partials of W with respect to x exist when x 6 = 0, so in this case the derivative of (27) (28) where k k is the Euclidean norm and q = sup t2 0;2 );x6 =0 kQ(t; x)k. The bound q is well de ned since Q is degree zero and assumes all of its values when restricted to the homogeneous sphere fx : (x) = 1g. When x 6 = 0 the expression for the derivative is continuous so the Dini derivative reduces to the actual derivative. Thus the bound in equation (28) Hence, the system is asymptotically stable. Exponential stability follows from the fact that the closed-loop system is degree zero with respect to the extended dilation~ de ned in equation (25) .
The form of the control law shows that it can be regarded as a combined control law consisting of a feedforward portion, which drives the system along the desired trajectory when u = (x; t), and a feedback portion, which stabilizes the extended state space equation.
Conclusion
Homogeneous feedbacks are an e ective means to improve the convergence rate of driftless systems. The feedbacks are non-Lipschitz and the states satisfy a modi ed de nition of exponential stability. An algorithm is presented which gives conditions under which a smooth asymptotically stabilizing controller may be modi ed into an -exponentially stabilizing feedback. The alogorithm is applied to several examples and an experimental mobile robot. Theorem 5.1 also has promising extensions to systems with \drift" vector elds as the following example shows. Recall that the Euler equations with two inputs given in equation (11) cannot be exponentially stabilized in the usual sense with Lipschitz feedback. We now show that -exponentially stability is achievable with non-Lipschitz feedback. The system may be written as _ ! = X 0 + X 1 u 1 + X 2 u 2 where X 0 = ! 1 ! 2 @=@! 3 , X 1 = @=@! 1 and X 2 = @=@! 2 . De ning the dilation ! = ( ! 1 ; ! 2 ; 2 ! 3 ), the drift vector eld X 0 is degree zero and the input vector elds, X 1 and X 2 , are degree one. For -exponential stability we would like to de ne u 1 and u 2 to be degree one functions with respect to this dilation since the closed-loop system will be degree zero in this case. A smooth asymptotically stabilizing feedback is 
