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Cosmological information from forthcoming galaxy surveys, such as LSST and Euclid, will soon
exceed that available from the CMB. Higher order correlation functions, like the bispectrum, will
be indispensable for realising this potential. The interpretation of this data faces many challenges
because gravitational collapse of matter is a complex non-linear process, typically modelled by com-
putationally expensive N-body simulations. Proposed alternatives using fast dark matter codes (e.g.
2LPT or particle-mesh) are primarily evaluated on their ability to reproduce clustering statistics
linked to the matter power spectrum. The accuracy of these codes can be tested in more detail by
looking at higher-order statistics, and in this paper we will present an efficient and optimal method-
ology (MODAL-LSS) to reconstruct the full bispectrum of any 3D density field. We make quantitative
comparisons between a number of fast dark matter codes and GADGET-3 at redshift z = 0.5. This will
serve as an important diagnostic tool for dark matter/halo mock catalogues and lays the foundation
for realistic high precision analysis with the galaxy bispectrum. In particular, we show that the
lack of small-scale power in the bispectrum of fast codes can be ameliorated by a simple ‘boosting’
technique for the power spectrum. We also investigate the covariance of the MODAL-LSS bispectrum
estimator, demonstrating the plateauing of non-Gaussian errors in contrast to simple Gaussian ex-
trapolations. This has important consequences for the extraction of information from the bispectrum
and hence parameter estimation. Finally we make quantitative comparisons of simulation bispectra
with theoretical models, discussing the initial parameters required to create mock catalogues with
accurate bispectra.
I. INTRODUCTION
In the standard description of Cosmology the early
Universe went through a phase of accelerated expan-
sion known as inflation. Through this inflationary pe-
riod quantum fluctuations of the primordial fields be-
came classical perturbations which are in turn the seeds
for late-time observables such as the anisotropies of the
Cosmic Microwave Background (CMB) and the distribu-
tion of large-scale structure (LSS) of the Universe such as
dark matter halos and galaxies. Extensive work has been
done with CMB anisotropies, culminating in the tight
constraints on parameters such as fnl given by the lat-
est Planck results [1]. However, the constraining power of
the CMB has nearly reached its limits and will ultimately
be superseded by observations of the large-scale struc-
ture of the Universe; this is simply because the three-
dimensional galaxy distribution can provide more infor-
mation than the two-dimensional map of the CMB. This
goal is facilitated by upcoming large data sets offered by
galaxy surveys such as the Dark Energy Survey (DES)
[2, 3], the Large Synoptic Survey Telescope (LSST) [4],
the ESA Euclid Satellite [5] and the Dark Energy Spec-
troscopic Instrument (DESI) [6]. One of the most active
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areas of cosmological research today is therefore to un-
derstand the collapse of matter and evolution of large
scale structure in the Universe. Extra value can be ob-
tained from the addition of LSS observational data as it
can be cross-correlated and combined with CMB data,
e.g. through weak lensing [7], for a wealth of new infor-
mation.
Standard single field slow-roll inflation generates only
small primordial non-Gaussianities (PNG) that slow roll
supressed [8], which is consistent with the null detection
presented in latest Planck results [9]. Due to the lin-
earity of CMB physics and the approximately Gaussian
initial conditions most CMB information is encoded in
the power spectrum Cl. This is not the case for LSS
as non-linear gravitational interaction trandfers informa-
tion from the power spectrum to higher order correlators.
For example, at mildly non-linear scales the bispectrum is
the primary diagnostic as it exceeds the power spectrum
in terms of cosmological information. A recent compre-
hensive forecasting of constraints from the galaxy power
spectrum and bispectrum [10] has shown that the galaxy
bispectrum leads to 5 times better bounds than the power
spectrum alone, giving much tighter constraints for local-
type PNG than current limits from Planck. This work is
more complete and realistic than previous forecasts, e.g.
[11–14], as they combined in their analysis different fac-
tors that were previously considered independently. The
bispectrum has a stronger dependence on cosmologica
parameters so can provide tighter constraints than the
power spectrum for the same signal to noise and can
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2help break degeneracies in parameter space , notably
those between σ8 and bias [15]. Many inflationary scenar-
ios, such as those inspired by fundamental theories like
superstring theory, or alternatives to inflation typically
yield small, but measurable, PNGs that would be tell-
tale signatures of new physics. In addition to constrain-
ing and testing early universe theories, the bispectrum
can be used to test alternative scenarios such as those
that modify standard Einstein gravity. Measurements of
the galaxy bispectrum has been done for existing galaxy
survey data from the Baryon Oscillation Spectroscopic
Survey (BOSS) [16–20].
There are many complications when extracting infor-
mation from LSS compared to the CMB. At the time
when recombination took place and CMB photons were
released (i.e. redshift z = 1100), inhomogeneities in the
universe were small, therefore CMB physics is linear and
can be well modelled by perturbation theories. By con-
trast, we still do not have a solid theoretical understand-
ing of the non-linear gravitational evolution of matter
and galaxy formation. A combination of perturbation
theory, e.g. an effective field theory (EFT) approach
[21], and nonlinear halo models has been shown to char-
acterise the dark matter power spectrum and bispectrum
very well at small and large scales, but the bispectrum at
mildly non-linear regimes remain poorly understood [22].
This paper is outlined as follows: in Section II we will
give an overview on non-Gaussianity and the three-point
correlator of LSS, including in particular a summary of
the MODAL-LSS method for reconstructing any theoreti-
cal bispectrum or the full bispectrum of an observational
or simulated data set. The main results of this paper,
including quantitative bi-spectral comparisons between
different dark matter codes, non-Gaussian covariances
of the MODAL-LSS estimator, and comparisons between
simulations and theory, will be presented in Section III,
where we also address the difficulties in the latter. We
conclude our paper in Section IV.
II. PREVIOUS WORK
A. Basics of non-Gaussianity
At early times before matter collapsed to form struc-
tures, the matter distribution in the Universe was
highly uniform. In the absence of any primordial non-
Gaussianity, δ is Gaussian distributed and can be fully
described by its two-point correlation function, or in
Fourier space its power spectrum:〈
δ(k)δ(k′)
〉
= (2pi)3δD(k+ k
′)P (k), (II.1)
where δD is the Dirac delta function. At late times this is
no longer the case as gravitational collapse induces non-
Gaussianities. For mildly non-linear scales the primary
diagnostic is the three point correlation function or bis-
pectrum Bδ(k1, k2, k3):
〈δ(k1)δ(k2)δ(k3)〉
= (2pi)3δD(k1 + k2 + k3)Bδ(k1, k2, k3). (II.2)
Due to statistical isotropy and homogeneity the bispec-
trum only depends on the wavenumbers ki. Additionally
the delta function, arising from momentum conservation,
imposes the triangle condition on the wavevectors so the
three ki when taken as lengths must be able to form a
triangle.
B. Bispectrum shapes
Bispectra are naturaly 3D objects unlike power spec-
tra which are only 1D. The particular dependence of a
bispectra on the three ki is known as its shape. The
shapes of popular interest in CMB analysis are inspired
by various inflationary scenarios, but we are more inter-
ested in a few phenomenological shapes that will help
us capture the behaviour of the matter bispectrum at
late times. Here we present a few of these templates
popular in the literature, i.e. the tree-level bispectrum
and its extensions, the nine-parameter model and the
3-shape model. This enables us to investigate any pri-
mordial non-Gaussianities through observational data by
subtracting off the dominant contributions from gravita-
tional collapse.
1. Tree-level bispectrum
By solving the dark matter equations of motion per-
turbatively, at lowest order we can derive the tree-level
bispectrum [23]:
Btree(k1, k2, k3) =
2Plin(k1)Plin(k2)F
(s)
2 (k1,k2) + 2 perms., (II.3)
where the F (s)2 kernel takes the form
F
(s)
2 (k1,k2) =
5
7
+
1
2
k1 · k2
k1k2
(
k1
k2
+
k2
k1
)
+
2
7
(k1 · k2)2
k21k
2
2
.
(II.4)
and Plin is the linear power spectrum. This technically
only applies in an Einstein-de Sitter universe for which
Ωm = 1 and ΩΛ = 0, and hence the linear growth fac-
tor D1 = a. We are interested instead in the late time
universe where ΩΛ > 0 so we modify F
(s)
2 to become
F
(s),Λ
2 (k1,k2) =
1
2
(1 + ) +
1
2
k1 · k2
k1k2
(
k1
k2
+
k2
k1
)
+
1
2
(1− ) (k1 · k2)
2
k21k
2
2
, (II.5)
3where  ≈ −(3/7)Ω−1/143m ([24], and correcting for a mis-
take in [23]). The tree-level bispectrum is a very useful
shape for characterising the matter bispectrum at large
scales where density perturbations are small. It fails at
smaller scales when perturbation theory breaks down so
we need additional shapes for a good fit to the bispectrum
in those regimes. The authors of [22, 25] have extended
the tree-level shape by replacing Plin by the non-linear
power spectrum PNL and we shall follow their example
here.
2. Nine-parameter model
The tree-level bispectrum fails to describe the matter
bispectrum accurately even at mildly non-linear regimes.
A way of extending perturbation theories without resort-
ing to loop corrections is with phenomenological correc-
tions to the kernel F (s)2 by fitting to simulations. One
such example was introduced in [26] which proposed
F eff2 (k1,k2) =
5
7
a(n1, k1)a(n2, k2)
+
1
2
k1 · k2
k1k2
(
k1
k2
+
k2
k1
)
b(n1, k1)b(n2, k2)
+
2
7
(k1 · k2)2
k21k
2
2
c(n1, k1)c(n2, k2), (II.6)
where
a(n, k) =
1 + σ
a6
8 (z)[0.7Q3(n)]
1/2(qa1)
n(k)+a2
1 + (qa1)
n(k)+a2
(II.7)
b(n, k) =
1 + 0.2a3(n(k) + 3)(qa7)
n(k)+3+a8
1 + (qa7)
n(k)+3.5+a8
(II.8)
c(n, k) =
1 + 4.5a4/[1.5 + (n(k) + 3)
4](qa5)
n(k)+3+a9
1 + (qa5)
n(k)+3.5+a9
.
(II.9)
Here q = k/kNL, where kNL which is the scale at which
perturbation theory breaks down and is found by solving
the equation k3NLPlin(kNL, z) = 2pi
2. The functions n(k)
and Q3(n) are defined as:
n(k) =
d logPlin(k)
d log k
(II.10)
Q3(n) =
4− 2n
1 + 2n+1
. (II.11)
(II.12)
The 9 parameters ai were fitted to simulations with an
error threshold of 10% in the k-range of 0.03h−1Mpc ≤
k ≤ 0.4h−1Mpc and redshift range of 0 ≤ z ≤ 1.5, and
take the values of
a1 = 0.484 a2 = 3.740 a3 = −0.849
a4 = 0.392 a5 = 1.013 a6 = −0.575
a7 = 0.128 a8 = −0.722 a9 = −0.926.
(II.13)
3. Local shape
The local, or squeezed, bispectrum shape is another
popular example. Its name derives from the local type
non-Gaussianity which is generated simply by adding a
term proportional to the square of the Gaussian field φG:
to itself
φNG = φG + fnl(φ
2
G − 〈φ2G〉), (II.14)
where fnl is the non-linearity parameter that gives the
degree of non-Gaussianity, and the term in angle brackets
is added to ensure φNG has zero mean. It can be shown
that the bispectrum of φNG takes the form
Blocal(k1, k2, k3) =
1
3
[Pφ(k1)Pφ(k2)
+ Pφ(k2)Pφ(k3) + Pφ(k3)Pφ(k1)], (II.15)
where Pφ(k) ∝ kns is the power spectrum of φG and
ns is the scalar spectral index. There are two ways of
promoting this into late times. The easy, and incorrect,
way is to replace Pφ with the linear power spectrum:
Bsqueez(k1, k2, k3) =
1
3
[Plin(k1)Plin(k2)
+ Plin(k2)Plin(k3) + Plin(k3)Plin(k1)]. (II.16)
Since the linear power spectrum Plin(k) ∝ kns−4 for
large k, Bsqueez peaks for squeezed triangle configurations
where one of the k’s is much smaller than the other two,
e.g. k1  k2, k3. This shape is, however, not the correct
extension since at large scales B ∝ D31 where D1 is the
linear growth factor, whereas Plin grows as D
2
1. Using
δ(k, z) = M(k, z)φNG(k) and
1 M(k, z) = 2D1(z)T (k)k
2
3ΩMH
2
0
we obtain
Blocal,late(k1, k2, k3)
= M(k1)M(k2)M(k3)B
local(k1, k2, k3)
∝
√
Plin(k1)Plin(k2)Plin(k3)
(k1k2k3)
ns
(k
ns−2
1 k
ns−2
2 k
2
3
+ k21k
ns−2
2 k
ns−2
3 + k
ns−2
1 k
2
2k
ns−2
3 ). (II.17)
1
T (k) denotes the transfer function, ΩM is the present-day
matter density parameter, and H0 is the Hubble parameter.
44. Constant shape
Another useful shape is the constant shape produced
by equilateral triangles k1 = k2 = k3:
Bconst(k1, k2, k3) = B, (II.18)
where B is, expectedly, a constant. This is the bispec-
trum shape obtained by a set of Poisson-distributed point
sources, for instance the late time matter distribution at
small scales which consists of point-like dark matter halo
particles. The constant shape is therefore ideal for de-
scribing the late time matter bispectrum at small scales.
5. 3-shape model
The authors of [22] have proposed a benchmark model
that utilises 3 basic bispectrum shapes to build a phe-
nomenological model for the matter bispectrum cali-
brated to simulations, very much akin to the HALOFIT
model [27] which was introduced to capture the be-
haviour of the matter power spectrum. For greater flexi-
bility of the model they allowed the shapes to have scale-
dependent amplitudes fi(K) with K = k1 + k2 + k3 for a
better fit to the data. The 3-shape bispectrum is the fol-
lowing linear combination of the constant, squeezed and
tree-level shapes:
B3-shape(k1, k2, k3)
= f1h(K)B
const(k1, k2, k3) + f2h(K)B
squeez(k1, k2, k3)
+ f3h(K)B
treeNL(k1, k2, k3), (II.19)
where Bconst and Bsqueez are given by Equations (II.16)
and (II.18). The tree-level shape is based on Equa-
tion (II.3) except we have replaced the linear power spec-
trum with the non-linear power spectrum obtained from
simulations:
BtreeNL(k1, k2, k3) =
2PNL(k1)PNL(k2)F
(s),Λ
2 (k1,k2) + 2 perms., (II.20)
The amplitudes fi(K) are found by fitting each of these
shapes to the three halo model components. For a com-
prehensive review on the halo model bispectrum please
see [22]. The one-halo bispectrum has been shown to
correlate very well with the constant shape with the fol-
lowing choice of Lorentzian fitting function:
f1h(K) =
A
(1 + bK2)2
, (II.21)
where A and b are redshift-dependent functions through
the linear growth factor D(z):
A =
2.45× 106D(z)8
0.8 + 0.2D(z)−3
(II.22)
b = 0.054D(z)2.2. (II.23)
The two-halo bispectrum has a strong correlation with
the squeezed shape but has several notable shortcom-
ings [28–30]. To resolve these deficiencies Valageas and
Nishimichi developed a halo-PT model [31, 32] that com-
bines the halo model with perturbation theory. The fit-
ting function
f2h(K) =
C
(1 +DK−1)3
. (II.24)
with this choice of coefficients C and D
C = 140D(z)−5/4 (II.25)
D = 1.9D(z)−3/2 (II.26)
gives a good fit to simulations. Finally, the three-halo bis-
pectrum is simply non-linear tree-level shape predicted
for large scales so an exponential fitting function is intro-
duced to suppress it at small scales:
f3h(K) = exp(−K/E). (II.27)
An approximate fit for E to simulations is
E = 7.5 kNL(z). (II.28)
C. Estimating Non-Gaussianity
Generally bispectra can be parameterised by fnlB
th,
where the non-linearity parameter fnl can be thought
of as the amplitude of this particular bispectrum and
Bth described the shape. Our goal is to find an optimal
estimator for fnl for a given shape.
It can be shown that the optimal estimator for fnl
in the limit of weak non-Gaussianity and under the as-
sumptions of statistical isotropy and homogeneity takes
the form:
fˆnl =
(2pi)6
Nth
∫
k1,k2,k3
δD(k1 + k2 + k3)B
th(k1, k2, k3)
P (k1)P (k2)P (k3)
× (δk1δk2δk3 − 3 〈δk1δk2〉 δk3) . (II.29)
where
∫
k1,k2,k3
=
∫ d3k1
(2pi)
3
d
3
k2
(2pi)
3
d
3
k3
(2pi)
3 .
The purpose of the linear term used above (〈
δk1δk2
〉
δk3 ), analogous to that used in CMB analysis,
is that it suppresses mode couplings due to anisotropic
effects e.g. incomplete survey coverage. Clearly this is
not an issue for the work on simulations in this paper so
we will neglect it, noting that it could be important for
5observational analysis. To work out the normalisation
factor Nth we impose the condition that 〈fˆnl〉 = 1 if the
theoretical model is indeed the correct underlying bispec-
trum, i.e. if Bth = Bcorrectδ where 〈δ(k1)δ(k2)δ(k3)〉 ≡
(2pi)3δD(k1 +k2 +k3)fnlB
correct
δ (k1, k2, k3). After taking
the statistical average of fˆnl over different realisations of
δ we get〈
fˆnl
〉
=
1
Nth
V
pi
∫
VB
dVk k1k2k3
Bth(k1, k2, k3)Bδ(k1, k2, k3)
P (k1)P (k2)P (k3)
,
(II.30)
where dVk ≡ dk1dk2dk3, and the superscript ‘correct’
has been dropped for brevity. VB is the bispectrum do-
main defined by the triangle condition imposed on the
wavenumbers ki such that k1 + k2 + k3 = 0, together
with a chosen resolution limit k1, k2, k3 < kmax. Setting
Bth = Bδ and demanding
〈
fˆnl
〉
= 1 gives the normali-
sation factor as
Nth =
V
pi
∫
VB
dVk k1k2k3
[B(k1, k2, k3)]
2
P (k1)P (k2)P (k3)
. (II.31)
The form of Equation (II.30) suggests we should define
inner products between bispectra as2
[
Bi, Bj
] ≡ V
pi
∫
VB
dVk k1k2k3
Bi(k1, k2, k3)Bj(k1, k2, k3)
P (k1)P (k2)P (k3)
.
(II.32)
This naturally motivates the definition of the signal-to-
noise (SN) weighted bispectrum,
BSNi (k1, k2, k3) ≡
√
k1k2k3
P (k1)P (k2)P (k3)
Bi(k1, k2, k3).
(II.33)
This SN-weighted bispectrum is relevant for observations
of the matter bispectrum and is useful for providing fore-
casts for future surveys.
The bispectrum domain VB takes the form of a
tetrapyd in k-space as shown in Figure II.1a. It is the
union of a tetrahedral region and a triangular pyramid
on top. Plotting the full tetrapyd obscures it inner struc-
ture, and we have found it useful to split it in half to
make apparent its internal morphology. As illustrated in
Figure II.1b, different bispectrum shapes can be distin-
guished through the regions in the tetrapyd where they
2We use square brackets [ ] for inner products to avoid confusion
with expectation values, which are labelled with angle brackets 〈〉.
give the strongest signal. In Figure II.2 we show the bis-
pectra shapes introduced in Section II B. The bispectra
plots are in this paper generated with ParaView [33], an
open source scientific visualisation tool.
1. Correlators Between Bispectra
Using Equation (II.30) we can further define 4 cor-
relators between bispectra. The shape correlator, S, is
defined by
S(Bi, Bj) ≡
[
Bi, Bj
]√
[Bi, Bi]
[
Bj , Bj
] , (II.34)
and is restricted to −1 ≤ S ≤ 1. It can be thought of as
the cosine between Bi and Bj . To quantify how well the
magnitudes of Bi and Bj match each other we define the
amplitude correlator A as
A(Bi, Bj) ≡
√[
Bi, Bi
][
Bj , Bj
] . (II.35)
We can combine the information given by the shape and
amplitude correlators into a single quantity known as the
total correlator T :
T (Bi, Bj) ≡ 1−
√[
Bj −Bi, Bj −Bi
][
Bj , Bj
]
= 1−
√
1− 2S(Bi, Bj)A(Bi, Bj) +A2(Bi, Bj).
(II.36)
The total correlator is a stringent test of correlation be-
tween bispectra, as both misalignment (S < 1) or a dif-
ference in amplitude (A 6= 1) lead to a decrease in T .
Later on we will use T to test the ability of MODAL-LSS
to reconstruct theoretical bispectra (see Section IID).
We can interpret T physically as follows. Let BT be
the true bispectrum and BA be an approximation to BT .
Now suppose we constrain each of these templates with
Equation (II.29) to obtain fTNL and f
A
NL. The variance
of each estimate is given by
σ2i =
〈
f iNL
2
〉
= N−1i = [Bi, Bi]
−1 (II.37)
and the variance of the difference between the two esti-
mates is given by
σ2diff =
〈(
fTNL − fANL
)2〉
=
1
(NTNA)
2 [NABT −NTBA, NABT −NTBA]
=
NA − 2 [BA, BT ] +NT
NANT
(II.38)
6k3
k2
k10
(0, kmax, kmax)
(kmax, 0, kmax)
(kmax, kmax, kmax)
(kmax, kmax, 0)
kmax
kmax
a) The full tetrapyd bispectrum domain consists of
a tetrahedral region (blue) defined by the wavevec-
tor triangle condition k1 + k2 + k3 = 0, together
with a pyramidal region (green) bounded by the res-
olution limit kmax. To show the internal structure of
the tetrapyd we split it along the red dashed line to
obtain Figure II.1b. [22]
k3
k2
k10
kmax
kmax
Equilateral
Squeezed
Flattened
K=constant
cross-sectionk 1=
 k 2=
 k 3
k 1+
k 2=
 k 3
k 1 
= 0
k 3 = 0
b) The split 3D tetrapyd region showing only the
back half with k1 < k2. Colour-coded regions
show the location of the ‘squeezed’ (red), ‘flattened’
(green) and ‘equilateral’ or ‘constant’ (blue) shape
signals. The scale dependence of the bispectrum is
reflected by the K ≡ k1 + k2 + k3 = const. cross
sectional planes. [22]
FIG. II.1: Tetrahedral geometry of the allowed bispectrum combination B(k1, k2, k3).
If we take the ratio of σdiff and σA then we get
σ2diff
σ2A
= 1− 2 1
NT
[BA, BT ] +
NA
NT
(1− T (BT , BA))2 (II.39)
This allows us to identify 1−T as the coefficient of vari-
ation cv [34]. Therefore if BA is used as a proxy for BT ,
1 − T gives us the standard deviation between our esti-
mate of fNL and the true value as a fraction of our error
bar, ie:
σdiff = (1− T )σ (II.40)
T is appropriate for comparing theoretical bispectra,
but its performance is easily degraded by cosmic vari-
ance and hence another correlator is needed when simu-
lation/observational data is involved. The fnl correlator,
named as such due to its similarity to the 〈fˆnl〉 parame-
ter in Equation (II.30) above, again combines the shape
and amplitude correlators:
fnl(Bi, Bj) ≡
[
Bi, Bj
][
Bj , Bj
]
= S(Bi, Bj)A(Bi, Bj). (II.41)
This can be interpreted as simply correlation between our
estimate of fNL with the true value, normalised by the
true value. 〈
fTNLf
A
NL
〉
〈
fTNL
2
〉 = 1
NA
[BT , BA]
= fnl(BT , BA) (II.42)
D. MODAL-LSS Methodology
For general bispectra the 9-dimensional integral in the
fˆNL estimator (Equation (II.29)) is computationally in-
tractable. This computation barrier has been solved by
a separable method introduced in [35]. This MODALl
method has been applied to Planck CMB analysis with
great success [9]. This approach was adapted analyse the
bispectrum of the large scale structure of the universe in
[36], which iwas aptly named MODAL-LSS. Here we outline
the MODAL-LSS methodology.
1. MODAL-LSS Basis
We first approximate the SN-weighted theoretical bis-
pectrum in Equation (II.33) by expanding it in a general
7a) Tree-level shape, kmax = 0.4 b) Nine-parameter model, kmax = 0.4 c) Scaled Tree-level shape, kmax = 2
d) Scaled squeezed shape, kmax = 2 e) Scaled constant shape, kmax = 2 f) 3-shape model, kmax = 2
FIG. II.2: The bispectrum shapes introduced in Section II B plotted at redshift z = 0.5 up to various kmax.
seperable basis (see also Figure II.3):√
k1k2k3
P (k1)P (k2)P (k3)
Bth(k1, k2, k3)
≈
nmax∑
n
αQnQ
MODAL-LSS
n (k1/kmax, k2/kmax, k3/kmax).
(II.43)
The basis functions QMODAL-LSSn are symmetrised products
over one dimensional functions qr:
QMODAL-LSSn (x, y, z) ≡ q{r(x)qs(y)qt}(z), (II.44)
with {. . . } representing symmetrisation over the indices
r, s, t, and each n corresponds to a combination of r, s, t.
kmax is the resolution of the tetrahedral domain defined
above. The choice of qr is arbitrary and there are many
sensible choices including k-bins (which are localised in
k-space), wavelets (which are localised in real space),
Fourier modes, etc. We adopt polynomials since they
offer efficient compression of the data so fewer modes
can be used without information loss. Note that the
QMODAL-LSSn form a complete basis for the expansion of B
th,
but naturally we truncate the expansion at some nmax
depending on the accuracy required. For convenience in
our discussion below we will assume that the truncation
causes errors are tiny and assume that Equation (II.43)
is exact.
It has been shown that the convergence of the sum in
Equation (II.43) is independent of the choice of polyno-
mials qr. Different choices of polynomials only change the
individual αQn but not the sum. As such we choose our
polynomials in order to ensure numerical stability of the
method on the tetrahedral domain VB . Currently we find
shifted Legendre polynomials P˜l(x) = Pl(2x−1) perform
well and are adopted for qr as they demonstrate better
orthogonality at low n and encapsulate the behaviour of
the bispectrum at non-linear scales very well. Calcula-
tion of higher order polynomials also demonstrates good
8= α1 + α2 + α3 + · · ·
(II.45)
FIG. II.3: A cartoon demonstrating the MODAL-LSS expansion. Here we are expanding the tree level bispectrum
(Equation (II.3)) as a linear combination of the QMODAL-LSSn basis functions (represented by the tetrapyds), each of
which is weighted by an αn coefficient.
numerical stability when calculated recursively.
Another issue is the mapping between n and r, s, t.
The ordering of this mapping is arbitrary, here we have
adopted ‘slice ordering’ which orders the triples by the
sum r + s + t. A sub-ordering is introduced along each
column in cases of degeneracy, i.e.
0→ 000 4→ 111 8→ 022 12→ 113
1→ 001 5→ 012 9→ 013 13→ 023
2→ 011 6→ 003 10→ 004 14→ 014 (II.46)
3→ 002 7→ 112 11→ 122 15→ 005 · · · ,
where the lines mark the end of each overall polynomial
order.
Using the MODAL-LSS expansion in Equation (II.43) we
can rewrite fˆnl in Equation (II.29) as:
fˆnl =
(2pi)6
Nth
∫
k1,k2,k3
δD(k1 + k2 + k3)
×
∑
n α
Q
n q{r(
k1
kmax
)qs(
k2
kmax
)qt}(
k3
kmax
)√
k1P (k1)k2P (k2)k3P (k3)
× (δk1δk2δk3 − 〈δk1δk2〉δk3)
=
(2pi)3
Nth
∑
n
αQn
∫
d3x
∫ ∏
i d
3ki
(2pi)9
ei(k1+k2+k3)·x
×
q{r(
k1
kmax
)qs(
k2
kmax
)qt}(
k3
kmax
)√
k1P (k1)k2P (k2)k3P (k3)
× (δk1δk2δk3 − 〈δk1δk2〉δk3)
=
(2pi)3
Nth
∑
n
αQn
∫
d3x
[
Mr(x)Ms(x)Mt(x)
− 〈M{r(x)Ms(x)〉Mt}(x)
]
, (II.47)
where in the second line we have used the integral from
of the delta function with variable x, and we defined
Mr(x) ≡
∫
d3k
(2pi)3
δkqr(k/kmax)√
kP (k)
eik·x, (II.48)
which is an inverse Fourier transform3. Note that there
is no symmetrisation over r, s, t in the first term inside
the square brackets as the product is already symmetric.
As we are only analysing simulation data which approxi-
mately homogeneous and isotropic we can ignore the sec-
ond term in the square brackets as it evaluates to zero.
We then introduce
βQn = (2pi)
3
∫
d3xMr(x)Ms(x)Mt(x) (II.49)
which allows us to express fˆnl in a simple and elegant
form:
fˆnl =
1
Nth
∑
n
αQn β
Q
n . (II.50)
The beta coefficients βQn are approximately analogous
(there is a subtly we will meet in the next section) to
the alpha coefficients αQn but they are used in the ex-
pansion of observational/simulation bispectra instead of
theoretical ones.
In summary, we have reduced the complicated integral
in Equation (II.29) to a the calculation of αQn and β
Q
n
coefficients. The computation of αQn coefficients is a non-
trivial problem but has been made efficient by the authors
of [37] whose implementation which we use here. The
βQn coefficients on the other hand only require a number
of (inverse) Fourier transforms (evident upon inspection
3Here the choice of the polynomials qr becomes important. For
example, the integral in Equation (II.48) convergences poorly for
large r if we choose monomials qr = x
r.
9of Equation (II.48)) which can be evaluated efficiently
with the fast Fourier transform (FFT) algorithm4, to-
gether with an integral over the spatial extent of the data
set (Equation (II.49)) which can highly parallelised with
Open Multi-Processing (OpenMP).
2. An orthogonal basis
Unlike the theoretical bispectrum the observation-
al/simulation bispectrum is a statistical quantity, and
and it can only be estimated through different realisa-
tions of the density field δ. We expand the estimated
observational bispectrum Bˆδ in the following way:
√
k1k2k3
P (k1)P (k2)P (k3)
Bˆδ(k1, k2, k3)
=
nmax∑
n
β˜Qn Qn(k1/kmax, k2/kmax, k3/kmax), (II.51)
the expectation value of which is the true underlying ob-
servational bispectrum Bδ ≡ 〈Bˆδ〉:
√
k1k2k3
P (k1)P (k2)P (k3)
Bδ(k1, k2, k3)
=
nmax∑
n
〈β˜Qn 〉Qn(k1/kmax, k2/kmax, k3/kmax). (II.52)
We have introduced these new beta coefficients 5 β˜Qn .
To relate β˜Qn to β
Q
n we substitute Equation (II.52) into
Equation (II.30):
〈fˆnl〉 =
1
Nth
V
pi
∫
VB
dVk
∑
nm
αQn 〈β˜Qn 〉QnQm
=
1
Nth
∑
nm
αQn 〈β˜Qn 〉γnm, (II.53)
4We use the FFTW3 [38] implementation of the algorithm.
5We could have instead to reversed the placement of the tilde
to make αQn and β
Q
n more analogous, but we have adopted this
notation as it more closely represents the computational flow of
the method.
where6
γnm ≡
V
pi
∫
VB
dVkQnQm (II.54)
is the inner product between the Qn functions on the
tetrapyd domain. Generally speaking γnm is not diago-
nal since the Qn functions are not orthogonal to each
other. Comparing this with the expectation value of
Equation (II.50) we obtain
〈βQn 〉 =
∑
m
γnm〈β˜Qm〉 ⇒ βQn =
∑
m
γnmβ˜
Q
m. (II.55)
While βQn may be straightforward to evaluate numeri-
cally through Equation (II.49), it often proves simpler to
use an orthonormalised version we create by diagonalis-
ing γnm. We therefore introduce a basis {Rn} which is
defined relative to {Qn} by
Rn ≡ λnmQm ⇔ Qp ≡ (λ−1)pqRq (II.56)
such that it is orthonormal on the tetrapyd domain:
V
pi
∫
VB
dVkRnRm = δnm. (II.57)
From Equations (II.54) and (II.57) we deduce that γ =
λ−1(λ−1)T . Choosing Rn to have the same polynomial
order as Qn forces this λ to be the Cholesky decomposi-
tion. This is equivalent to a performing a modified Gram-
Schmitt orthonormalisation of the Qn directly. We now
apply the expansion in the {Rn} basis:√
k1k2k3
P (k1)P (k2)P (k3)
Bth(k1, k2, k3)
=
nmax∑
n
αRnRn(k1/kmax, k2/kmax, k3/kmax), (II.58)√
k1k2k3
P (k1)P (k2)P (k3)
Bδ(k1, k2, k3)
=
nmax∑
n
〈βRn 〉Rn(k1/kmax, k2/kmax, k3/kmax). (II.59)
6Note that when a large number of modes are used, this integral
evaluated with a regular grid on the tetrapyd domain and with
FFTs differs greatly, especially in the limit of a low number of grid
points. We conclude that discrete sampling has a different effect on
direct integration compared to when FFTs are used, and to ensure
internal consistency of the α and β coefficients we evaluate γnm
separately by integration on the tetrapyd for αQn and via FFTs
for βQn to rotate them into the {Rn} basis. For large grids Ng >
O(1024) the memory requirements of computing γnm with FFTs
are too great, but we have verified that for such grids the two
methods give consistent results and hence direct integration is used
instead. See Appendix A for more details.
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Note that due to the orthonormality of the Rn functions
we do not need two sets of β coefficients in this basis.
Since
∑
n α
Q
nQn =
∑
n α
R
nRn, one can derive the follow-
ing relationships between the coefficients in the {Qn} and
{Rn} bases:
αRn =
∑
m
(λ−1)Tnmα
Q
m, β
R
n =
∑
m
(λ−1)Tnmβ˜
Q
m, (II.60)
which allows us to write
〈fˆnl〉 =
1
Nth
∑
n
αRn 〈βRn 〉. (II.61)
One can very easily show this is consistent with Equa-
tion (II.53) above. Using the MODAL-LSS ansatz with
Equation (II.31) above we find that Nth =
∑
n α
R
nα
R
n .
Therefore if the theoretical and data bispectrum match
perfectly, i.e. Bth = Bδ and hence 〈fˆnl〉 = 1, we deduce
that 〈βRn 〉 = αRn .
3. Numerical implementation
An implementation of the MODAL-LSS method has al-
ready produced some good results [36]. The code has
since been completely overhauled and parallelised with
OpenMP and multi-threaded FFTW for a dramatic reduc-
tion in run time, allowing us to estimate the bispectra of
much larger simulations and also using more modes. We
are now able to estimate the bispectrum of 20483 den-
sity grids with nmax = O(1000) modes in ∼ 35 minutes
using 512 CPU-cores, a significant improvement in run
time and resolution over the analysis of 5123 grids with
nmax = O(50) in [36]. We would like to emphasise that
the computational costs for bispectrum estimation with
MODAL-LSS scales with the size of the density grid and
is a tiny fraction of the costs of N-body runs, and thus
can be included in existing pipelines with little additional
cost.
Another innovation to improve the performance of
MODAL-LSS is the introduction of custom modes based on
the separable bispectrum shapes given in Section II B.
Explicitly we split the SN-weighted versions of tree-level
bispectrum (Equation (II.3)) and late-time local bispec-
trum (Equation (II.17)) as follows (Note that P (k) rep-
resents the non-linear power spectrum of choice):
• The tree-level bispectrum requires 6 custom poly-
nomials:
– qtree0 (k) =
√
k
P (k)
5
14
– qtree1 (k) =
√
k
P (k)P (k)
– qtree2 (k) = −
√
k
P (k)P (k)k
2
– qtree3 (k) =
√
k
P (k)
P (k)
k
2
– qtree4 (k) =
√
k
P (k)
3
14k
2
– qtree5 (k) =
√
k
P (k)
1
14k
4
which are combined into these 4 modes:
– Qtree0 = q{1(x)q1(y)q0}(z)
– Qtree1 = q{2(x)q3(y)q0}(z)
– Qtree2 = q{1(x)q3(y)q4}(z)
– Qtree3 = q{3(x)q3(y)q5}(z)
• The late-time local bispectrum requires 2 custom
polynomials:
– qlocal,late0 (k) =
√
k
P (k)
√
Plin(k)k
ns/2−2
– qlocal,late1 (k) =
√
k
P (k)
√
Plin(k)k
2−ns/2
resulting in a single mode:
– Qlocal,late0 = q{0(x)q0(y)q1}(z)
These custom modes help pick up general features in the
matter bispectra, which combined with the Qn functions
ensures an effective reconstruction of any dark matter
bispectrum signal.
We conclude this section by assessing the accuracy of
the MODAL-LSS expansion. This is only possible with the-
oretical bispectra where we know the true answer since
statistical noise will always be present in simulations7.
A qualitative comparison is illustrated in Figures II.4
and II.5 where we plot the theoretical and reconstructed
bispectra as well as the residuals between them different
kmax. Quantitatively we evaluate both the shape and to-
tal correlator between a theoretical bispectrum Bth and
its MODAL-LSS counterpart
∑
n α
R
nB
R
n , where
BRn (k1, k2, k3) =√
P (k1)P (k2)P (k3)
k1k2k3
Rn(k1/kmax, k2/kmax, k3/kmax).
(II.62)
Using Equations (II.34) and (II.36) we find that
Sα,th ≡ S(
∑
n
αRnB
R
n , B
th) =
√√√√ ∑n(αRn )2[
Bth, Bth
] ,
Tα,th ≡ T (
∑
n
αRnB
R
n , B
th) = 1−
√√√√1− ∑n(αRn )2[
Bth, Bth
] ,
(II.63)
7We have however made comprehensive tests of the MODAL-LSS
algorithm for estimating bispectrum of density fields, detailed in
Appendix A.
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FIG. II.4: The nine-parameter up to kmax = 0.4hMpc
−1 by direct calculation (left), its reconstruction by
MODAL-LSS with 1000 modes (middle) and the residuals between them (right). Note the change of scale in the
colour bars.
FIG. II.5: The 3-shape model up to kmax = 2.0hMpc
−1 by direct calculation (left), its reconstruction by
MODAL-LSS with 1000 modes (middle) and the residuals between them (right). Note the change of scale in the
colour bars.
where we have used the orthonormality of the Rn basis
functions to obtain8
[∑
n α
R
nB
R
n , B
th
]
=
∑
n(α
R
n )
2.
We tested MODAL-LSS with a range of bispectrum
shapes, including the tree-level bispectrum (Equa-
tion (II.20)), nine-parameter model (Equation (II.6)) and
the 3-shape model (Equation (II.19)), at different kmax
and number of modes up to nmax = 1000 (Table II.1).
MODAL-LSS is able to reconstruct all bispectrum shapes
with Tα,th > 99% at different k-ranges, and improve-
ments can certainly be made by using more modes. This
result justifies our decision to take the approximation in
8Note that in principle Bth =
∑∞
n α
R
nB
R
n .
Equation (II.43) to be exact. This also gives us confi-
dence that MODAL-LSS can very accurately estimate sim-
ulation and observational bispectra. The computational
cost of MODAL-LSS is estimated by the CPU-minutes
used when reconstructing the various bispectrum. The
code for reconstructing theoretical bispectra is paral-
lelised with hybrid MPI-OpenMP but the tests here were
ran with pure OpenMP and 1 thread per CPU core. Note
that this may not be the optimal number of threads and
further reductions in run time may be possible.
E. Sources of error in bispectrum estimation
In order to make meaningful comparisons between sim-
ulation/observational data with theoretical predictions
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Bispectrum shape nmax
kmax = 0.4hMpc
−1
kmax = 2.0hMpc
−1 Computational cost
1− Sα,th 1− Tα,th 1− Sα,th 1− Tα,th (CPU-minutes)
Tree-level bispectrum
50
∗
6.7× 10−4 3.6× 10−2 1.3× 10−3 5.1× 10−2 160
10 0 0 0 0 90
50 0 0 0 0 160
200 0 0 0 0 370
1000 0 0 0 0 1600
Nine-parameter model
50
∗
6.6× 10−4 3.6× 10−2 - - 450
10 3.3× 10−4 2.6× 10−2 - - 390
50 2.2× 10−4 2.1× 10−2 - - 450
200 7.9× 10−5 1.3× 10−2 - - 660
1000 2.2× 10−5 6.7× 10−3 - - 1870
3-shape model
50
∗
3.5× 10−4 2.6× 10−2 5.6× 10−5 1.1× 10−2 190
10 5.8× 10−4 3.4× 10−2 3.8× 10−4 2.8× 10−2 120
50 1.1× 10−4 1.5× 10−2 6.0× 10−5 1.1× 10−2 190
200 1.6× 10−5 5.7× 10−3 1.2× 10−5 4.9× 10−3 400
1000 0 0 0 0 1610
TABLE II.1: The performance of MODAL-LSS at reconstructing different theoretical bispectrum shapes at different
kmax while varying the number of modes used in the reconstruction. 50
∗ indicates only shifted Legendre polyno-
mials and no custom modes were used, highlighting the strength of the custom modes in capturing desired bispec-
trum signals. We use the shape Sα,th and total correlator Tα,th introduced in Equation (II.63) to assess the accu-
racy of the reconstructed bispectra. It is clear that the total correlator is a much more stringent test than the shape
correlator. With 1000 modes we obtain Tα,th > 0.99 in all cases, giving us high confidence in the validity of the
MODAL-LSS expansion. Note that we omit the nine-parameter model at kmax = 2.0hMpc
−1 since it is ill-defined
at such non-linear scales. We give the computational cost of the method by the CPU-minutes required to recon-
struct the theoretical bispectra on a 20483 grid in pure OpenMP mode. It demonstrates better than linear scaling
with nmax which shows the highly optimised nature of the code. The performance also scales with N
3
grid, where
Ngrid is the number of grid points, and will therefore run much faster for analyses that do not require such high
resolution.
one must have a thorough understanding of the errors
that occur in our measurements. Since the main focus of
this paper is on simulations we will not discuss observa-
tional effects such as survey geometry and redshift-space
distortions (RSD). The main contributions we consider
here are Poisson shot noise, covariance of the MODAL-LSS
estimator, and aliasing due to the use of FFTs, all of
which are relevant for the analysis of observational data
in the future.
1. Shot noise contribution to the power spectrum and
bispectrum
Since dark matter halos and galaxies are discrete trac-
ers of their respective density fields, measurements of
their statistics are biased relative to the true values that
are of interest to us. This is known as Poisson shot noise.
This effect is well known for the power spectrum and bis-
pectrum, and we quote here the relationships between
the statistics of the discrete sample and the underlying
continuous field:
Pn(k) = P (k) +
1
n¯
(II.64)
Bn(k1, k2, k3) = B(k1, k2, k3)
+
1
n¯
[P (k1) + P (k2) + P (k3)] +
1
n¯2
,
(II.65)
where the subscript n denotes the discrete number den-
sity and n¯ is the mean number density of the sample.
When making comparisons between theoretical and sim-
ulation bispectra in Section III C one simply has to sub-
tract the shot noise contribution in the simulation bis-
pectra before calculating any correlators.
13
2. Covariance of estimators
The variance of an estimator is given by its covariance
matrix CX which can be written schematically as:
CX ≡ cov(Xˆ(θ), Xˆ(θ′))
=
〈
Xˆ(θ)Xˆ(θ′)
〉
−
〈
Xˆ(θ)
〉〈
Xˆ(θ′)
〉
. (II.66)
In addition to calculating covariance matrices numeri-
cally through simulations we also need a framework to
calculate them (semi-)analytically as a consistency check.
a. Power spectrum covariance We first give a brief
introduction to matter power spectrum estimation and
the calculation of its covariance as this has been widely
discussed in the literature. This will prepare us for the
discussion on the bispectrum covariance later. Consider
for example estimating the power spectrum by binning it
in k-space and averaging over all modes within each bin
[39, 40]:
Pˆ (k) =
k3F
(2pi)3
∫
k
d3p
Vs(k)
|δ(p)|2 , (II.67)
where kF = 2pi/L = (1/δ
D(0))1/3 is the fundamen-
tal frequency of the simulation box of length L, and
the integral is performed over all modes that lie in the
spherical shell |p− k| ≤ ∆k/2 which has width ∆k.
The normalisation factor Vs is the volume of the shell:
Vs =
∫
k
d3p = 4pik2∆k + pi(∆k)3/3. This estimator is
unbiased because〈
Pˆ (k)
〉
=
k3F
(2pi)3
∫
k
d3p
Vs(k)
〈
|δ(p)|2
〉
=
k3F
(2pi)3
〈
|δ(k)|2
〉
=
k3F
(2pi)3
(2pi)3δ(0)P (k) = P (k). (II.68)
The covariance matrix for this estimator is
CP (k, k
′)
=
k6F
(2pi)6
∫
k
d3p
Vs(k)
∫
k
′
d3q
Vs(k
′)
〈
δ∗pδpδ
∗
qδq
〉− P (k)P (k′)
=
2k3F
Vs(k)
P 2(k)δk,k′
+
k6F
(2pi)6
∫
k
d3p
Vs(k)
∫
k
′
d3q
Vs(k
′)
〈
δ∗pδpδ
∗
qδq
〉
c
,
=
2k3F
Vs(k)
P 2(k)δk,k′
+
k3F
(2pi)3
∫
k
d3p
Vs(k)
∫
k
′
d3q
Vs(k
′)
T (p,−p,q,−q),
(II.69)
where we have expanded the four-point cor-
relator in terms of its connected pieces9:〈
δ∗pδpδ
∗
qδq
〉
=
〈
δ∗pδp
〉 〈
δ∗qδq
〉
+
〈
δ∗pδ
∗
q
〉 〈
δpδq
〉
+〈
δ∗pδq
〉 〈
δ∗qδp
〉
+
〈
δ∗pδpδ
∗
qδq
〉
c
, and the trispec-
trum T is defined by 〈δ(k1)δ(k2)δ(k3)δ(k4)〉c =
(2pi)3δD(k1 + k2 + k3 + k4)T (k1,k2,k3,k4) where
the subscript c denotes connected. Connected n-point
correlators with n > 2 vanish if δ is a Gaussian field,
but e.g. gravitational evolution induces mode coupling
and hence non-Gaussianity in the form of higher order
correlators.
The first term in Equation (II.69) is the Gaussian con-
tribution to the power spectrum covariance and can be
estimated with Pˆ ; the Kronecker delta δk,k′ enforces the
diagonality of the Gaussian covariance. The trispectrum
term is the non-Gaussian covariance which is non-trivial
to estimate directly from simulations or calculate theo-
retically. Crucially the non-Gaussian covariance does not
scale inversely with the number of modes in each bin un-
like the Gaussian covariance [39, 41]; this also applies to
the bispectrum. However they both scale inversely with
the simulation box size through k3F , and clearly can both
be suppressed by averaging over different simulation re-
alisations.
b. Covariance of the MODAL-LSS estimator Now we
turn our attention to the covariance of the MODAL-LSS
bispectrum estimator (Equation (II.51)), which is unbi-
ased because√
k1k2k3
P (k1)P (k2)P (k3)
〈
Bˆδ(k1, k2, k3)
〉
=
nmax∑
n
〈
β˜Qn
〉
Qn(k1/kmax, k2/kmax, k3/kmax)
=
nmax∑
n
αQnQn(k1/kmax, k2/kmax, k3/kmax),
=
√
k1k2k3
P (k1)P (k2)P (k3)
Bδ(k1, k2, k3). (II.70)
The covariance of Bˆδ, CB , is given by:
CB(k1, k2, k3, k
′
1, k
′
2, k
′
3)
=
√
P1P2P3P
′
1P
′
2P
′
3
k1k2k3k
′
1k
′
2k
′
3
nmax∑
mn
〈
β˜Qmβ˜
Q
n
〉
QmQ
′
n
−B(k1, k2, k3)B(k′1, k′2, k′3)
=
√
P1P2P3P
′
1P
′
2P
′
3
k1k2k3k
′
1k
′
2k
′
3
nmax∑
mnop
(γ−1)om(γ
−1)pn
〈
βQmβ
Q
n
〉
QoQ
′
p
−B(k1, k2, k3)B(k′1, k′2, k′3), (II.71)
9Other contributions vanish since 〈δ〉 = 0 by definition.
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where P1 = P (k1) etc., and the arguments of the Qn
basis functions have been suppressed for brevity. We have
also used Equation (II.55) to convert from β˜Qn to β
Q
n . In
order to evaluate
〈
βQmβ
Q
n
〉
we write βQn as follows using
Equation (II.47):
βQn
= (2pi)6
∫
k1,k2,k3
δk1δk2δk3Qn√
k1k2k3P1P2P3
δD(k1 + k2 + k3)
= (2pi)3
∫
d3x
∫
k1,k2,k3
δk1δk2δk3Qn√
k1k2k3P1P2P3
ei(k1+k2+k3)·x,
(II.72)
which leads to this rather messy expression:〈
βQmβ
Q
n
〉
= (2pi)12
∫
1,2,3,1
′
,2
′
,3
′
Qm√
k1k2k3P1P2P3
Q′n√
k′1k
′
2k
′
3P
′
1P
′
2P
′
3
× δD(k1 + k2 + k3)δD(k′1 + k′2 + k′3)
×
〈
δk1δk2δk3δk
′
1
δk′2δk
′
3
〉
, (II.73)
where we further abbreviate the integral over the 6
wavevectors to
∫
1,2,3,1
′
,2
′
,3
′ ≡ ∫ ∏3i=1 d3ki
(2pi)
9
∏3
i=1 d
3
k
′
i
(2pi)
9 . With
some difficulty this can be rewritten as:
〈
βQmβ
Q
n
〉
= 6(2pi)3γmn + α
Q
mα
Q
n + V (2pi)
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∫
1,2,3,1
′
,2
′
,3
′
Qm√
k1k2k3P1P2P3
Q′n√
k′1k
′
2k
′
3P
′
1P
′
2P
′
3
δD(k1 + k2 + k3)δD(k
′
1 + k
′
2 + k
′
3)
×
(
(2pi)3δD(k3 − k′3)B(k1, k2, k′3)B(k′1, k′2, k3) + 8 perms
+ (2pi)3δD(k1 + k
′
1)T (k2,k3,k
′
2,k
′
3)P (k1) + 8 perms + P5(k1,k2,k3,k
′
1,k
′
2,k
′
3)
)
. (II.74)
where the pentaspectrum P5 is defined by 〈δ(k1)δ(k2)δ(k3)δ(k4)δ(k5)δ(k6)〉c = (2pi)3δD(k1 + k2 + k3 + k4 + k5 +
k6)P5(k1,k2,k3,k4,k5,k6).
While there is no easy way to evaluate the last two set of
terms involving the trispectrum and pentaspectrum, the
Gaussian covariance of the βRn is given trivially as
Cβmn ≡
〈
βRmβ
R
n
〉
−
〈
βRm
〉〈
βRn
〉
≈ 6(2pi)3δmn, (II.75)
which is diagonal. Unfortunately CB cannot be evalu-
ated analytically, even in the Gaussian limit, since Equa-
tion (II.71) yields√
k1k2k3k
′
1k
′
2k
′
3
P1P2P3P
′
1P
′
2P
′
3
CB(k1, k2, k3, k
′
1, k
′
2, k
′
3)
≈ 6(2pi)3
nmax∑
mn
Q′m(k
′
1, k
′
2, k
′
3)(γ
−1)mnQn(k1, k2, k3)
= 6(2pi)3
nmax∑
n
R′n(k
′
1, k
′
2, k
′
3)Rn(k1, k2, k3) (II.76)
where we have used Equation (II.56) to convert from the
{Qn} basis to {Rn}. The last line cannot be further
simplified because in practice we can never use enough
modes to ensure {Rn} forms a complete basis. Nev-
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ertheless we can calculate the Gaussian covariance of
fˆnl =
∑
n α
R
nβ
R
n /
∑
n α
R
nα
R
n here which we will explore
numerically in Section III B:
Cfnl ≡
〈
fˆ2nl
〉
−
〈
fˆnl
〉2
=
∑
mn α
R
mα
R
n
〈
βRmβ
R
n
〉
− (∑n αRn 〈βRn 〉)2
(
∑
n α
R
nα
R
n )
2
≈ 1
(
∑
n α
R
nα
R
n )
2
(∑
mn
αRmα
R
n
(
6(2pi)3δmn + α
R
mα
R
n
)
− (
∑
n
αRnα
R
n )
2
)
=
6(2pi)3∑
n α
R
nα
R
n
. (II.77)
c. Suppression of large-scale variances Large vari-
ances are prominent at large scales due to the finite vol-
ume of the simulation box or observational area leading
to a lack of Fourier modes for statistical calculations.
These are typically known as finite box or cosmic vari-
ance effects, although in the former case there is the
added complication of mode coupling induced by non-
linear gravitational evolution [42]. These errors need to
be controlled as to extract cosmological parameters from
galaxy surveys, and there is evidence to suggest detection
of new physics may require O(0.1%) accuracy in simula-
tions [43]. While cosmic variance, which is defined by
the observational volume of a given survey, is unavold-
able, we could reduce finite box errors in simulations by
simply expanding the box or averaging multiple simula-
tions. Unfortunatly both of these approaches are costly
in terms of time and computational resources. For a more
efficient way of obtaining ensemble averaged quantities
such as the power spectrum and bispectrum the the au-
thors of [42, 44] have proposed a method of pairing up
simulations which have opposite phases in their initial
conditions. The phase inversion has no affect on the sta-
tistical properties of the simulation thus the pairing up
process does not bias power spectra and bispectra estima-
tion. However, leading order contributions to the Gaus-
sian covariances, which are the dominant contribution to
cosmic variance, will cancel as they are out-of-phase with
each other.
We will quickly review the method. First we expand
the late-time non-linear density field in standard pertur-
bation theory (SPT) [23]:
δ(k, z) =
∞∑
n=1
δn(k, z), (II.78)
where δ1 represents linear growth of the initial condi-
tions, an δn are n copies of δ1 convolved with the SPT
kernels Fn. We can calculate the power spectrum in this
formalism, expanding to 4th order in products of δ1 we
obtain:
P = P11 + P12 + P21 + P13 + P22 + P31 + · · · , (II.79)
where P = 〈δδ〉 and Pnm denotes P = 〈δnδm〉. Assuming
Gaussian initial conditions so that δ1 is also Gaussian,
we can use Wick’s theorem to eliminate terms containing
odd multiples of δ1, thus giving:
PGaussian IC = P11 + P13 + P22 + P31 + · · · . (II.80)
The effect of phase inversion is to reverse the sign of δ1,
and the pairing up procedure serves to annihilate the
same odd-parity terms that are expected to vanish in the
ensemble average, while leaving the signal terms, which
have even parity, intact. On the other hand since the non-
Gaussian covariances also have even parity they remain
unaffected.
The same applies for the bispectrum. The expansion
in SPT is now (neglecting permutations)
B = B111 +B112 +B113 +B122
+B114 +B123 +B222 + · · · , (II.81)
so that for Gaussian initial conditions we have
BGaussian IC = B112 +B122 +B114 +B123 +B222 + · · · .
(II.82)
Again we see that terms containing an odd number of δ1
vanish which coincides with the effect of pairing up phase
inverted simulations. While the suppression of variance
in power spectra estimation was explored in great detail
in [42] no equivalent test have been performed with the
bispectrum, which we leave to future work.
3. Systematic offsets due to aliasing contributions
Virtually all power spectra and bispectra analyses
are done with FFTs due to the efficiency of calculating
Fourier transforms versus direct calculation of correlation
functions in real space [46]. The first step in using FFTs
is to put the particles on a regular grid. This involves
a mass assignment scheme which dictates the weighting
with which each particle is distributed across its sur-
rounding grid points. Many of these schemes are well
known in the literature, e.g. Nearest Grid Point (NGP),
Cloud in cell (CIC) and Triangular Shaped Clouds (TSC)
[46], as well as higher order interpolation schemes such
as Piecewise Cubic Spline (PCS) [47] and Daubechies
wavelet transformations [48]. The effect of this assign-
ment manifests as a convolution with the density field
which becomes a product with the corresponding win-
dow function W (k) in Fourier space. In principle this
can be corrected for easily by dividing out the window
function in Fourier space. However even in this case the
use of discrete FFTs inevitably leads to information loss
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× =
a) Sampling in real space is a multiplication of the signal with a Dirac comb.
∗ =
b) In Fourier space this becomes a convolution between the signal and a Dirac comb, resulting in multiple, aliased copies of
the signal.
FIG. II.6: Sampling in real and Fourier space (Figure 1 from [45]).
a) If the sampling frequency is more than twice the
highest frequency in the signal, then the aliased images
that appear after convolving the signal with the Dirac
comb do not overlap. In this case the signal is undis-
torted and can be uniquely restored.
b) On the other hand if the Nyquist criterion is not
met, the images will then overlap with each other due
to contributions from the higher frequencies, leading to
significant distortions near the Nyquist frequency. There
is no easy way to recover the original signal.
FIG. II.7: If the sampling frequency is too low, aliasing occurs (Figure 2 from [45]).
[45]. By the Shannon sampling theorem [49] all the in-
formation in a signal can be recovered if the sampling
frequency is twice that of the highest frequency in the
signal, i.e. with a sufficiently high sampling frequency a
band-limited signal can be reproduced without informa-
tion loss. This is known as the Nyquist criterion. The
sampling theorem states that this limit is the Nyquist
frequency kNy = kmax/2 = pi/H, where kmax is the sam-
pling frequency of the grid and H is the grid spacing.
For the purpose of estimating correlation functions with
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FFTs it is known than the cutoff frequency for the power
spectrum is the Nyquist frequency kNy [45–48]. For the
bispectrum [50] and [47] propose the limit for the bispec-
trum should be 2kNy/3.
There is a second serious problem associated with dis-
crete grids which is the introduction of sampling artefacts
near the Nyquist frequency. As explained in further de-
tail in [45], discrete sampling in real space is effectively
a multiplication of the signal with a Dirac comb (Fig-
ure II.6a). In Fourier space this multiplication becomes
a convolution operation, resulting in multiple images of
the signal evenly spaced at the sampling frequency of
the grid (Figure II.6b). In the case that the sampling
frequency is more than twice the maximum frequency
of the signal, as in Figure II.7a, then the images of the
signal do not overlap each other and no artefacts are in-
duced. Otherwise if higher frequencies are indeed present
(Figure II.7b), which certainly holds true in cosmologi-
cal contexts, then the copies of the replicated signal will
overlap and distort the sampled signal near the Nyquist
frequency. We demonstrate this effect with GADGET-3
power spectra and bispectra in Figure II.8 (for details
of the simulations see Section IIIA 2 below). Here we
find that the cutoff frequency for the bispectrum is the
same as the power spectrum, kNy in disagreement with
the predictions of [45–48].
To derive this more rigorously we begin by denoting
the FFT density grid in real space as
δfn(r) =Xr
( r
H
)
(δn ∗W )(r) (II.83)
where the superscript f labels an FFT quantity and the
subscript n indicates sampling with discrete objects as
before. This is equivalent to the statement that the δfn(r)
is a multiplication of the sampling grid, i.e. the Dirac
combXr(r) =
∑
rg
δD(r− rg) =
∑
n δD(r−Hn) where
rg are the grid points and n ∈ Z3 is a vector composed of
integers, with the convolution between the density field
sampled by discrete objects δn(r) and the window func-
tion W (r) due to mass assignment. The Fourier Trans-
form of this grid is δfn(k) = F [δfn(r)], but one should
bear in mind that to obtain the FFT output one needs
to further multiply this by the Dirac comb in k-space,
Xk(k) =
∑
n δD(k−kFn). The aliasing effects discussed
in the previous paragraph becomes immediately apparent
when one evaluates δfn(k) explicitly which produces:
δfn(k) =
∑
n
δn(k− kmaxn)W (k− kmaxn). (II.84)
This is merely a restatement of Figure II.6b: sampling
with a Dirac comb leads to aliased images spaced at in-
tervals of kmax in Fourier space. If the Nyquist crite-
rion is satisfied, i.e. all frequencies in the signal satisfy
k < kmax/2 = kNy, then the images will not overlap and
the signal remains undistorted (Figure II.7a). Otherwise
aliasing artefacts will occur (Figure II.7b). The power
spectrum we obtain via FFT, P fn (k), is thus
P fn (k) =
∑
n
(
P (|k− kmaxn|) +
1
n¯
)
|W (k− kmaxn)|2
(II.85)
where we have included the effects of Poisson shot noise.
We can see that the aliasing contributions are most
prominent near the Nyquist frequency kNy as was the
case for the density field. Finally we note that to obtain
the true FFT output one must multiply the expression
in Equation (II.85) byXf
(
k
kF
)
Xf
(
−k
kF
)
=Xf
(
k
kF
)
.
The equivalent expression for the FFT bispectrum is
Bfn(k1, k2, k3)
=
∑
n1n2
(
B (q1, q2, |q1 + q2|)
+
1
n¯
[P (q1) + P (q2) + P (|q1 + q2|)] +
1
n¯2
)
×W (q1)W (q2)W (−q1 − q2), (II.86)
where qi = ki − kmaxni, and the multiplicative factor
that gives the true FFT output becomes
Xf
(
k1
kF
)
Xf
(
k2
kF
)
Xf
(−k1 − k2
kF
)
=Xf
(
k1
kF
)
Xf
(
k2
kF
)
. (II.87)
In principle this aliasing effect can be completely
avoided by low-pass filtering the signal to remove the
high-frequency contributions. This is equivalent to con-
volving the real-space signal with a sinc function [45].
However the sinc function is highly non-local and such an
operation is computationally expensive since we would
have to distribute all particles to every grid point. In
addition we have assumed so far that our sampling op-
eration in real space, i.e. Xr(r), has infinite extent, so
that its Fourier transform is also an infinite Dirac comb.
This cannot be achieved for practical reasons, and the
Fourier transform of a truncated one-dimensional Dirac
comb is the aliased sinc function asincM (k):
F
 1
M
M−1
2∑
n=−M−12
δD(r −Hn)
 = sin(pikM/kmax)
M sin(pik/kmax)
≡ asincM (k), (II.88)
where we have introduced the normalisation factor 1/M .
We plot asincM (k) for M = 33 and 1025 in Figure II.9,
which correspond to sampling with FFT grids of size 323
and 10243 respectively. The aliased sinc function differ
from the infinite Dirac comb in a very important way,
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a) Ratio between GADGET-3 power spectra estimated with
FFT grids of different sizes. The baseline is the larger of
the two CIC grids, and the pink, dashed lines indicate the
Nyquist frequencies kNy for the 512
3 and 10243 CIC grids. It
is clear how aliasing contributions lead to overestimation of
the power spectra near k = kNy, but the functional form of
this overshoot cannot be calculated analytically.
b) fnl correlators between GADGET-3 bispectra estimated
with the same FFT grids in Figure II.8a. Again pink,
dashed lines indicate kNy for the various grids, but we
additionally label k = 2
3
kNy with blue, dashed lines to find
the correct cutoff frequency. Contrary to [47, 50] there is
little to suggest that bispectrum estimation breaks down
at 2
3
kNy, but rather at kNy as for the power spectrum.
FIG. II.8: A demonstration of aliasing in the power spectrum and bispectrum for GADGET-3 simulations.
FIG. II.9: The aliased sinc function with asincM (k) with M = 33 and 1025 plotted in units of the sampling fre-
quency of the grid kmax. Unlike the Dirac comb asincM (k) is non-local and oscillatory between the peaks, leading
to distortions and aliasing effects even for band-limited signals. As is evident in the M = 1025 case, both of these
effects can be mitigated by using finer sampling grids since the width of the primary peaks at its base is 2/M , and
the value of the function at k = kNy = kmax/2 is 1/M .
i.e. its non-locality. When convolved with δn(r) the os-
cillatory features will distort the signal, and aliased im-
ages will always overlap even if the signal is band-limited.
These aliasing contributions can be alleviated by low-
pass filtering the signal, but one can not eradicate them
nor uniquely restore the original signal [45]. However it
should be noted that with sufficiently large M one can
typically neglect these contributions: the base width of
the primary peaks is 2/M and the value of asincM (k) at
the Nyquist frequency is 1/M . Finally we remark that
these finite, discrete sampling effects are exacerbated by
the mass assignment procedure as the window function
W (k) also enters the aliased sum. This is a mild com-
plication for the shot noise terms in Equations (II.85)
and (II.86) as W (k− kmaxn) are typically simple an-
alytical expressions [46]. As for the product between
the power spectrum and window function [46] proposed
a procedure to cure these sampling effects iteratively by
assuming the power spectrum P (k) behaves like a power-
law near the Nyquist frequency k ∼ kNy. While this
approximation seemed to work effectively for the power
spectrum, it is not clear how one would similarly con-
struct a simple analytical formula that captures the local
behaviour of the bispectrum and higher order correlators
effectively.
While no method has been found to fully recover the
bispectrum near the Nyquist frequency, various solutions
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have been put forward to diminish the effects of aliasing.
A straightforward approach is using higher order interpo-
lation kernels such as PCS or Daubechies wavelets which
are closer approximations to the ideal low-pass filter. In
particular the authors of [48] claim that even with decon-
volution of the corresponding window function, the power
spectrum can be measured with the wavelets to an accu-
racy level of 2% in for wavenumbers up to 0.7kNy. Since
particle-mesh simulation codes rely on FFTs for rapid cal-
culations of the gravitational potential, the Daubechies
wavelets may prove useful as an inexpensive yet accurate
way of representing particles on a grid. An alternative
method is to push the aliasing effects to higher k by first
‘supersampling’ the density field at some higher resolu-
tion than the one desired [45]. The super-sampled grid
naturally has a higher Nyquist frequency thus we expect
the aliasing effects at the target resolution to be much re-
duced. Finally we down-sample the super-sampled grid
by deconvolving the relevant window function and remov-
ing all unwanted k-modes to obtain the signal sampled
at the frequency of interest. The advantages of ‘super-
sampling’ over other methods are its effectiveness at re-
moving undesirable aliasing distortions at the target fre-
quency, and since low order mass assignment schemes
such as CIC and TSC can be used for supersampling it
is also computationally fast. However to super-sample at
n times the required resolution demands n3 the amount
of memory which can be a big limiting factor. A third
method, propounded by [47], sets out to remove the dom-
inant aliasing contributions from odd images (cf. Fig-
ure II.7b) by interlacing two density grids that are shifted
by half the grid spacing with respect to each other. The
authors claim that the method, combined with a high
order interpolation scheme such as PCS, can reduce sys-
tematic biases from aliasing to levels below 0.01% all the
way up to the Nyquist frequency for both power spectra
and bispectra estimates.
Investigation of these effects in the case opf the bis-
pectrum is beyond the current scope of this paper and
we leave it to future work. For the remainder of the pa-
per we will instead avoid the issues mentioned above by
simply limiting ourselves to k < kmax/3 = 23kNy.
III. RESULTS
A. Comparison between Dark Matter Simulation
Codes
As we enter the age of precision cosmology we are ever
more reliant on cosmological simulations to understand
the dynamics of dark matter and baryons. Numerical
simulations act as a buffer between theory and obser-
vation: we test cosmological models by matching sim-
ulation results to observational data, and hence obtain
constraints on cosmological parameters. On the other
hand since we only observe one universe we must turn
to simulations to understand the statistical significance
of our measurements. This is especially important with
large galaxy data sets coming from current and near-
future surveys such as DES, LSST, Euclid and DESI.
While it would be ideal to use full N-body simulations to
generate these so-called mock catalogues for statistical
analysis, their huge demand for computational resources
is prohibitive for generating the large number of simula-
tions required for accurate estimates of covariances [51].
This has led to a proliferation of fast dark matter simula-
tion tools, such as PINOCCHIO [52, 53], Quick Particle
Mesh (QPM) [54], Augmented Lagrangian Perturbation
Theory (ALPT) [55] and the Comoving Lagrangian Ac-
celeration method (COLA) [56]. While the algorithms
employed in all these methods are different, they all share
the common aim of speeding up the simulation process
at the expense of reduced accuracy at small scales.
These fast methods are typically bench-marked against
N-body codes with the power spectrum and other two-
point clustering statistics, as well as some form of three-
point correlation, e.g. the reduced bispectrum
Q(k1, k2, k3) =
B(k1, k2, k3)
P (k1)P (k2) + P (k2)P (k3) + P (k3)P (k1)
(III.1)
in some restricted domain. With MODAL-LSS we can in-
corporate full bispectrum estimation into the validation
testing for these methods. The importance of these tests
cannot be underestimated: the analysis in [43] has shown
that theoretical and numerical uncertainties can strongly
influence the extent to which observational data can be
used to put constraints on cosmological parameters and
hence possibilities of detecting new physics.
As a proof of concept we have elected to test the
bispectra of three different fast dark matter methods,
i.e. COLA, Particle-Mesh (PM) and second-order La-
grangian perturbation theory (2LPT) [57], against the
Tree-PM N-body code GADGET-3 at various redshifts.
L-PICOLA [51, 58] was used to generate the COLA, PM
and 2LPT data due to its versatility and massively paral-
lel performance, and its ability to generate and evolve the
same 2LPT initial conditions used in our GADGET-3 runs.
This means that all final outputs share the same initial
seed and random phases, thus eliminating the need for
cosmic variance considerations when comparing them.
1. Fast dark matter algorithms
Here we briefly summarise the three algorithms we test
in this paper. For further details we refer the reader to
relevant literature for 2LPT [57], PM [59] and COLA
[51, 56].
a. 2LPT In Lagrangian perturbation theory (LPT)
we track particles by their displacement ψ(q, t) from
their initial position q, i.e. x(t) = q + ψ(q, t), where
x is the Eulerian position. First order in LPT leads to
the well-known Zeldovich Approximation (ZA), which is
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particularly useful due to its analytical simplicity, and
is often used to generate initial conditions for numerical
simulations. However as shown in [60] 2LPT is a su-
perior method at limited additional computational cost,
and has since replaced ZA as the standard.
b. PM The PM algorithm speeds up the calculation
of gravitational forces though the use of a mesh: instead
of summing all interactions between all the particles, we
calculate the density field on a grid and use the Poisson
equation to derive the gravitational potential in Fourier
space. This computation is sped up greatly with FFTs,
and it is straightforward to calculate the forces in real
space at each grid point with the gradient of the po-
tential and an inverse-FFT. The force on each particle
is found by reversing the interpolation scheme used to
place the particles on the grid. Here we use L-PICOLA’s
implementation of the PM algorithm which is based on
PMCODE [61].
c. COLA While the 2LPT produces excellent re-
sults at large scales, it quickly becomes deficient going
into smaller scales as it fails to capture the full non-
linearity of the system. The COLA algorithm is an ef-
ficient extension of 2LPT, boasting both speed and ac-
curacy by trying to recover the residual Lagrangian dis-
placement ψres between the 2LPT displacement and the
full non-linear counterpart. The extra computations rely
on variables already calculated and stored, such as the
LPT and 2LPT displacements and the gravitational po-
tential, the last of which is provided by the PM method.
2. Simulation Data
In order to probe a range of scales we have chosen
two simulation box sizes of 1280h−1 Mpc and 640h−1
Mpc10. The 2LPT Gaussian initial conditions were gen-
erated using L-PICOLA at redshift zi = 99 to ensure the
suppression of transients in power spectra and bispectra
estimates of our simulations [25], with an input linear
power spectrum at redshift z = 0 produced by CAMB [62].
A PM grid size of 20483 was then used to evolve the 20483
particles in each run where applicable. The fiducial cos-
mology is flat ΛCDM with extended Planck 2015 cosmo-
logical parameters (TT,TE,EE+lowP+lensing+ext, see
Table III.1). The expensive GADGET-3 run was completed
on the COSMA facility at Durham while the other codes
and all subsequent analysis was finished with the COSMOS
supercomputer at Cambridge. The small deviations in
output redshifts between GADGET-3 and L-PICOLA were
10Corresponding to kF = 0.005hMpc
−1 and kNy =
5.0hMpc−1, and kF = 0.01hMpc
−1 and kNy = 10.0hMpc
−1
respectively
corrected with the appropriate linear growth factor
D1(a) =
E(a)
D1,0
∫ a
0
da′
a′3E3(a′)
(III.2)
where
E(a) =
H(a)
H0
=
√
Ωma
−3 + ΩΛ (III.3)
for a flat cosmology, and
D1,0 =
∫ 1
0
da′
a′3E3(a′)
(III.4)
is introduced to normalise D1(z = 0) = 1.
In addition to Table III.1, the following are the key pa-
rameters we used to generate the initial power spectrum
and evolve the initial conditions:
a. CAMB We use only cold dark matter (CDM) and
baryons to define the matter power spectrum and σ8,
i.e. transfer_power_var = 8. The relevant neutrino
parameters are massless_neutrinos = 2.046 and mas-
sive_neutrinos = 1.
b. L-PICOLA Three different logarithmic time step-
pings in a were used to test the accuracy of COLA:
∆(ln a) = 0.01 (the same time-stepping we use for
GADGET-3), 0.046 and 0.23. They correspond to 460, 100
and 20 time-steps from z = 99 to z = 0 respectively.
c. GADGET-3 We used [25, 63] as guides in setting
the parameters to ensure high numerical accuracy in
our simulations: MaxRMSDisplacementFac = 0.1, Er-
rTolIntAccuracy = 0.01, MaxSizeTimestep = 0.01, Er-
rTolTheta = 0.2 and ErrTolForceAcc = 0.002. A smooth-
ing length of 0.05L/N where L is the simulation box size
and N = 2048 is the number of particles per dimension
was used.
3. Simulation Power Spectra
We estimated the power spectra of our simulations
with GADGET-3. To minimise errors coming from alias-
ing effects the power spectra of each simulation was esti-
mated three times: once with a 20483 PM grid and two
further times by ‘folding’ [64] that grid onto itself by fac-
tors of 2 and 4 respectively. The disadvantage of this
folding method is the reduction in the number of modes
at large scales leading to greater cosmic variance. We
therefore combine these three power spectra together to
guarantee precision over the entire k-ranges considered
here. We did not observe shot noise in the power spectra
of the initial conditions, and due to large number den-
sities used did not find it necessary to correct for shot
noise in the simulation outputs (cf. Equation (II.64)).
Figure III.1 shows the ratio between the power spec-
tra of the fast codes and GADGET-3 at redshift z = 0.5.
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Description Symbol Value
Hubble constant H0 67.74 km s
−1
Physical baryon density parameter Ωbh
2 0.02230
Matter density parameter Ωm 0.3089
Dark energy density parameter ΩΛ 0.6911
Fluctuation amplitude at 8h−1 Mpc σ8 0.8196
Scalar spectral index ns 0.9667
Primordial amplitude 109As 2.142
(a) Planck 2015 cosmological parameters (rightmost column
of Table 4 in [1])
Description Symbol Value
Physical neutrino density parameter Ωνh
2 0.000642
Number of effective neutrino species Neff 3.046
Curvature density parameter Ωk 0.0000
(b) Extensions to base ΛCDM parameters (rightmost
column of Table 5 in [1])
TABLE III.1: For consistency between the Planck parameters and the CAMB output we incorporated one mas-
sive neutrino species with a small energy density. The lack of radiation and neutrino evolution in L-PICOLA and
GADGET-3 has led us to define the matter power spectrum to consist only of cold dark matter and baryons, hence
the raised value of σ8 instead of the Planck value of 0.8159. The pivot scale for ns is 0.05 Mpc
−1.
FIG. III.1: Ratio between the power spectra of the various fast dark matter codes and GADGET-3 for the 2 simula-
tion boxes. All the power spectrum estimates were performed with GADGET-3. The sub-par performance of 2LPT
and COLA with a coarse time-stepping of ∆(ln a) = 0.23 is unsurprising, but the ∆(ln a)0.046 COLA simulation
with compares quite favourably with PM and the ∆(ln a)0.01 COLA with at a fraction of the computational cost.
As noted by its authors the ability to reproduce the matter power spectrum at a reasonable accuracy but with re-
duced computational resources compared to conventional PM methods is the strength of the COLA method [51].
While 2LPT and ∆(ln a)0.23 COLA compare poorly to
GADGET-3 as expected, the power of the COLA algorithm
to imitate the performance of PM in fewer time-steps is
shown by the ∆(ln a)0.046 case. It should be noted that
PM does perform slightly better than COLA when the
same number of time-steps are used.
4. Simulation Bispectra
The density field of the simulations were first obtained
via a CIC mass assignment. A smoothed GADGET-3 power
spectrum11 at the appropriate redshifts were used in
the signal-to-noise weighting of the bispectrum (Equa-
tion (II.33)).
In Figure III.2 we show the estimated bispectra for
11Smoothing is necessary at large scales where the lack of modes
creates large variance in the estimated power spectrum, and was
achieved by ‘dividing’ out the variance:
Pˆsmooth(k, z) = Pˆvar(k, z)
PL(k, z)
PˆIC(k, zi)
× D
2
1(zi)
D
2
1(z)
(III.5)
where Pˆvar(k, z) is the original, variance-contaminated, power
spectrum estimate, PL(k, z) is the linear power spectrum computed
by CAMB at the same redshift and PˆIC(k, zi) is the estimated power
spectrum of the initial conditions. This step is crucial for pro-
ducing a smooth theoretical bispectrum since they often take the
non-linear power spectrum as input, and a simulation power spec-
trum is usually chosen for that purpose to ensure fair comparison
between simulation and theory (see Section III C).
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a) Redshift z = 9 b) Redshift z = 3 c) Redshift z = 2
d) Redshift z = 1 e) Redshift z = 0.5 f) Redshift z = 0
FIG. III.2: Redshift evolution of the estimated bispectra from a 1280h−1 Mpc GADGET-3 simulation, plotted up to
kmax = 2.0hMpc
−1. This shows clearly how the flattened tree-level signal dominates the early time bispectra, but
the constant shape brought about by the aggregation of matter takes over at late times. To emphasise this point we
have scaled the maxima of the colour bars for redshifts z = 3 → 0 relative to redshift z = 9 by the appropriate
linear growth factor, D1(z)/D1(z = 9). The SN-weighted tree-level bispectrum grows as D1(z), and the saturation
of the signal for redshifts z = 1, 0.5, 0 demonstrate faster growth than that dictated by perturbation theory in the
non-linear regime. It is remarkable that the only shape generated by the collapse of dark matter into halos is the
constant shape. Therefore after z 2 we observe a steady growth in the strength of the signal but very little change
in the bispectrum morphology.
the 1280h−1 Mpc GADGET-3 simulations described in Sec-
tion IIIA 2 up to kmax = 2.0hMpc
−1. We choose this
resolution to best highlight the transition from the tree-
level dominant signal seen in early redshifts to the strong
constant shape presence induced by non-linear gravita-
tional evolution at late times. In particular we see that
this happens most prominently from redshift z = 3,
where there is still some competition between the flat-
tened and equilateral signals, to redshift z = 2, in which
the constant shape has taken over. This is one of the
many advantages of estimating the full bispectrum, as its
morphology typically offers unique information regard-
ing structure formation that cannot be gained from the
power spectrum. Another point of note is that the forma-
tion of dark matter halos through virialisation generates
only one bispectrum shape which is the constant shape,
as evidenced by the lack of change in the bispectrum past
z = 2 bar a growth in signal strength. We also show the
bispectrum residuals between the fast dark matter codes
and GADGET-3 in Figure III.3. The inability of the fast
codes to resolve small scale structure is illustrated by the
lack of constant shape signal in their bispectra. These
pictures agrees qualitatively with the power spectra re-
sults in Figure III.1.
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a) 2LPT b) ∆(ln a)0.23 COLA c) ∆(ln a)0.01 COLA
d) ∆(ln a)0.046 COLA e) PM f) Boosted ∆(ln a)0.01 COLA
FIG. III.3: Bispectrum residuals at redshift z = 0.5 between the 1280h−1 Mpc fast dark matter and GADGET-3
simulations, plotted up to kmax = 2.0hMpc
−1. The lack of non-linear signal in the fast dark matter simulations is
evident, leading to a deficient constant shape in their bispectra.
To make quantitative comparisons we invoke the cor-
relators introduced in Section IIC 1. The fnl correlators
of the fast dark matter codes with GADGET-3:
fnl(BˆDM, BˆGADGET-3) =
∑
n β
R
DM,nβ
R
GADGET-3,n∑
n(β
R
GADGET-3,n)
2
(III.6)
are shown in Figure III.4; we do not plot the shape corre-
lators as they only provide redundant information. The
first thing to note is a striking resemblance to the power
spectra plots in Figure III.1, as the power spectrum en-
ters the fnl correlator through the weighted inner prod-
ucts between bispectra (Equation (II.32)). Since we use
the GADGET-3 power spectrum for the weighting, bispec-
tra comparisons will inevitably be biased by the lack of
power in the fast dark matter power spectra. To address
this issue and show the differences due to the bispectrum
alone we propose boosting the power spectrum of the fast
code in Fourier space:
δDM(k)→
√
PˆGADGET-3(k)
PˆDM(k)
δDM(k). (III.7)
The residuals between the boosted 1280h−1 Mpc
∆(ln a)0.01 COLA simulation and GADGET-3 is shown in
Figure III.3, demonstrating more than a 3x reduction in
magnitude compared to the unboosted COLA and PM
runs. More quantitatively the boosted ∆(ln a)0.01 COLA
bispectra also show much improved fnl correlation with
GADGET-3 as seen in Figure III.4. We therefore conclude
this is an effective yet relatively inexpensive12 method to
12To obtain a smooth boosting factor in Equation (III.7) we
require one GADGET-3 and one fast code run that share the same
initial conditions. This only has to be done once as the boosting
factor should be reasonably realisation-independent.
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improve the performance of fast simulation codes. Nev-
ertheless a dip in correlation at small scales remain after
boosting which reflects that there is bispectrum informa-
tion lost which is independent of the power spectrum.
B. Gaussian vs Non-Gaussian covariances
The extent to which we can put constraints on cosmo-
logical parameters through the bispectrum is dependent
on the covariance of MODAL-LSS estimator. To find the
full covariance we first average over 10 boosted COLA re-
alisations for an estimate of the mean bispectrum β¯, then
calculate the variance in fnl(β, β¯) as an estimate for Cfnl
(Equation (II.77)). The computational cost of COLA
runs are sufficiently low that additional to the 1280h−1
Mpc and 640h−1 Mpc boxes we have also completed runs
with 5120h−1 Mpc and 2560h−1 Mpc box sizes13, so
that we can explore the regime where Gaussian covari-
ances dominate. We have made a least-squares fit of the
full covariance
√
Cfnl with the curve_fit algorithm in
Scipy, using the default Levenberg-Marquardt method
[65]. We model the full covariance a sum of two power
laws: f = Ak−a + Bk−b, which represents the Gaus-
sian and non-Gaussian contributions respectively. The
best-fit is obtained using the following values for these
parameters: A = 4.6480× 10−6, B = 1.0900× 10−3, a =
2.5978, b = 0.2315.
Our estimates are shown in Figure III.5 where we also
plot the Gaussian covariances calculated using Equa-
tion (II.77) with the 3-shape model αRn coefficients. It
is clear that while the Gaussian covariance continues to
diminish in the non-linear regime due to more modes be-
ing available, the non-Gaussian covariance starts to dom-
inate at k ∼ 0.1hMpc−1 and then asymptotes towards∼
0.1%. This has important consequences on e.g. Fisher
matrix forecasts, especially if non-Gaussian covariances
are not taken in account which could strongly skew the-
oretical error estimates. While the combination of power
spectrum and bispectrum is superior to using the power
spectrum alone, the improvement may not be as signifi-
cant as one might have hoped due to this plateauing in
the bispectrum covariance.
13Since we do not have GADGET-3 simulations for the 5120h−1
Mpc and 2560h−1 Mpc boxes we estimate the dark matter power
spectrum by boosting a COLA run as follows. First we repeat the
smoothing procedure detailed in Footnote 12 to obtain a smoothed
COLA power spectrum, then estimate the appropriate boosting
factor with the 1280h−1 Mpc one.
C. Comparison between Dark Matter Simulations
and Theory
The development of the MODAL-LSS toolkit is to al-
low straightforward comparisons between bispectra, ei-
ther from simulations, observational data, or theory. In
that cause we first test our method by estimating the
bispectrum of 2LPT initial conditions (IC) generated by
L-PICOLA, using the fact that it should reproduce the
tree-level bispectrum. We used a range of grid sizes to
generate the initial conditions, and to combat cosmic
variance at large scales we average over multiple realisa-
tions. Similar to the test in Section IID 3 we use Equa-
tions (II.29) and (II.34) to find that
Sβ,α =
∑
n β
R
n α
R
n√∑
n(β
R
n )
2∑
n(α
R
n )
2
,
fβ,αnl =
∑
n β
R
n α
R
n∑
n(α
R
n )
2
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The correlators between the averaged runs and the
tree-level bispectrum are shown in Table III.2, and we
also plot the reconstructed simulation bispectra in Fig-
ure III.6.
The poor shape correlation (< 95%) for low k is a
strong indication that something is wrong with the IC,
but cosmic variance cannot be the only source of error
since a very large number of runs were used in the 2563
case. We have also ruled out shot noise since it is not
the correct shape. Moreover the large amplitude of the
simulation bispectra leads to an inflated fnl in a way that
is dependent on the size of the FFT grid used. We pro-
pose this failure of the IC code to reproduce the correct
bispectrum is due to both (i) transients, as discussed in
[25, 66], and (ii) grid effects. Similar problems were ob-
served in [67], and subsequently alleviated by the use of
glass initial conditions. With more sophisticated tech-
nology at hand now we shall investigate this further in
the near future.
Another obvious candidate for our tests is the redshift
evolution of a simulation. It is natural to expect a faith-
ful adherence to the tree-level bispectrum at earlier times,
even at high k. With the passage of time, and hence grav-
itational collapse, the non-linear signal will eventually
dominate at small scales, leading to significant deviations
from perturbation theory. This is shown clearly in Fig-
ure III.7, where we compare the 1280h−1 Mpc GADGET-3
simulation to the tree-level bispectrum. As the small-
est FFT grid we use in bispectrum estimation is 2563
we unfortunately miss out on the observationally rele-
vant scales of k ∼ 0.1hMpc−1, but our efforts to recover
the tree-level bispectrum in larger simulations (i.e. 1280
and 2560h−1 Mpc) have failed, probably due to the same
issues we encountered when we tried to extract the ini-
tial conditions bispectra. Transients are the most likely
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a) b)
FIG. III.4: fnl correlators between the bispectra of fast dark matter codes and GADGET-3. The similarities of these
plots to those in Figure III.1 is due to the power spectrum weighting present in inner products between bispectra
(Equation (II.32)), thus a mismatch in power spectra naturally leads to discrepancies in bispectrum comparisons.
This may suggest that the differences we see here are due to the power spectrum alone, but clearly this is not the
case since the ‘boosted’ COLA simulation has an identical power spectrum to GADGET-3 yet still suffers from a lack
of bispectrum signal at small scales. However, the improved performance of the boosted COLA bispectrum demon-
strates the effectiveness of the ‘boosting’ method.
FIG. III.5: The full covariance of the fnl correlator estimated using 10 COLA runs compared to the Gaussian
contribution calculated using Equation (II.77) with the 3-shape model. The two begin to diverge significantly at
k ∼ 0.1hMpc−1, signalling the dominance of non-Gaussian covariances. Since the covariance scales inversely as the
cube of the box size, in order to combine the estimates from the different simulations we have re-scaled them ac-
cordingly against the 5120h−1 Mpc runs. The purple points are the best-fit to the full covariance with the function
f = Ak−a +Bk−b and the parameters A = 3.2477× 10−6, B = 1.5871× 10−3, a = 2.8339, b = 0.2409.
explanation for the poor shape correlation at low k, espe-
cially at redshift z = 9, as the correlation improves with
time when these modes decay away.
IV. CONCLUSIONS
In this paper we present the newly improved
MODAL-LSS code for efficiently computing the bispectrum
of any 3D input density field. This code enables us to
do high precision analysis with the dark matter bispec-
trum from large N-body simulations or faster alternative
codes, and to make detailed quantitative comparisons be-
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a) 10000 averaged 2563 COLA runs b) 10 averaged 5123 COLA runs
c) 10 averaged 10243 COLA runs d) 10 averaged 20483 COLA runs
e) Tree-level bispectrum
FIG. III.6: The reconstructed bispectra from averaged 2LPT IC, and the desired signal, i.e. the tree-level bispec-
trum, plotted up to kmax = 0.41hMpc
−1 . The colour scale is chosen to show the full range of the tree-level bispec-
trum, leading to significant saturation for the simulation bispectra. With increeasing FFT grid size the IC bispec-
trum morphology approaches the theoretical one, but the amplitude remains grossly inflated.
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kmax (hMpc
−1
)
10000 averaged 2563 runs 10 averaged 5123 runs 10 averaged 10243 runs 10 averaged 20483 runs
Sβ,α fβ,αnl Sβ,α fβ,αnl Sβ,α fβ,αnl Sβ,α fβ,αnl
0.4123 0.9300 11.12 0.9339 5.603 0.9469 3.072 0.9583 1.830
0.8296 - - 0.9501 6.076 0.9613 3.228 0.9794 1.895
1.6690 - - - - 0.9696 3.442 0.9830 1.950
3.3429 - - - - - - 0.9870 2.064
TABLE III.2: Comparisons between averaged 2LPT IC bispectra and the tree-level bispectrum, where the IC have
been generated with different grid sizes. The poor shape correlation at low k cannot be caused by cosmic variance
alone due to the high number of runs used, and a clear trend of scale dependence can be seen in the fnl correlator.
a) Shape correlator b) fnl correlator
FIG. III.7: Correlators between a 1280h−1 Mpc GADGET-3 simulation and the tree-level bispectrum at various red-
shifts. Transients is the likely suspect for the especially poor shape correlation at low k at redshift z = 9.
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tween theory and simulations. By exploiting highly op-
timised numerical libraries, we were able to incorporate
1000 separable modes in the bispectrum analysis (rela-
tive to 50 modes previously [36]), also including specially
tailored modes to accurately recover the tree-level bispec-
trum. This allows convergence to a much broader range
of nonlinear gravitational and primordial bispectra and
makes generic non-Gaussian searches feasible in huge fu-
ture galaxy surveys.
First, we have addressed a few common areas where
errors in the MODAL-LSS estimator can be significant, i.e.
shot noise, the covariance of the estimator, and aliasing
effects from using FFTs. Shot noise in the bispectrum
is well-known and required little discussion. The full co-
variance of the MODAL-LSS estimator was derived for the
first time, but the non-Gaussian contributions to the co-
variance appear to be analytically intractable, even with
the separable modal expansion, so we can only estimate
the Gaussian covariance, and we must tackle the prob-
lem numerically. While others have investigated of dis-
crete FFT methods on bispectrum estimation, we find
that contrary to other estimators the MODAL-LSS estima-
tor breaks down at the same frequency as power spectra
estimators, i.e. at the Nyquist frequency kNy, rather
than at 23kNy. We believe this is not a consequence of
the MODAL-LSS method but rather a general result in bis-
pectrum estimation since the aliasing effects come from
the discrete sampling of the density field and not the use
of FFTs itself.
With many large galaxy data-sets on the horizon, there
is a pressing need for fast mock catalogue codes. While
these fast codes are designed to only replicate the accu-
racy of N-body codes at large scales without resolving
finer structure, we have found a simple and effective way
to enhance their performance. A comparison between
the 2LPT, PM and COLA algorithms against GADGET-3
shows 2LPT is deficient in both the power spectrum
and bispectrum, while the COLA algorithm is success-
ful in giving comparable performance to PM with fewer
time-steps. Noting that the drop in bispectrum at large
scales might be influenced by the power spectrum, we at-
tempted to rectify this by boosting the power spectrum
of the COLA simulation and saw a significant reduction
in the power lost.
Finally we address the theoretical modelling of the
dark matter bispectrum by examining the full covariance
of the MODAL-LSS estimator, showing that non-Gaussian
contributions begin to dominate at k ∼ 0.1hMpc−1 and
plateaus towards ∼ 0.1%. This is a significant adjust-
ment as the non-Gaussian covariance is difficult to cal-
culate even numerically, leading to the use of only the
Gaussian covariance in most Fisher matrix forecasts. In
principle, this will lead to gross underestimates of the
theoretical error and thus the ability to put constraints
on cosmological parameters. To show the power of the
MODAL-LSS method in testing theoretical models against
simulations we have compared (i) 2LPT initial conditions
against the tree-level bispectrum, and (ii) a GADGET-3
simulation against the tree-level bispectrum at various
redshifts. We have observed problematic transient modes
and grid effects that affect the initial conditions, where
the tree-level bispectrum should be recovered after av-
eraging over many realisations. These effects propagate
and persist to late times on the largest scales, as shown
in a GADGET-3 comparison, and must be addressed in the
initial conditions.
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Appendix A: Calculation of γnm with FFTs
As mentioned in the main text the integral
γnm ≡
V
pi
∫
VB
dVkQnQm (A.1)
can be evaluated in two ways. The first is by direct inte-
gration on the tetrapydal domain which gives the most
accurate answer. In Figure A.1a we show γnm calculated
in this way for 1000 modes using shifted Legendre poly-
nomials and 42 grid points in each dimension.
Alternatively this can be done with the use of FFTs.
It can be shown that for any function F (k1, k2, k3) this
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a) γnm calculated directly on the tetrapyd for 1000 shifted
Legendre polynomials using 42 grid points in each dimension.
The abundance of off-diagonal features demonstrate the lack
of orthogonality between modes on the tetrapyd, especially
for high n.
b) The same calculation but using FFTs over 1283 grids in
real space, but keeping the same kmax. While this qual-
itatively agrees with the plot to the left, the off-diagonal
elements differ wildly quantitatively, demonstrating much
stronger orthogonality between the modes.
FIG. A.1: To better highlight the off-diagonal structure, in both of these figures we plot log10
∣∣∣ γnm√γnnγmm × 106∣∣∣,
such that the diagonal is always 6, and limit the plot range to [0, 6]. This is important since we need the inverse
of γnm to rotate the MODAL-LSS coefficients in the Q basis to the R basis, and even small numerical differences in
the off-diagonal elements can create large deviations in the final result.
expression holds:
∫
d3k1
(2pi)3
d3k2
(2pi)3
d3k3
(2pi)3
(2pi)6δ2D (k1 + k2 + k3)F
=
V
8pi4
∫
VB
dk1dk2dk3 k1k2k3F. (A.2)
Therefore we can write down an expression for γnm in
terms of inverse Fourier Transforms:
γnm
= (2pi)9
∫
k1,k2,k3
δD(k1 + k2 + k3)
QnQm
k1k2k3
= (2pi)6
∫
d3x
∫ ∏
i d
3ki
(2pi)9
ei(k1+k2+k3)·x
QnQm
k1k2k3
=
(2pi)6
6
∫ [
Mr1r2(x)Ms1s2(x)Mt1t2(x) + 5 perms
]
d3x,
(A.3)
where we have suppressed the arguments
( k1kmax
, k2kmax
, k3kmax
) of Qn and Qm for brevity, and
introduce the integrals
Mr1r2(x) =
∫
d3k
(2pi)3
1
k
qr1(k/kmax)qr2(k/kmax)e
ik·x
(A.4)
resulting from the product QnQm. For n ≡ {r1, s1, t1}
and m ≡ {r2, s2, t2} this product produces 36 terms, but
only 6 unique combinations, i.e.
• (r1r2)(s1s2)(t1t2)
• (r1s2)(s1t2)(t1r2)
• (r1t2)(s1r2)(t1s2)
• (r1r2)(s1t2)(t1s2)
• (r1s2)(s1r2)(t1t2)
• (r1t2)(s1s2)(t1r2),
hence the 6 permutations in the final line of Equa-
tion (A.3). Figure A.1b shows the result of such a calcu-
lation with 1283 grids in real space, but keeping the same
kmax. The discrepancy in number of grid points arises
from aliasing considerations when putting particles on
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a grid, as discussed in Section II E 3. Although this is
not relevant here we only use up to 23kNy of FFT grids
here for consistency with our analysis of simulation data.
Thus, both methods effectively use the same number of
grid points as far as the tetrapyd is concerned.
Although Figure A.1a and Figure A.1b share qualita-
tively similarities, demonstrating the same grid structure
and features along the main diagonal and its close neigh-
bours, the numerical values of the off-diagonal elements
are much smaller with the FFT calculation. Curiously
this would suggest the modes are more orthogonal to
each other when used in conjunction with FFTs. In ro-
tating the MODAL-LSS coefficients from the Q to R basis
we need to calculate λnm (Equation (II.56)), given by
γ−1 = λTλ. Since the inverse of a matrix is highly sus-
ceptible even to small changes in off-diagonal elements,
big differences in the final bispectrum estimation can re-
sult if one is not careful. To illustrate this effect we
made the following tests of the FFT-based MODAL-LSS
code using randomly generated Gaussian density fields.
Gaussianity implies the lack of bispectrum and higher
order correlators, which has two consequences on the
MODAL-LSS coefficients. First,
〈
βQn
〉
= 〈βRn 〉 = 0 due to
the absence of any bispectrum. Additionally, as shown in
the MODAL-LSS covariance calculation (Equation (II.74)),
for a Gaussian density field the βQ coefficients satisfy〈
βQmβ
Q
n
〉
= γmn. To ensure the internal consistency of
the method we rotate this expression into the R basis
with the γnm calculated with the two methods above
and check if we recover
〈
βRmβ
R
n
〉
= δmn. The conver-
sion is achieved in the same manner as discussed in Sec-
tion IID 2 by first taking the Cholesky decomposition of
γ to obtain λ−1, then a further matrix inversion gives λ.
These are good sanity checks that our numerical code is
behaving as expected and that the algorithm does indeed
work.
The results of the 〈βRn 〉 = 0 test is shown in Figure A.2
and the
〈
βRn β
R
n
〉
= 1 test in Figure A.3. Here we used
1283 FFT grids and 42 tetrapyd points as above. The
〈βRn 〉 = 0 test is inconclusive as 〈βRn 〉 calculated both
ways are consistent with 0, but when the γnm calculated
with the tetrapyd is used a strong divergence from the
mean is observed at high n, which might be an indica-
tion that something is amiss. On the other hand Fig-
ure A.3 clearly demonstrates the problem with using the
tetrapyd-based γnm, as even stronger deviations are seen
due to the inconsistent off-diagonal terms. We conclude
that if the incorrect γnm is used one would not bias the
mean (i.e. the bispectrum estimation itself), but would
lead to hugely inflated covariances in the estimated bis-
pectrum.
For grid sizes up to 5123 we can use the FFT method to
calculate γmn, but for 1024
3 grids and above the compu-
tational cost becomes impractically big. For this reason
we have found a way to use the tetrapyd-based γnm to de-
liver consistent results. This is illustrated in Figure A.4
where we check
〈
βRn β
R
n
〉
= 1 with 10243 FFT grids and
γnm computed on the tetrapyd using different number
of grid points. There is a clear improvement over the
previous results based on only 41 tetrapyd grid points,
but although all 4 plots are consistent with
〈
βRn β
R
n
〉
= 1
a downward trend at high n can be seen in the 341 and
682 case. However when 1024 or more tetrapyd points are
used this trend virtually disappears, with only a marginal
improvement in using 1365 points instead of 1024. There-
fore for large FFT grids we shall use the same number
of tetrapyd points as the FFT grid so as not to bias the
bispectrum covariance.
Finally in this section we assess the effectiveness of this
procedure on a real signal, i.e. the 1280,Mpc GADGET-3
simulation at redshift z = 0 as presented in Section III.
With the βR coefficients calculated up to a certain kmax
we can reconstruct the bispectrum tetrapyd of the simu-
lation to a lower one, and thus compare the fidelity of bis-
pectrum estimation when different FFT grids and means
of calculating γmn are used. As shown in Figure A.5 the
set of βR coefficients from a 20483 grid is consistent with
the others to 2% level down to 41kF , a very impressive
result considering this accounts for
(
41
681
)3 ∼ 0.02% of
the total tetrapyd. It is therefore unnecessary to recalcu-
late βR coefficients with fewer FFT grid points, as long
as we disregard the very tip of the tetrapyd where the
MODAL-LSS method breaks down. We also restrict our-
selves to using 2563 grids or larger since it is clear that
reliable information cannot be obtained below 41kF . One
therefore has to carefully choose the box size of the simu-
lation so that the physically interesting k scales are above
this limit.
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