The distribution network plays a great role in the power system, and any fault in it may threaten the safe and stable operation of the power system. Hence, fault diagnosis has an important role in protecting the distribution network and maintaining power system stability. The model-based diagnosis (MBD) is one of the diagnostic methods that have some advantages compared with the common diagnosis methods. The latter, such as expert diagnosis systems depend on the professional experience and fault information. However, the inefficiency and incomplete calculation of the minimum hitting set (MHS) limits the performance of the MBD. In this paper, to overcome these limitations, an innovative MHS algorithm which considers the nature and characteristics of the distribution network is proposed. In the proposed algorithm, a new fitness function is constructed by a weighted combination method, which allows particles to move directly toward the MHS without the effect of non-hitting set particles. Finally, three cases studies and discussion on the distribution network are introduced to validate the advantages of the proposed algorithm, in terms of the computation efficiency and accuracy.
I. INTRODUCTION
Distribution network is an essential part of the power system which if disrupted, people's natural life and production will be seriously affected. Therefore it is important to locate and isolate faults timely and accurately to ensure the reliability and security of the distribution network [1] . Fault diagnosis incorporates detection, isolation and identification [2] . The main task of fault diagnosis is the fault detection, which check whether there is system malfunction or fault and decide the time when the fault happens. Moreover, fault isolation is to isolate the area of the faulty component, and fault identification is to decide the sort, form, and size of the fault.
Numerous impressive efforts have been exhibited toward developing of the fault diagnosis methods in distribution network. Among them, the explicit methods [3] - [8] such as the analytical models [3] , [4] and the implicit methods [9] - [17] The associate editor coordinating the review of this manuscript and approving it for publication was Ruqiang Yan.
such as the expert systems [14] , [15] . Although these methods offer incredible solutions to the fault diagnosis, it has some imperfections. Most of the implicit methods highly relied on the professional experiences of the fault which is quite troublesome. Accordingly, the faults outside experience are difficult to be diagnosed. Moreover, the time of response of these methods are normally not pertinent to a real-time environment because of the traditional knowledge representation and inference mechanism [14] .
Artificial Neural Network (ANN) is a potential solution has been utilized for fault diagnosis [15] , [16] . However, the practical application of ANN still remains issues such as moderate convergence, awful transparency and slow training process. This makes ANN not satisfactory approach in fault diagnosis.
To beat the previously mentioned imperfections, a modelbased diagnosis (MBD) method is presented in this paper. This method has been applied in many fields [18] - [20] and some applications in power distribution network [21] - [23] .
MBD have received impressive consideration in faults diagnosis, because of the expanding interest for safe, robustness and reliable operation of uncertain and complex dynamic systems [18] . In additional, the operation results demonstrated that MBD has better performance without fault experience; moreover, it can solve the systemic migration problem as well [19] . Furthermore, If the system is somewhat changed, just the model should be slightly changed which make the procedure faster [21] .
In fault diagnosis field, estimation of the minimal hitting set (MHS) is the bottleneck step of MBD [23] . The MHS algorithm is used to find diagnoses which clarify all observed conflicts.
There are sex steps in MBD, the first three steps are carried out offline and the last three steps are carried out online. As the MHS calculation is the more complex and time-consuming in the last three steps, the performance of MBD mainly depends on the calculation efficiency and accuracy of the MHS.
There are many algorithms have been employed to calculate MHS. The hitting set tree (HS-TREE) algorithm [24] , the binary hitting set tree (BHS-TREE) algorithm [25] and other algorithms have also been put forward [26] - [28] . The main shortcomings of these algorithms are: easily losing correct solution as a result of pruning, and low calculation efficiency [25] . Moreover, these algorithms are based on tree or graph theory, they need to generate numerous nodes. So that the calculations of MHS on these algorithms depend on the population size which in turn affects the run time and accuracy of calculations. Hence, the calculating time of these algorithms is unacceptable in the case of calculating MHS on a large scale of conflict sets. Therefore, the intelligent algorithms have been used to calculate the MHS, such as genetic algorithm (GA) [29] , binary particle swarm optimization (BPSO) [30] , improved differential evolution algorithm (IDEA) [31] , immune genetic algorithm (IGA) [32] and series hybrid algorithm for BPSO and GA (BPSO-GA) [33] . These algorithms have the advantages of low difficulty, low complexity, fast convergence and global search capability. However, these algorithms are general, that is to say, the nature and characteristic of the problems to be solved are not taken into account. As a result, the efficiency and accuracy of MHSs calculations are greatly limited.
In order to improve the calculation efficiency and accuracy of MHSs, an innovative MHS algorithm is proposed in this paper. This algorithm takes into account the nature and characteristics of the distribution network. In the proposed algorithm a new fitness function is constructed by a weighted combination method. This function allows the particle iterate towards the MHS directly without the effect of non-HS particles. By analyzing the topology of the distribution network, the characteristic of no intersection between the minimum conflict sets (MCSs) of the distribution networks is derived. Based on this feature, a new MHS criterion is constructed, which could avoid the participation of MHS ensured strategy (MHSES). The new fitness function and MHS criterion could improve effectively the efficiency and accuracy of MHS calculation.
II. FUNDAMENTALS OF MBD
In this section, the relevant theories of the consistency-based MBD are presented. With these theories, the diagnosis steps of consistency-based MBD in distribution networks are organized. From the diagnosis steps, it can be clearly seen that the last three steps of the MBD are online in which the MHS calculations take up most of the run time. Therefore, there is a significant impact of the performance of MHS calculation on the application of MBD in fault diagnosis in distribution networks.
A. THE THEORY OF MBD
Some related definitions and theorems regarding MBD are introduced as the following:
Definition 1: A diagnosis system can be described by a three sets (SD, COMPS, OBS). The system description (SD) is a set of first order sentences. The system components (COMPS) are a set of constants. The system observation (OBS) is a finite set of first order sentences.
Definition 2: A set C is a conflict set (CS) of the sys-
If no subset of the CS is a CS for the system, the CS is a minimal conflict set (MCS).
Definition 3:
A set H is called a hitting set (HS) for a MCS cluster if: H ⊆ ∪C i , ∀C i ∈ MCSs, H ∩ C i = ∅. If no proper subset of the HS is a HS, the HS is a minimal hitting set (MHS).
Theorem 1: A system component ⊆ COMPS is a diagnosis candidate of the system if is a MHS of the system.
B. DIAGNOSIS PROCESS OF MBD FOR DISTRIBUTION NETWORK
According to relevant theoretical knowledge of MBD, the steps of MBD for distribution networks are as follows [21] , [22] : 1) Establishing the system model. MBD model is established for distribution network by describing the analytic redundancy relationships (ARRs) in normal case, ground fault case and break fault case of the buses and feeder sections. 2) System division. The location of distribution circuit breaker, sectional switch and connection switch is chosen as the measurement point. Furthermore, the electrical quantity is collected by the existing distribution automation device feeder terminal units (FTUs). According to the position of the measurement points, the distribution network is divided into multiple subsystems. 3) Searching for the MCSCs. According to the information implied in the ARRs in normal case, the MCSCs in each subsystem are searched off-line by the relation guiding algorithm (RGA). 4) Identify the MCSs. The FTUs at each measurement points upload the fault electrical quantity to the SCADA system. The fault electrical quantity and the parameters of the buses and feeder sections are counted into the corresponding ARRs, and the relative residual of each ARR is calculated. If the relative residuals of the ARR are larger than the prescribed threshold, the MCSC corresponding to the ARR is the MCS. 5) MHSs calculation. The intelligent algorithm uses the fitness function and the MHS criterion to find all the MHSs. 6) Locating fault elements. The failure probability of a MHS is the product of the failure probability of all components it contains. When the failure probability of each MHS is calculated and ranked, the MHS with maximum failure probability is the diagnostic result. The steps of MBD for distribution networks can be described as shown in Fig. 1 [23] . During faults, the performances of the last three online steps determine the efficiency and accuracy of MBD. Among them, identifying MCSs, locating fault elements are simple formula calculation, and MHSs calculation is complex iteration calculation. Therefore, the latter is the more complex and time-consuming, which in turn determines the efficiency and accuracy of MBD to some extent [31] .
III. PROPOSED MHS CALCULATION SCHEME
This section proposes a new fitness function and MHS criterion considering the nature and characteristic of the distribution network, which fundamentally simplifies MHS algorithms. In order to implement MHS calculation, an intelligent optimization algorithm is necessary. Therefore, the BPSOGA is introduced.
A. FITNESS FUNCTION ANALYSIS
The fitness function adopted in reference [35] is:
where N cx is the number of MCS in the MCS cluster C that intersect with the current particle x, N c is the number of MCS in the MCS cluster C. The fitness function adopted in reference [31] is:
The above two fitness functions are essentially equal and can effectively avoid the influence of non-HS particles on the iterations. However, they only allow the particles iterate towards the HS rather than the MHS.
The fitness function adopted in reference [33] is:
where L x is the length of the particle x, which is the number of ''1'' in the particle. The fitness function just allows particles iterate toward the MHS, but it is easily affected by non-HS particles during iterations. In order to implement that the particles iterate to the MHS directly without being affected by non-HS particles, a new fitness function is constructed as follows:
where 1 − N cx /N c makes the particles iterate in the direction of the HS, and ωL x allows the particle to iterate to the MHS on the basis of the HS.
To avoid the effect of the non-HS particles, the magnitude order of ωL x should be smaller than 1 − N cx /N c . ω is used to reduce the progressive relation from HS to MHS by one order of magnitude in fitness value. Thus, the two progressive relations are effectively fused, that is the non-HS, HS, and MHS particles can be distinguished in the fitness value. Therefore, the weight coefficient ω is crucial to the particle iteration performance. Assuming the most complex fault in the distribution network is triple three-phase fault. Then the maximum value of N c is 9 and the maximum value of L x is 18, which are illustrated in Table 3 . Then, the minimum interval 1/N c is 1/9. In order to distinguish HS from MHS particles in fitness value, the maximum value of ωL x should be less than the minimum interval 1/N c . Therefore, the range of ω is obtained ω ≤ (1/N c,max )/L x,max = 0.0062. In order to make it more reliable to distinguish HS from MHS in fitness value, the choice of ω should leave some margin. At the same time, in order to help readers better understand the proposed fitness function, we tentatively set ω at 0.001.
To better understand the difference between these fitness functions, the MCS cluster (C) obtained from distribution network diagnosis is set as follows:
The particle swarm (X m ) in the mth iteration is set as follows: 
where x 1 − x 4 are the non-HS particles, x 5 is the HS particle, x 6 is the MHS particle. The above mentioned fitness functions are used to calculate the fitness value of each particle, and the results are shown in Table 1 . As shown in Table 1 , both of the fitness functions Fit1(x) and Fit2(x) are not able to distinguish the HS particle x 5 and the MHS particle x 6 by the fitness value. Fit3(x) is able to distinguish the HS particle x 5 and x 6 by the fitness values, but it is easily affected by non-HS particles x 2 and x 3 . Fit4(x) is not only able to distinguish the HS particle x 5 and the MHS particle x 6 from the fitness value, but also not affected by all the non-HS particles.
B. MHS CRITERION
The criterions corresponding to the fitness functionsFit1, Fit2, and Fit3 are as the following, respectively:
The formulas (7) and (8) are able to identify the particles x 5 and x 6 , but not able to distinguish the particles x 5 and x 6 . Formula (9) is able to identify the particle x 6 , but not able to distinguish the particles x 2 and x 4 . To deduce the MHS criterion that can identify the MHS particles without being affected by non-HS particles, the topology of the distribution network needs to be analyzed. The multi-branch node (three or more) is an important part of the distribution network, which determines the complexity of the topology of the distribution network. Therefore, a distribution network consisting of two or three branch nodes is taken as an example to analyze the characteristics of the MCS for distribution network as shown in Fig. 2 . Where L i is the feeder section, Z i is the corresponding impedance, B i is the bus, M i is the measuring point, U i is the corresponding voltage, and I i is the corresponding current. By the basic principle of MBD, the area between the adjacent measuring points is an independent subsystem. Therefore, the system can be divided into two subsystems S 1 and S 2 as shown in Fig. 2 .
Under normal condition, the A-phase ARRs of the subsystem S 1 and S 2 can be described according to Kirchhoff's voltage law as the following: Correspondingly, the B-phase ARRs of the subsystem S 1 and S 2 are described as follows:
The In the same way, the C-phase ARRs of the subsystem S 1 and S 2 are described as follows: When faults occur in phase A of subsystem S 1 and phase B of subsystem S 2 , the corresponding AARs are presented in equations (10) and (13) When faults occur in phase B of subsystem S 1 and phase A of subsystem S 2 , the corresponding AARs are as in equations (12) and (11) (12) and (15) When faults occur in phase C of subsystem S 1 and phase A of subsystem S 2 , the corresponding AARs are as in (14) and (11) During faults occur in phase A and B of subsystem S 1 , the corresponding AARs are as in (10) and (12) (10) and (14) (12) and (14) It can be concluded that there is no intersection between MCSs within a single subsystem. Therefore, the MCSs of the distribution network fault diagnosis possess the characteristic of no intersection between all the MCSs. According to this characteristic, the length of MHS L MHS can be obtained as:
Therefore, the MHS criterion for the distribution network diagnosis is defined as:
C. MHS CALCULATION PROCESS
In this paper, the new proposed fitness function and MHS criterion is used to calculate the MHS by BPSOGA. In BPSOGA, the integration between GA and BPSO is used to improve the performance of MHS calculation. In the calculation, if a particle is determined to be MHS, it will be put into an elite set (ES). The following steps details the specific calculation process of BPSOGA: 1. Dividing the population into two subpopulations of the same number. 2. The subpopulation#1 is initialized according to BPSO and subpopulation#2 is initialized according to GA. 3. The two subpopulations update the particles respectively. 4. The subpopulation#1 calculates the fitness of each particle and updates the global best (gbest1) and best particle (pbest1). 5. Similarly, the subpopulation#2 calculates the fitness of each particle and updates (gbest2) and (pbest2). 6. Then comparing gbest1 and gbest2 and updates the gbest. 7. Similarly, comparing pbest1 and pbest2 and updates the pbest. 8. If the MHS criterion is satisfied, then put into ES. 
If stop criteria is reached, then output ES. If not, then
update the particles again.
IV. COMPARISON AND ANALYSIS OF THE ALGORITHMS
To validate the performance and advantages of proposed BPSOGA algorithm, the MHSs outcomes are compared with that from BHS-TREE, IDEA, PSO-GA, and PSO [35] , [36] . The process of calculation of MHS for various algorithms is depicted in Fig. 3 . The MCS cluster is set as [1100], [0011] . As shown in Fig. 3 the length of the axis represents the run time, and the size of the circle represents the number of sets. OMHSs are the obtained number of the MHS, and MHSs is the theoretical number of MHS. The accuracy rate can be defined as OMHS/MHSs. As obvious in Fig. 3 , the run time of BPSOGA adopting the proposed fitness function (4) and the new MHSs criterion (17) is the shortest of all. However, its accuracy rate is 3/4, which is not as good as that of BHS-TREE's. For PSO-GA, the fitness function (3) and MHSs criterion (9) allow the particles to iterate toward the MHS, but it is easily affected by non-HS particles during iteration. Therefore, the first obtained MHSs (FOMHSs) contain non-HSs. As a result, it consumes a lot of time on MHSES to remove the non-HSs and the accuracy rate is the lowest one of all, 2/4. For BPSO and IDEA, the fitness function (1) and (2) and MHSs criterion (7) and (8), respectively, can only allow the particles iterate towards the HS rather than the MHS. Therefore, they consumes a lot of time to remove the superset of MHS of the obtained HSs (OHSs) by MHSESs. As a result, the total consumed run time is longer than that of BPSOGA, and accuracy rate is 3/4. For the BHS-TREE, although its tree search algorithm can obtains all the MHSs (i.e. the accuracy rate is 4/4), its run time is the longest of all the algorithms. In general, it can be seen that the overall performance of BPSOGA is the best of all the algorithms.
V. CASE STUDY AND DISCUSSION
In order to test the performance and sensitivity of the proposed algorithm using the new fitness function and MHS criterion, three cases have been conducted. Furthermore, the proposed algorithm is applied to the MBD to discuss its adaptability in fault diagnosis of distribution network [37] .
The proposed fitness function and MHS criterion has been applied on the original algorithms GA, BPSO, IDEA and IGA to become improved algorithms IGA, IBPSO, IIDEA, and IIGA, respectively.
The parameters of GA algorithm are set as follows: Maximum iterations G max , population size N pop , population dimension D, mutation rate P m = 0.2, crossover rate P c = 0.9.
The parameters of BPSO algorithm are set as follows: G max , N pop , D, inertia weight ω = 0.9, social learning factor c 1 = 2.5, self-learning factors c 2 = 1.5.
The parameters of IDEA algorithm are set as follows: G max , N pop , D, P m = 0.5, P c = 0.6, and termination constraint condition T = 20 [38] .
The parameters of IGA algorithm are set as follows: G max , N pop , D, P m = 0.1, P c = 0.8, inversion rate P in = 0.1, and immune probability P im = 0. The MHS computation outcomes of the improved algorithms have been compared with the original algorithms in terms of run time and accuracy rate. According to the characteristic that there is no intersection between the MCSs in the distribution network, the tested MCS cluster is set as  [1, 2, . . . , m], [m + 1, m + 2, . . . , 2m] , . . . , [nm + 1, nm + 2, . . . , (n+1)m]. Where n is the number of MCSs in the MCS cluster and m is the number of elements in a single MCS. The three cases are:
Case A: using n = 2, m = 1, 2, . . . , 5. The run time and accuracy rate of the algorithms are shown in Fig. 4, Fig. 5 , respectively. Case B: using n = 3, m = 1, 2, . . . , 5. The run time and accuracy rate of the algorithms are shown in Fig. 6, Fig. 7 , respectively.
Case C: using n = 4, m = 1, 2, . . . , 5. The run time and accuracy rate of the algorithms are shown in Fig. 8, Fig. 9 , respectively.
As shown in Fig. 4, Fig. 6 and Fig. 8 , the run time of the improved algorithms is less than that of the original algo- rithms. In additional, the accuracy rate of the improved algorithms is higher than that of the original algorithms as shown in Fig. 5, Fig.7 and Fig. 9 . Moreover, with the increase of the n and m, the advantages of improved algorithms become greater.
In order to test the adaptability of the proposed MHS algorithm in fault diagnosis of distribution network, a 14-nodes distribution network model is set up in PSCAD as shown in Fig. 10 .
The model contains buses B 1 − B 14 and feeder sections L 01 − L 1314 , and their impedances are Z 01 − Z 1314 . Furthermore, there are 18 measuring points, and the current and voltage information of each switch are collected through FTU. The measuring point 1 is the circuit breaker, the measuring points 8 and 18 are the contact switches, and the rest of the measuring points are the section switches.
By the steps of the MBD, the distribution network is firstly divided into 14 subsystems by 18 measuring points before the fault occurred. Then, the ARRs of each subsystem are obtained, and the MCSCs for each subsystem are searched. The results of ARRs and MCSCs are shown in Table 2 .
In order to obtain MCS cluster, single one-phase, single two-phase and single three-phase short circuit faults are set up in L 3 . Double one-phase, double two-phase and double three-phase are set up in L 3 and L 6 respectively. Triple onephase, triple two-phase and triple three-phase are set up in L 3 , L 6 an L 14 respectively. The MCS cluster and corresponding binary form are shown in Table 3 .
The MHSs are calculated under the above mentioned faults using BHS-TREE algorithm, BPSO algorithm and the proposed BPSOGA algorithm, respectively. The parameters of BPSOGA set as follows: G max , N pop , D, P m = 0.2, P c = 0.7, reinsertion factor K = 0.9. ω = 0.9, c 1 = 1.5, and c 2 = 1.5. The value of G max , N pop are set as the same as the above algorithms. Then, the accuracy rate and run time of these algorithms are obtained, as shown in Fig. 11 and Fig. 12 , respectively. In Fig. 11 , although the accuracy rate of BPSOGA can't keep 100% consistently like BHS-TREE, it is higher than BPSO. In Fig. 12 , the run time of BPSOGA is shorter than that of BPSO and BHS-TREE under the same fault type. Therefore, the comprehensive performance of BPSOGA is the best of all.
VI. CONCLUSION
In this paper, an innovative MHS for MBD's algorithm is proposed for faults diagnosis in distribution network. This algorithm considers the nature and characteristic of the distribution network, which fundamentally simplifies the MHS. Three cases have been conducted in order to test the performance and sensitivity of the proposed algorithm. Furthermore, the proposed algorithm has been connected to the MBD to discuss its adaptability in fault diagnosis of distribution network. With analysis and comparison of this algorithm with other selected algorithm for validation, the overall performance in terms of run time and accuracy rate is the best. Moreover, with the proposed algorithm, MHS can be calculated more effectively and efficiently by utilizing the new fitness function and the MHS criterion.
