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Abstract
The consistently growing field of bioinformatics exhibits the success of coop-
erative work in biology and computer science. The interaction between new
experimental techniques gaining more and more data about molecular struc-
tures and processes and the knowledge how to prepare, structure, and analyze
this data and even more to predict relations based on this data, is the driving
force within this field.
In this thesis, we study models and combinatorial problems arising from
current bioinformatics research focussing on the algorithmic point of view.
Protein structure prediction, sometimes referred to as the “holy grail” of
bioinformatics, is the problem to infer the spatial structure of proteins from
their amino-acid sequence. We propose two extensions to the popular HP model
for this task, which significantly improve its applicability in practice. Namely,
we remove the drawback of bipartiteness of the grid lattice that was used in
the original HP model to discretize the space. We denote these extended mod-
els by HPd and α-DC-HP model, respectively. For the optimization problems
emerging from these models, we design and analyze approximation algorithms.
In particular, our approximation algorithms for the HPd model achieve approx-
imation ratios of 2615 and
8
5 for the two- and three-dimensional case respectively,
which are the best approximation ratios obtained for HP-like problems so far.
In the next part of this thesis, we study a model proposed in the context of
protein engineering. The installation of the 21th amino acid selenocysteine into
a protein, has been shown to enhance its function often, which makes the design
of such selenoproteins a desired goal. Since the incorporation of selenocystein
depends on the spatial structure of the mRNA in the process of biosynthesis,
we are aiming to design an appropriate mRNA that obeys the corresponding
structure constraints. A model to formulate this goal was given in the literature.
We will prove that some optimization problems resulting from this model are
APX-hard, i. e., they cannot be approximated arbitrarily well unless P=NP.
Therefore, it seems to be appropriate to consider more restricted models that
more carefully take into account the specific characteristics of the real problem
setting, but do not become too general.
The last part of this thesis focuses on the computation of genomic distances
between organisms. To measure the degree of relationship between organisms,
for instance as a preliminary step for the construction of phylogenies, a com-
mon step is to model their genomes as sequences of homologous genes and to
compute the number of specific genomic operations required to transform one
genome into the other. Most popular operations in this context are reversals
and transpositions. Instead of mere counting the number of operations required,
recently it was proposed to measure each performed operation according to the
length of the touched gene sequence. This was comprehensively studied lately
with respect to the reversal operation. We will show in this thesis how to
transfer most of these results to the transpositions, too, establishing upper and
lower bounds on the diameter, i. e., the maximal weighted distance between two
arbitrary genomes, and showing approximation results as well.
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vZusammenfassung
Das stetig wachsende Gebiet der Bioinformatik veranschaulicht den Erfolg der
fa¨cheru¨bergreifenden Kooperation zwischen Biologen und Informatikern. Das
Zusammenspiel von neuen experimentellen Methoden, die mehr und mehr Daten
u¨ber molekulare Strukturen und Prozesse liefern, und dem Wissen, diese Daten
aufzubereiten, zu strukturieren und zu analysieren und daru¨berhinaus auch
Vorhersagen auf Basis dieser Daten zu treffen, ist die treibende Kraft in diesem
Arbeitsgebiet.
In der vorliegenden Dissertation untersuchen wir Modelle und kombina-
torische Fragestellungen, die sich aus der aktuellen Bioinformatikforschung er-
geben, auf ihre algorithmischen Eigenschaften.
Die Vorhersage von Proteinstrukturen, die manchmal auch als der “Heilige
Gral” der Bioinformatik bezeichnet wird, bescha¨ftigt sich mit der Bestimmung
der ra¨umlichen Struktur von Proteinen aus deren Aminosa¨uresequenz. Wir
schlagen zwei Erweiterungen des popula¨ren HP-Modells fu¨r dieses Problem vor,
die dessen reale Anwendbarkeit wesentlich verbessern. Insbesondere beseitigen
wir die Bipartitheit des zugrundeliegenden Gitters, welches zur Diskretisierung
des Raumes im originalen HP-Modell dient. Wir bezeichnen die resultierenden
Modelle als HPd- bzw. als α-DC-HP-Modell. Fu¨r die sich aus diesen Model-
len ergebenden Optimierungsprobleme entwerfen und analysieren wir Approxi-
mationsalgorithmen. Insbesondere erzielen wir Approximationsgu¨ten von 2615
bzw. 85 fu¨r den zwei- bzw. drei-dimensionalen Fall, welches die besten bislang
erreichten Approximationsgu¨ten fu¨r HP-a¨hnliche Modelle insgesamt sind.
Ein weiterer Teil dieser Dissertation bescha¨ftigt sich mit der Untersuchung
eines Modells, das im Kontext der Protein-Synthese vorgeschlagen wurde. Der
Einbau der 21. Aminosa¨ure Selenocystein in ein Protein fu¨hrt oft zu einer
Erho¨hung dessen funktionaler Aktivita¨t, wodurch die Entwicklung solcher Se-
lenoproteine ein begehrtes Ziel wird. Da der Einbau von Selenocystein auf
einer bestimmten ra¨umlichen Struktur der mRNA wa¨hrend der Proteinbiosyn-
these beruht, zielen wir darauf ab, eine geeignete mRNA zu entwerfen, die den
entsprechenden Strukturbedingungen genu¨gt. Ein Modell, das dieses Ziel for-
malisiert, wurde in der Literatur vorgeschlagen. Wir zeigen, dass einige der aus
diesem Modell resultierenden Optimierungsprobleme APX-schwer sind, d. h., sie
ko¨nnen unter der Annahme P 6=NP nicht beliebig gut approximiert werden. Da-
her erscheint es sinnvoll, eingeschra¨nktere Modelle zu betrachten, die sorgfa¨ltig
die spezifischen Eigenschaften des zugrundeliegenden realen Problems model-
lieren, aber nicht zu allgemein werden.
Der letzte Teil dieser Arbeit bescha¨ftigt sich mit der Berechnung von gene-
tischen Distanzen zwischen Organismen. Um den Verwandtschaftsgrad zwischen
Organismen zu messen, beispielsweise als Vorbereitung auf die Rekonstruktion
eines Stammbaums, ist es u¨blich, ihre Genome als Abfolgen von homologen
Genen darzustellen und die Anzahl von bestimmten Operationen auf diesen
Genomen zu bestimmen, die das eine Genom in das andere u¨berfu¨hren. Die
popula¨rsten Operationen in diesem Zusammenhang sind Reversals und Trans-
positionen. Anstatt lediglich die Anzahl der beno¨tigten Operationen zu za¨hlen,
vi
wurde ku¨rzlich vorgeschlagen, jede durchgefu¨hrte Operation hinsichtlich der
La¨nge der Gensequenz zu gewichten, auf der sie operiert. Dies wurde vor kurzem
ausfu¨hrlich im Hinblick auf Reversals untersucht. Wir werden in dieser Arbeit
zeigen, wie sich die meisten der Resultate auch auf Transpositionen u¨bertragen
lassen, wobei wir untere und obere Schranken bezu¨glich des Diameters, dem
maximalen gewichteten Abstand zwischen zwei beliebigen Genomen, vorlegen
und auch Approximationsresultate beweisen.
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Introduction
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Chapter 1
Introduction
The combination of biological knowledge and computer science methods is a
direct and necessary consequence of the rapid development that happened in
the field of molecular biology during the last decades.
About fifty years ago, biology and in particular molecular biology had reached
a fundamental milestone in its history due to the discovery of the molecular
structure of DNA and its connection to genetics by Watson and Crick [54].
From that time on, an enormous number of insights were gained, especially in
the understanding of genetics, emitting to many other fields such as for instance
evolutionary theory, and drug design.
Bioinformatics or Computational Biology is a direct consequence of this de-
velopment and emerges from the purposeful cooperation between biologists and
chemists on one hand and computer scientists on the other. As a research field
of increasing importance it deals with nearly any question arising in todays
biology, since there, massive data sets have to be analyzed or immense calcu-
lations must be performed which are impossible to manage without computer
support. There is a really wide range of problems belonging to this generic term,
from the efficient storage and retrieval of biological data, over the investigation
of metabolic pathways, to the sequencing of whole genomes, drug design, pro-
teomics, and phylogenetics, just to name a few. The methods applied to these
problems are various as well — ranging from purely statistical and experimental
approaches to purely combinatorial ones.
The joint venture of molecular biology on one hand and computer science
on the other led for instance to the success of sequencing the human genome
in 2001 [39, 52]. And this will by no means be the final achievement within
this cooperation, quite the contrary is the case, as the obtained data has to
be further analyzed to make it utilizable for research. Several new capabilities
arose from the cooperative work in bioinformatics in recent years. So, as the last
decade was mainly dedicated to genomic efforts, the future — sometimes called
postgenomic era — is supposed to face the challenge of proteomics, where the
focus is moved from collecting the heritage data to understanding the implied
functionality.
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A fundamental challenge in this context of bioinformatics is the design of
appropriate models that map a real biological problem to a mathematical de-
scription, which is on one hand abstract enough to be handled by computer
support and which on the other hand still regards the important details of the
original biological problem.
In this thesis, we will mainly focus on the combinatorial structure of models
and the resulting problems. In particular, we will investigate, evaluate, and
modify mathematical models, and develop and analyze algorithms for the re-
sulting problems.
Although the applicability of these formal models in practice is sometimes
non-obvious, the reasons to consider them are manyfold. In particular, we will
emphasize the following points.
To attack a biological problem using computational methods, one has first
to transfer it to an appropriate mathematical model. This modeling process
necessarily abstracts from some details but tries to maintain the basic charac-
teristics of the original problem. A rigorous mathematical analysis of such a
model may also give insights concerning its usefulness. That is, if the model for
instance turns out to give rise to problems that can be proven to be insolvable
efficiently, the particular model either should be dropped completely and a dif-
ferent model has to be designed, or the model has to be refined according to the
original biological problem, focussing on the elimination of the parts causing
the inefficiency.
Clearly, also if the model turns out to have some serious drawbacks with
respect to the original problem setting, it has to be refined as well.
When finally an abstract model for a problem has been found, then it is
apparently useful to develop basic algorithms first, ignoring many details, for
instance the appearance of measuring errors. In further steps, these basic ap-
proaches might then be extended to actually deal with more realistic versions
of the problem by and by.
Even if algorithms designed for solving a particular problem seem to be not
applicable in practice, they might be, however, suitable for gaining insights on
the underlying model and the general nature of the problem. For instance they
might be helpful for testing hypotheses made for the original problem.
Finally, a problem originally inspired by biology might be interesting in its
own right due to its nice combinatorial nature, and it might just seem to be
a merely a theoretical problem without any direct application at all. Anyway,
gaining knowledge also on these problems will help to improve the understanding
of these kinds of problems and might become helpful in totally different research
fields as well.1
In the sequel, we will now study some problems arising in molecular biol-
ogy in more detail. The impact of this research will be differently distributed
according to the points discussed above.
1The so-called turnpike reconstruction problem might serve as a prominent example for
this. First studied in the context of X-ray crystallography, it was later applied to problems
arising in restriction site mapping of DNA, while it was independently considered as a mere
computational geometry problem (see for instance [50]).
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Concerning the structure of this thesis, we decided to assign separate intro-
ductions and concluding remarks on the corresponding topic to each particular
part, due to the compositional character of this work.
Next, we will give a short overview on the topics discussed in this thesis, in
terms of short abstracts.
1.1 Protein folding
The protein folding problem, i. e., the computational prediction of the three-
dimensional structure of a protein from its amino acid sequence, is one of the
most important and challenging problems in computational biology. Since a
complete simulation of the folding process of a protein is far too complex to
handle, one tries to find an approximate solution by using a simplified, abstract
model. One of the most popular models is the so-called HP model, where the
hydrophobic interactions between the amino acids are considered to be the main
force in the folding process, and furthermore the folding space is modeled by a
two- or three-dimensional grid lattice.
In Chapter 3, we will present some approximation algorithms for the pro-
tein folding problem in the HP model on an extended grid lattice with plane
diagonals (HPd model). The choice of this kind of lattice removes one of the
major drawbacks of the original HP model, namely the bipartiteness of the grid
which severely restricts the set of possible foldings. Our algorithms achieve an
approximation ratio of 2615 ≈ 1.733 for the two-dimensional and of 85 = 1.6 for the
three-dimensional lattice. This improves significantly over the best previously
known approximation ratios for the protein folding problem in the HP model
on any lattice (see also [14]).
Furthermore, we study another refined version of the HP model in Chapter 4.
While the above mentioned HP model on grids with additional plane diagonals
removes the drawback of bipartiteness it reveals another disadvantage, namely
the set of bonding angles possibly occurring in a folding. In particular, angles
of 45◦ may now occur in this model which seems to be problematic from the
biological point of view. Therefore, we consider a folding of the molecule into
a rectangular grid only (which is the same as in the original HP model) but
additionally count interconnecting forces along the diagonals. Moreover, we
introduce a parameter α to measure the binding force along a diagonal edge
of the grid relative to the binding force along horizontal/vertical edges. This
is done to incorporate the assumption that binding forces along diagonal edges
may be less strong than those along horizontal/vertical edges, due to the greater
length of the diagonal edges. We denote the result of these considerations as
the α-DC-HP model.
For the resulting α-DC-HP problem in the two-dimensional lattice, we again
study approximation algorithms, namely, we analyze the algorithm proposed
by Newman [44] for the original HP problem in the context of our new model.
Furthermore, we develop a new approximation algorithm suitable for the special
requirement of the α-DC-HP model.
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1.2 RNA Structure-Oriented Design
A fundamental insight in molecular biology is that genes, which essentially con-
sist of DNA, encode for proteins (see Section 2.1 for more details). This pro-
cess uses some other auxiliary molecules, among others the so-called messenger
RNA, mRNA for short. It turned out that, if the mRNA folds in a specific way,
a special amino acid, selenocysteine, will be included into the resulting protein
during the translation process, which enhances the function of the particular
protein. To make use of this knowledge in the context of protein engineering,
the goal is now to artificially enforce the installation of this special amino acid
into the protein. For this purpose, Backofen et al. proposed the so-called MRSO
problem in [6], which is to compute an mRNA sequence of maximal similarity
to a given mRNA and a given protein, additionally satisfying some secondary
structure constraints. Modeled in a mathematical framework, we would like to
compute a string s ∈ {a, b, a, b}3n which maximizes the sum of the values of
n functions, which are blockwise applied to triples of s, and additionally sat-
isfies some complementary constraints on the characters of s given in terms of
position pairs. While the decision version of this problem is known to be NP-
complete (see [6]), we prove in Chapter 5 the APX-hardness of the general as
well as of a restricted version of the problem. Moreover, we attack the problem
by proposing a 4-approximation algorithm (see also [15]).
1.3 Genome Rearrangements and
Sorting by Length-Weighted Transpositions
If one wants to study the relationship between species on a molecular level, it is
often not appropriate to really compare the genomes according to their small-
est molecular building block, the nucleic acids. Rather, it appears to be useful
to consider the level of genes. Homologous genes are those that are preserved
during evolution, since substantial mutations herein often turn out to be lethal.
Thus, mutations are considered to essentially change the sequence of homolo-
gous genes, only. The relationship of species, or better, the genomic distance
between them, may then be measured in the number of genomic rearrangement
operations that are required to transform one genome sequence into the other.
Typically, such sequences are modeled in terms of permutations, but also to
determine the distance between strings, even between 0/1 strings is of interest.
Lots of different types of operations have been studied in the literature, includ-
ing reversals, where we revert a partial sequence, and transpositions, where we
exchange the position of two partial sequences.
Recently, in [47, 9] it was proposed to count not only the number of opera-
tions necessary to transform one gene sequence into the other, but also to take
into account the corresponding weight of the particular operations, for instance
measured according to the length of the partial sequence touched by the oper-
ation. Bender et al. presented a comprehensive study on this problem setting
regarding the reversal operation in [9]. We observe in Chapter 6 that most of
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their results are valid for transpositions as well.
Before we now go into the details of the above described problems, we will
introduce some of the basic notions in molecular biology and in the context of
approximability in the next chapter, which are essential prerequisites for this
work.
8 1. Introduction
Chapter 2
Some Preliminaries
Since bioinformatics is a highly interdisciplinary field of research, it is necessary
to have at least a faint idea of the notions and concepts used in the corre-
sponding area, namely in molecular biology. Thus, this chapter is devoted to
introduce some of the basic terminology to which we may refer in subsequent
chapters. It is intended to give the reader an overview on the biological play-
ers [molecules], whose properties we will further study in this work, but not to
give a comprehensive overview on all notions related to bioinformatics or even
a detailed discussion of all the particulars that are concerned at specific points
in the following. Instead we will move these details to the position where we
actually take them into account.
Furthermore, we will use this chapter to make this thesis self-contained up to
a certain extent, that is, we would like to introduce basic notions of algorithmics
that go beyond the standard as it is taught in undergraduate courses of computer
science, such as approximation algorithms.
2.1 A Short Primer on Molecular Biology
The two probably most essential types of molecules in organisms are proteins
and nucleic acids. While proteins serve the organism in various different ways,
for example as molecular building blocks of hairs and nails, as transportation
devices, e.g. the well-known oxygen carrier haemoglobin is a protein complex,
as molecular defense mechanisms, and also in many more frameworks, the main
task of nucleotides is to store hereditary information, and to transform this
information into the construction of proteins. The genes actually constitute
from a specific kind of nucleic acid, the well-known DNA.
Proteins are chains of smaller molecular entities, the so-called amino acids.
In nature there are 20 different amino acids commonly known to appear in
proteins, however, there exist more amino acids in general. Each of these amino
acids consists of even smaller molecular groups, namely of an central carbon
atom surrounded by an amino group, a carboxyl group, and a certain side chain
9
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H
H
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N
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O
OH
CCα
amino group carboxyl group
Figure 2.1: Structure of an amino acid consisting of a central carbon atom Cα together
with an amino group and a carboxyl group as well as a side chain R.
determining the special chemical properties of the particular amino acid (see
Figure 2.1). Now, these amino acids are linked to each other by means of so-
called peptide bonds (see Figure 2.2). In this way, they form a backbone of
amino group — central carbon atom — carboxyl group — amino group, and
so forth, with the side chains attached to it. Due to their chain structure it is
easy to describe proteins in terms of strings over an alphabet, whose characters
encode for specific amino acids. In Table 2.1 we list the names of the 20 standard
amino acids together with their character encoding. Moreover, the table refers
to the polarity of the amino acids, i. e. their affinity to water. The reading
direction of this string is fixed by chemical properties of the molecule, namely
the reading direction is from the end with the free amino group to the end with
the free carboxyl group. Though we often refer to proteins in terms of strings,
we should clearly bare in mind that a protein is in fact not a string, but also has
a spatial structure not covered by this string representation. In particular we
distinguish four levels of structure: The above mentioned string representation
is also denoted as the primary structure of the protein. Foldings implied by
chemical interactions between the backbone regions, yielding structures such as
α-helices and β-sheets (see Figure 2.3), are referred to as secondary structure,
while essentially the three-dimensional shape of a single protein is denoted as
its tertiary structure. Finally, a protein complex may consist of more than one
single chain, it may even include auxiliary molecules that are no proteins. The
quaternary structure describes the relationship between these subunits.
Similarly, nucleic acids are also chains of smaller entities, in this case of so-
called nucleotides. Nucleotides consist of phosphate, a sugar, and a base (see
Figure 2.4). We distinguish between the following five bases: adenine, cytosine,
guanine, thymine, and uracil. Essentially, there are two different types of nucleic
acids, namely deoxyribonucleic acids, the famous DNA the genes consist of, and
ribonucleic acids, RNA for short. The terms deoxyribo and ribo refer to the
sugars deoxyribose and ribose, where DNA and RNA differ from each other.
Moreover, DNA usually includes the four bases adenine, cytosine, guanine, and
thymine, while in RNA thymine is replaced by uracil. These nucleotides are
connected to each other to form a backbone of phosphate, sugar, phosphate,
and so on (see Figure 2.5). Also here, we can again represent nucleic acids
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R2
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O
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C
C
Cα
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amino group
carboxyl group
peptide bond
Figure 2.2: Schematic view of a peptide bond between two amino acids.
name Alanine Valine Leucine Isoleucine Phenylalanine
abbreviation Ala Val Leu Ile Phe
code A V L I F
polarity (H) (H) (H) (H) (H)
name Proline Methionine Serine Threonine Cysteine
abbreviation Pro Met Ser Thr Cys
code P M S T C
polarity (H) (H) (P) (P) (P)
name Tryptophan Tyrosine Asparagine Glutamine Aspartic acid
abbreviation Trp Tyr Asn Gln Asp
code W Y N Q D
polarity (H) (P) (P) (P) (P)
name Glutamic acid Lysine Arginine Histidine Glycine
abbreviation Glu Lys Arg His Gly
code E K R H G
polarity (P) (P) (P) (P) (P)
Table 2.1: The 20 standard amino acids and their affinity to water. Amino acids that
are polar and thus have the property to establish hydrogen bonds to water are denoted
as hydrophilic (P), while nonpolar amino acids are denoted as hydrophobic (H).
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(a) (b)
Figure 2.3: Different types of protein secondary structures: Part (a) shows a helix
and Part (b) shows a sheet. Stabilizing bonds between units in the backbone of the
molecules are indicated by dashed lines.
by strings, and as with proteins the reading direction is fixed according to
chemical properties of the molecules that we will not discuss in further detail
here. Concerning the structural levels, there are crucial differences between
DNA and RNA, as we will see next. DNA typically consists of a double strand
of two nucleotide chains. Bases along these two strands will pair to each other
by hydrogen bonds according to the patterns adenine-thymine and cytosine-
guanine. These pairs of bases are said to be complementary, or Watson-Crick
complementary, referring to the discoverers of this fact. The resulting rope
ladder is now twisted around an imaginary central axis to form the famous
DNA double helix (see Figure 2.6). In contrast, RNA usually occurs single-
stranded, which allows the regions of the molecule to connect to complementary
ones, resulting in various different shapes (see for instance the hairpin and the
pseudoknot structure in Figure 5.1 in Chapter 5). Regarding nucleic acids,
we distinguish three levels of structure: The primary structure is again the
string representation of the molecule. The secondary structure describes the
complementary bases paired to each other by means of hydrogen bonds, and
finally, the tertiary structure refers to the actual folding of the molecule in
space.
There is an amazing connection between these two classes of molecules,
namely that nucleic acids, and here especially the DNA, serves as the blue-print
for the construction of proteins. Therefore, DNA is often termed the blue-print
of life. We will sketch this process of so-called protein biosynthesis in the fol-
lowing. The hereditary information of living beings is stored in their DNA,
more precisely in the sequence of bases along the molecule. In the first step
of this transformation from hereditary information into a protein, the so-called
transcription step, a copy is made from a specific region of DNA encoding for a
certain protein by untwisting the DNA helix and opening the bonds between the
two strands, such that a complementary stretch of RNA can be synthesized to
this region. This specific RNA is denoted as messenger RNA, mRNA for short.
This mRNA now leaves the nucleus of the cell and is further processed in cell
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Figure 2.4: Schematic view of a nucleotide consisting from a phosphate (P ), a sugar
(S) and a base (B).
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Figure 2.5: Schematic view of a nucleotide chain in 5′-3′-direction.
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Figure 2.6: Schematic view of a DNA double strand (a) and a DNA double helix (b).
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first second position third
position G A C U position
Gly Glu Ala Val G
Gly Glu Ala Val A
G
Gly Asp Ala Val C
Gly Asp Ala Val U
Arg Lys Thr Met G
Arg Lys Thr Ile A
A
Ser Asn Thr Ile C
Ser Asn Thr Ile U
Arg Gln Pro Leu G
Arg Gln Pro Leu A
C
Arg His Pro Leu C
Arg His Pro Leu U
Trp STOP Ser Leu G
STOP STOP Ser Leu A
U
Cys Tyr Ser Phe C
Cys Tyr Ser Phe U
Table 2.2: Assignment of codons (triple of nucleotides) to amino acids, STOP indi-
cates the termination of the protein construction process.
organelles called ribosomes. Here, non-overlapping triples of bases, which are
called codons, along the mRNA strand encode for one particular amino acid.
The mRNA is shifted through the ribosome codon by codon and in each step
on another site of the ribosome the corresponding amino acid is synthesized to
a chain of amino acids by use of another auxiliary RNA molecule, the so-called
transfer RNA (tRNA) that carries amino acids and a corresponding triple of
bases, denoted as anticodon, which is complementary to the current codon of
the mRNA. This second step is referred to as the translation step. The standard
assignment of codons to amino acids is shown in Table 2.2. To get a rough idea,
the process described above is also depicted in Figure 2.7.
Clearly, this is by no means a comprehensive description of the process of
biosynthesis, but it is intended to provide a basic idea of the relationship between
proteins and nucleic acids. There exist many additional intermediate processes
and exceptions from this rough sketch of the procedure, but it will serve as a
sufficient background for the considerations in subsequent chapters.
For more details on molecular biology we refer to standard textbooks on
biology or to the corresponding introductory sections in textbooks on bioinfor-
matics, as for instance [22, 49, 53].
Please notice that all figures of this section originate from [13].
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Figure 2.7: Schematic description of transcription and translation.
2.2 Some Algorithmics
Many combinatorial problems arising in practice are believed to be hard in the
sense that, until now, nobody was able to give an efficient algorithm for them,
while the proof that no efficient algorithm exists for these problems remains an
open problem. To indicate that this is indeed the case, some kind of equivalence
class is defined for these problems. For decision problems, for instance, the class
of NP-complete problems is a well-known representative.
The notion of hardness can also be transferred to optimization problems. For
these problems, we typically have for a given input I a set of feasible solutions
M(I) for this input, which are rated according to a given cost function cost :
M(I)×I → R+. One wants to compute a feasible solution that eitherminimizes
or maximizes this cost, this choice is referred to as the goal of the optimization
problem. Accordingly, a feasible solution achieving this goal is called an optimal
solution.
To exemplify this definition we next present the well-known Traveling Sales-
man Problem (TSP) using this terminology.
Input: An undirected complete edge-weighted graph G = (V,E, δ), where δ :
E → Q+.
Feasible solutions: For an input I, the set of feasible solutions is
M(I) = {H | H is a Hamiltonian cycle in G}.
Cost: For a feasible solution H ∈ M(I) of an input I, the cost is the sum of
edge-weights on this Hamiltonian cycle, i. e.,
cost(H, I) =
∑
e∈E(H)
δ(e),
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where E(H) denotes the set of edges of H .
Goal: Minimization
Now, to define the hardness for this type of problems we may consider their
corresponding decision version, that is, we extend the input for a certain op-
timization problem U by a threshold value t and ask whether there exists a
feasible solution of cost at most t for a minimization problem, or of cost at
least t for a maximization problem. If this decision version of an optimization
problem is NP-hard, then also the optimization problem itself is said to be NP-
hard, indicating that most probably there is no efficient algorithm to solve this
problem.
Nevertheless, also hard problem arise in practice, and proving a problem to
be hard does by no means justify to disregard the resulting challenge. There
are many ways to attack these problems to obtain useful results, including the
concepts of randomized algorithms, parameterized complexity, and many more.
One particular approach, that we want to discuss in more detail next, is using
approximation algorithms.
Informally, an algorithm is said to be an approximation algorithm for an
optimization problem U , if, for every input I of U , it computes a feasible solution
A(I) ∈M(I), whose cost is at most a factor apart from the cost of the optimal
solution. We formalize this notion in the following definition.
Definition 2.1 Let U = (I,M, cost , goal) be an optimization problem and A
an algorithm, which computes for each input I ∈ I of U a feasible solution
A(I) ∈ M(I). Then the approximation ratio of A with respect to I is defined
as
RA(I) =


cost(A(I))
cost(OptU (I))
if goal = Minimization
cost(OptU (I))
cost(A(I)) if goal = Maximization
,
where OptU (I) denotes an arbitrary optimal solution for U .
For any n ∈ N the approximation ratio of A is defined as
RA(n) = max{RA(I) | I ∈ I and |I| = n}.
Algorithm A is called an α-approximation algorithm for U if
RA(n) ≤ α
for every n ∈ N.
Please note that in the above definition the worst-case approximation ratio
α of A is not restricted to be a constant. It might be also the case that α is a
function of the input size, for instance α(n) = logn where n = |I|.
Staying with the Traveling Salesman problem, the following so-called Span-
ning Tree Algorithm (see for instance [48]) may serve as a very simple
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example for an approximation algorithm, if we restrict inputs to obey the trian-
gle inequality, that is, we assume the edge-weight function δ to define a metric.
In particular, the weight assigned to the edges has to obey
δ({x, y}) ≤ δ({x, z}) + δ({z, y})
for all pairwise distinct vertices x, y, z. Therefore, the corresponding version of
the Traveling Salesman Problem (TSP) is called the metric TSP, ∆-TSP for
short.
Algorithm 2.1: Spanning Tree Algorithm
Input: An undirected complete edge-weighted graph G = (V,E, δ), where
δ : E → Q+ satisfies the triangle inequality.
1. Compute a minimum spanning tree T of G.
2. Perform a depth-first search on T .
3. Compute a Hamiltonian cycle H of G by visiting the vertices of G
according to their order in the depth-first search.
Output: H .
This algorithm guarantees an approximation ratio of 2, as can easily be seen
by the following argument. Removing a single edge in any Hamiltonian cycle
(hence also in the optimal solution) of G will result in a Hamiltonian path,
which is in particular a spanning tree. Thus, the cost of T is a lower bound
for the cost of an optimal solution. Now, the depth-first search of T visits each
edge of T exactly twice, and removing all vertices that appear more than once
on this traversal, will, due to the triangle inequality that we assumed for our
input, results in a tour at most as costly as the original depth-first search tour.
That is, the computed Hamiltonian cycle is at most twice as long as the optimal
one.
As explained above, the approximation ratio is not restricted to be a constant
but can also depend on the size of the input, which is clearly worse. On the other
hand, it is desired to have approximation algorithms that reach approximation
ratios that are arbitrarily near to 1. Most preferable, one may freely choose the
desired approximation ratio. Indeed, there exist some optimization problems
that allow also for this kind of approximation. The corresponding algorithm
gets an additional input value ε ∈ R>0 besides the input instance itself and
achieves an approximation ratio of 1 + ε in running-time polynomial in the
input size, but possibly exponential in 1
ε
. This type of approximation algorithm
is called a PTAS, a polynomial-time approximation scheme. If we, moreover, can
guarantee for a PTAS to run in time also polynomial in 1
ε
, we denote this as an
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FPTAS, a fully polynomial-time approximation scheme. There are in fact some
NP-hard problems having an FPTAS, the maybe most prominent representative
of this class is the Knapsack Problem.
Having these different levels of approximation, we may want to have also
complexity results with respect to the achievable approximation ratio. We dis-
tinguish between those levels by introducing the following classes.
Definition 2.2 An optimization problem U belongs to the class
• APX if there exists a α-approximation algorithm for U , where α is a
constant,
• to the class PTAS if there exists a PTAS for U , and
• to the class FPTAS if there exists an FPTAS for U .
In the same sense as for decision problems we can extend this classifica-
tion regarding to the hardness of an optimization problem. Accordingly, an
optimization problem is said to be APX-hard, if any problem in APX can be
reduced to it via a polynomial-time and in some sense approximation preserving
reduction.
For optimization problems, we may thus prove APX-hardness, in particular
one may also be able to determine a concrete constant, such that the problem
is not approximable with a ratio below this constant, unless P=NP. These in-
approximability results are so-called lower bounds on the approximability. We
will not discuss this issue in greater detail, but refer to standard textbooks as
for instance [38] and the references therein instead.
Part II
Protein Folding
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Chapter 3
Protein Folding in the HPd
Model
3.1 Introduction to Protein Folding
As already mentioned in Section 2.1, proteins are molecules which are respon-
sible for many functions in all living organisms. A protein consists of a chain
of amino acid residues. There are twenty different amino acids from which all
proteins are built, the linear sequence of these amino acids is called the primary
structure of the protein. Moreover, under physiological conditions every pro-
tein folds into a unique specific three-dimensional structure, called the native
tertiary structure. This native structure determines the function of the protein.
One of the most important and challenging problems in molecular biology
is to find out this native three-dimensional structure of a protein. This can in
principle be done by experimental methods like X-ray crystallography or NMR
spectroscopic analysis, but these methods are very slow and expensive. Thus,
the goal is to find a computational method for predicting the native tertiary
structure of a protein, given the linear sequence of the amino acid residues. This
task is called the protein folding problem.1 Any possible folding of a protein in
three-dimensional space is called a conformation, and the native structure is
believed to be the conformation with the lowest free energy. But there has
not yet been developed any complete formal model taking exactly into account
all forces that are involved in the folding of a protein, and furthermore such a
complete model would most probably be far too complex to handle. Therefore,
a lot of different simplified models were considered in the literature. To describe
a simplified model of the protein folding in this context of low free energy, one
has to consider the following parameters:
1This approach of computing the tertiary structure of a protein from its primary structure
relies on experiments of Anfinsen and others [2, 3] who have shown that for most proteins
all information needed for folding into the native tertiary structure is indeed contained in the
amino acid sequence alone.
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(i) How is the input, namely the primary structure of the protein, given?
(ii) How is the space modeled in which the protein folds?
(iii) How is the energy of a spatial conformation of the protein modeled?
In the following we will describe one of the most simplified models of protein
folding that has been extensively investigated, the so called HP model which was
introduced by Dill [25, 26]. In the HP model, a protein is treated as its sequence
of amino acids, and the molecule is further abstracted by considering only a
certain characteristic of each amino acid, namely whether it is hydrophobic
or hydrophilic (polar) (see Table 2.1). This abstraction is motivated by the
assumption that the hydrophobic interactions between the hydrophobic amino
acids are the strongest force in the folding process. This assumption seems
to be well motivated by experiments, many proteins whose three-dimensional
structure is known tend to fold in such a way that the hydrophobic amino acids
form a core inside the molecule, surrounded by the polar amino acids.
In this model, the space in which the protein folds is discretized in terms of
a two-dimensional or three-dimensional grid lattice. Any conformation of the
protein corresponds to an embedding of the amino acid sequence into the grid
obeying the following rules:
• Every position in the amino acid sequence is assigned to one point of the
lattice.
• No two positions of the sequence are assigned to the same lattice point.
• Adjacent positions in the sequence must be assigned to adjacent points of
the lattice.
The only force taken into account by this model for calculating the free
energy is the interaction between the hydrophobic amino acids of the protein.
The assumption made by the model is that two hydrophobic amino acids interact
if and only if they are spatially close to each other. For scoring a conformation,
i. e., an embedding of the protein into the lattice, the model counts the number
of pairs of amino acids that are embedded onto neighboring points in the lattice,
but are not neighbors in the amino acid sequence themselves. Such a pair is
called a contact.2 The goal is now to find a conformation maximizing this score
(and thus minimizing the free energy of the protein).
One might think that this model oversimplifies the biological problem, and
indeed it does not take into account many aspects of protein folding. On the
other hand, already the problem in this very abstract and simple model turns out
to be NP-hard for the two-dimensional [24] as well as for the three-dimensional
grid lattice [10]. For more complex models, many hardness results are known,
too [4, 18, 32, 43, 46]. For the protein folding problem in the HP model there
are many attempts known to attack the problem, including approximation al-
gorithms [31, 44, 45], constraint programming algorithms, local search, genetic
2The exact notion of a contact will be formally defined later in Section 3.2.
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Figure 3.1: The two-dimensional grid lattice with diagonals.
algorithms, and other heuristics. An overview of the existing literature is given
in the survey articles [18, 29].
Moreover, the justification to study this model does not only depend on
the fact that it is the most promising to be attacked by algorithmic methods
due to its simplicity, but it also serves as a test for the biological hypotheses to
judge, whether the hydrophobic forces are really essential for the protein folding
process (as it is assumed), or not.
Nevertheless, the HP model has at least one serious shortcoming, namely
that, due to the grid structure, contacts can only be established between po-
sitions of different parity in the amino acid sequence, i. e., it is impossible to
have a contact between two hydrophobic amino acids, if they both are on even
(resp. both on odd) positions of the sequence. The quality measurement of
approximation algorithms in [31, 44, 45] all depend on a lower bound which
directly results from this parity constraint.
To overcome this drawback of the HP model, one can use an extended lattice
as a model for the folding space. There are several lattices considered for protein
folding problems in the literature [1, 33, 37]. The lattice we will consider here
is similar to the grid lattice, but the adjacency in the lattice is extended to
the diagonals of each basic square in the grid (but not to the steric diagonals
in the three-dimensional case). For an intuitive example of this lattice in two
dimensions see Figure 3.1, we will give a formal definition of the lattice in
the next section. Note that due to the extension of the grid by diagonals the
resulting lattice does no longer exhibit the unnatural parity constraint of the
original grid lattice. This grid lattice with diagonals was already considered by
Heun [37] for a refined variant of the HP model, called the HP side chain model,
introduced in [33], where every amino acid is modeled by a backbone part and
a side chain which have to be embedded into two separate (but neighboring)
points of the lattice.
The computational complexity of the protein folding problem in the HP
model on the grid lattice with diagonals, HPd model for short, is unknown, but
we strongly conjecture that also this variant of protein folding is computation-
ally hard. In this work we present some approximation algorithms for protein
folding in the HPd model in two as well as in three dimensions. The achieved
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approximation ratios of our algorithms are significantly better than those of
all other known algorithms for protein folding in the different variants of the
HP model (without side chains). For the two-dimensional case, the so far best
known approximation ratio is 3 in the case of the standard two-dimensional
grid [44] and 116 ≈ 1.833 for the triangular grid [1], while our algorithm achieves
a worst-case approximation ratio of 2615 ≈ 1.733. For the three-dimensional
case, the best known approximation ratios are 83 − ε for some small ε > 0 for
the standard three-dimensional HP model [45] and 53 for the HP model on the
three-dimensional triangular lattice [1], while our algorithm achieves a ratio of
8
5 = 1.6.
The rest of this chapter is organized as follows. In the next section we will
formally define the model and the protein folding problem. In Section 3.3 we
will present our algorithms for the two-dimensional case, and in Section 3.4 we
will show how to adapt them for the three-dimensional case.
3.2 Preliminaries
In this section we will formally define the HPd model and the protein folding
problem.
In the following we will treat a protein as its sequence of amino acids, thus
as a string over a finite alphabet, and we will further abstract the molecule by
considering only a certain characteristic of each amino acid, namely whether
it is hydrophobic or hydrophilic (polar). We will therefore consider a string
over the alphabet {1, 0} denoting for hydrophobic and hydrophilic amino acids,
respectively.
The lattice that will serve as a spatial model for the folding of the protein
can be formally defined as follows.
Definition 3.1 The two-dimensional grid lattice with diagonals is the infinite
graph L⊠2d = (V,E) with vertex set V = Z2 and edge set E = {{x, x′} | x, x′ ∈
Z2, |x− x′|2 ≤
√
2}, where | · |2 denotes the Euclidean norm.
The three-dimensional grid lattice with plane diagonals is the infinite graph
L⊠3d = (V,E) with vertex set V = Z3 and edge set E = {{x, x′} | x, x′ ∈
Z3, |x− x′|2 ≤
√
2}.
Note that for simplicity we defined the lattice as an infinite graph although
we will only need a finite subgraph of it for each embedding of a protein. The
two-dimensional grid lattice with diagonals is shown in Figure 3.1. Concerning
the three-dimensional case, be aware of the fact that the steric diagonals are
not included in the lattice.
We will next define the valid embeddings of a protein into this lattice in
our HPd model. Intuitively, the embedding maps the symbols of the string
injectively onto a subset of the vertices of the lattice in such a way that adjacent
symbols in the string are also adjacent in the embedding, in other words, the
embedding can be described as a self-avoiding walk inside the grid. In Figure
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Figure 3.2: An embedding of the string 011010110 into the lattice L⊠2d.
(a) (b) (c)
Figure 3.3: In (a) a crossing of two binding edges is shown, this situation is forbidden
in a valid conformation, in (b) the crossing between a contact edge and a binding edge
is shown, this is no contact edge in the strong sense, (c) shows two contact edges in
the strong sense.
3.2, an example of a valid embedding of a protein string into the two-dimensional
lattice L⊠2d is shown. In this figure, the embedded ones of the string are drawn as
black circles, the zeros as white circles, and the fat edges denote the adjacencies
in the string. This embedding can be formally defined as follows.
Definition 3.2 Let p = p1 . . . pm be a string of length m over the alphabet
{0, 1}, and let L = (V,E) ∈ {L⊠2d,L⊠3d} be a lattice. An embedding of p into
L is an injective function ϕ : {1, . . . ,m} → V from the positions of the string
to the vertices of the lattice that assigns adjacent positions in p to adjacent
vertices in L, i. e., {ϕ(i), ϕ(i + 1)} ∈ E for all 1 ≤ i ≤ m − 1. These edges
{ϕ(i), ϕ(i+ 1)} ∈ E for 1 ≤ i ≤ m− 1 are called binding edges.
An embedding of p into L is called a conformation, if no two binding edges
cross each other (see Figure 3.3 (a)).
An edge {x, x′} of L is called a contact edge, if it is no binding edge, but
there exist i, j ∈ {1, . . . ,m} such that ϕ(i) = x, ϕ(j) = x′, and pi = pj = 1 (see
Figure 3.3 (b) and (c)).
An edge of L is called a contact edge in the strong sense, if it is a contact
edge and does not cross a binding edge (see Figure 3.3 (c)).
The biological motivation for forbidding the crossing of binding edges is that
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these edges represent bindings and such a crossing is not possible due to the
spatial constraints of these chemical bindings. One could also argue that such
a chemical binding prevents a crossing hydrophobic interaction which gives the
motivation for the definition of contact edges in the strong sense. Nevertheless,
we will in the following only consider the weaker model in which all contact
edges are counted.
Whenever a conformation of a string is given, we will call a vertex of the
lattice to which there was assigned a one [zero] by this conformation a one-vertex
[zero-vertex ] or simply a one [zero]. The vertices of the lattice which are not
occupied by a one or a zero are called unused. A binding edge connecting a one
with a zero will be called an alternation edge and a non-binding edge adjacent
to a one that is no contact edge is called a loss edge.
The protein folding problem in the HPd model is now to find a conformation
of a given string in the lattice L⊠2d or L⊠3d with a maximum number of contact
edges.
Definition 3.3 The protein folding problem in the two-dimensional [three-di-
mensional] HPd model, denoted as HPd-2D problem [HPd-3D problem] is the
following optimization problem:
Input: A string p = p1 . . . pm over the alphabet {0, 1}.
Feasible solutions: All conformations of p in L⊠2d [in L⊠3d].
Costs: The cost of a conformation ϕ is the number of contact edges of ϕ.
Goal: Maximization.
Throughout this chapter we will use the following convention for figures:
Black circles denote ones, white circles denote zeros, solid lines denote binding
edges, and dashed lines denote contact edges. Dotted lines are used to denote
parts of the conformation that are not considered in the respective figure.
In the next sections we will attack the protein folding problem in the HPd
model by proposing some approximation algorithms. Please note that we will
only analyze the asymptotic approximation ratio of our algorithms. This will
clarify the analysis since we do not have to consider in detail situations on
the border of the embedding which may result in a small constant increase or
decrease of the number of contact edges in the constructed feasible solution, but
will be negligible for increasing input lengths. In accordance with this, we will
assume that every input string starts and ends with a zero. This will simplify the
analysis of our algorithms and does not affect their asymptotic approximation
ratio.
To measure the approximation ratio we have to count the number of contact
edges achieved by our algorithms and to compare it to the maximum number
of possible contact edges. We will always locally count for every one-vertex of
the lattice the number of incident contact edges, and we will call these incident
contact edges the contacts of this one. Every edge incident to a one that is
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neither a contact nor a binding edge will be called a loss of this vertex.3 By
summing up the number of contacts over all ones, we will count every contact
edge exactly twice. Since we will use this way of counting both for the con-
tacts achieved by our algorithm and for the number of hypothetically possible
contacts, this will not affect the approximation ratio.
3.3 The Two-Dimensional Case
In this section we will present some approximation algorithms for the HPd-2D
problem. Firstly, we will establish some upper bounds on the maximal number
of contacts in any solution. Secondly, we will develop some algorithms for the
HPd-2D problem and analyze their approximation ratios.
3.3.1 Upper Bounds
In this subsection we will present two upper bounds on the number of possible
contacts for any one. The first bound is based on simply counting the number
of neighbors of a vertex in the lattice.
Lemma 3.4 Let p ∈ {0, 1}∗ be a string starting and ending with a zero, let ϕ
be a conformation of p in L⊠2d. Then any one can have at most six contacts.
Proof. Every vertex of the lattice L⊠2d has exactly eight neighbors. Since p
starts and ends with a zero, every one in the conformation has to be incident
to exactly two binding edges. Thus, the claim immediately follows. 
We will now show that this upper bound cannot be reached in general. More
precisely, we will show that every alternation edge between zeros and ones in
the given string on average guarantees at least one third of a loss edge and thus
prevents at least one third of a contact.
To prove this claim we first need to define the neighborhood of an edge in
the lattice.
Definition 3.5 Let e = {x, y} be any edge in L⊠2d = (V (L⊠2d), E(L⊠2d)). We
define the neighborhood of e as the subgraph N2d(e) = (V,E) of L⊠2d, where
V = {v ∈ V (L⊠2d) | {v, x}, {v, y} ∈ E(L⊠2d)} ∪ {x, y} and
E = {{x, v}, {y, v} ∈ E(L⊠2d) | v ∈ V }
∪ {{u, v} | u, v ∈ V and {u, v} ∈ E(L⊠2d) is crossing {x, y}}.
Thus, the neighborhood of an edge e = {x, y} consists of all vertices that are
adjacent to both x and y and all edges between these vertices that are either
adjacent to e or crossing e. It is shown schematically in Figure 3.4.
In the following lemma we will analyze the neighborhood of a loss edge.
3Thus, the losses of a one are the incident loss edges of this vertex, i. e., the edges connecting
the vertex to a non-adjacent zero in the string or to an unused vertex of the lattice.
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(a) (b)
Figure 3.4: The neighborhood N2d(e) of the edge e = {x, y}, if e is a horizon-
tal/vertical edge (a), or if e is a diagonal edge (b). The edges belonging to the neigh-
borhood are shown as dotted lines.
Lemma 3.6 Let p be an input string for the HPd-2D problem, let ϕ be any
conformation of p, and let l = {x, y} be any loss edge of ϕ. Then there are at
most four alternation edges inside N2d(l).
4
Proof. Since both vertices x and y can be adjacent to at most two binding
edges, it follows immediately that there are at most four alternation edges ad-
jacent to l. If l is a horizontal or vertical edge, there is no edge crossing l in
the lattice and the claim follows immediately. If l is a diagonal edge, then the
neighborhood of l contains only two additional vertices as shown in Figure 3.4
(b). Either one of these additional vertices can be adjacent to at most one of the
vertices x and y via an alternation edge, since x and y carry different symbols.
Thus, there are at most two adjacent alternation edges in the neighborhood of
l, but also the crossing edge might be an alternation edge. 
We are now ready to prove an improved upper bound on the possible number
of contacts in a conformation.
Lemma 3.7 Let p = 0+b10
+b20
+ . . . 0+bk0
+ be an input string for the HPd-2D
problem, where bi ∈ {1}+ for 1 ≤ i ≤ k, let n =
∑k
i=1 |bi| be the number of ones
in p. Then the overall number of contacts, summed up over all ones, in any
conformation is at most 6 · n− 23 · k.
Proof. From Lemma 3.4 we know that the number of contacts is at most 6 ·n.
To show that the ones together have to have at least 23 · k losses, it suffices to
prove the following claim, since every block of ones is framed by two alternation
edges.
On average, for each alternation edge in any conformation for p, one
third of a loss edge is indispensable.
4Please note that the considered edge l, although drawn as a solid line in Figure 3.4, is no
binding edge but a loss edge and therefore crossings might occur inside valid conformations.
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Figure 3.5: The three possible neighborhoods of a diagonal alternation edge, the
possibilities for loss edges are depicted by thin dashed lines.
Let ϕ be any conformation of p. We start the proof of the claim by counting
the number of inevitable loss edges in the neighborhood of any alternation edge.
Let e = {x, y} be any alternation edge of ϕ. We will distinguish two cases.
If e is a horizontal or vertical edge, then the neighborhood N2d(e) contains
four additional vertices as shown in Figure 3.4 (a). Each of these four vertices
is adjacent to both endpoints of e. Thus, each of them is adjacent to both a
zero and a one. This means that, for each of these four vertices, exactly one of
the edges to x and y is either an alternation edge or a loss edge. This implies
that there are exactly four alternation edges or loss edges among the eight edges
inside N2d(e). But each of the endpoints of e can be incident to at most one
additional binding edge, and thus there are at least two loss edges inside N2d(e).
If e is a diagonal edge, then the neighborhoodN2d(e) contains two additional
vertices as shown in Figure 3.4 (b). We will distinguish three subcases according
to the symbols that these additional vertices carry. These cases are shown in
Figure 3.5. Without loss of generality, we treat unused vertices as zero vertices
here. It is easy to see that in the cases shown in Figure 3.5 (a) and (b) there has
to be at least one loss edge adjacent to e, since either x is the only one in N2d(e)
or y is the only zero in N2d(e), and cannot be connected to both additional
vertices via a binding edge, since e is also a binding edge. In the remaining
case, shown in Figure 3.5 (c), the diagonal edge crossing e has to be a loss edge
since binding edges are not allowed to cross each other. Thus, in all three cases
there exists at least one loss edge in N2d(e).
We will now analyze the case in detail, in which there is exactly one loss
edge in the neighborhood N2d(e) of a diagonal alternation edge e. We will call
these alternation edges critical edges in the following. Every critical edge has to
be adjacent to at least one horizontal or vertical alternation edge, otherwise we
could guarantee an additional loss edge (cf. Figure 3.5 (c)). But on the other
hand, every horizontal or vertical alternation edge can be adjacent to at most
two critical edges (as it can only be adjacent to two binding edges). This means
that at most two critical edges can share any specific horizontal or vertical
alternation edge in their neighborhood. Therefore the number of horizontal or
vertical alternation edges has to be at least half of the number of critical edges,
i. e., only a fraction of at most 23 of all alternation edges can be critical edges.
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Let z be the fraction of critical edges in the given conformation ϕ. We can
now count the overall number of loss edges in the neighborhoods of all alterna-
tion edges. From Lemma 3.6 we know that doing so we can count each single loss
edge at most four times.5 Thus, we can guarantee at least 14 · (2 · (1−z)+z) loss
edges per alternation edge on average. From the above we know that 0 ≤ z ≤ 23 .
Within this range the above expression takes its minimum for z = 23 and we get
at least 14 · (2 · (1 − 23 ) + 23 ) = 13 loss edges per alternation edge on average. 
The next lemma shows that the upper bound from Lemma 3.7 is asymp-
totically the best possible general upper bound for the number of achievable
contacts.
Lemma 3.8 For all r ∈ N, let pr = (01011010)2r+1. Then there exists a
conformation for pr with 2 · (2r + 1) + 12 loss edges.
Proof. We will exhibit a conformation of pr with an asymptotically minimum
number of loss edges. As an example, a possible conformation for p3 is shown in
Figure 3.6. From this figure, it is easy to see that the sub-conformation of each
block 01011010 contributes exactly two loss edges, which are marked by dashed
lines in Figure 3.6, except for the block around the ”folding point”. Addition-
ally, this conformation has 14 loss edges between the ones at the ends of the
conformation and their unused neighbors as shown in Figure 3.6. This amounts
to 2 · (2r + 1) + 12 loss edges in total. It is straightforward to generalize this
conformation to higher values of r. 
Clearly, pr = (01011010)
2r+1 contains k = 3·(2r+1) blocks of ones. Applying
our upper bound from Lemma 3.7 yields a maximum number of 6n − 23 · k =
6n− 23 · 3 · (2r + 1) = 6n− 2(2r + 1) achievable contacts. This asymptotically
matches the number of contacts achieved according to Lemma 3.8 and thus
proves the tightness of the bound from Lemma 3.7.
3.3.2 Algorithms for the HPd-2D Problem
In this subsection we will present three approximation algorithms for the HPd-
2D problem. We start with a simple 3-approximation algorithm.
The idea of this simple algorithm, denoted as Simple2D in the following, is
to arrange all ones occurring in the input string along two diagonals. This will
be done by arranging the ones in a prefix of the string up to a certain folding
point (which we will formally describe later) on the upper diagonal putting the
zeros aside, and arranging the ones of the corresponding suffix on the lower
diagonal. This idea is depicted in Figure 3.7.
The folding point is thus the point where we turn around to fill up the
lower diagonal. Hence for this simple strategy the folding point can be easily
5Although the proof of Lemma 3.6 implies that a diagonal loss edge is counted at most 3
times, the argument above does not guarantee a specific number of diagonal loss edges in a
particular case, and hence we cannot apply this additional knowledge here.
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Figure 3.6: An optimal conformation of the string p3 = (01011010)7 .
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Figure 3.7: The strategy of algorithm Simple2D: It arranges the ones along two
diagonals, turning around at a specific folding point.
determined by dividing the number of ones by two.6
It remains to show that it is possible to arrange the zeros between the ones
in such a way that no interference occurs. To show this, we depict the two
cases of an odd and even number of intermediate zeros in Figure 3.8. The zeros
are arranged in side-arms orthogonal to the diagonals that do not interfere
each other. Although we only present the required arrangement for the upper
diagonal, it should be clear that the situation on the lower diagonal is symmetric.
We will summarize this construction in the following algorithm.
6Recall that we deal with asymptotic approximation only, hence we do not take into account
effects at the folding point which might lead to a small constant number of losses.
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(a) (b)
Figure 3.8: How to arrange side-arms: Part (a) deals with an even number of inter-
mediate zeros and Part (b) with an odd number of zeros.
Algorithm 3.1: Simple2D
Input: A string p over {0, 1}.
1. Let f = ⌈n2 ⌉, where n denotes the number of ones in p.
2. Choose the folding point F as the first position in p after the fth
one. Denote by prefF (p) the prefix of p up to position F and by
suffF (p) the corresponding suffix.
3. Adjust the ones in prefF (p) along the upper diagonal, arranging
the side-arms of intermediate zeros as shown in Figure 3.8.
4. Adjust the ones in suffF (p) along the lower diagonal, arranging
the side-arms of intermediate zeros in a symmetric way to the one
shown in Figure 3.8.
Output: The computed conformation of p.
Obviously, the algorithm Simple2D computes a feasible solution for the
HPd-2D problem in linear-time. Let us now investigate the approximation ratio
achieved by algorithm Simple2D. Since all ones in the string lie on two adjacent
diagonals, every one has at least two contacts.7 This is visualized in Figure 3.9.
Since each one can participate in at most six contacts we can directly conclude
7We do not take into account any losses at the endpoints of the string, since this has no
effect on the asymptotic approximation ratio.
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x
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Figure 3.9: The number of contacts resulting from a conformation according to al-
gorithm Simple2D. Again, only the situation for the upper diagonal is depicted, the
situation for the lower diagonal is symmetric.
the following result.
Theorem 3.9 The algorithm Simple2D is an asymptotic 3-approximation al-
gorithm for the HPd-2D problem. 
If we take a closer look, we see that, in addition to the contacts between
ones on different diagonals, a one also has a contact to its neighbor on the same
diagonal, if it is the first or the last one in a block of consecutive ones (see for
example the ones labeled by x and y in Figure 3.9). This observation leads us
to an improved estimation of the approximation ratio for Simple2D.
Lemma 3.10 For any given input string with n ones in k blocks, the algorithm
Simple2D computes in linear-time a valid conformation with at least 2n+ 2k
contacts. 
Together with the improved upper bound from Lemma 3.7, this leads to
an approximation ratio of
6n− 2
3
k
2n+2k . This estimation of the approximation ratio
gives us a significant improvement, if there are many short blocks of ones in the
input instance, for example, for an input instance with solitary ones only, the
algorithm guarantees an approximation ratio of 43 . On the other hand, if all ones
lie inside the same block, the approximation ratio still tends to 3 also according
to this estimation. In other words, for substrings of many consecutive ones we
will lose a lot of contacts. To overcome this problem we will treat every second
one in such a region of consecutive ones as a zero and hence place it in the next
diagonal. In this way we will achieve four contacts for all ones remaining on
the main diagonals, but now we have to deal with those ones that we laid aside.
This situation is depicted in Figure 3.10.
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side diagonal
side diagonal
main diagonals
Figure 3.10: The algorithm FourDiagonals guarantees four contacts for each one
on the main diagonals.
Following this improved strategy we can summarize our second algorithm as
shown in Algorithm 3.2.
In the following, we will analyze the approximation ratio of Algorithm Four-
Diagonals. We start with counting the number of achieved contacts.
Lemma 3.11 For any given input string with n ones and k′ blocks of con-
secutive ones of odd length ≥ 3, the algorithm FourDiagonals computes in
linear-time a valid conformation with at least 4n− 2k′ contacts.
Proof. Clearly, by arranging the side-arms in a similar way as in Algorithm
Simple2D, FourDiagonals always computes a feasible solution. Moreover,
the computation of the folding point requires one linear run through the string.
The conformation itself can also be calculated by a single run. Thus, the algo-
rithm needs only linear-time.
We will now analyze the number of contacts. The basic idea is to show that
on average every one in the conformation has at least four contacts, except for
the second last one in each maximal consecutive block of an odd number of ones,
which has at least two contacts. To show this, we need some more notation.
We partition the set of ones in the input string according to their place in the
computed conformation into the following four subsets:
• D denotes the set of ones on odd positions in their blocks, i. e., those ones
that are placed on the main diagonals by the algorithm,
• E denotes the set of ones that occur on even positions in a maximal block
of ones of even length and that thus have been placed on the side diagonals
by the algorithm,
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Algorithm 3.2: FourDiagonals
Input: A string p over {0, 1}.
1. Decompose p into maximal blocks of consecutive ones separated
by zeros, i. e., p = 0+b10
+b20
+ . . . 0+bk0
+, bi ∈ {1}+. Let g =∑k
i=1⌈|bi|/2⌉, and f = ⌈g/2⌉.
2. Choose the folding point F as the first position in p after the fth
one. Denote by prefF (p) the prefix of p up to position F and by
suffF (p) the corresponding suffix.
3. For every block in prefF (p), adjust the ones at odd positions within
the block along the upper main diagonal, putting the ones at even
positions in the block aside to the upper side diagonal, and arrang-
ing the side-arms of intermediate zeros as in algorithm Simple2D.
4. For every block in suffF (p), adjust the ones at odd positions within
the block along the lower main diagonal, putting the ones at even
positions in the block aside to the lower side diagonal, and arranging
the side-arms of intermediate zeros as in algorithm Simple2D.
Output: The computed conformation of p.
• L denotes the set of all ones that are on the last even position in a block
of odd length, i. e., the set of all ones that are the last in an odd block
placed on a side diagonal, and
• O denotes the set of all but the last ones on even positions in a block of
odd length.
We will now prove the following claims:
(i) Each one in D has four contacts resulting from contact edges inside D.
(ii) Each one in E provides four additional contacts not counted in (i).
(iii) Each one in O provides four additional contacts not counted in (i) or (ii).
(iv) Each one in L provides two additional contacts not counted in (i), (ii), or
(iii).
Claim (i): Since the algorithm does not arrange two adjacent ones at adjacent
positions along the main diagonals, but places one of them on the side
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Figure 3.11: Claim (ii): Number of contacts for the ones on the side diagonals in an
even length maximal substring of consecutive ones. Part (a) shows the situation for a
pair of ones, Part (b) for an even length substring of consecutive ones from which k
ones have been placed on the side diagonal.
diagonal, four contacts can be established for the ones in D as shown in
Figure 3.10, namely two contacts to their neighbors on the same diagonal
and two contacts to the corresponding ones on the opposite main diagonal.
Note that all of these four contacts result from contact edges inside D.
Claim (ii): We show the corresponding situation for a maximal consecutive
pair of ones in Figure 3.11 (a). We denote the one on the side diagonal
by x, the one following x on the main diagonal by y, and the one on the
opposite side of x on the other main diagonal by z. We see that x has two
contacts, resulting from contact edges to y and z. Moreover, the number
of contacts of y and z is also increased by one each due to these additional
contact edges. Thus x contributes four contacts altogether to the sum of
contacts over all vertices, and all of these contacts were not counted in our
proof of Claim (i). To see how this argument generalizes to all substrings
of even length, we marked, for each one xi in a substring of consecutive
ones, the two additional contact edges by ci and c
′
i in Figure 3.11 (b).
Claim (iii): Similarly to the proof of Claim (ii) we can assign two contact edges
to each one in O as shown in Figure 3.12 (b), where x1, . . . , xk belong to O.
Each one xi ∈ O has two additional contacts due to the contact edges ci
and c′i, and also the other endpoints of ci and c
′
i get an additional contact.
Note that these contact edges ci and c
′
i have not been considered in the
analysis of Claims (i) and (ii).
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Figure 3.12: Claims (iii) and (iv): The number of contacts for the ones on the side
diagonals in an odd-length maximal substring of consecutive ones. Part (a) shows the
situation for a triple of ones, part (b) for an arbitrary odd-length maximal substring
of consecutive ones.
Claim (iv): To every one in L there can be assigned one additional contact
edge not considered in the previous claims. This contact edge b for a one
y ∈ L is shown in Figure 3.12 (a) for a triple of ones and in Figure 3.12
(b) for an arbitrary odd-length maximal block of ones.
Claims (i) to (iv) immediately show that the algorithm FourDiagonals finds
a conformation with at least 4n− 2k′ contacts. 
Note that the estimation of the number of achieved contacts from Lemma
3.11 is tight up to the special cases at the border of the conformation.
Theorem 3.12 The algorithm FourDiagonals is a linear-time asymptotic
26
15 -approximation algorithm for the HPd-2D problem.
Proof. In the following, let n be the number of ones in the given input, let k
be the number of maximal blocks of consecutive ones in the input, and let k′ be
the number of odd-length maximal blocks of length ≥ 3.
In Lemma 3.11 we have shown that the algorithm guarantees 4n− 2k′ con-
tacts. On the other hand, Lemma 3.7 guarantees that any conformation for this
input has at most 6n− 23 · k contacts. This leads to an approximation ratio of
6n− 23 · k
4n− 2k′ =
3n− 13 · k
2n− k′ ≤
3n− 13 · k′
2n− k′ .
We know that k′ ≤ n3 , and an easy calculation shows that this function takes
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its maximum value for k′ = n3 .
8 In this case we get an approximation ratio of
3n− 13 · k′
2n− k′ =
3n− n9
2n− n3
=
26
9
5
3
=
26
15
≈ 1.733.

Note that in many cases the algorithm FourDiagonals will even obtain
better results than this approximation ratio of 2615 .
Seemingly, the worst-case inputs for this algorithm are strings with many
odd-length maximal blocks of ones, especially with many triples of ones. Since
then, the algorithm FourDiagonals achieves only 10 contacts for each triple
altogether according to Figure 3.12 (a). So, if we consider an input instance
consisting of triples of ones only, a possible folding could arrange each triple
in adjacent columns as shown in Figure 3.15 (a) achieving 14 contacts for each
triple (see Lemma 3.13). This directly implies that FourDiagonals cannot
achieve an approximation ration better than 1.4 in general.9
One opportunity to improve the approximation ratio is therefore to design
another algorithm that guarantees more contacts on average for every one inside
a triple or another block of odd length. In the sequel of this section, we will show
that this is indeed possible by developing an algorithm that achieves at least
30
7 ≈ 4.29 contacts on average for each one inside a maximal block of length ≥ 3.
Unfortunately, this algorithm does not guarantee any contact for solitary ones
and pairs of ones at all. Therefore it achieves a better approximation ratio as
the algorithm FourDiagonals only in the case that in the given input string
at least a fraction of 2126 ≈ 0.808 of the ones occurs in maximal blocks of length
≥ 3.
The basic idea of this algorithm, called SevenRows, is to place all blocks
of consecutive ones of length ≥ 3 side by side into seven consecutive rows of the
lattice as shown for a small example in Figure 3.13, folding long blocks in an
appropriate way such that the three middle rows are completely filled with ones.
The solitary ones and the pairs of ones are treated as zeros by this algorithm.
The folding of the long blocks of consecutive ones is shown in Figure 3.14,
distinguishing five cases according to the length of the block modulo 5, and in
Figure 3.15 for some small lengths that require a special treatment. It is easy
to see that in all cases any positive number of zeros can be placed in vertical
”side-arms” without disturbing the placement of the ones.
8For k′ ∈ o(n) the function f(n, k′) = 3n−
1
3
·k
′
2n−k′
tends to 3
2
, and for k′ = x · n for some
0 < x ≤ 1
3
the deviation of f(n, k′) =
(3− 1
3
·x)·n
(2−x)·n
=
3− 1
3
·x
2−x
is
7
3
x+3
(2−x)2
and thus always positive.
Therefore f is monotonically increasing.
9For inputs consisting of a single block of consecutive ones, we even obtain an asymptotic
lower bound of 1.5 on the approximation ratio of the algorithm.
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Figure 3.13: A small example for a conformation found by the algorithm SevenRows.
Algorithm 3.3: SevenRows
Input: A string p over {0, 1}.
Arrange the ones in p according to the patterns illustrated in Figure 3.14
and Figure 3.15 and place the zeros into appropriate “side-arms”.
We will now determine the number of contacts that is achieved by the con-
formation found by the algorithm SevenRows. We start with counting the
number of contacts inside the three middle rows. Please note that also for this
algorithm we will deal with asymptotic approximation ratio only, and we will
therefore not analyze the special cases occurring at the left and right border of
the conformation.
Lemma 3.13 Inside the three middle rows, each column of ones has exactly 14
contacts (except for the first and the last column).
Proof. The 14 contact edges incident to one column inside the three middle
rows are shown in Figure 3.15 (a). 
Now we will calculate a lower bound on the average number of contacts for
every one inside a block of length ≥ 3.
Theorem 3.14 The average number of contacts for a one inside a block of
length ≥ 3 in the conformation found by the algorithm SevenRows is at least
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Figure 3.14: The placement of long blocks of consecutive ones performed by the
algorithm SevenRows. Figure (a) shows the case for blocks of length m ≡ 0 (mod 5),
(b) for blocks of length m ≡ 1 (mod 5), (c) for blocks of length m ≡ 2 (mod 5), (d)
for blocks of length m ≡ 3 (mod 5), and (e) for blocks of length m ≡ 4 (mod 5).
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Figure 3.15: The placement of short blocks of consecutive ones performed by the
algorithm SevenRows.
42 3. Protein Folding in the HPd Model
30
7 (not considering the ones in the leftmost and rightmost columns of the con-
formation).
Proof. We will calculate the number of contacts for every block of length ≥ 3
and the average number of contacts for any one in this block separately. We
will distinguish 14 cases according to the length m of the considered block.
1. Let m = 3. A block of length 3 only uses the middle rows of the confor-
mation, and thus has at least 14 contacts according to Lemma 3.13. This
gives an average of 143 ≈ 4.67 contacts per one.
2. Let m = 4. The embedding of a block of length 4 is shown in Figure 3.15
(b). In addition to the 14 contacts inside the middle rows, this block has
two additional contact edges as shown in the figure. Each of these contact
edges contributes two additional contacts, thus this block of length 4 is
responsible for 14 + 4 = 18 contacts. This amounts to an average of
18
4 = 4.5 contacts per one.
3. Let m = 5. The embedding of a block of length 5 is shown in Figure 3.15
(c). This block has four additional contact edges contributing two contacts
each. Thus, the block of length 5 contributes 14 + 8 = 22 contacts, and
the average number of contacts per one is 225 = 4.4.
4. Let m = 6. The embedding of a block of length 6 is shown in Figure 3.15
(d). This block is embedded into two columns, one binding edge prevents
two of the 28 contacts, so this block contributes 26 contacts. This gives
an average of 266 ≈ 4.33 contacts per one.
5. Let m = 7. The embedding of a block of length 7 is shown in Figure 3.15
(e). This block is embedded into two columns and has one additional con-
tact edge. Thus, it contributes 30 contacts, and thus we have an average
of 307 ≈ 4.29 contacts per one.
6. Let m = 8. The embedding of a block of length 8 is shown in Figure
3.15 (f). This block is embedded into two columns and has 4 additional
contact edges. Thus, it contributes 28 + 8 = 36 contacts. This amounts
to an average of 368 = 4.5 contacts per one.
7. Let m = 9. The embedding of a block of length 9 is shown in Figure
3.15 (g). This block is embedded into two columns and has 6 additional
contact edges. Thus, it contributes 28 + 12 = 40 contacts. This gives an
average of 409 ≈ 4.44 contacts per one.
8. Let m = 11. The embedding of a block of length 11 is shown in Figure
3.15 (h). This block is embedded into two columns and has 10 additional
contact edges. Thus, it contributes 28 + 20 = 48 contacts. This gives an
average of 4811 ≈ 4.36 contacts per one.
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9. Letm = 12. The embedding of a block of length 12 is shown in Figure 3.15
(i). This block is embedded into three columns. It has 7 additional contact
edges, but one binding edge prevents two contacts inside the middle rows.
Thus, it contributes 42+14−2 = 54 contacts. This amounts to an average
of 5412 = 4.5 contacts per one.
10. Let m ≡ 0 (mod 5), k ≥ 10. The embedding of a block of length m is
shown in Figure 3.14 (a). The embedding of this block occupies m5 columns
of 5 ones each. As shown in Figure 3.14 (a), this embedding has 5 addi-
tional contact edges between any two consecutive columns. Furthermore,
there are two more contact edges both at the left end and at the right end
of the block. This amounts to m5 ·14+(m5 −1) ·10+8 = 245 ·m−2 contacts
for this block. The average number of contacts per one is minimized for
m = 10, in this case we get 4610 = 4.6 contacts per one.
11. Let m ≡ 1 (mod 5), m ≥ 16. The embedding of a block of length m
is shown in Figure 3.14 (b). The embedding of this block occupies m−15
columns, one with 6 ones and the others with 5 ones. There are 5 addi-
tional contact edges between any two consecutive columns, furthermore
there are four more contact edges at the ends and two more at the column
of six ones. This amounts to m−15 ·14+(m−15 −1)·10+12 = 245 ·m− 145 con-
tacts for this block. The average number of contacts per one is minimized
for m = 16, in this case we get 7416 = 4.625 contacts per one.
12. Let m ≡ 2 (mod 5), m ≥ 17. The embedding of a block of length m is
shown in Figure 3.14 (c). This embedding uses m−25 columns, one with
7 ones, and the others with 5 ones. There are 5 additional contact edges
between any two consecutive columns, furthermore there are four more
contact edges at the ends and four more at the column of seven ones.
This adds up to m−25 · 14 + (m−25 − 1) · 10 + 16 = 245 · m − 185 contacts
for this block. The average number of contacts per one is minimized for
m = 17, in this case we get 7817 ≈ 4.59 contacts per one.
13. Let m ≡ 3 (mod 5), m ≥ 13. The embedding of a block of length m is
shown in Figure 3.14 (d). This embedding uses m−35 columns with 5 ones
and one column with 3 ones. There are 5 additional contact edges between
any two consecutive columns with 5 ones and three additional contact
edges at the ends. This amounts to (m−35 + 1) · 14 + (m−35 − 1) · 10 + 6 =
24
5 ·m − 225 contacts for this block. The average number of contacts per
one is minimized for m = 13, in this case we get 5813 ≈ 4.46 contacts per
one.
14. Let m ≡ 4 (mod 5), m ≥ 14. The embedding of a block of length m is
shown in Figure 3.14 (e). This embedding uses m−45 columns with 5 ones
and one column with 4 ones. There are 5 additional contact edges between
any two consecutive columns with 5 ones and 6 additional contact edges
at the ends and at the column of four ones. This amounts to (m−45 + 1) ·
14+ (m−45 − 1) · 10+12 = 245 ·m− 165 contacts for this block. The average
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number of contacts per one is minimized for m = 14, in this case we get
64
14 ≈ 4.57 contacts per one.
From the above analysis we see that in any of the cases the average number of
contacts per one is at least 307 . This completes the proof. 
Although the algorithm SevenRows performs much better for long blocks
of ones than the algorithm FourDiagonals, it has a major drawback, namely
that it does not take into account the solitary ones and pairs of ones. We
will show in the following that in spite of this drawback it improves over the
algorithm FourDiagonals if there are not too much solitary ones and pairs of
ones.
Theorem 3.15 Let n be the number of ones in the given input and let l be the
sum of the number of solitary ones and the number of ones in (maximal) pairs.
Then the algorithm SevenRows achieves an asymptotic approximation ratio
of 730 ·
6n− 1
3
·l
n−l . This improves over the guaranteed approximation ratio of the
algorithm FourDiagonals, if l < 526 · n.
Proof. The number of contacts achieved by the algorithm SevenRows is at
least 307 · (n − l) according to Theorem 3.14. The number of possible contacts
is bounded from above by 6n− 13 · l, since the input has at least l2 blocks, and
each block prevents two thirds of a contact according to Lemma 3.7. From this
we know that the algorithm achieves an approximation ratio of
6n− 13 · l
30
7 · (n− l)
=
7
30
· 6n−
1
3 · l
n− l .
We will now compare the number of achieved contacts for the algorithms
FourDiagonals and SevenRows to determine those cases where the perfor-
mance of SevenRows improves over the ratio of FourDiagonals. Let k′ be
the number of blocks of consecutive ones of odd length ≥ 3 in the given in-
put. Then the algorithm FourDiagonals achieves at least 4n− 2k′ contacts
according to Lemma 3.11. The algorithm SevenRows thus guarantees more
contacts than the algorithm FourDiagonals if
4n− 2k′ ≤ 30
7
· (n− l). (3.1)
Since k′ ≤ n−l3 holds, Inequality (3.1) will be satisfied for values of l that obey
the inequality
4n− 2n−l3 ≤ 307 · (n− l)
⇐⇒ 103 n+ 23 l ≤ 307 n− 307 l
⇐⇒ 14+9021 l ≤ 90−7021 n
⇐⇒ l ≤ 20104n = 526n.

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Please note that in practice the algorithm SevenRows will be useful also
for input strings where the fraction of solitary ones and ones in pairs is greater
than 526 , since our approach of treating all long blocks as blocks of length 7 in
the proof was a rather rough estimation. Using the calculations in the proof of
Theorem 3.14, one can exploit any knowledge about the actual distribution of
the block lengths to prove a better approximation ratio.
For very long blocks the algorithm SevenRows could be improved by em-
bedding these into columns of length 7 instead of 5, or by constructing some
diamond-like shaped structures like 5, 7, 9, . . . , 9, 7, 5 ones in the consecutive
columns, but a formal analysis of these structures seems to be quite tedious.
3.4 The Three-Dimensional Case
In this section we will show how our approach described in the previous section
can be extended to the three-dimensional HPd problem. We have designed
several different algorithms, and we can guarantee an approximation ratio of 85
for the best of them. This is the best known approximation ratio for any protein
folding problem in a three-dimensional HP model without side-chains.
Before we start to explain in detail how to extend the algorithms for three-
dimensional lattices we will investigate upper bounds on the number of possible
contacts for every one in L⊠3d.
3.4.1 Upper bounds
As a first upper bound, we can again count the number of neighbors of any
vertex in the lattice.
Lemma 3.16 Let p ∈ {0, 1}∗ be a string starting and ending with a zero, let ϕ
be a conformation of p in L⊠3d. Then any one can have at most 16 contacts.
Proof. Since p starts and ends with zeros, each one in the conformation ϕ of
p is incident to exactly two binding edges. Moreover, each vertex in L⊠3d has
exactly 18 incident edges, from which the result follows. 
The neighborhood of a vertex in L⊠3d is shown in Figure 3.16. Note that
according to the definition of L⊠3d we do not assume any “steric diagonals”,
hence there exists no edge between vertices v1 and v2.
In what follows, we will present a more carefully analysis of the upper bound
in the same spirit as we have done in Section 3.3 for the two-dimensional case,
namely we will show that zeros separating blocks of ones will decrease the num-
ber of achievable contacts per one. To prove this, we need the definition of
a neighborhood of an edge in the L⊠3d lattice, which slightly differs from the
corresponding Definition 3.5 in the two-dimensional case.
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v1
v2(a)
(b) (c) (d)
Figure 3.16: (a) shows a 3×3×3 cube as a part of L⊠3d, for the sake of clarity diagonal
edges are omitted except for those incident to the center vertex; (b) to (d) represent
the neighborhood of the center vertex according to the three dimensions. All of these
projections pairwise share exactly three common vertices.
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x
y
x
y
(a) (b)
Figure 3.17: In (a) the neighborhood N3d(e) is shown for a diagonal edge e = {x, y},
while in (b) the neighborhood N3d(e) is depicted for a horizontal/vertical edge e =
{x, y}. The dotted cycles and lines do not belong to N3d(e) and are printed only for
reasons of representation. The solid edges indicate the edges in N3d(e).
Definition 3.17 Let e = {x, y} be any edge in L⊠3d = (V (L⊠3d), E(L⊠3d)). We
define the neighborhood of e as the subgraph N3d(e) = (V,E) of L⊠3d, where
V = {v ∈ V (L⊠3d) | {v, x}, {v, y} ∈ E(L⊠3d)} ∪ {x, y} and
E = {{x, v}, {y, v} ∈ E(L⊠3d) | v ∈ V }
The neighborhoods for diagonal and horizontal/vertical edges are shown in
Figures 3.17 (a) and (b), respectively. Note that, for the three-dimensional case,
we do not include the crossing edge in the neighborhood.
Lemma 3.18 Let p be an input string for the HPd-3D problem, let ϕ be any
conformation of p, and let l = {x, y} be any loss edge of ϕ. Then there are at
most four alternation edges inside N3d(l).
Proof. Since each of the vertices x and y can be incident to at most two binding
edges, the claim immediately follows. 
Next we will show an improved upper bound on the number of achievable
contacts in a conformation.
Lemma 3.19 Let p = 0+b10
+b20
+ . . . 0+bk0
+ be an input string for the HPd-
3D problem, where bi ∈ {1}+ for all 1 ≤ i ≤ k, let n =
∑k
i=1 |bi| be the number
of ones in p. Then the overall number of contacts, summed up over all ones, in
any conformation is at most 16 · n− 2 · k.
Proof. To prove this result we investigate the situation in the neighborhood of
an alternation edge e = {x, y}.
If e is either a horizontal or vertical edge, the neighborhood of e contains
8 additional vertices. Each of these is adjacent to both x and y. Since e is
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an alternation edge, different values 0 and 1 are assigned to x and y. Thus,
the assignment of any additional vertex in N3d(e) causes exactly one loss edge
adjacent to x or y. Hence, we have 8 potential loss edges, two of which may be
binding edges and therefore alternation edges themselves (one incident to x and
one to y). Thus, a horizontal/vertical alternation edge leads to 6 adjacent loss
edges.
If e is a diagonal edge we can argue in the same way as above. Since we have
6 additional vertices in N3d(e) we therefore obtain 4 adjacent loss edges.
From Lemma 3.18 we know that each loss edge is adjacent to at most 4
alternation edges. So, if we want to count the number of loss edges that are
indispensable for each occurrence of an alternation edge, we cannot simply add
the above determined number of implied loss edges, but have to take into ac-
count that each of these edges could be counted 4 times. Therefore, we obtain
a bound of only one loss edge for each alternation edge on average. Since each
block is framed by two alternation edges and we know from Lemma 3.16 that
the maximal number of contacts per one is at most 16, we achieve at most
16 · n− 2 · k contacts altogether. 
Note that although the proof of the previous lemma depends on the same
idea as the corresponding lemma for the two-dimensional case, there are two
essential differences.
Here, we were able to establish a reasonable good ratio without considering
the crossing edge of an alternation edge while in the two-dimensional case we put
a lot of effort in doing so. The reason is twofold. Firstly, in the two-dimensional
case we would have been unable to prove the existence of at least one loss edge
in the neighborhood of a diagonal alternation edge, if we had not considered
the crossing edge. On the other hand, in L⊠3d we can really have the case that
considering the crossing edge does not help, since there is a conformation where
a diagonal alternation edge implies in fact only four loss edges (see Figure 3.18).
For this reason we can do with a simpler argument to show that there are at
least 4 loss edges without consideration of the crossing edges. And this leads
to another advantage, namely we do not need to take the crossing edge into
account when we consider the maximal number of alternation edges adjacent to
a loss edge in Lemma 3.18, thereby reducing this amount of coverage of a loss
edge from 5 to 4.
The other difference is that we did not estimate the number of “bad” diagonal
alternation edges in terms of “good” horizontal/vertical alternation edges as we
did in the proof of Lemma 3.7 for the two-dimensional case.10 The reason is
simply that there might be no possibility to do so, there actually exists a case
where the alternation edges adjacent to the considered diagonal alternation edge
are in fact diagonal as well (see Figure 3.18).
10Diagonal alternation edges are “bad”, since they provide only 4 loss edges, while “good”
horizontal/vertical alternation edges provide 6 loss edges.
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Figure 3.18: The situation where for a considered diagonal alternation edge only 4
adjacent loss edges exist, and both adjacent alternation edges are in fact diagonals.
The binding edges are printed in bold while the loss edges appear as dashed lines, all
other edges in the neighborhood are presented as thin lines.
3.4.2 Algorithms for the HPd-3D problem
In this subsection we will present our algorithms for the HPd-3D problem.
We have used the following general approach to extend algorithms for the
HPd-2D problem to algorithms for the HPd-3D problem.11
Let A be any algorithm for the HPd-2D problem. For an input p for the
HPd-3D problem run A on p. Let l be the length of the resulting conformation
ϕA, i. e., the maximum distance between any two vertices in ϕA. Now, fold the
conformation ϕA into ⌈
√
l⌉ layers to obtain a three-dimensional conformation of
p. A schematic view of this procedure is presented in Figure 3.19. This strategy
is of course particularly useful if the two-dimensional folding is relatively uniform
such that ones on different layers can establish many contacts between each
other.
It is an easy but tedious task to describe the behavior of different algorithms
at the points where they enter the next layer. Therefore we will skip the details
here. Moreover, it is clear that for our algorithms for the HPd-2D problem,
the number of layers will be in O(
√
n), where n is the number of ones in p.
Thus, there will be O(
√
n) situations that should have been analyzed separately.
Nevertheless, O(
√
n) is only a second order term with respect to n and the
constants hidden there are rather small, therefore, as we restrict ourselves to
asymptotic approximation ratios, we will skip the analysis of these border cases
completely. As all of our algorithms for the three-dimensional case are based on
their respective two-dimensional counterparts, it is easy to see that all of them
can be implemented to work in linear-time.
We will start with considering the algorithm Simple3D based on the algo-
rithm Simple2D analyzed in Section 3.3.
11This is a common idea also considered for protein folding problems on other lattice types
(see for instance [33]).
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O(
√
n)
Conformation for the HPd-2D problem
Layer 1
Layer 2
Layer 3
Layer 4
Layer x
Figure 3.19: Schematic view how to stack layers of two-dimensional solutions to form
a three-dimensional conformation for the HPd-3D problem.
Theorem 3.20 Simple3D is an asymptotic 2-approximation algorithm for the
HPd-3D problem.
Proof. Let p = 0+b10
+b20
+ . . . 0+bk0
+ be an input string for the HPd-3D
problem, where bi ∈ {1}+ for all 1 ≤ i ≤ k, let n =
∑k
i=1 |bi| be the number of
ones in p. Let ϕ be the conformation computed by Simple3D.
As we discussed above, we will only consider “inner” vertices here, without
considering any border effects. Vertices that are assigned to one by ϕ are ar-
ranged along two diagonals. Each of these vertices has 2 contacts to ones on
the other diagonal (see vertex x in Figure 3.20 (a)). For each block of ones, 2
contact edges were added at the borders of this block, resulting in 2 additional
contacts (since they are counted for both blocks) (see edges e1, e2 in Figure 3.20
(a)). Moreover each vertex has 3 contacts to the layer above as well as to the
layer below (see vertex y in Figure 3.20 (b)). Summing up, we obtain 8n+ 2k
contacts altogether.
This results in an approximation ratio of 16n−2k8n+2k ≤ 2. 
By the proof of the above theorem we obtain a more precise approximation
ratio.
Corollary 3.21 Simple3D is an asymptotic 8n−k4n+k -approximation algorithm for
the HPd-3D problem, where k is the number of blocks of ones in the input. 
The second algorithm we will consider is the extension of the algorithm
FourDiagonals introduced in Section 3.3 to the three-dimensional case, which
we will denote as FourDiagonals3D.
Lemma 3.22 For any input string with n ones, the algorithm FourDiago-
nals3D computes a conformation with at least 10n contacts.
Proof. Let p = 0+b10
+b20
+ . . . 0+bk0
+ be an input string for the HPd-3D
problem, where bi ∈ {1}+ for all 1 ≤ i ≤ k, let n =
∑k
i=1 |bi| be the number
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e1
e2
x
y
(a) (b)
Figure 3.20: In (a) the conformation computed by Simple3D for a single layer is
shown. Part (b) illustrates the contacts for a one to its adjacent layers. Dashed edges
represent contacts and in part (b) the long solid edges indicate the two diagonals that
correspond to the two-dimensional conformation for each layer.
of ones in p. Let ϕ be the conformation computed by FourDiagonals3D.
Moreover, let k′ denote the number of odd-length blocks in p of length at least
3.
As before we will consider “inner” vertices of ϕ only, and do not take into
account effects at the borders of the three-dimensional conformation.
Let us denote by d the number of ones that are placed on the two main
diagonals and by s the number of ones that are located on the two side diagonals
of the conformation ϕ. Note that the main as well as the side diagonals are
stacked upon each other by algorithm FourDiagonals3D. Clearly, n = d+ s.
We will now estimate the number of contacts obtained by ϕ. First of all,
we achieve 4n − 2k′ contacts within the same layers according to the proof of
Theorem 3.12 investigating the two-dimensional case.
Concerning the ones along the main diagonals, we have 6 additional contacts,
namely one to the corresponding position in the layer above and below, as well
as two contacts to the other main diagonal in the layer above and below (see
vertex x in Figure 3.21 (a)).
Every one placed along the side diagonals establishes 4 additional contact
edges, to the main diagonals above and below (see vertex y in Figure 3.21 (b)).
Since we have not counted these contacts during our consideration of the main
diagonals, we can count them twice, which results in 8 additional contacts for
each one placed on a side diagonal.
Thus, we can estimate the number of contacts established by algorithm
FourDiagonals3D by
4n− 2k′ + 6d+ 8s.
Since we know that for each odd-length block of ones at least one one must be
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x
y
(a) (b)
main diagonals
side diagonal
side diagonal
Figure 3.21: Contacts to adjacent layers for ones on the main diagonals (part (a))
and for ones on the side diagonals (part (b)).
placed on the side diagonals we obtain s ≥ k′. Together with n = d + s this
leads to
4n− 2k′ + 6d+ 8s = 4n− 2k′ + 6n+ 2s
= 10n− 2k′ + 2s
≥ 10n− 2k′ + 2k′ = 10n
contacts overall. 
Theorem 3.23 FourDiagonals3D is an asymptotic 1.6-approximation algo-
rithm for the HPd-3D problem.
Proof. From Lemma 3.22 we know that the algorithm FourDiagonals3D
achieves at least 10n contacts. Together with our upper bound on the number
of possible contacts established in Lemma 3.19 we obtain the approximation
ratio
16n− 2k
10n
,
where k denotes the number of blocks. This immediately implies that Four-
Diagonals3D is an asymptotic 1.6-approximation algorithm for the HPd-3D
problem. 
Next, we will discuss how to generalize the idea of our algorithm SevenRows
to the three-dimensional case. Of course we can proceed in the same way as
with the algorithms before. But doing so, it will turn out that, even though
the placement of the input string into seven rows from which only three are
guaranteed to be filled completely might be useful in the two-dimensional case,
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m
3
m−1
3
m−2
3
(a) (b)
(c) (d)
Figure 3.22: Conformations computed by the algorithm FiveRows for blocks of
length m ≥ 3, for the cases (a) m ≡ 0 (mod 3), (b) m ≡ 1 (mod 3), (c) m ≡ 2
(mod 3), and (d) the special case m = 5.
in the three-dimensional case it is better to use a smaller number of rows. The
reason for this is easy. Ones that are placed in the 3 central rows have many
contacts to the layer above and below, the ones placed in rows that are adjacent
to these 3 central rows establish some contacts to these central rows in the layer
above and below as well, while ones that are placed on the extremal rows may
establish no contacts to other layers at all. Therefore we want to avoid these
placements in extremal rows, and we will present an algorithm using only five
rows for the placement of the blocks.
To formalize the above idea, we describe the placement of blocks of length
m ≥ 3 according to the cases m ≡ 0 (mod 3) (see Figure 3.22 (a)), m ≡ 1
(mod 3) (see Figure 3.22 (b)), and m ≡ 2 (mod 3) (see Figure 3.22 (c+d)).
Blocks of length shorter than 3 and zeros will by placed in sidearms in the same
way as described in the presentation of algorithm SevenRows in Section 3.3.
Let us denote the resulting algorithm as FiveRows. This algorithm will
obviously compute a feasible solution for the HPd-2D problem. But note that
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strip
center
. . .. . .. . .. . .
Figure 3.23: Notation of strip and center.
for the two-dimensional case the algorithm SevenRows will outperform the
algorithm FiveRows (see Corollary 3.25). It only becomes useful when we
consider its three-dimensional extension FiveRows3D, that is, simply divid-
ing the input string into appropriately large parts, running FiveRows for the
two-dimensional case on each part, and stacking the resulting solutions above
each other (following the general method described at the beginning of this
subsection). Thus, we will again obtain a solution consisting of O(
√
n) layers.
Now let us analyze the approximation ratio of FiveRows3D. We start with
estimating the number of contacts guaranteed by this algorithm.
Lemma 3.24 For any one in a block of length ≥ 3 (not embedded at the bor-
der of the conformation), the algorithm FiveRows3D guarantees at least 565
contacts on average.
Proof. As in the proofs before we will not bother about effects on the borders
but only consider “inner” vertices. Before we start we will introduce some nota-
tion. The three inner rows of the conformation (on the same layer) that solely
consist of ones are called the center. A strip denotes the three consecutive ones
within a block that are placed in the same column in the center by FiveRows.
We illustrate these notations in Figure 3.23.
Let us now analyze the number of contacts achieved by the placement of a
block of length m ≥ 3. We will use the following observations:
(i) If we do not take into account the existence of binding edges, each strip
will give us 18 contacts inside the center within the same layer.
If we now consider the number of contacts for a strip to the layers above
and below, it is easy to see that the central one in a strip establishes
contacts to all its 5 neighbors in the center of the layer above, while the
ones at the borders of the strip have only 4 contacts each to their neighbors
in the center above. Altogether we obtain 13 contacts to the layer above
as well as to the layer below, where the situation is symmetric. Thus, we
achieve 26 contacts of a strip to its surrounding layers.
Summing up, we obtain 44 contacts per strip. Please note, that a block
of length m includes ⌊m3 ⌋ strips.
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(ii) Next we consider the ones embedded outside the center, also without
taking into account binding edges. These will each establish 3 contact
edges to the center in the same layer and moreover 1 contact edge to the
center of the layer above as well as to the layer below. This results in
5 contact edges altogether, which we can count twice. Thus, each one
embedded outside the center leads to 10 additional contacts.
(iii) Finally, we have to take into account the binding edges which we have
simply treated as possible contact edges in the above counting. Therefore
we have to subtract 2 contacts for each binding edge. Note that a block
of length m includes exactly m− 1 binding edges.
We will now determine the number of achieved contacts for the cases m ≡ 0
(mod 3), m ≡ 1 (mod 3), and m ≡ 2 (mod 3).
• Form ≡ 0 (mod 3), m ≥ 3, (see Figure 3.22 (a)) we have exactly m3 strips,
no ones that are embedded outside the center, and m− 1 binding edges.
According to the observations above, we have 44 · m3 −2(m−1) = 383 m+2
contacts in this case, which gives at least 383 ≈ 12.67 contacts on average
for each one.
• For m ≡ 1 (mod 3), m ≥ 4, (see Figure 3.22 (b)) we have exactly m−13
strips, a single one that is embedded outside the center, andm−1 binding
edges. Thus we obtain 44 · m−13 + 10 − 2(m − 1) = 383 m − 83 contacts
altogether. The average number of contacts per one is thus 383 − 83·m
which is minimized for m = 4, that is 383 − 812 = 12.
• For m ≡ 2 (mod 3), m ≥ 8, (see Figure 3.22 (c)) we have exactly m−23
strips, two ones that are embedded outside the center, and m− 1 binding
edges. Furthermore, the ones embedded outside the center are adjacent,
thus we have a contact edge which allows us to count 2 additional con-
tacts. Hence we obtain 44 · m−23 + 2 · 10 + 2 − 2(m − 1) = 383 m − 163
contacts altogether. But for the special case of m = 5, (see Figure 3.22
(d)) we cannot arrange the ones outside the center at adjacent positions.
Therefore, we have to subtract the 2 additionally counted contacts again,
which leads to 383 m − 223 contacts for the case m = 5. The number of
contacts on average per one is minimized for m = 5, that is 565 = 11.2.
This leads to at least 565 contacts on average for every one. 
Corollary 3.25 For any one in a block of length m ≥ 3 (not embedded at
the border of the conformation), the (two-dimensional) algorithm FiveRows
guarantees 4m+2
m
contacts on average.
Proof. Following the same argumentation as above, we derive the following
number of contacts for the algorithms FiveRows in the two-dimensional case.
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• Form ≡ 0 (mod 3), m ≥ 3, (see Figure 3.22 (a)) we have exactly m3 strips,
no ones that are embedded outside the center, and m − 1 binding edges.
This amounts to
18·m
3
−2(m−1)
m
= 4m+2
m
contacts per one on average.
• For m ≡ 1 (mod 3), m ≥ 4, (see Figure 3.22 (b)) we have exactly m−13
strips, a single one that is embedded outside the center, andm−1 binding
edges. This amounts to
18·m−1
3
+6−2(m−1)
m
= 4m+2
m
contacts per one on
average.
• For m ≡ 2 (mod 3), m ≥ 8, (see Figure 3.22 (c)) we have exactly m−23
strips, two ones that are embedded outside the center, and m− 1 binding
edges. For the case m = 5 this amounts to
18·m−2
3
+2·6−2(m−1)
m
= 4m+2
m
contacts per one on average.

The above analysis on the number of contacts achieve by FiveRows in the
two-dimensional case in particular shows that it is outperformed by algorithm
SevenRows there.
Now, let us again consider the performance of FiveRows3D.
Theorem 3.26 FiveRows3D is an asymptotic
(
5
52
· 16n− l
n− l
)
-approximation
algorithm for the HPd-3D problem, where l denotes the number of ones in blocks
of length 1 and 2.
Proof. For all ones in blocks of length ≤ 2 we cannot guarantee any contact by
algorithm FiveRows3D. For all other ones, the algorithm will obtain at least
56
5 contacts per one on average as shown in Lemma 3.24. Thus, FiveRows3D
gives 565 (n− l) contacts.
Since l is the number of ones in blocks of length 1 and 2, the total number
of blocks k is at least l2 . Using our upper bound from Lemma 3.19, we obtain
an approximation ratio of
16n− 2k
56
5 (n− l)
=
5
56
· 16n− 2k
n− l ≤
5
56
· 16n− l
n− l .

Clearly, if our input string consists only of blocks of size one and two we
cannot guarantee any contacts, therefore with l tending to n the approxima-
tion ratio tends to infinity. On the other hand, if l ∈ o(n), the asymptotic
approximation ratio of FiveRows3D is 8056 ≈ 1.429, which is quite good.
Now we will compare the number of achieved contacts for the two algorithms
FourDiagonals3D and FiveRows3D. For any input string with n ones of
which l lie in blocks of length≤ 2, FourDiagonals3D guarantees 10n contacts,
while FiveRows3D achieves 565 · (n − l) contacts. Thus, an easy calculation
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shows that FiveRows3D improves over FourDiagonals3D for l ≤ 328 · n ≈
0.107n.
We can further improve the idea of Algorithm FiveRows, and embed all
ones in blocks of length ≥ 3 within the center. The main idea of this improved
algorithm ThreeRows is to embed the blocks in such a way that at the end
of any block there is at most one strip that is partially filled with ones. This
results in five different starting situations for the embedding of the next block.
The conformations for blocks of length between 3 and 5 for any of these starting
situations are shown in Figure 3.24. As shown in Figure 3.24, the embedding of
a block of length 3 does not change the starting situation. Thus, it is sufficient
to consider the embedding of blocks of length 3 to 5, since every block of length
l ≥ 3 can be divided into ⌊ l3⌋ − 1 sub-blocks of length 3, and one additional
sub-block of length 3, 4, or 5. Please note additionally that the layouts as shown
in Figure 3.24 always allow a placement of an arbitrary number of intermediate
zeros.
With the same argument as in the proof of Lemma 3.24, we can guarantee
38
3 contacts on average for each one in a block of length ≥ 3. This directly leads
to the following theorem for the three-dimensional version ThreeRows3D.
Theorem 3.27 ThreeRows3D is an asymptotic
(
3
38
· 16n− l
n− l
)
-approxima-
tion algorithm for the HPd-3D problem, where l denotes the number of ones in
blocks of length 1 and 2. 
Clearly, if our input string consists of blocks of size one and two only, also
with this algorithm we cannot guarantee any contacts, therefore with l tending
to n its approximation ratio tends to infinity. On the other hand, if l ∈ o(n),
the asymptotic approximation ratio of ThreeRows3D is 4838 =
24
19 ≈ 1.263.
Comparing the number of achieved contacts for the algorithms FourDiag-
onals3D and ThreeRows3D, we see that the algorithm ThreeRows3D out-
performs the algorithm FourDiagonals3D, if
10n ≤ 38
3
· (n− l),
which is the case for l ≤ 419 · n ≈ 0.211n.
Please note that, even for the characteristics of the input string determined
above, it is not necessarily the case that one of the algorithms will perform
worse than the other ones. One has to keep in mind that the given approxi-
mation ratios depend only on worst-case estimations of the number of achieved
contacts and that the algorithm might also perform better. Moreover, we did
not prove that the given approximation ratios are tight for the presented algo-
rithms. Therefore, in practice one should run all three algorithms on the same
input and choose the best computed solution.
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(a) (b) (c)
Figure 3.24: The conformation calculated by the algorithm ThreeRows, (a) shows
the conformation for a block of length 3 for all possible starting situations, (b) for
blocks of length 4, and (c) for blocks of length 5.
Chapter 4
Protein Folding in the
α-DC-HP-2D Model
4.1 Introduction
In the previous chapter we presented a comprehensive study on a modification
of the original HP model (described in Section 3.1) that removes the major
drawback of bipartiteness of the underlying grid lattice by considering a grid
lattice with additional plain diagonals for the embedding.
However, this model has some disadvantages, too. In particular, 45◦, 90◦,
135◦, and 180◦ become feasible angles between two consecutive amino acids in
the HPd model. Even though the angles in each so far considered underlying
lattice for the HP problem do not fit perfectly the chemical reality, especially
the 45◦ angles seem to be problematic.
On the other hand, binding forces are not restricted to possible folding angles
of the molecule. Therefore, to avoid these sharp angles and the bipartiteness
as well, we will now introduce a kind of two level lattice, where the folding is
restricted to the grid of the original HP model, but the binding forces are also
effective along the diagonals in this grid structure.
According to this, we again denote by L⊠2d the two-dimensional grid with
diagonals as introduced in Definition 3.1. Moreover, we formally define the
two-dimensional grid lattice (without diagonals) as follows.
Definition 4.1 The two-dimensional grid lattice is the infinite graph L2d =
(V,E) with vertex set V = Z2 and edge set E = {{x, x′} | x, x′ ∈ Z2, |x− x′| =
1}.
A conformation ϕ of a string p ∈ {0, 1}∗ in L2d now is an embedding of p
into L2d, similar as in the previous chapter. Furthermore, we utilize the same
notion of binding, alternation, contact, and loss edges as in the previous chapter
(see Definition 3.2).
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A further refinement of our model concerns the intensity of the chemical
forces along the different types of edges in L⊠2d. As the adjacency of two amino
acids via a diagonal edge implies a greater distance and thus a smaller chem-
ical binding force as between two amino acids which are connected by a hori-
zontal/vertical edge, we introduce an additional parameter α (0 ≤ α ≤ 1) to
measure this loss of binding power relatively to the binding power given by hori-
zontal/vertical edges. In particular, we will count a contact weight of 1 for each
horizontal/vertical contact edge and a contact weight of α for each diagonal
contact edge.
Now, the resulting problem is defined as follows.
Definition 4.2 The protein folding problem in the 2-dimensional α-DC-HP-2D
model, denoted as α-DC-HP-2D problem, is the following optimization problem:
Input: A string p = p1 . . . pm over the alphabet {0, 1} and a parameter α with
0 ≤ α ≤ 1.
Feasible solutions: All conformations of p in L2d.
Costs: The cost of a conformation ϕ is the overall contact weight of all contact
edges of ϕ in L⊠2d, i. e.,
cost(ϕ) =
∑
contact edges
in L2d
1 +
∑
contact edges
in L⊠2d \ L2d
α.
Goal: Maximization.
Note that the conformation is restricted to be an embedding in L2d, but the
overall contact weight is computed with respect to L⊠2d, i. e., we also allow for
diagonal contacts.
Using this definition, we have removed the possibility of sharp 45◦ angles by
restricting the conformation to L2d which is the lattice also used in the original
HP model, and furthermore we got around the weakness of bipartiteness of L2d
by counting contacts in the L⊠2d lattice.
Please note that, although we defined the α-DC-HP-2D problem with respect
to computing the overall contact weight of contact edges, we will for convenience
consider the overall contact weight of contacts in the following as we did also in
Chapter 3.
In the sequel we will study the α-DC-HP-2D problem in more detail. Similar
as in Chapter 3, we will first give some basic notions and observations in Section
4.2 and present some upper bounds on the overall contact weight that might be
achieved by any conformation in Section 4.3. After that, we turn our attention
to approximation algorithms and investigate the performance of a classical algo-
rithm for the HP model in the context of this model and of a specially designed
algorithm in Sections 4.4.2 and 4.4.3, respectively. We will conclude this chapter
by a discussion of the proposed algorithms and the presentation of some open
problems in Section 4.5.
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4.2 Preliminary Notions and Observations
Before we start with our considerations on the α-DC-HP-2D problem, we will
first introduce some notions.
For an input string p over the alphabet {0, 1}, we denote a maximal block
of a single one as a singleton, a maximal block of two ones as a pair, and a
maximal block of three ones as a triple in p.
Moreover, as we are looking for a folding in L2d, also the bipartiteness of this
grid structure will play a role. Therefore, we introduce the following notions.
For a string p over {0, 1}, let odds(p) and evens(p) denote the number of
ones on odd and even positions in p, respectively.
Let µ = 2 · min{odds(p), evens(p)}. Thus, µ denotes the maximal number
of horizontal/vertical contacts that could be established for I. Note that, due
to the bipartiteness of L2d, horizontal/vertical contacts can occur between ones
with different parity only. Hence, at most 2 · min{odds(p), evens(p)} contact
edges are possible, as each one may have two incident contact edges. (This is
exactly the upper bound also provided by [31, 44].) Here, we do not count con-
tact edges but contacts. Therefore, the number of possible horizontal/vertical
contacts is bounded by 2µ.
Clearly, as the α-DC-HP-2D problem for α = 0 is exactly the original HP
problem, the α-DC-HP-2D problem inherits its hardness from the hardness
result for the two-dimensional HP problem [24].
Theorem 4.3 The α-DC-HP-2D problem is NP-hard. 
Similar to our investigations in Chapter 3, we will investigate the algorithms
with respect to asymptotic approximability only. Thus, we can in particular
without loss of generality assume that input strings for the α-DC-HP-2D prob-
lem will start and end with zeros.
Additionally, we would like to point out that, concerning the analysis of
loss edges, we do not need to distinguish between vertices of the grid which
are labeled by zero and those which are completely unlabeled. Thus, for con-
venience, we can assume that unlabeled vertices are labeled with zero for our
considerations.
4.3 Upper Bounds on the Overall Contact Weight
In this section we will establish some upper bounds on the overall contact weight
that could be achieved for the α-DC-HP-2D problem.
The first bound easily results from counting the number of possible neigh-
bors.
Lemma 4.4 Let p ∈ {0, 1} be a string starting and ending with a zero, let ϕ
be a conformation of p in L2d, and let n denote the number of ones in p. Then
the overall contact weight is at most 2µ+ 4αn.
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xx
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(a) (b)
Figure 4.1: The neighborhood N(e) of the edge e = {x, y}, if e is a horizontal/vertical
edge (a), or if e is a diagonal edge (b). The edges belonging to the neighborhood are
shown as dotted lines.
Proof. Each one has at most 4 horizontal/vertical neighbors in the grid. Two
of these neighboring positions are occupied with the adjacent positions in the
input string and thus cannot serve as contacts. Therefore, we achieve the same
bound on the number of horizontal/vertical contacts as in the original HP model,
which is 2µ as discussed above. Moreover, there are at most 4 possible diagonal
contacts incident to any one-vertex that each contribute α to the overall contact
weight. 
A more sophisticated upper bound is based on the observation that a zero,
which is adjacent to a one in the input string, will prevent the ones in its
neighborhood from being incident to the maximal number of six contact edges.
To establish this result, we consider the number (and the weight) of loss
edges that are indispensable in the neighborhood of an alternation edge. Here,
we follow the similar argument from Chapter 3. Informally, the neighborhood
of an edge e consists of the intersection of the sets of vertices that are adjacent
to both of the endpoints of e and of those edges that are adjacent to e.
Definition 4.5 Let e = {x, y} be any edge in L⊠2d = (V (L⊠2d), E(L⊠2d)). We
define the neighborhood of e as the subgraph N(e) = (V,E) of L⊠2d, where
V = {v ∈ V (L⊠2d) | {v, x}, {v, y} ∈ E(L⊠2d)} ∪ {x, y} and
E = {{x, v}, {y, v} ∈ E(L⊠2d) | v ∈ V }.
The neighborhood of an edge {x, y} is shown schematically in Figure 4.1.
With the following lemma, we will analyze the neighborhood of a loss edge.
Lemma 4.6 Let p be an input string for the α-DC-HP-2D problem, let ϕ be
any conformation of p, and let l = {x, y} be any loss edge of ϕ, where y denotes
the embedded one-vertex.
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e1
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l
Figure 4.2: A vertical loss edge l which lies in the neighborhood of at most three
alternation edges.
(i) If l is an horizontal/vertical edge and y is a singleton, then there are at
most four alternation edges inside N(l).
(ii) If l is an horizontal/vertical edge and y is no singleton, then there are at
most three alternation edges inside N(l).
(iii) If l is a diagonal edge, then there are at most two alternation edges inside
N(l).
Proof. Since both vertices x and y can be adjacent to at most two binding
edges, it follows immediately that there are at most four alternation edges ad-
jacent to l. But in this case, y is forced to be a singleton. Otherwise, y could
be incident to at most one alternation edge. This immediately gives the proof
for (i) and (ii). For (iii) consider Figure 4.1 (b), there can be at most two al-
ternation edges inside N(l) here, since, if there are two alternation edges, the
remaining vertices in N(l) are labeled zero and one, respectively. Thus, none of
the remaining edges in N(l) can be alternation edges. Please note that also the
diagonal edge crossing l cannot be an alternation edge, since the embedding is
restricted to the rectangular grid lattice only. 
Lemma 4.7 If there exist two orthogonal alternation edges which are adjacent
to a horizontal/vertical loss edge l such as shown in Figure 4.2, then there are
(i) at most three alternation edges inside N(l), if the vertex z is a one, and
(ii) at most two alternation edges inside N(l), if the vertex z is a zero.
Proof. The edge f1 cannot be an alternation edge since otherwise the vertex
y would be incident to three binding edges, which proves (i). If z is a zero,
then both endpoints of f2 are zeros, and hence f2 is no alternation edge, which
proves (ii). 
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Figure 4.3: The neighborhood of an alternation edge. The alternation edge e under
consideration is depicted by a bold line, the possible further alternation edges in its
neighborhood are depicted by bold dashed lines, and the loss edges in its neighborhood
are shown as thin lines.
Lemma 4.8 Let p = 0+b10
+b20
+ . . . 0+bk0
+ be an input string for the α-DC-
HP-2D problem for some 0 ≤ α ≤ 1, where bi ∈ {1}+ for 1 ≤ i ≤ k, let
n =
∑k
i=1 |bi| be the number of ones in p. Then the overall contact weight in
any conformation is at most 2n+ 4α · n− 2k ·min{ 23 , α}.
Proof. Since every one can have at most two horizontal/vertical contacts and
four diagonal contacts, we know that the overall contact weight is at most
2n + 4α · n. Let ϕ be any conformation of p. We will now analyze the weight
of the indispensable losses around the alternation edges of p. For this we will
investigate the loss edges in the neighborhood of any alternation edge e. We
will distinguish ten cases according to the labeling of the vertices in this neigh-
borhood N(e). These cases are depicted in Figure 4.3, all cases not shown in
this figure are obviously symmetric to one of the shown cases.
Every subfigure shows all edges between zero-vertices and one-vertices within
N(e). The more of these edges are also alternation edges, the smaller the weight
of the loss edges in N(e) becomes. Thus, the maximal number of alternation
edges inside N(e) is also shown in the figure. The weight of the remaining loss
edges can be calculated as follows:
Case (a): In this case, there are one vertical and two diagonal loss edges. The
upper diagonal loss edge is adjacent to two alternation edges and thus can
be counted with weight α2 according to Lemma 4.6 (iii), while the lower
diagonal loss edge can be counted with weight α, since there cannot be
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another alternation edge besides e in its neighborhood. The vertical loss
edge can be inside the neighborhoods of at most two alternation edges,
as it satisfies the preconditions of Lemma 4.7 (ii), thus its weight can be
counted as 12 . Altogether, this gives a weight of
1
2 +
3
2 · α in this case.
Case (b): In this case, N(e) contains three diagonal loss edges. All of these
edges could be adjacent to two alternation edges, thus their weight can be
counted as 32 · α altogether.
Case (c): Here, the neighborhood of e contains one vertical and one diagonal
loss edge. The vertical loss edge is adjacent to at most three alternation
edges, according to Lemma 4.7 (i). Hence it contributes a weight of 13 . The
diagonal loss edge is adjacent to two alternation edges and thus contributes
a weight of α2 . This adds up to an overall weight of
1
3 +
1
2 · α.
Case (d): In this case, there are two diagonal loss edges, both of which are
adjacent to two alternation edges. The overall weight thus sums up to α.
Case (e): The neighborhood of e contains two vertical loss edges in this case.
Lemma 4.7 (i) is applicable to both of these edges, thus the total weight
is 23 in this case.
Case (f): Here, there are two diagonal loss edges, which both can be adjacent
to two alternation edges, this results in an overall weight of α.
Case (g): In this case, there are four diagonal loss edges. All of them could be
adjacent to two alternation edges, hence the total weight can be estimated
as 2 · α.
Case (h): This case is symmetric to Case (b).
Case (i): This case is symmetric to Case (c).
Case (j): This case is symmetric to Case (a).
We summarize the results of the particular cases in Table 4.1.
An easy calculation shows that the weight associated with one alternation
edge takes its minimum value in Case (e), if α > 23 , and in Cases (d) or (f), if
α ≤ 23 . This proves the claim of the lemma. 
Theorem 4.9 Let p = 0+b10
+b20
+ . . . 0+bk0
+ be an input string for the α-
DC-HP-2D problem for some 0 ≤ α ≤ 1, where bi ∈ {1}+ for 1 ≤ i ≤ k, let
n =
∑k
i=1 |bi| be the number of ones in p. Then the overall contact weight in
any conformation is at most
4α · n+min{2µ, 2n− 2k ·min{ 23 , α}}.
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case weight of loss edges
(a) 12 +
3
2 · α
(b) 32 · α
(c) 13 +
1
2 · α
(d) α
(e) 23
(f) α
(g) 2 · α
(h) 32 · α
(i) 13 +
1
2 · α
(j) 12 +
3
2 · α
Table 4.1: The maximal total weights of loss edges in the neighborhood of an alter-
nation edge
Proof. The claim follows immediately from Lemma 4.4 and Lemma 4.8. 
The next lemma shows that the bound from Theorem 4.9 cannot be improved
for the case that µ is small. To prove this, we construct a string that will nearly
fit the proved upper bound. The idea is to fold this string into the shape of a
square, where at each edge sidem ones interspaced by single zeros occur and also
the corners are labeled by zeros. This will result in a chessboard like pattern.
The assumed string thus consists of (2m+1)2 = 4m2+4m+1 = 1+2(2(m2+m))
symbols, ones and zeros interchanging each other.
Lemma 4.10 For any m ∈ N, the string pm = 0(10)2(m2+m) can be embedded
into L such that it achieves a overall contact weight of 4α ·2(m2+m)−2α ·4m
in L⊠α .
Proof. A conformation of p2 is shown in Figure 4.4, the generalization to other
values of m is straightforward. In this conformation, every inner one-vertex
achieves four contacts of weight α, and every one-vertex at the border of the
conformation achieves two such contacts, which adds up to the claimed weight.

Please note that, for the strings pm from Lemma 4.10, the parameter µ is
zero since all ones are on even positions in the string. Thus, the conformation
as described above meets the upper bound from Theorem 4.9 up to an additive
second-order term of Ω(α · √n), where n denotes as usual the number of ones.
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Figure 4.4: A conformation of the string p2 from Lemma 4.10. Binding edges are
shown by bold lines, contact edges are depicted as dashed lines.
4.4 Approximation Algorithms
4.4.1 HP Algorithms in the α-DC-HP-2D Model
Our goal is now to compute embeddings of 0/1 strings into L2d that achieve
as many contacts as possible. In principle, all algorithms for the original HP
problem, where we do not consider diagonal contact edges, yield feasible solu-
tions for the α-DC-HP-2D problem. So it seems to be meaningful to analyze
for instance the algorithms given by Hart and Istrail [31] and Newman [44] with
respect to this model.
However, these algorithms might be suitable heuristics, but they cannot
guarantee any approximation ratio in general. This is due to the fact that
the structure of the embedding computed by these algorithms heavily depends
on the upper bound derived from the bipartiteness of the underlying grid and
therefore partitions the ones in the input string rigorously into an odd and an
even part according to their index in the string. If, in the extreme, the input
string contains only ones at even positions, the so far proposed HP-algorithms
guarantee no contact at all. This clearly cannot lead to a general approximation
ratio. Hence, we have to develop new algorithms for this particular setting.
Anyway, we will also examine the algorithm proposed by Newman with respect
to our approach of weighted diagonals, to investigate for which cases it might
nevertheless be reasonable. Clearly, if µ is about n, the number of ones in the
input, Newman’s algorithm will achieve a constant approximation ratio (at least
9), since for at least 13 of all possible contacts (we have 4 potential diagonal
contacts and 2 potential horizontal/vertical contacts) it achieves at least one
third of the possible overall contact weight.
4.4.2 Newman’s Algorithm in the α-DC-HP-2D Model
To be selfcontained, we first rephrase the algorithm proposed by Newman in [44]
and essentially perform the same analysis with additionally counting diagonal
edges.
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Since Newman’s algorithm is originally designed for the classical HP
model, where we ignore diagonal edges, it was compared in [44] to the upper
bound of 2µ only. Therefore, it was quite reasonable and sufficient for proving
a 3-approximation to assume that all inputs have the same number of even and
odd ones. We will include this assumption also here, although it does not remain
meaningful in our context. However, at the end of this section we will discuss
the possibility of relaxations of this assumption.
So, let p be a 0/1 string with evens(p) = odds(p) that starts and ends with a
zero.1 Furthermore, we may also consider the loop p◦ instead of p, where the end
positions of p are joined to form a cycle. If there exists a folding guaranteeing a
certain overall contact weight for p◦, then the same folding obviously guarantees
the same overall contact weight for p.
The basic idea of Newman’s algorithm is to compute a folding point and
to construct an advantageous folding of the substrings on the left- and right-
hand side of this point subsequently. This will eventually result in a staircase-like
arrangement of odd ones on one side and even ones on the other side.
Newman established the following result to guarantee the existence of an
appropriate folding point.
Lemma 4.11 (Newman [44, Lemma 2.2]) Let p = p0 . . . pm−1 be a string
over {0, 1}, where p0 = pm−1 = 0 and evens(p) = odds(p), and let p◦ denote
the corresponding loop. Then there exists a point px such that if we go around
p◦ in one direction (i. e., either clockwise or counter-clockwise) starting at px
to any point pj, then
odds(pxpx+1 . . . pj) ≥ evens(pxpx+1 . . . pj),
and if we go around p◦ in the other direction from px−1 to any point pk, then
evens(px−1px−2 . . . pk) ≥ odds(px−1px−2 . . . pk).
(Here, the indices j and k are considered to be modulo m.) 
Informally, we may simply say that there exists a point such that going into
one direction starting from that particular point, we will always meet at least as
many odd ones as even ones, and going into the other direction, we will always
meet at least as many even ones as odd ones at any point.
Having determined such a point as described in the previous lemma, we may
use it as a folding point for the algorithm. Before we actually start with the
presentation of the algorithm we introduce some notation that will allow us to
specify the folding.
Let p = p0 . . . pm−1 be our input string over {0, 1} and p◦ the corresponding
loop.
Firstly, without loss of generality, we can assume that there is a point px as in
Lemma 4.11, such that going in clockwise direction we have odds(pxpx+1 . . . pj) ≥
1As we deal with asymptotic approximation only, this restriction concerning the end posi-
tions of p does not matter.
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px+1
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(j − 1)th odd one
jth odd one
(i− 1)th even one
ith even one
EVEN side
evens(pxpx−1 . . . py) ≥
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odds(pxpx+1 . . . py) ≥
evens(pxpx+1 . . . py)
Seven(i)
Sodd(j)
Figure 4.5: Illustration of the notions required in the presentation of Newman’s
algorithm.
evens(pxpx+1 . . . pj), for any point pj , and vice-versa for the counter-clockwise
direction.
By the ith odd one we denote the i-th odd one starting from px+1 going
in clockwise direction. Similarly, by the ith even one we denote the i-th even
one starting from px−2 going in counter-clockwise direction.2 We denote the
substring starting at the element of p◦ directly following the (i− 1)th odd one
up to and including the ith odd one by Sodd(i). Its corresponding length is de-
noted as lodd(i) + 1. Similarly, we denote the substring starting at the element
of p◦ directly following the (i− 1)th even one up to and including the ith even
one by Seven(i). Its corresponding length is denoted as leven(i) + 1. Note that
lodd(i) and leven(i) thus denote the number of intermediate positions between
two consecutive odd (respectively even) ones, and are always odd integers. Fur-
thermore, by oddpos(i) we map the ith odd one to its actual position in the
string, and in the same way we denote by evenpos(i) the mapping of the ith
even one to its actual position. Figure 4.5 illustrates these notations.
We are now ready to present Newman’s algorithm. As usual, we de-
scribe the algorithm in terms of folding patterns to prevent an irksome and
confusing index-based notation. Although Newman’s algorithm was origi-
nally not designed to account for diagonals, we include also diagonal contacts
in the drawings of the folding patterns.
2We use this particular definition for the ith ones here, since px−2 and px+1 will be paired
in Newman’s algorithm.
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px−2
px−1 px
px+1
Figure 4.6: Arrangement of the symbols around the folding point px.
Algorithm 4.1: Newman’s algorithm
Input: A loop p◦ over {0, 1}.
1. For p◦ compute a folding point px as considered in Lemma 4.11.
2. Arrange the symbols around px (i. e., px−2, px−1, px, px+1) according to
Figure 4.6. Set i := 1 and j := 1 (these will be the counters for walking
in counter-clockwise and clockwise direction, respectively).
3. Distinguish four cases according to the lengths of Seven(i) and Sodd(j).
a If leven(i) = lodd(j) = 1, then fold Seven(i), Seven(i + 1) and
Sodd(j), Sodd(j + 1) according to Figure 4.7.
Set i := i+ 2 and j := j + 2.
b If leven(i) ≥ 3 and lodd(j) ≥ 3, then perform essentially the same
folding of Seven(i), Seven(i + 1) and Sodd(j), Sodd(j + 1) as in the
previous case, additionally arranging the intermediate symbols in
appropriate side arms (see Figure 4.8).
Set i := i+ 2 and j := j + 2.
c If leven(i) = 1 and lodd(j) ≥ 3, then fold Seven(i), Seven(i + 1) and
Sodd(j) according to Figure 4.9.
Set i := i+ 2 and j := j + 1.
d If leven(i) ≥ 3 and lodd(j) = 1, then fold Seven(i) and
Sodd(j), Sodd(j + 1) according to Figure 4.10.
Set i := i+ 1 and j := j + 2.
4. Iterate the folding process described in Step 2 until Seven(i) and Sodd(j)
overlap at some point.
There is no special reason for pairing px−2 and px+1 instead of px−1 and
px+2 in Step 2. However, a pairing of px−1 and px+1 is impossible due to the
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(i− 1)th even one (j − 1)th odd one
Figure 4.7: Folding pattern if both leven(i) = lodd(j) = 1.
(i− 1)th even one (j − 1)th odd one
Figure 4.8: Folding pattern if both leven(i) ≥ 3 and lodd(j) ≥ 3.
(i− 1)th even one (j − 1)th odd one
Figure 4.9: Folding pattern if leven(i) = 1 and lodd(j) ≥ 3.
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(i− 1)th even one (j − 1)th odd one
Figure 4.10: Folding pattern if both leven(i) ≥ 3 and lodd(j) = 1.
parity constraints in L2d, so without loss of generality, we have to decide for
one of both.
The situation described in the Cases 3(a) and 3(b) is quite advantageous.
Unfortunately, it is not clear how to come up with an equally favorable fold-
ing for the case, where the number of intermediate zeros is one in one of the
considered substrings and greater or equal 3 in the other one (Cases 3(c) and
3(d)).
Next, we follow the same lines in the analysis of Newman’s algorithm as
in [44], but additionally account for diagonal edges.
Lemma 4.12 Newman’s algorithm asymptotically guarantees an overall
contact weight of at least 23µ+
1
3αµ for the α-DC-HP-2D problem.
Proof. Let p = p0 . . . pm−1 be a string over {0, 1} and p◦ its corresponding loop.
Denote by i∗ and j∗ the values of i and j after the last iteration of Newman’s
algorithm on the input p◦, i. e., i∗ and j∗ are the first values for i and j such
that px−2px−3 . . . pevenpos(i∗) and px+1px+2 . . . poddpos(j∗) overlap each other.
Before we go into the details of the proof, we will first give a informal outline
and describe some necessary considerations. Our plan is to estimate the number
of odd ones participating in the folding and thus contributing to the overall
contact weight. To do so, we have to look at all odd ones that are considered
by the folding performed by Newman’s algorithm, these are roughly the
odd ones in px+1px+2 . . . poddpos(j∗). But for a rigorous estimation we have to
take into account that, due to the overlapping of px+1px+2 . . . poddpos(j∗) and
px−2px−3 . . . pevenpos(i∗) some odd ones “at the end” of px+1px+2 . . . poddpos(j∗)
might not contribute to the folding. In particular, poddpos(j∗) cannot be paired
by the algorithm, since it occurs inside px−2px−3 . . . pevenpos(i∗). Moreover, also
poddpos(j∗−1) might be unpaired if the situation of Case (a) or Case (b) occurs
but Seven(i+1) and Sodd(j +1) already overlap in some point. Then i
∗ = i+1
and j∗ = j + 1 and we do not pair j = j∗ − 1.
Furthermore, to estimate the number of odd ones in px+1px+2 . . . poddpos(j∗)
with respect to the overall number of odd ones or to µ (which will eventually
help us to establish an approximation ratio), we have to account for the situation
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around the folding point, too. Here, Newman’s algorithm folds the positions
px−2, px−1, px, and px+1 according to Figure 4.6. At most two of these positions
may be odd ones and therefore we have to consider them in our estimation.
Now, after estimating the number of odd ones participating in the folding,
we will have a closer look on the types of the foldings and determine the corre-
sponding contact weight for each type and sum up. We will finally express the
estimated contact weight in terms of odds(p◦) and ignore all additive constants,
since we are interested in the asymptotic amount of contact weight only.
Now, let us continue with the proof. From the setting of i∗ and j∗, we can
conclude that at least odds(px+1px+2 . . . poddpos(j∗))− 2 odd ones participate in
some contacts. We have to subtract 2, since poddpos(j∗−2) might be the last odd
one (in clockwise direction) that is paired by the algorithm. On the other hand,
at most odds(px−2px−3 . . . pevenpos(i∗))+1 odd ones potentially do not participate
in any contacts. Here, we added 1 to account for the fact that either px−1 or
px might be an odd one, too. The overlapping of px−2px−3 . . . pevenpos(i∗) and
px+1px+2 . . . poddpos(j∗) guarantees that we do not underestimate the number of
unpaired odd ones.
By Lemma 4.11 we know
odds(px−2px−3 . . . pevenpos(i∗)) ≤ evens(px−2px−3 . . . pevenpos(i∗)). (4.1)
Furthermore, since px+1px+2 . . . poddpos(j∗) and px−2px−3 . . . pevenpos(i∗) are
overlapping and either px−1 or px might be an odd one, too, the following holds
odds(p◦) ≤ odds(px+1px+2 . . . poddpos(j∗)) + odds(px−2px−3 . . . pevenpos(i∗)) + 1.
(4.2)
Combining Equations (4.1) and (4.2), we obtain
odds(p◦) ≤ odds(px+1px+2 . . . poddpos(j∗)) + evens(px−2px−3 . . . pevenpos(i∗)) + 1.
(4.3)
In the following analysis, we will pair together as many of the foldings of Type
(c) and (d) as possible and denote these as Type (c-d) folds. We assume without
loss of generality that u Type (c) folds remain unpaired. (The case of unpaired
Type (d) folds is symmetric.) Then, the number of odd ones participating in
Type (a), (b), or (c-d) folds is
odds(px+1px+2 . . . poddpos(j∗))− 2− 2u, (4.4)
since there occur 2 odd ones in each Type (c) fold.
In these folds of Type (a), (b), or (c-d), the number of odd ones matches
the number of even ones. Moreover, there are u additional even ones involved
in Type (c) folds. Again, we have to take into account that two even ones
may remain unconsidered in px−2px−3 . . . pevenpos(i∗) due to its overlapping with
px+1px+2 . . . poddpos(j∗). Hence,
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evens(px−2px−3 . . . pevenpos(i∗)) ≤ odds(px+1px+2 . . . poddpos(j∗))− u+ 2. (4.5)
Combining Equations (4.3) and (4.5) yields
odds(p◦) ≤ odds(px+1px+2 . . . poddpos(j∗))+odds(px+1px+2 . . . poddpos(j∗))−u+3.
(4.6)
This is equivalent to
odds(px+1px+2 . . . poddpos(j∗)) ≥
odds(p◦)
2
+
u
2
− 3
2
. (4.7)
Next, we consider how much contact weight is contributed by the odd ones
in px+1px+2 . . . poddpos(j∗). For the two odd ones participating in a Type (a) or
Type (b) fold, we obtain a contact weight of 6+4α, since the folding establishes
three horizontal/vertical contact edges and two diagonal contact edges. For the
three odd ones participating in a Type (c-d) fold, we obtain a contact weight of
8+ 4α. In these cases we can thus guarantee a contact weight of 6+4α2 = 3+2α
or 8+4α3 =
8
3 +
4
3α for each odd one on average.
For the u remaining Type (c) folds, we achieve a contact weight of 2+α for
each odd one. Furthermore, in each of the u remaining folds of Type (c), two
odd ones occur.
This implies that we can guarantee at least a contact weight of
(
8
3
+
4
3
α
)
· (odds(px+1px+2 . . . poddpos(j∗))− 2− 2u)+ 2 · (2 + α)u. (4.8)
Estimating odds(px+1px+2 . . . poddpos(j∗)) according to Equation (4.7), we
can bound this value from below as follows
(
8
3
+
4
3
α
)
· (odds(px+1px+2 . . . pj∗)− 2− 2u) + 2 · (2 + α)u
≥
(
8
3
+
4
3
α
)
·
(
odds(p◦)
2
+
u
2
− 2u− 7
2
)
+ 2 · (2 + α)u
=
4
3
odds(p◦)− 4u+ 2
3
αodds(p◦)− 2αu+ 4u+ 2αu− 7
2
(
8
3
+
4
3
α
)
As we consider the amount of contact weight only asymptotically, we can
skip the additive constant − 72
(
8
3 +
4
3α
)
and obtain an asymptotical contact
weight of at least
4
3
odds(p◦) +
2
3
αodds(p◦).
Since we assumed odds(p◦) = evens(p◦) we can set odds(p◦) = µ2 , leading to
an overall contact weight achieved by Newman’s algorithm of
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2
3
µ+
1
3
αµ
which completes the proof. 
Theorem 4.13 Newman’s algorithm is an asymptotic approximation algo-
rithm for the α-DC-HP-2D problem with an ratio of(
4α · n+min{2µ, 2n− 2k ·min{ 23 , α}}
2
3µ+
1
3αµ
)
.
Proof. To compute the approximation ratio of Newman’s algorithm, we
compute the fraction of the upper bound from Theorem 4.9 and the overall
contact weight guaranteed by the algorithm according to Lemma 4.12 and obtain
a ratio of
4α · n+min{2µ, 2n− 2k ·min{ 23 , α}}
2
3µ+
1
3αµ
.

To give an idea of the ratio established above, we now discuss the corre-
sponding ratios for specific values of α and µ.
• Clearly, if µ = 0, i. e., if there cannot be any horizontal/vertical contacts
at all, the approximation ratio is infinite.
• For α = 0, the α-DC-HP-2D problem corresponds to the original HP
problem and the approximation ratio is 3 (as already shown in [44]).
• For µ = n, we can guarantee a ratio of 6+12α2+α which is worst for α = 1
and yields a ratio of 6 in this case.
In the above analysis of Newman’s algorithm we assumed odds(p) =
evens(p) for the input string p. Clearly, each input can be considered to be of
this type by ignoring an appropriate number of odd or even ones respectively.
But extending the analysis of the algorithm to also concern these ones seems to
be rather problematic, since the folding strategy of Newman’s algorithm in
particular focuses on this property and therefore only min{odds(p◦), evens(p◦)}
ones are considered here.
Another point is the distinction between an “odd side” and an “even side”
in Newman’s algorithm which leads to disregarding the ones of other parity
on these sides. But also these ones may contribute to the overall contact weight
in the α-DC-HP-2D model, as they might establish diagonal contact edges to
ones on the other side. In particular, blocks of consecutive ones are favorable in
this context, since here ones of different parity alternate, and thus, as the ones
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(a) (b)
Figure 4.11: Transitions between blocks of length 1 for an even (a) and an odd (b)
number of intermediate zeros.
of one parity are guaranteed to participate in the folding, the ones of the other
parity will establish additional diagonal contacts.
However, it remains unclear how to incorporate these observations into a
rigorous analysis of the approximation ratio, without being too dependent on
the distribution of particular blocks lengths and their corresponding positions
in the input.
Nevertheless, it appears to be a suitable heuristic to obtain the condition
min{odds(p◦), evens(p◦)} of the algorithm by ignoring singletons first and longer
blocks after that. Because in each block that is not a singleton, both, odd and
even ones will occur, and we will therefore obtain an improved contact weight
in this case independent whether the block belongs to the “odd side” or to the
“even side”.
4.4.3 Algorithm Meander
In this section, we present an alternative approach for computing a good folding
for the α-DC-HP-2D problem. This algorithm is not based on the computation
of a folding point, but computes a folding while traversing the input string and
analyzing the particular situation locally.
Algorithm 4.2: Meander
Input: A string p over {0, 1}.
Execute: Walk along p and fold it according to Figures 4.11 to 4.16 for tran-
sitions between blocks of length 1, 2, 3 and according to Figures 4.17 and
4.18 for the folding of longer blocks of ones. Arrange intermediate zeros
in appropriate side-arms.
Lemma 4.14 For a given input p, Algorithm Meander guarantees an overall
contact weight of at least l1 ·2α+(n− l1) ·min{1+ 95α, 43 + 23α}, where l1 denotes
the number of singletons, and n denotes the overall number of ones in p.
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(a) (b)
Figure 4.12: Transitions between blocks of length 1 and length 2 for an even (a) and
an odd (b) number of intermediate zeros.
(a) (b)
Figure 4.13: Transitions between blocks of length 1 and length 3 for an even (a) and
an odd (b) number of intermediate zeros.
(a) (b)
Figure 4.14: Transitions between blocks of length 2 for an even (a) and an odd (b)
number of intermediate zeros.
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(a) (b)
Figure 4.15: Transitions between blocks of length 2 and 3 for an even (a) and an odd
(b) number of intermediate zeros.
(a) (b)
Figure 4.16: Transitions between blocks of length 3 for an even (a) and an odd (b)
number of intermediate zeros.
Figure 4.17: Folding of blocks of even length longer than 4.
Figure 4.18: Folding of blocks of odd length longer than 5.
4.4. Approximation Algorithms 79
Proof. To prove this lemma, we count the average contact weight contributed
by a block participating in the transitions shown in Figure 4.11 to Figure 4.16.
Here, we always assume a worst-case scenario.
Let us consider the different types of blocks separately.
1. Let x denote a singleton. It is quite obvious in this case that, with respect
to the achieved contact weight, the worst-case in the folding performed by
Algorithm Meander occurs, if x is framed by two other singletons which
are both connected to x by an odd number of intermediate zeros. In this
case x contributes a contact weight of 2α (see Figure 4.11 (b)).
2. Let y denote a pair of ones. In this case, we have to consider different kinds
of transitions, namely all types of transitions where a pair may participate
in, i. e., those shown in Figure 4.12, 4.14, and 4.15. Actually, we would
have to consider all possible combinations of these cases for the transitions
of the right- and left-hand side of y. But, since we are only interested in
the worst-case situation, we can restrict ourselves to the consideration of
the same transitions on both sides. The worst case there is clearly also
the worst case concerning all possible combinations.
• y is framed by two transitions of type Figure 4.12 (a) or (b).
We determine the contribution to the overall contact weight of this
particular transition and then multiply it by two to account for the
second transition. The ones in y are incident to contacts of total
weight 1+α. Moreover, the involved singleton contributes also 1+α,
but according to the worst-case scenario discussed in the previous
case, we only counted α for this transition of this singleton. Thus,
we may count an additional 1 for the contact weight of y in this case.
Summing up, y contributes 2 + α for each transition it participates
in, and hence 2 · (2 + α) altogether. Finally, on average each one in
y contributes 12 · 2 · (2 + α) = 2 + α.
• y is framed by two transitions of type Figure 4.14 (a).
Here, the ones in y contribute 2 · (1 + α) for each transition. Mul-
tiplying by two (to account for two transitions) and dividing by two
(to compute the average) will give again a contact weight of 2 ·(1+α)
guaranteed by each one in y in this case. (As no singleton participates
in this transition, we do not count any additional contact weight.)
• y is framed by two transitions of type Figure 4.14 (b).
Here, the ones in y contribute 1 + 2α for each transition. Following
the same argument as above, this leads to a contact weight of 1+ 2α
for each one in y on average.
• y is framed by two transitions of type Figure 4.15 (a) or (b).
Here, the ones in y contribute 2 + 3α for each transition. Following
the same argument as above, this leads to a contact weight of 2+ 3α
for each one in y on average.
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This implies that we can guarantee a contact weight of at least
min{2 + α, 2 · (1 + α), 1 + 2α, 2 + 3α} = 1 + 2α
for each one occurring in a pair.
3. Let z denote a triple of ones. In this case, we have to consider different
kinds of transitions, namely all types of transitions where a triple may
participate in, i. e., those shown in Figure 4.13, 4.15, and 4.16. Again, we
only have to consider pairs of the same transitions to detect the worst-case.
• z is framed by two transitions of type Figure 4.13 (a).
Here, the ones in z contribute 1 + α for each transition. Moreover,
for each transition we can guarantee an additional contact weight of
1 for the involved singleton. Thus, both transitions contribute 4+2α
in total. Hence, each one in z contributes 43 +
2
3α on average.
• z is framed by two transitions of type Figure 4.13 (b).
Here, the ones in z contribute 1 + 2α for each transition. Moreover,
for each transition we can guarantee an additional contact weight of
1 + α for the involved singleton. Thus, both transitions contribute
4 + 6α in total. Hence, each one in z contributes 43 + 2α on average.
• z is framed by two transitions of type Figure 4.15 (a) or (b).
Here, the ones in z contribute 2+3α for each transition. Thus, both
transitions contribute 4+6α in total. Hence, each one in z contributes
4
3 + 2α on average.
• z is framed by two transitions of type Figure 4.16 (a).
Here, the ones in z contribute 3+4α for each transition. Thus, both
transitions contribute 6+8α in total. Hence, each one in z contributes
2 + 83α on average.
• z is framed by two transitions of type Figure 4.16 (b).
Here, the ones in z contribute 2+4α for each transition. Thus, both
transitions contribute 4+8α in total. Hence, each one in z contributes
4
3 +
8
3α on average.
For triples of ones, we can thus guarantee a contact weight of at least
min{ 43 + 23α, 43 + 2α, 43 + 2α, 43 + 83α} = 43 + 23α
for each one on average.
4. Let we denote blocks of ones of length m, where m ≥ 4 and m is even (see
Figure 4.17). To compute the average contribution of each one in this case,
we can simply determine the total contribution to the contact weight by
inner ones and then additionally add half of the worst-case contribution
of a pair for each of the two borders. Let therefore cp = 2+4α denote the
minimum contribution for a pair of ones (for the whole pair and not for
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each one in a pair on average). To easily compute the contributed contact
weight, observe that the folding shown in Figure 4.17 contains m−22 square
shaped regions, and each of these contributes two diagonal contact edges
and one horizontal contact edge. Additionally, we have to consider the
contact edges incident to the borders of the folding. Then, we obtain an
average contact weight of
m−2
2 · (4α+ 2) + 2 · 12 · cp
m
=
2mα+m− 4α− 2 + cp
m
=
2mα+m− 4α− 2 + 2 + 4α
m
=
2mα+m
m
= 1 + 2α.
5. Let wo denote blocks of ones of length m, where m ≥ 5 and m is odd (see
Figure 4.18). To compute the average contribution of each one in this case,
we can simply determine the total contribution to the contact weight by
inner ones and then additionally add half of the worst-case contribution
of a pair for one border and half of the worst-case contribution for a triple
for the other border. Let, therefore, cp = 2 + 4α denote the minimum
contribution for a pair (for the whole pair and not for each one in a pair
on average) of ones, and similarly let ct = 4 + 2α denote the minimum
contribution for a triple of ones. Again, we count the number of square
shaped regions in the folding shown in Figure 4.18, which is m−32 here.
Then, we obtain an average contact weight of
m−3
2 · (4α+ 2) + 2α+ 12 · cp + 12 · ct
m
=
2mα+m− 6α− 3 + 2α+ 12 · cp + 12 · ct
m
=
2mα+m− 4α− 3 + 1 + 2α+ 2 + α
m
=
2mα+m− α
m
≥ 1 + 2α− 1
5
α
= 1 +
9
5
α.
Here, the worst-case occurs for blocks of length 5.
Now, in what follows, we analyze the singletons and non-singletons sepa-
rately. For singletons we can in the worst-case only guarantee a contact weight
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of 2α for each one. To estimate the least contribution of contact weight made
by other blocks, we have to compute the minimum of all the above computed
average contributions per one, i. e., we have to determine
min
{
1 + 2α,
4
3
+
2
3
α, 1 + 2α, 1 +
9
5
α
}
= min
{
4
3
+
2
3
α, 1 +
9
5
α
}
=
{
1 + 95α , if 0 ≤ α ≤ 517
4
3 +
2
3α , if
5
17 < α ≤ 1
(4.9)
Namely, except for singletons, the worst case will either occur for the situ-
ation shown in Figure 4.18 or for the one shown in Figure 4.13 (a), depending
on the choice of α.
Altogether we can conclude that Algorithm Meander guarantees at least
an overall contact weight of l1 · 2α + (n − l1) · min{1 + 95α, 43 + 23α}, where l1
denotes the number of singletons, and n denotes the overall number of ones in
the input. 
Clearly, this is a quite rough estimation and the algorithm will do better
in many cases. However, a more detailed analysis leads to rather involved
complications. So for instance, if we would consider each type of block and
its guaranteed contact weight separately, thus establishing an overall contact
weight of l1 · 2α+ leven · (1 + 2α) + l3 · (43 + 23α) + lodd · (1 + 2α, 1 + 95α), where
leven, l3, lodd denote the number of ones in block of even length, the number
of ones in triples, and the number of ones in odd length blocks longer than 5,
respectively, this would imply certain ratios between the number of these blocks
that can maximally occur in the folding. This is due to the observation, that
a worst case contribution of e.g. a triple requires the presence of two bordering
singletons, etc. Therefore, as these ratios have a reasonable influence on the
overall contact weight contributed by the folding, it is necessary to take them
into account for identifying the worst case scenario, but performing such an
analysis seems to be rather cumbersome.
Moreover, we have only taken into account the additional contact weights
guaranteed by neighboring blocks for the case of singletons. Clearly, this analysis
might be extended to other transitions and blocks as well, e.g. if a transition of
type 2-3 occurs.
However, both of the suggested improvements will (most probably) not help
in our estimation against the worst-case scenario.
Theorem 4.15 Algorithm Meander is a linear-time δ-approximation algo-
rithm for the α-DC-HP-2D problem, where δ = 1 + 1
α
for 0 ≤ α ≤
√
2
5 and
δ = 3+6α2+α for
√
2
5 < α ≤ 1.
Proof. The linear running time of Algorithm Meander is a direct consequence
of the sequential application of the embedding patterns given in Figures 4.11 to
4.4. Approximation Algorithms 83
4.18.
To compute the approximation ratio of Algorithm Meander, we combine
the result from Lemma 4.14 with the upper bound established in Theorem 4.9.
In this way we obtain
4α · n+min{2µ, 2n− 2k ·min{ 23 , α}}
l1 · 2α+ (n− l1) ·min{1 + 95α, 43 + 23α}
, (4.10)
where, as usual, k denotes the number of blocks, l1 denotes the number of
singletons, and n denotes the total number of ones in the given input.
Since µ = 2 ·min{odds(p), evens(p)} ≤ 2 · n2 = n, we can estimate this ratio
from above by
4α · n+ 2n− 2k ·min{ 23 , α}
l1 · 2α+ (n− l1) ·min{1 + 95α, 43 + 23α}
. (4.11)
Moreover, the number k of blocks in our input, is at least the number of
singletons l1. This leads to the following upper bound on the ratio
RMeander(n, l1, α) =
4α · n+ 2n− 2l1 ·min{ 23 , α}
l1 · 2α+ (n− l1) ·min{1 + 95α, 43 + 23α}
. (4.12)
To further simplify this term, we use the abbreviations β = min{α, 23} and
γ = min{1 + 95α, 43 + 23α}.
RMeander(n, l1, α) =
4α · n+ 2n− 2l1 · β
l1 · 2α+ (n− l1) · γ . (4.13)
We are now looking for the worst-case ratio according to the parameter l1.
To achieve this, we compute the derivative of RMeander(n, l1, α) with respect to
l1. According to the quotient rule this gives
RMeander(n, l1, α)
d
dl1
=
−2β(2l1α+ (n− l1) · γ)− (2α− γ)(4nα+ 2n− 2l1β)
(l1 · 2α+ (n− l1) · γ)2
=
−4l1αβ − 2nβγ + 2l1βγ − 8nα2 − 4nα+ 4l1αβ + 4nαγ + 2nγ − 2l1βγ
(l1 · 2α+ (n− l1) · γ)2
=
−2nβγ − 8nα2 − 4nα+ 4nαγ + 2nγ
(l1 · 2α+ (n− l1) · γ)2
=: f
As the denominator of this fraction is always positive, monotonicity of our
original approximation ratio depends on the sign of the numerator. To deter-
mine, in which intervals the numerator becomes greater than or equal to zero,
we distinguish three cases according to the value of α, which will enable us to
determine the values of β and γ respectively.
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Case 0 ≤ α ≤ 5
17
, thus β = α and γ = 1 + 9
5
α.
Plugging in these values of β and γ in the numerator of the fraction denoted
by f and asking whether it is greater equal zero (i. e., whether the approximation
ratio is increasing in l1), we obtain
−2nα
(
1 +
9
5
α
)
− 8nα2 − 4nα+ 4nα
(
1 +
9
5
α
)
+ 2n
(
1 +
9
5
α
)
≥ 0
⇐⇒ −2nα− 18
5
nα2 − 8nα2 − 4nα+ 4nα+ 36
5
nα2 + 2n+
18
5
nα ≥ 0
⇐⇒ −22
5
nα2 +
8
5
nα+ 2n ≥ 0
⇐⇒ α2 − 4
11
α− 5
11
≤ 0
⇐⇒ α2 − 4
11
α+
4
121
− 4
121
− 5
11
≤ 0
⇐⇒
(
α− 2
11
)2
≤ 59
121
Thus,
−
√
59
11
≤ α− 2
11
≤
√
59
11
⇐⇒ −
√
59− 2
11
≤ α ≤
√
59 + 2
11
≈ 0.88
This implies that RMeander(n, l1, α) from Equation (4.13) is increasing in
l1 for (−
√
59−2
11 <) 0 ≤ α ≤ 517 (<
√
59+2
11 ) and therefore, to determine the
worst-case ratio, we set l1 = n. Then, we obtain
RMeander
(
n, l1 = n, 0 ≤ α ≤ 5
17
)
≤ 4α · n+ 2n− 2n · α
n · 2α
=
2nα+ 2n
2nα
= 1 +
1
α
Thus, the approximation ratio for α→ 0 tends to infinity, which is what we
already expected since in this case algorithm Meander might only guarantee
diagonal contacts.
Case 5
17
< α ≤ 2
3
, thus β = α and γ = 4
3
+ 2
3
α.
Plugging in these values of β and γ in the numerator of the fraction denoted
by f and asking whether it is greater equal zero (i. e. whether the approximation
ratio is increasing in l1), we obtain
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−2nα
(
4
3
+
2
3
α
)
− 8nα2 − 4nα+ 4nα
(
4
3
+
2
3
α
)
+ 2n
(
4
3
+
2
3
α
)
≥ 0
⇐⇒ −8
3
nα− 4
3
nα2 − 8nα2 − 4nα+ 16
3
nα+
8
3
nα2 +
8
3
n+
4
3
nα ≥ 0
⇐⇒ −20
3
nα2 +
8
3
n ≥ 0
⇐⇒ α2 − 2
5
n ≤ 0
Thus,
−
√
2
5
≤ α ≤
√
2
5
.
This implies that RMeander(n, l1, α) from Equation 4.13 is increasing in l1
for
(
−
√
2
5 <
)
5
17 < α ≤
√
2
5
(
< 23
)
and decreasing in l1 for
√
2
5 < α ≤ 23 .
Therefore, we distinguish these two intervals and determine the worst-case ratio
for the first one setting l1 = n. Then, we obtain
RMeander
(
n, l1 = n,
5
17
< α ≤
√
2
5
)
≤ 4α · n+ 2n− 2n · α
n · 2α
=
2nα+ 2n
2nα
= 1 +
1
α
as above.
For the second one, we set l1 = 0 and obtain
RMeander
(
n, l1 = 0,
√
2
5
< α ≤ 2
3
)
≤ 4α · n+ 2n
n 43 + n
2
3α
(4.14)
=
3 + 6α
2 + α
(4.15)
Finally, we have to consider the remaining case.
Case 2
3
< α ≤ 1, thus β = 2
3
and γ = 4
3
+ 2
3
α.
Plugging in these values of β and γ in the numerator of the fraction denoted
by f and asking whether it is greater equal zero (i. e. whether the approximation
ratio is increasing in l1), we obtain
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−2n2
3
(
4
3
+
2
3
α)− 8nα2 − 4nα+ 4nα(4
3
+
2
3
α) + 2n(
4
3
+
2
3
α) ≥ 0
⇐⇒ −16
9
n− 8
9
nα− 8nα2 − 4nα+ 16
3
nα+
8
3
nα2 +
8
3
n+
4
3
nα ≥ 0
⇐⇒ 8
9
n+
16
9
nα− 16
3
nα2 ≥ 0
⇐⇒ α2 − 1
3
α− 1
6
≤ 0
⇐⇒ α2 − 1
3
α+
1
36
− 1
36
− 1
6
≤ 0
⇐⇒ (α− 1
6
)2 − 7
36
≤ 0
Thus,
−
√
7
36
≤ α− 1
6
≤
√
7
36
⇐⇒ −1−
√
7
6
≤ α ≤ 1 +
√
7
6
As 1+
√
7
6 <
2
3 this implies that RMeander(n, l1, α) from Equation 4.13 is
decreasing in l1 for
2
3 < α ≤ 1. Therefore, we obtain the worst-case by setting
l1 = 0, yielding
RMeander
(
n, l1 = 0,
2
3
< α ≤ 1
)
≤ 4α · n+ 2n4
3n+
2
3nα
=
3 + 6α
2 + α
This completes the proof. 
According to the approximation ratios determined in the previous theorem,
we can directly infer the following approximation ratios for particular values of
α.
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Corollary 4.16 For particular values of α, algorithm Meander guarantees
the following approximation ratios:
value of α approximation ratio
α→ 0 →∞
α = 14 1 +
1
1
4
= 5
α = 517 1 +
1
5
17
= 225 = 4.4
α = 12 1 +
1
1
2
= 3
α =
√
2
5 1 +
1√
2
5
≈ 2.58
α = 23
3+4
8
3
= 218 = 2.625
α = 1 3+62+1 = 3
In particular, according our estimation, the minimal approximation ratio is
achieved by algorithm Meander for α =
√
2
5 . 
Please note that we estimated the overall contact weight achieved by Algo-
rithm Meander quite roughly in the previous proof, since we considered the
worst-case complexity. On the other hand, the algorithm will perform signifi-
cantly better for many inputs.
Moreover, one might come up with more clever folding strategies for long se-
quences of ones guaranteeing more contacts. However, since the approximation
ratio is essentially determined by very short blocks of ones, we will not be able
to prove a better approximation guarantee in general, while there is no doubt
that this would be a useful heuristic modification of the algorithm.
4.4.4 Comparing Newman’s algorithm to Algorithm Me-
ander
According to Lemma 4.12 and Lemma 4.14, Newman’s algorithm improves
over Algorithm Meander if
µ ≥ l1 · 2α+ (n− l1) ·min{1 +
9
5α,
4
3 +
2
3α}
2
3 +
1
3α
.
For the case α = 0 this implies that µ ≥ 32 (n − l1). Thus, Newman’s
algorithm outperforms algorithm Meander only if the number of singletons
is quite high even in this case.
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An interesting difference between the two studied algorithms besides their
approximation ratio is that Newman’s algorithm is folding-point based,
which is a kind of global property of the input utilized by the algorithm. The
aim is to find the best point to “cut” the input string and to align the resulting
two strands to each other.
On the other hand, algorithm Meander focuses on local properties and
tries to compute a folding optimizing local regions of the input. Moreover,
Algorithm Meander considers every one in the input and does not restrict itself
to horizontal/vertical contacts, while Newman’s algorithm only considers
ones that might establish horizontal/vertical contacts (which is not surprising
sinceNewman’s algorithm was originally designed for the HP problem, where
we ignore diagonal contacts at all).
Therefore, a further investigation and combination of the results of both
algorithm might yield valuable insights in the structure of the corresponding
protein.
4.5 Conclusion
In Chapters 3 and 4 we investigated different approaches for protein structure
prediction. In particular, we proposed modifications of the well-studied HP
model making the model more appropriate according to the realistic setting.
So, the HPd model removed the drawback of bipartiteness of the HP model
by introducing additional plane diagonals to the original grid structure. Since
we are faced with the problem of unrealistically sharp folding angles in this
case, we further refined the model to allow only intermolecular forces to be
measured along diagonals but actually restrict the folding of the protein to
the original grid structure. Finally, to account for different distances between
interacting molecules, we introduced a parameter to weight diagonal interactions
with respect to horizontal and vertical ones, and denoted the resulting model
as α-DC-HP-2D model.
In the context of these two models, we presented various approximation al-
gorithms for the resulting optimization problems for the two-dimensional case,
and for the problem in the HPd model also for the three-dimensional case. The
algorithms obtained for the HPd model yield the best so far known approxima-
tion ratios in the context of HP-like problems.
To establish these results we had to consider upper bounds on the maximal
number (weight) of interactions which are interesting by themselves.
The designed algorithms may roughly be separated into two classes. The al-
gorithms in one class are based on a somehow more global approach of finding a
folding point and assigning the resulting left and right half of the protein to each
other in a most advantageous way. On the other hand, the algorithms belong-
ing to the second class behave more locally, performing their folding according
a certain look-ahead along the protein and applying locally favorable folding
patterns. Since the algorithms might therefore focus on different properties of
the desired protein folding, it is recommendable to apply them all such that
4.5. Conclusion 89
they can complement each other. Even a piecewise application of algorithms to
certain pieces of the protein might yield good results.
There are numerous issues for further research in this area. On the theo-
retical side, for many problems their complexity, in particular with respect to
approximation, remains unclear. Moreover, there is a practical need not only
for improved algorithms but also for further refined models to successively come
closer to the real problem setting. For example it is straightforward to extend
the α-DC-HP-2D problem to the 3-dimensional case and to additionally con-
sider also spatial diagonals as potential contact edges. In this context it would
be meaningful to introduce a further parameter β to measure the binding forces
along these spatial contacts. A possible approach would also be the introduction
of vertex weights to account for the different hydrophobicity of the amino acids.
Clearly, it would also be worth to study heuristic approaches such as Sim-
ulated Annealing. Even more, the combination of insights gained with respect
to these models with other, totally different approaches to protein structure
prediction might lay out a good way to tackle this fundamental problem in
bioinformatics.
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Chapter 5
Structure-Oriented RNA
Design
5.1 Introduction
Before we formally describe the mRNA structure optimization problem, MRSO
problem for short, which we will consider throughout this chapter, we first give
a rough idea of the biological background by which the problem is motivated.
The fundamental process in molecular biology, and maybe also in biology
itself, is the transformation of hereditary information coded in DNA into pro-
teins. We will revise this process next (see also Section 2.1). DNA as well
as proteins are long chains of smaller molecular entities, so called nucleotides
and amino acids, respectively. In nature, we distinguish four different types of
nucleotides and about twenty amino acids. Thus, we can view these molecules
as strings over the corresponding alphabet of nucleotides or amino acids. Fur-
thermore, certain types of nucleotides can establish bonds to each other which
enable the connection of two DNA single strands to one double strand, which
is actually the conformation DNA occurs in nature. A rather similar molecule,
called RNA, also consists of nucleotides, but appears as a single strand and thus,
has the possibility to establish bonds between nucleotides of the same strand,
resulting in the so-called secondary structure of the RNA. This secondary struc-
ture is usually described by a set of index pairs, representing the positions of
nucleotides in the string establishing a bond. Some examples of these secondary
structures are visualized in Figure 5.1.
The transformation of DNA into proteins is divided into two subprocesses.
In the first step, the so-called transcription, the information of the DNA is
copied onto a special kind of RNA molecule, denoted as messenger RNA, or
mRNA for short. In the second step, the translation, this mRNA is transferred
into an amino acid sequence by reading triples of nucleotides in a blockwise
fashion, each block coding for one specific amino acid (see also Table 2.2). This
process is universal for all living creatures. Biologists found out that, according
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Figure 5.1: Two types of secondary structures occurring in RNA.
to the secondary structure of the mRNA, a certain triple of nucleotides might
encode for different things. In particular, in the investigated case a triple might
code for a STOP (terminating the construction of the amino acid sequence) or,
if followed by a special secondary structure known as hairpin loop (see Figure
5.1(a)), for the amino acid selenocysteine which enhances the function of the
resulting protein [36].
Due to the enhancing effect of this mechanism, it would be useful to utilize
this knowledge in the context of protein engineering. Thus, we try to deter-
mine, for a given mRNA and a protein, a sequence of nucleotides which has
maximal similarity to the given mRNA as well as its induced protein sequence
has maximal similarity to the given protein, and additionally obeys some spec-
ified secondary structure constraints.
In [6] Backofen, Narayanaswamy, and Swidan modeled this problem in terms
of an optimization problem called MRSO (mRNA Structure Optimization [5])
whose complexity we will study in the sequel of this chapter.
To describe the idea of the problem formulation, let r = r1 . . . r3n be a
string over an alphabet Σ and let p = p1 . . . pn be a string over an alphabet
Σ′ representing the given mRNA and the given protein, respectively. Thus, we
look for a string s = s1 . . . s3n, which is most similar to r and p as suggested
by Figure 5.2, with the additional requirement that s satisfies certain secondary
structure constraints.
In Figure 5.2, the string p′ represents the amino acid sequence inferred from
s by blockwise translation of triples of nucleotides into amino acids. By ∼ we
visualize the (desired) similarity between the given nucleotides from r and s,
(rj ∼ sj), and between the given amino acids from p and the inferred amino
acids from p′, (pj ∼ p′j). We will introduce this model more formally in Section
5.2, where we also formalize the similarity and the structure constraints.
For the MRSO problem it has been shown in [6] that there exists a linear-time
algorithm if the considered secondary structure corresponds to an outerplanar
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p = p1 . . . pi . . . pn
≀ ≀ ≀
p′ = p′1 . . . p
′
i . . . p
′
n
↑ ↑ ↑
s =
︷ ︸︸ ︷
s1s2s3 . . .
︷ ︸︸ ︷
s3i−2s3i−1s3i . . .
︷ ︸︸ ︷
s3n−2s3n−1s3n
≀ ≀ ≀ ≀ ≀ ≀ ≀ ≀ ≀
r = r1r2r3 . . . r3i−2r3i−1r3i . . . r3n−2r3n−1r3n
Figure 5.2: Idea of the MRSO problem. (This figure originates from [6], except for a
slightly differing notation.)
graph. For the general case, an NP-completeness result has been obtained for
the decision version of the problem, and a 2-approximation algorithm has been
proposed. An extended version of the model has been proposed in [7], where
the authors additionally allow for the insertion or deletion of amino acids.
After presenting some preliminaries in Section 5.2, we will improve the hard-
ness results of [6] by giving two APX-hardness proofs including explicit lower
bounds. Moreover, in Section 5.4, we present a 4-approximation algorithm
based on a greedy approach. Finally, Section 5.5 is devoted to some concluding
remarks.
5.2 Preliminaries
To introduce the MRSO problem in a formal way, let us consider Figure 5.2
again. Let r = r1 . . . r3n be a string over an alphabet Σ = {a, b, a, b} of size four,
where a and a as well as b and b denote complementary nucleotides, between
which bonds can be established according to a certain secondary structure.1 Any
other pairing is not allowed. Moreover, it is usually assumed that bonds can only
occur between complementary nucleotides which are at least 4 positions apart,
since otherwise the folding of the molecule would be too sharp. Let p = p1 . . . pn
be a string over an alphabet Σ′ representing a protein.2
To fix the similarities sj ∼ rj and pj ∼ p′j, we can provide a set of functions
fi, for 1 ≤ i ≤ n, which assign a value to the triple (s3i−2s3i−1s3i) according to
the similarity of this triple to (r3i−2, r3i−1, r3i) and pi.
Our goal is to compute a string s such that the sum of these function values
is maximized under the constraints given by the secondary structure. Therefore,
it is obviously sufficient to know the set of functions fi, for 1 ≤ i ≤ n, which
implicitly include the needed information about r and p, the explicit knowledge
of r and p is thus redundant.
1In a biological setting it is more usual to use the alphabet {A,C,G,U} denoting the four
types of nucleotides occurring in RNA (adenine, cytosine, guanine, and uracil). Bonds may
establish between A and U , and between C and G (see Section 2.1).
2In biology one considers an alphabet of size 20 corresponding to the standard amino acids.
96 5. Structure-Oriented RNA Design
1
1
2
2 3
3 4
4 5
10
11
12
12
13
13
14
14
15
15 16
22
23
24
25
Hairpin
Pseudoknot
Figure 5.3: Structure graphs for hairpin and pseudoknot secondary structures, where
vertices are laid out on a line.
Moreover, instead of providing a set of pairs of positions, we can, for conve-
nience, represent the secondary structure constraints in terms of an undirected
graph.
Thus, our constraints can be given in terms of the following structure graph.
Definition 5.1 (similar to [6]) Let S = {{i, j} | 1 ≤ i < j ≤ 3n} represent
a secondary structure of an mRNA of length 3n. Then the structure graph
G = (V,E) is defined by V := {1, . . . , 3n}, E := S.
In the sequel, we will always think of structure graphs in a way such that
the vertices are laid out on a line in increasing order. In Figure 5.3 we depict
the structure graphs corresponding to the secondary structures given in Figure
5.1 represented in this style.
Next, we give the formal definition of the MRSO problem in terms of an
optimization problem.
Definition 5.2 The mRNA Structure Optimization problem (MRSO) denotes
the following maximization problem.
Input: A (structure) graph G = (V,E), with V = {1, . . . , 3n}, and n functions
fi : Σ
3 → Q≥0 for 1 ≤ i ≤ n, where Σ = {a, b, a, b}.
Feasible solutions: For all inputs x = (G, f1, . . . , fn), the set of feasible solu-
tions is defined by:
M(x) = {s = s1 . . . s3n ∈ Σ3n | {i, j} ∈ E implies si = sj},
where a = a and b = b. (We call this the complementary constraint.)
Costs: For all inputs x = (G, f1, . . . , fn) and feasible solutions s = s1 . . . s3n ∈
M(x),
cost(s, x) =
n∑
i=1
fi(s3i−2, s3i−1, s3i).
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Goal: Maximization.
Note that a feasible solution of MRSO may also be viewed as an assignment
of labels from Σ to the vertices from G, such that the complementary constraint
is satisfied.
Sometimes we will prefer a representation where we focus on the amino acid
level instead of the nucleotide level. Therefore we introduce the definition of
the so called implied structure graph.
Definition 5.3 (similar to [6]) Let S = {{i, j} | 1 ≤ i < j ≤ 3n} represent
a secondary structure of an mRNA of length 3n. Then the implied structure
graph Gimpl = (V,E) is defined by
V := {1, . . . , n},
E := {{x, y} | there exists a pair {i, j} ∈ S,
such that i ∈ {3x− 2, 3x− 1, 3x} and j ∈ {3y − 2, 3y − 1, 3y}}.
Thus, the implied structure graph may also be thought of as the structure
graph where we blockwise join three consecutive vertices to one supervertex. A
feasible solution for the MRSO problem will then assign a triple from Σ3 to each
vertex of the implied structure graph.
Note that the implied structure graph as defined here, does not mimic all
properties of the structure graph. There might be multiple (but at most three)
complementary constraints between two vertices from Gimpl, and furthermore,
the information which pairs of vertices according to the original structure graph
are affected by the complementary constraints, is not encoded in the implied
structure graph. In fact, complementary constraints may even “vanish” totally,
namely if vertices inside a block have to satisfy the complementary constraint.
In spite of these shortcomings the notation of the implied structure graph will
turn out to be sufficient and helpful for some observations in the rest of this
chapter. In particular, it is easy to encode all information provided by an implied
structure graph into a structure graph, although this is not possible vice versa.
Thus, if the MRSO problem is shown to be hard on the level of the implied
structure graph, this result turns over to the MRSO problem (on the structure
graph) as well.
In the next section we will prove that MRSO is APX-hard, i. e., that there
exists a constant c such that it is NP-hard to approximate the problem by a
factor smaller than c (recall the notion introduced in Section 2.2).
5.3 APX-Hardness and
Lower Bounds for the MRSO Problem
First, we consider the MRSO in its general form, i. e., as given by Definition
5.2 (and also in [6]). Here, we consider the case that vertices in the input graph
may have arbitrary degree. This does not really correlate to the biological
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motivation, since usually each nucleotide can pair with at most another one,
hence implying a maximum degree of one. This restricted version of the problem
will be considered later in this paper.
We will show now that MRSO is a generalization of the MaxE3SAT problem
and thus, it is APX-hard and not approximable within a factor of 87 − ε, for
arbitrary small ε > 0. Therefore, we first recall the formal definition of the
MaxE3SAT problem.
Definition 5.4 MaxE3SAT is defined as the following maximization problem.
Given a Boolean formula Φ = C1 ∧ · · · ∧ Cm in 3-CNF over a set of variables
X = {x1, . . . , xn}, where each clause Ci = ci1 ∨ ci2 ∨ ci3 consists of exactly three
literals, compute an assignment ϕ : X → {0, 1} such that the number of satisfied
clauses is maximized.
Theorem 5.5 The MRSO is a generalization of the MaxE3SAT problem.
Proof. The idea to prove this result is to utilize the characters of the searched
string s of the MRSO problem as Boolean values and the structure graph to
encode the valid assignments.
Let Φ = C1 ∧ · · · ∧ Cm be an input for the MaxE3SAT problem, i. e., a
Boolean formula in 3-CNF over variables {x1, . . . , xn}, where Ci = ci1 ∨ci2 ∨ci3 .
We assume that each variable occurs at least once positively and at least once
negatively in this formula. Otherwise it could be directly simplified by removing
all clauses in which these variables occur, since we clearly are able to satisfy those
clauses by an appropriate assignment of the variables. The corresponding input
for the MRSO problem is given by
• G := (V,E), where V := {1, . . . , 3m}, and
E := {{i, j} | there exist integers g, h, k, l, such that
g, k ∈ {1, . . . ,m} and h, l ∈ {1, 2, 3}, and
i = 3(g − 1) + h, j = 3(k − 1) + l, and cgh = ckl}.
Thus, the vertices in G correspond to the occurrences of literals in the
clauses of Φ and the edges in G correspond to pairs of literals where the
same variable occurs positively and negatively.
• For all i, 1 ≤ i ≤ m, we define the function fi by the same function f :
f(t1, t2, t3) =
{
0 if (t1, t2, t3) /∈ {a, a}3
1−∏3i=1(1 − ϕ(ti)) otherwise ,
where ϕ(a) = 1 and ϕ(a) = 0. Thus, f computes for each clause its
Boolean evaluation given an assignment of the variables in which we in-
terpret a as the Boolean value 1 and a as the Boolean value 0.
By the definition of G, the above reduction guarantees that all assignments
corresponding to a solution of the MRSO problem are well defined, i. e., that
5.3. APX-Hardness and Lower Bounds for the MRSO Problem 99
no variable is assigned to different Boolean values in different clauses. More-
over, the function f restricts useful solutions of the MRSO problem to those
which only include characters a and a.3 The function f additionally counts the
number of satisfied clauses by increasing the cost of a feasible solution for the
MRSO problem by one. Hence, a feasible solution s = s1 . . . s3n with cost k for
the MRSO problem directly corresponds to an assignment for Φ that satisfies k
clauses. 
By applying the inapproximability result for MaxE3SAT from [35], we can
directly infer the following.
Theorem 5.6 The MRSO problem is APX-hard and not approximable within
8
7 − ε, for an arbitrary ε > 0. 
While this result holds for the general version of the MRSO problem, we have
to admit that it does not fit the biological motivation exactly, since we allow
vertices to have degree higher than one, which corresponds to bonds between
more than two nucleotides in the secondary structure of the considered RNA
molecule. Although there are some reports in the literature about the possi-
bility of bonds between more than two nucleotides, e.g. bonds between triples
of nucleotides (see [55]), this is a rather rare phenomenon, and hence it is use-
ful to assume only pairs of nucleotides, which is also the case in most models
concerning RNA secondary structure (see, for instance, [49, 55]). Therefore, we
will now consider a restricted version of the MRSO problem, where the input
instances are restricted to graphs that does not contain vertices of degree higher
than one. We will denote this modified problem by MRSO-d1.
Definition 5.7 The MRSO-d1 problem is the MRSO problem restricted to in-
put graphs of maximum degree one.
In what follows, we show that also for MRSO-d1 we can obtain an APX-
hardness result as well as an explicit lower bound on its approximability. To
do so, we consider the Max Independent Set problem for graphs of maximum
degree three, MaxIS-3 for short, and show that MRSO-d1 is a generalization of
this problem.
Definition 5.8 MaxIS-3 is the following maximization problem. Given a graph
G = (V,E) with maximum degree 3, compute a subset I of V , such that every
pair of vertices (x, y) ∈ I2 implies {x, y} /∈ E, and |I| is maximized.
Theorem 5.9 The MRSO-d1 problem is a generalization of MaxIS-3.
3To consider only characters in {a, a} is a convenient but not necessary restriction, since
we could also extend the interpretation to the whole alphabet Σ by defining ϕ(b) = 1 and
ϕ(b) = 0.
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Proof. In order to prove this theorem, we will compute for a given instance
of MaxIS-3 an instance of MRSO-d1 such that the cost achieved by an optimal
solution for MRSO-d1 matches the size of the maximum independent set.
Let G = (V,E) be an instance of MaxIS-3. We construct the following
instance of the MRSO-d1 problem in terms of the representation on implied
structure graphs, that is, we consider blocks of three consecutive vertices of a
structure graph as one supervertex.
• Gimpl = G.
• For all i, 1 ≤ i ≤ |V |, define the function fi by the same function f :
f(t1, t2, t3) =
{
1 , if t1t2t3 = aaa
0 , otherwise
The idea of this reduction is to identify the set of vertices which are assigned
to aaa in an optimal solution for MRSO-d1 with a maximum independent set.
To show the correctness of this idea, we have to prove the following two
claims:
(i) Every feasible solution for MRSO-d1 corresponds to an independent set
(of the same cost).
(ii) Every feasible solution for MaxIS-3 corresponds to an feasible solution for
MRSO-d1 (of the same cost).
If a vertex v ∈ Gimpl is assigned to aaa by a feasible solution of MRSO-d1,
due to the complementary constraints no neighbor u of v in Gimpl could be
assigned to aaa, too. Thus, Claim (i) follows immediately.
To prove Claim (ii), we have to assure that every independent set can be
transformed into an assignment to the vertices of Gimpl without violating the
complementary constraints. Note that, although we are considering the implied
structure graph, the complementary constraints are on the level of single char-
acters, hence assigning aaa to a vertex of Gimpl does not enforce the assignment
a aa to all its neighbors, but only implies that the neighbors must be from the
set {at2t3, t1at3, t1t2a | t1, t2, t3 ∈ {a, b, a, b}}.
For each independent set I let us assign the vertices in I to aaa. This does
no harm since they are not connected by any edge. We are able to label each
end point of the edges incident to any vertex v ∈ Gimpl injectively by one of
the numbers from {1, 2, 3}. Note that this labeling is no edge coloring but only
a labeling of the end points of the edges specifically for each vertex.4 Now, an
end point labeled by i enforces complementarity according to the ith character
ti represented by the vertex v (see Figure 5.4). Since this labeling is injective
and we restrict ourselves to graphs with maximal degree 3, we can assign the
other vertices obeying the complementary constraints.
According to our choice of the functions fi for 1 ≤ i ≤ |V |, the cost of a
computed solution for MRSO-d1 corresponds to the size of an independent set
4Thus, each edge has two labels, one for each of its two incident vertices.
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Figure 5.4: Labeling each end point of an edge {v, v′} in the implied structure graph.
This example implies the complementary constraint t1 = t′3.
and vice versa. Thus, the theorem is proved. 
From the proof of Theorem 5.9 it becomes clear that we need the restriction
to graphs of maximal degree three and cannot extend the same (or similar)
reduction to arbitrary instances of MaxIS, i. e. to those with degree arbitrarily
greater than three.
Together with the inapproximability result from [12], Theorem 5.9 implies
the following.
Theorem 5.10 The MRSO-d1 problem is APX-hard and not approximable in
polynomial-time within 16761675 − ε, for an arbitrary ε > 0, unless P=NP. 
It is worth to note that, as we have seen from the proofs of Theorem 5.5 and
Theorem 5.9, the APX-hardness results already hold for alphabets of size two.
5.4 Approximation Algorithm for MRSO
In this section we will investigate a simple greedy approach for the MRSO-
d1 problem, see Algorithm 5.1, which will turn out to be a 4-approximation
algorithm. As described already in Section 5.2, we will view the problem as to
assign characters from the set {a, b, a, b} to the vertices of the structure graph.
Next, we argue that Algorithm 5.1 guarantees a 4-approximation.
Theorem 5.11 Algorithm Greedy-MRSO-d1 is a polynomial-time 4-approxi-
mation algorithm for the MRSO-d1 problem.
Proof. Let G and f1, . . . , fn be an input for the MRSO-d1 problem.
Now, the assignment computed by algorithm Greedy-MRSO-d1 is a fea-
sible solution for the MRSO-d1 problem, since we assign characters to the yet
unassigned vertices in {3i− 2, 3i− 1, 3i} for a function fi found in Step 1 and,
additionally, we obey the complementary constraints by assigning correspond-
ing characters to all adjacent vertices. This is in fact a consistent assignment,
since the vertex degree is upper-bounded by one.
5If there are complementary constraints inside a triple, these have to be respected in
determining the function of maximal value. On the other hand, from the biological point of
view, complementary constraints inside a triple are meaningless, since they would imply a too
sharp folding of the corresponding molecule.
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Algorithm 5.1: Greedy-MRSO-d1
Input: An instance of the MRSO-d1 problem, i. e., a graph G = (V,E),
where V = {1, . . . , 3n}, each vertex in G has at most degree one, and n
functions fi : {a, b, a, b}3 → Q≥0 for 1 ≤ i ≤ n.
Step 1: Find a pair ((t3i−2, t3i−1, t3i), fi), where t3i−2, t3i−1, t3i ∈ {a, b, a, b},
such that the function fi(t3i−2, t3i−1, t3i) achieves the maximum value
over all possibilities, where already fixed assignments remain un-
changed.5 (Ties are broken arbitrarily.)
Step 2: According to the pair ((t3i−2, t3i−1, t3i), fi) found in Step 1, assign
t3i−2 to vertex 3i−2, t3i−1 to vertex 3i−1, and t3i to vertex 3i. Moreover,
assign tj to vertex k, if there exists an edge {j, k} ∈ E for j ∈ {3i −
2, 3i− 1, 3i}.
Step 3: Iterate Step 1 and Step 2 until all vertices are assigned to a character
from {a, b, a, b}.
Output: The assignment t1, . . . , t3n to the vertices from V .
Let us consider an optimal assignment α = (α1, . . . , αn) for each consecutive
triple of positions in {1, . . . , 3n}, i. e., αi denotes an element from {a, b, a, b}3.
Moreover, let β = (β1, . . . , βn), with βi ∈ {a, b, a, b}3 for 1 ≤ i ≤ n, be the
corresponding assignment computed by the algorithm, i. e. βi = t3i−2t3i−1t3i.
If two assignments αi and βi differ, i. e. αi 6= βi, the assignment βi performed
by Algorithm 5.1 can prevent at most three other assignments of α, since in G
each vertex has at most degree one. Due to the greedy behavior of the algorithm
the achieved cost fi(βi) is not less than any other possible cost. Thus, even if the
three prevented assignments of the optimal solution contribute to the solution
of the algorithm only cost 0, but in the optimal solution, they all contribute
fi(βi) too, the cost achieved by the greedy approach is at least
1
4 of the cost
of the optimal solution for this situation. Since this situation only affects these
four assignments, it does not influence the other ones, and this allows us to
generalize this analysis to the whole problem.
By this it has been shown that the cost achieved by Algorithm 5.1 is at least
a fraction 14 of the cost of the optimal solution.
Concerning the running time, an implementation that computes the optimal
assignments for each block needs time in O(n) for this step. To sort the blocks
according to their assigned costs will take another O(n log n) time. Fixing one
assignment in Step 2 of the algorithm will require an update of the sorted list.
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This could be done in time O(log n) by deletion and reinsertion of the at most
three blocks that obtain a new score due to the assignment using binary search.
Altogether this will result in a running time in O(n log n). 
Please note that the restriction to graphs of maximal degree one is essential
for this poof, since otherwise complementary constraints may imply a cascading
series of assignments that may even lead to instances without feasible solutions,
namely if the complementary constraints form an odd length cycle in the in-
put graph. While the latter property could be checked in advance, the former
disables the estimation of the number of assignments in the optimal solution,
which are prevented by a chosen greedy assignment performed by Algorithm
5.1. Hence, we cannot guarantee any approximation ratio.
Although this algorithm does not necessarily outperform the 2-approxima-
tion algorithm given in [6] with respect to the approximation ratio, it is concep-
tually simpler and therefore a possible alternative.
5.5 Concluding Remarks
The results concerning the approximability of the MRSO problem presented in
this chapter show that the problem in its present form is not only NP-hard, but
also hard with respect to approximation, even for the biologically more relevant
MRSO-d1 problem. Therefore, it seems to be useful to propose approximation
algorithms to attack these problems.
However, the results also show that suggesting such a general mathematical
model for the biological problem as in [6] appears to be inadequate. Rather, if
one really wants to study the problem in a formal way due to the possibility that
there might be more (yet undiscovered) exceptions from the rule of translating
codons into amino acids, the model has to be refined to account for the special
settings in this framework. So, one might restrict the input graphs to those that
can really occur as secondary structures of mRNA molecules in nature. This
substantially restricts the set of possible input graphs, and perhaps make them
much more manageable.
Extracting parameters, which should be small in the original biological prob-
lem, might be a promising task in this context, opening the possibility to at-
tack the problems using concepts from parameterized complexity. For instance,
one may solve the MRSO-d1 problem by decomposing the implied structure
graph into its connected components and solving these by intelligent total search
strategies. Since we can consider the assignments of the connected components
independently, because they do not influence each other, we will obtain an op-
timal solution. It is clear, that such an approach consumes exponential running
time only with respect to the size of the largest component. Furthermore, it
might be reasonable to examine other parameters, as for instance the number
of crossing edges in the linear layout of the structure graph or the treewidth of
the input graph.
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Part IV
Genome Rearrangements
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Chapter 6
Sorting by
Length-Weighted
Transpositions
6.1 Introduction
The study of relations between organisms received an immense amount of at-
tention during the last decades. This is due to the fact that insights gained
according to this issue can be utilized in many scenarios, for instance concern-
ing phylogenetic data, which again has an impact on the understanding of ge-
netic diseases, or directly concerning the evolution of viruses causing (harmful)
diseases.
Differences between genomes of organisms may be measured on the level of
nucleotides directly, i. e., by comparing the nucleotide sequences of correspond-
ing genes, but this turns out to be not very meaningful in some cases since the
differences might be that few that they are indistinguishable from background
noise [40]. Therefore, comparisons on a higher abstraction level are assumed
to be more helpful, especially comparing the positions of homologous1 genes.
Genes represent a part of the genome that encode for a particular protein and
that may be complemented by regulatory entities to control protein biosynthesis
(see Section 2.1). Now, there usually is a bunch of homologous genes in two
(related) organisms. During evolution, both organisms may have evolved from
a common ancestor by genomic rearrangements, that is, the positions of the
genes inside the genome may have changed while the genes themself remained
conserved. A measure for the (evolutionary) distance between two organisms
may now be inferred by the cost of the rearrangement operations necessary to
transform one genome into the other one, i. e., transforming organism A back
into the common ancestor and from there following the line of evolution to
1Homologous genes are those that belong together because they share a common ancestor.
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organism B.
Formally, the n genes of organism B may be modeled by the vector (1, 2, 3,
. . . , n). Thus, the genes of organismAmay be represented by the permutation of
numbers 1 to n denoting homologous genes by the same number as in B. This
leads us to the task of sorting a permutation by certain genomic operations,
which have been found to be characteristic for the corresponding organisms.
Many types of genomic operations have been proposed for this model, e.g. re-
versals, transpositions, translocations, etc. Maybe the best studied type of ge-
nomic operations is that of reversals, here, a substring of the permutation is
reversed. In this work, we will investigate the transposition operation in more
detail. A transposition cuts out a substring from the permutation and inserts
it at a different position (without reversing it).
Usually the cost of an operation is valued as one unit, independent of the
number of genes touched by this operation. The best known result in this
context is the one by Hannenhalli and Pevzner [30], showing that signed per-
mutations, i. e., permutations where each element is additionally assigned a
direction, can be sorted by reversals in polynomial-time. The problem for the
unsigned case, on the other hand, was shown to be NP-hard by Caprara [16], and
therefore, various approximation algorithms have been proposed [41, 19, 11].
With respect to sorting by transpositions it remains an open problem, wheth-
er the problem is NP-hard. On the other hand, approximation algorithms have
been presented to attack this problem [8, 20, 34, 27].
Now, to refine this model where only the number of genomic operations is
counted, Pinter and Skiena [47] proposed to measure the cost of one operation
with respect to the number of genes touched in this operation, that is, with
respect to the length of the substring operated. Bender et al. [9] considered this
measure in more detail for reversals, and showed upper and lower bounds for
the diameter and studied the approximability of the resulting problems as well.
Results for the corresponding problems on signed and circular sequences were
presented by Swidan et al. in [51].
Moreover, it is useful to relax the restriction of working on permutations to
simply working on strings over the alphabet of integers. This corresponds to
allowing more than one copy of a certain gene in one genome, which in fact
might also occur in biological reality. Extending this idea to an extreme, we
may also consider sorting 0/1 sequences by genomic operations.
There are some reasons to investigate the problem also on 0/1 sequences. On
one hand, a sorting strategy on 0/1 sequences can serve as a suitable interme-
diate on the task of sorting permutations. On the other hand, especially in the
context of length-weighted operations, it appears to be meaningful to consider
substrings of the same character to model the length of the gene. Correspond-
ing to this, considering 0/1 sequences is a natural simplification of the problem
for strings. Sorting strings by reversals and by transpositions was for instance
studied in [21].
In this work, we extend most of the results presented in [9] for sorting by
length-weighted reversals to length-weighted transpositions. This includes lower
and upper bounds on the diameter as well as approximation algorithms.
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Before we present our observations regarding the diameter in Section 6.3 and
the approximabilty in Section 6.4, we first introduce the basic notions and the
formal problem setting in Section 6.2. Furthermore, we give some preliminary
insights into the special problem of sorting 0/1 sequences by length-weighted
transpositions in Section 6.5. We conclude this chapter with some remarks on
the considered problems and some perspectives for further research in Section
6.6.
6.2 Preliminaries
Before we start with the formal description of the operations we will consider
throughout this chapter, we first introduce some terminology on strings. In
particular, we will view also permutations as special types of strings to avoid
switching between different notations when considering 0/1 sequences and per-
mutations, respectively. A block denotes a maximal length substring of the same
character of the considered string. While this notion is clearly meaningless in
the context of permutations, it is helpful if it concerns to 0/1 sequences. Al-
though the inputs to our problems are formally strings, we also refer to them as
0/1 sequences or permutations for convenience. For the same reason, the term
partial sequence is sometimes used instead of the term substring.
Essentially, we will consider the following two types of genomic rearrange-
ment operations.
Definition 6.1 Given a sequence s = s1s2s3 . . . sn, a reversal ξ = rev[i, j] on
s transforms s into
rev[i, j](s) = s1s2 . . . si−1sjsj−1 . . . si+1sisj+1 . . . sn
where 1 ≤ i < j ≤ n.
Usually, we will visualize a reversal by overlining the (contiguous) substring
that is reversed, i. e.,
s1s2 . . . si−1sisi+1 . . . sj−1sjsj+1 . . . sn = s1s2 . . . si−1sjsj−1 . . . si+1sisj+1 . . . sn.
In general, we will denote by s¯ the reversed sequence of s, and thus clearly
s¯ = s holds.
The length |ξ| of a reversal ξ is just the length of the sequence that is reversed.
Definition 6.2 Given a sequence s = s1s2s3 . . . sn, a transposition pi = tr[i, j, k]
on s transforms s into
tr[i, j, k](s) = s1s2 . . . si−1sj+1sj+2 . . . sksisi+1 . . . sjsk+1 . . . sn
where 1 ≤ i < j < k ≤ n.
Usually, we will visualize a transposition by setting the two (adjacent) partial
sequences that are exchanged into brackets, i. e.
s1s2 . . . si−1[si . . . sj ][sj+1 . . . sk]sk+1 . . . sn
= s1s2 . . . si−1sj+1sj+2 . . . sksisi+1 . . . sjsk+1 . . . sn
110 6. Sorting by Length-Weighted Transpositions
The length |pi| of a transposition pi is measured as the sum of the lengths of
both partial sequences touched by the transposition.
One may view transpositions in two ways. Firstly, as exchanging the posi-
tions of two adjacent partial sequences of the considered string, or secondly, as
cutting out one partial sequence, moving it to the left or to the right, and in-
serting it on a new position. Depending on the particular situation it is helpful
to consider transpositions in one way or the other.
We say that a string (usually over the alphabet of natural numbers) is sorted
if its characters appear in non-decreasing order.
According to these definitions we may define the following optimization prob-
lems.
Definition 6.3 The problem of sorting by length-weighted reversals with pa-
rameter ρ is given by
Input: A string s and a parameter ρ ≥ 0.
Feasible solution: A series of reversals ξ1, ξ2, . . . , ξm such that ξ1 ◦ ξ2 ◦ · · · ◦
ξm(s) is sorted.
Cost: The cost of a sorting series of reversals ξ1, ξ2, . . . , ξm is the sum of lengths
of these reversals weighted by parameter ρ, i. e.
∑m
i=1 |ξi|ρ.
Goal: Minimization.
Definition 6.4 The problem of sorting by length-weighted transpositions with
parameter ρ is given by
Input: A string s and a parameter ρ ≥ 0.
Feasible solution: A series of transpositions pi1, pi2, . . . , pim such that pi1 ◦pi2 ◦
· · · ◦ pim(s) is sorted.
Cost: The cost of a sorting series of transpositions pi1, pi2, . . . , pim is the sum of
lengths of these transpositions weighted by parameter ρ, i. e.
∑m
i=1 |pii|ρ.
Goal: Minimization.
In this work we will study the special cases of the above problem where
the strings that have to be sorted are considered to be either 0/1 sequences or
permutations.
In principle we will investigate two kinds of questions regarding these prob-
lems. One is clearly the question whether we can efficiently compute an (opti-
mal) solution for the problem, or, if this seems to be hard, can we compute a
good approximative solution instead. Another one concerns the question, how
much costs are in general required to sort any sequence by the corresponding op-
eration. These costs are denoted as the diameter of the corresponding problems
and we present upper and lower bounds for these.
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6.3 Diameter Bounds
6.3.1 Lower Bounds
In this section we will transfer several of the results achieved by Bender et al. [9]
for lower bounds on the diameter for sorting by length-weighted reversals to the
case of transpositions. In this context, lower bounds refer to the minimal cost
that is required to sort any sequence (either 0/1 or permutation) by length-
weighted transpositions. Most of the results are an immediate consequence of
the following observation.
Lemma 6.5 Let s be a string and let ρ ≥ 0. A transposition
pi = s′[s1][s2]s′′ = s′s2s1s′′ of s = s′s1s2s′′
with
cost(pi) = |pi|ρ = (|s1|+ |s2|)ρ
can be simulated by a series of three reversals of total cost
(|s1|+ |s2|)ρ + |s1|ρ + |s2|ρ.
Thus, the costs of the simulation is at most 3 times the cost of the transposition.
Proof. Instead of transposition pi we perform the reversals ϕ1 = s
′s1 s2s′′ =
s′s2 s1s′′ of cost (|s1| + |s2|)ρ, ϕ2 = s′s2 s1s′′ = s′s2s1s′′ of cost |s1|ρ, and
ϕ3 = s
′s2s1s′′ = s′s2s1s′′ of cost |s2|ρ.
The ratio of the costs of both solutions is
cost(ϕ1) + cost(ϕ2) + cost(ϕ3)
cost(pi)
=
(|s1|+ |s2|)ρ + |s1|ρ + |s2|ρ
(|s1|+ |s2|)ρ
≤ 3(|s1|+ |s2|)
ρ
(|s1|+ |s2|)ρ
= 3.
In fact, this factor of 3 is achieved for ρ = 0, for ρ = 1 we obtain a factor of 2. 
By Lemma 6.5 we can transfer all the lower bounds on the diameter of 0/1
sequences / permutations from [9], since they differ only by a constant. That
is, if we would have a strategy for sorting a sequence by transpositions which
is by more than a constant factor cheaper than sorting the same sequence by
reversals, this would contradict the lower bounds given in [9]. Hence, we infer
the following bounds.
Theorem 6.6 Any strategy for sorting sequences of length n, even 0/1 se-
quences, by length-weighted transpositions with parameter ρ requires worst-case
costs of at least
• Ω(n) for 0 ≤ ρ < 1,
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• Ω(n logn) for ρ = 1,
• Ω(nρ) for 1 < ρ < 2, and
• Ω(n2) for 2 ≤ ρ.

6.3.2 Upper Bounds
Establishing upper bounds for the case of transpositions in a similar way, re-
quires that we can simulate a reversal by a series of transpositions without
increasing its cost by more than a constant factor. This seems to be impossible
in general, consider for instance a reversal of a permutation (n, n− 1, . . . , 2, 1).
This has cost nρ. We can simulate this reversal by transpositions using the
following divide-and-conquer approach:
Algorithm 6.1: Simulating a Reversal by Transpositions
1. Divide the permutation in two halves.
2. Exchange these halves by a transposition.
3. Recursively apply this strategy to each half.
This yields a recursion of T (n) = 2T (n2 ) +n
ρ for the cost of this simulation.
According to the Master Theorem2, we may distinguish three cases with respect
to the size of ρ.
If ρ < 1, then the simulation requires cost of T (n) = Θ(n). As ρ < 1
this might be a significant increase of the cost, especially for ρ = 0, where we
have cost 1 for the reversal on one hand, and cost Θ(n) for a simulating series
of transpositions on the other hand. In fact, Θ(n) transpositions are required
to sort a permutation (n, n − 1, . . . , 2, 1) and thus to simulate the considered
reversal, as it has been shown for instance in [28].
If ρ = 1, then the simulation requires cost of T (n) = Θ(n logn), which is
just a logarithmic increase compared to the cost of the reversal. On the other
hand, we conjecture that this cannot be improved.
Finally, if ρ > 1, then the simulation requires cost of T (n) = Θ(nρ), which
is asymptotically the same as the cost of the reversal.
We summarize these observations in the following lemma.
2For a complete presentation of the Master Theorem for solving recurrences we refer to
standard textbooks as for instance [23].
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Lemma 6.7 A length-weighted reversal ξ on n elements of a permutation with
cost nρ can be simulated by a series of length-weighted transpositions of total
cost
(i) Θ(n), if 0 ≤ ρ < 1
(ii) Θ(n logn), if ρ = 1
(iii) Θ(nρ), if ρ > 1

Clearly, Lemma 6.7 holds for 0/1 sequences as well.
Moreover, we conjecture that it is not possible to significantly improve on
the strategy shown in Algorithm 6.1, even in the case of 0/1 sequences.
To actually prove the same upper bounds on the diameter for sorting by
length-weighted transpositions as for sorting by length-weighted reversals, we
will now have a closer look on the type of reversals used to establish these
upper bounds in [9], and show that these can be simulated by transpositions
efficiently. For 0/1 sequences the upper bounds are based on the following
divide-and-conquer approach. For an illustration see Figure 6.1.
Algorithm 6.2: Sorting 0/1 Seq. by Length-Weighted Reversals [9]
Input: A 0/1 sequence s.
1. Recursively sort the left half and the right half of s.
2. Perform a final reversal, moving zeros from the right to the left part and
ones from the left to the right part.
In fact, the type of reversals used here, operate on two blocks only and
are thus transpositions as well, that is, using Algorithm 6.2, upper bounds on
the diameter for sorting by length-weighted reversals carry over to sorting by
length-weighted transpositions directly.
Theorem 6.8 Any strategy for sorting 0/1 sequences of length n by length-
weighted transpositions with parameter ρ requires worst-case costs of at most
• Θ(n) for 0 ≤ ρ < 1,
• Θ(n logn) for ρ = 1,
• Θ(nρ) for 1 < ρ < 2, and
• Θ(n2) for 2 ≤ ρ.

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10101001100100100 10001011101101001y split into two halves
10101001100100100 10001011101101001y sort halves recursively
0000000000 1111111 00000000 111111111y perform final transposition
0000000000 00000000 1111111 111111111
Figure 6.1: Sorting strategy of Algorithm 6.2.
Algorithm 6.3: Sorting Perm. by Length-Weighted Reversals [9]
Input: A permutation s.
1. Determine the median m and consider elements less than m as 0 and
elements greater or equal m as 1.
2. Sort this 0/1 sequence by applying Algorithm 6.2.
3. Recursively sort the elements smaller than the median and the elements
larger than the median.
It now remains to consider upper bounds for permutations. Although the
sorting proposed in [9] depends on the sorting of 0/1 sequences and we might
thus guess that we can apply transpositions directly according to Theorem 6.8,
we have to have a closer look on this subject, since a reversal on a permutation
cannot be seen as a transposition except for reversals acting on two elements
only. So, we analyze the algorithm from [9] which determines the upper bounds
for the diameter for sorting permutations in more detail (see Algorithm 6.3).
Since in this procedure the sorting costs exclusively depend on the sorting
of 0/1 sequences using Algorithm 6.2, we can derive the same upper bounds
as given for sorting permutations by length-weighted reversals also for the case
of sorting permutations by length-weighted transpositions. In fact, we obtain
the same recursion for the resulting costs as in [9] which leads to the same
costs. However, the intermediate products of the sorting are of course different,
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since, although casting elements of the original permutation as zeros and ones,
we actually perform our transpositions on permutations where these essentially
differ from reversals.
Theorem 6.9 Any strategy for sorting permutations of length n by length-
weighted transpositions with parameter ρ requires worst-case costs of at most
• O(n log n) for 0 ≤ ρ < 1,
• O(n log2 n) for ρ = 1,
• Θ(nρ) for 1 < ρ < 2, and
• Θ(n2) for 2 ≤ ρ.

6.4 Approximation of the Sorting Cost
In this section we deal with the approximation of the cost for sorting particularly
given sequences by length-weighted transpositions. That is, for a given sequence,
we compare the sorting cost achieved by a certain algorithm to the optimal
sorting cost by taking the ratio. Please note that in contrast to Section 6.3,
where we considered the general diameter only, we here focus on the sorting
cost of particular sequences.
As our results will again depend on the results from [9], where approximation
ratios are mostly given according their order of magnitude (Big-O notation), we
can simply ignore constant factors in our arguments.
Thus, relying on the results in [9] we can infer the following theorem.
Theorem 6.10
(i) There exists an O(1)-approximation algorithm for sorting 0/1 sequences
by length-weighted transpositions with parameter ρ, for 1 < ρ < 2.
(ii) There exists an O(log n)-approximation algorithm for sorting permuta-
tions by length-weighted transpositions with parameter ρ, for 1 < ρ < 2.
(iii) There exists an O(log n)-approximation algorithm for sorting 0/1 sequences
by length-weighted transpositions with parameter ρ, for 0 ≤ ρ < 1.3
(iv) There exists a 2-approximation algorithm for sorting 0/1 sequences by
length-weighted transpositions with parameter ρ = 1.
(v) There exists an O(log n)-approximation algorithm for sorting permuta-
tions by length-weighted transpositions with parameter ρ = 1.
3In [9] even a constant approximation is claimed by a slightly modified algorithm. Our
belief is that also this transforms to transpositions as well, but lacking the details of the
corresponding proofs we cannot verify this directly.
116 6. Sorting by Length-Weighted Transpositions
(vi) There exists an exact polynomial-time algorithm for sorting sequences [0/1
sequences as well as permutations] by length-weighted transpositions with
ρ ≥ 2.
Proof. Before we prove each of the above claims formally, we first consider the
relation between the costs of the optimal solutions for sorting by length-weighted
reversals and for sorting by length-weighted transpositions. From Lemma 6.5
we know that the cost for sorting a 0/1 sequence by transpositions is at least
1
3 of the cost for sorting the same 0/1 sequence by reversals, i. e., for sorting
the sequence by transpositions we require at least 13 of the cost of sorting it by
reversals. The cost of optimal solutions thus differ only by a constant factor.
This means in particular that claims (i), (ii), and (iii) can be established by
showing that the algorithmic upper bounds correspond to each other as well,
since we do not consider any constant factors there.
(i) According to Lemma 6.7, we can simulate every reversal by a series of
transpositions without increasing the costs by more than a constant factor
for this range of parameter ρ. Therefore, applying the simulation shown
in Algorithm 6.1 to each reversal of the corresponding algorithm proposed
in [9] will yield the desired approximation.
Alternatively, we may have a look at Algorithm kBasedDC from [9],
which achieves a constant factor approximation for sorting 0/1 sequences
by length-weighted reversals for this parameter range.
Algorithm 6.4: kBasedDC [9]
Input: A 0/1 sequence s of length n, (1 < ρ < 2).
1) Let k denote the number of zeros, hence the number of ones is
n− k.
Consider s to be split at position k. Sort the left and the right part
recursively.
2) Perform a reversal to switch the first block of ones and the second
block of zeros.
This algorithm was shown to be an O(1)-approximation algorithm for
sorting 0/1 sequences by length-weighted reversals in [9].
Actually, Algorithm 6.4 only uses reversals on two adjacent blocks which
can also be viewed as transpositions of the same cost. Hence, Algorithm
6.4 is an O(1)-approximation algorithm for sorting 0/1 sequences by trans-
positions for with 1 < ρ < 2 as well.
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(ii) Again, we can apply the simulation result from Lemma 6.7. In [9], Algo-
rithm reorderReversalSort is presented.
Algorithm 6.5: reorderReversalSort [9]
Input: A permutation s of length n, (1 < ρ < 2).
1) Treat elements in s that are less than the median m as zeros and
all other elements as ones. Sort the resulting 0/1 sequence by
Algorithm 6.4.
2) Restore the original order of elements in both parts separately, by
performing the inverse transpositions of Step 1 restricted to the
particular part.
3) Sort the left and right part recursively.
Algorithm 6.5 was shown in [9] to achieve a O(log n)-approximation for
sorting permutations by length-weighted reversals with parameter ρ, where
1 < ρ < 2. Simulating each reversal by a series of transpositions with
asymptotically the same cost according to Lemma 6.7 implies the same
result also for sorting by length-weighted transpositions.
In fact, here again, no simulation is required since the reversals performed
by Algorithm 6.5 can actually be viewed as transpositions.
Transferring Step 1 of splitting the permutation around the median by
sorting a 0/1 sequence to the case of transpositions, is immediate due to
Part (i) of this lemma.
To perform Step 2 of restoring the original order, we have to invert the
transpositions performed in Step 1 and have to restrict them to the left and
right part of the sequence, respectively. The inverse transposition is simply
the transposition exchanging the two parts of the original transposition
again. The inverse transpositions are applied in reverse order. Thus,
the two parts of the respective transposition are adjacent, even if the
transposition is restricted to the left or right part of the sequence. Hence,
the inverse operation to a transposition is a valid transposition as well.
As the inverse transposition has the same length as the original one, this
step requires the same costs as the first.
Altogether we can establish the same recurrence for the costs as in [9]
which results in the claimed approximation ratio. Please note that inter-
mediate products in the sorting by reversals and by transpositions usually
will not match each other. Nevertheless, the resulting costs are asymptot-
118 6. Sorting by Length-Weighted Transpositions
ically the same.
(iii) To prove this claim, we refer to Algorithm blockDC from [9] yielding the
corresponding result for sorting by length-weighted reversals.
Algorithm 6.6: blockDC [9]
Input: A 0/1 sequence s of length n, (0 ≤ ρ < 1).
1) Consider a new sequence s′ originating from s by mapping each
block of zeros to a single 0 and each block of ones to a single 1.
2) Sort s′ according to Algorithm 6.2.
3) Map back the symbols in s′ to their original block.
Algorithm blockDC was shown in [9]to achieve a O(log n)-approximation
for sorting 0/1 sequences by length-weighted reversals with parameter 0 ≤
ρ < 1.
Essentially, this algorithm is the standard divide and conquer technique
that we have used for showing upper bounds on the diameter, but with
the only difference that we operate on complete blocks of zeros and ones
instead of single elements. As already discussed, this divide and conquer
algorithm performs reversals that are actually transpositions too, since
they only operate on two consecutive blocks.
Knowing by Lemma 6.5 that lower bounds for sorting by reversals and
transpositions differ at most by a constant factor, Algorithm blockDC is
a valid algorithm for sorting by transpositions and yields also an O(log n)
approximation in this case.
(iv) Due to Lemma 6.5, for parameter ρ = 1, the cost of an optimal sorting by
length-weighted reversals for a 0/1 sequence can be at most a factor 2 of
the cost of an optimal sorting of the same 0/1 sequence by length-weighted
transpositions. In [9], the authors presented Algorithm zerOneSort that
optimally sorts a 0/1 sequence by length-weighted reversals for parameter
ρ = 1 in polynomial-time.
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Algorithm 6.7: zerOneSort [9]
Input: A 0/1 sequence s = w1w2w3 . . . w2l, where wi denotes a block of
ones if i is odd and a block of zeros if i is even. (ρ = 1).
1) For all i < j, i odd, j is even do
1.1) Recursively compute the optimal sorting by length-weighted
reversals for w1 . . . wi−1 and wj+1 . . . w2l.
1.2) Recursively compute the optimal reverse sorting by length-
weighted reversals for wi . . . wj .
1.3) Perform the remaining reversal.
2) Output the sequence of reversals from Step 1 with minimum cost.
In fact the reversals used here operate on at most two adjacent blocks only,
hence being transpositions as well. Thus, Algorithm zerOneSort is a
2-approximation algorithm for sorting 0/1 sequences by length-weighted
transpositions for ρ = 1.
(v) Applying the same analysis as in the proof of Claim (ii), Algorithm 6.5,
using Algorithm 6.7 in Step 1 instead of Algorithm 6.4, yields an O(log n)-
approximation for sorting permutations by length-weighted transpositions
for ρ = 1. In particular, we again obtain the same recurrence that was
established in [9], since we just exchanged one constant factor approxima-
tion algorithm (Algorithm 6.4) by another one (Algorithm 6.7), suitable
for this value of parameter ρ.
The lower bound asymptotically carries over according to Lemma 6.5.
(vi) To prove this claim, we show that there exists an optimal sorting using only
transpositions of length two. This is due to the fact that, for ρ ≥ 2, we can
simulate any longer transposition by transpositions of length two reducing
the cost. Let pi be a transposition exchanging parts of the sequence of
length x and y, respectively. Then we can simulate pi by a series of x · y
transpositions of length two, which subsequently move the elements from
one part over the elements of the other part. The cost for transposition
pi is (x + y)ρ and for the alternative series of transpositions is 2ρ · x · y.
Comparing these costs yields the following:
cost(pi) ≥ cost(alternative series) ⇐⇒ (x+ y)ρ ≥ 2ρxy
⇒ x+ y ≥ 2 ρ√xy
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For the parameter range of ρ ≤ 2, the term 2 ρ√xy takes its maximum
value for ρ = 2. Thus, we consider (x + y)2 − 22xy = (x − y)2 ≥ 0 for
all x, y. Hence, the cost of pi is always greater or equal as the cost of the
alternative series.
Using transpositions of length two, it does not make any sense to move
elements in the opposite direction of their finally desired position. Accord-
ing to these observations, only transpositions of length two are useful. For
this case, it was claimed in [9] that the well-known Bubble-Sort algorithm
is an optimal sorting algorithm.

6.5 Sorting 0/1 Sequences
In this section we will have a closer look on sorting 0/1 sequences by length-
weighted transpositions with parameter ρ = 1.
We conjecture the following improvement of Theorem 6.10 (iv).
Conjecture 6.11 Given a 0/1 sequence s, there exists a polynomial-time al-
gorithm that computes an optimal sorting of s by length-weighted transpositions
with parameter ρ = 1.
In fact, we conjecture that Algorithm zerOneSort from [9] is the desired
polynomial-time algorithm.
To actually prove our conjecture, it would be sufficient to show the following
two claims.
(i) For optimally sorting a 0/1 sequence s by length-weighted transpositions
with parameter ρ = 1, we do not require transpositions that split blocks.
(ii) For optimally sorting a 0/1 sequence s by length-weighted transpositions
with parameter ρ = 1, we do not require transpositions that are non-local,
i. e., that operate on more than two consecutive blocks.
If we can prove these two claims, then we can optimally sort a 0/1 sequence
by a special kind of transpositions that are actually the same as reversals, since
they only exchange two adjacent blocks. Thus, Algorithm zerOneSort would
provide an optimal sorting strategy for transpositions as well.
Let us now formally define the terms used above in an intuitive way.
Definition 6.12 Let s = αγ1γ2β, where α, γ1, γ2, β ∈ {0, 1}+, and let τ denote
the transposition [γ1][γ2], i. e. τ(s) = αγ2γ1β. Then τ is called
• a split, if α = α′a and γ1 = aγ′1, or γ1 = γ′1a and γ2 = aγ′2, or γ2 = γ′2a
and β = aβ′, for α′, γ′1, γ
′
2, β
′ ∈ {0, 1}∗ and a ∈ {0, 1};
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• non-local if there exists an a ∈ {0, 1} such that γ1 = γ′1aγ′′1 and γ2 =
γ′2aγ
′′
2 , where γ
′
1, γ
′′
1 , γ
′
2, γ
′′
2 ∈ {0, 1}∗.
Note that a transposition might be a split and non-local at the same time.
Next we prove that an optimal solution does not require any splits.
Lemma 6.13 (No Splitting Lemma)
Let s be a 0/1 sequence. There always exists a series of length-weighted trans-
positions without splits that sorts s optimally.
Proof. We assume to the contrary, thus there exists a 0/1 sequence s such that
an optimal series of transpositions necessarily requires at least one split τ . We
can assume that
(i) s is the blockwise shortest sequence with this property,
(ii) τ is the first transposition and the only split applied to s, and
(iii) there is no other optimal solution for s such that a split is applied at a
later point than τ .
Please note that τ cannot be the last transposition applied in the sorting of s,
since τ is a split and accordingly the resulting sequence would not be sorted.
Now, let us consider the following situation. Let s = αγ1γ2β and let τ be
the split [γ1][γ2], hence τ(s) = αγ2γ1β. Moreover, let us assume γ1 = γ
′
1ba
n and
γ2 = a
mbγ′2, where a, b ∈ {0, 1}, a 6= b. We refer to the blocks4 an and am by A1
and A2, respectively. By pi we denote the series of transpositions performed in
the assumed optimal solution after τ . Let i and j denote the number of times
block A1 and block A2 is touched in pi, respectively. (This situation is shown
in Figure 6.2.) Furthermore, we will use the notion pi|A1=λ,A2=λ for the series
of transpositions equal to pi where A1 and A2 are considered to be empty, and
therefore contribute no costs.5 Thus, we may compute the cost of the assumed
optimal solution as
cost(pi ◦ τ) = cost(τ) + cost(pi) = cost(τ) + cost(pi|A1=λ,A2=λ) + i · n+ j ·m.
Now, we propose an alternative solution that is at most as expensive as
the considered solution τpi. To do so, let us assume i ≤ j, then instead of
performing the split in τ , we will apply the transposition τ˜ = [γ′1A1A2][γ
′
2]
and subsequently perform essentially the same transpositions as in pi, where we
replace A1 by A1A2 and A2 by λ, i. e. p˜i = pi|A1=A1A2,A2=λ. It is important
to note here that after applying these transpositions we will eventually get a
sorted sequence as well, since the block structure is essentially the same after
τ˜ as after performing τ . The only point we have to take care about concerns
the type of transpositions that are contained in p˜i. Actually, there might occur
splits, as for instance if α ends with a block B of b’s and this block is moved
4Actually, this is only a single block that is split into two by τ .
5λ denotes the empty string.
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Figure 6.2: Schematic description of the considered optimal solution for a splitting
transposition τ at the border between γ1 and γ2.
to the left after performing τ . In the considered optimal solution this would
imply no split, since B is separated from the next blocks of b’s by A2, but in the
alternative solution A2 is actually set to λ, and thus B and the first block of b’s
in γ′2 form a new block of b’s (see Figure 6.3). If we show that our alternative
solution is at most as expensive as the considered optimal one, also in this case
we obtain the desired contradiction, since we assumed τ to be the last splitting
transposition in a possible optimal solution for the given sequence.
Therefore, we will now compare the costs of our originally considered optimal
solution with those of the alternative solution constructed as described above.
cost(considered opt. solution)
= cost(τ) + cost(pi)
= cost(τ) + cost(pi|A1=λ,A2=λ) + i · n+ j ·m
= cost(τ˜ ) + cost(p˜i|A1=λ,A2=λ) + i · n+ j ·m
≥ cost(τ˜ ) + cost(p˜i|A1=λ,A2=λ) + i(n+m) since i ≤ j
= cost(alternative solution)
Thus, we have found an alternative solution that is at most as expensive
as the originally considered optimal solution and which does not require the
splitting transposition τ , contradicting our assumption.
By now, we have shown our claim for the case that the splitting occurs at
the border between γ1 and γ2. There are further types, where splittings may
occur, namely at the border between α and γ1, at the border between γ2 and
6.5. Sorting 0/1 Sequences 123
α
α
β
β
γ1 γ2
γ′1
γ′1
γ′2
γ′2
an
an
am
am
bh bk
bk
touched i times
τ˜
p˜i
sorted sequence
blocks are no longer separated
Figure 6.3: Schematic description of the alternative solution for a splitting transpo-
sition τ at the border between γ1 and γ2.
β, or even combinations of these splittings may occur.
We will now consider the case that the splitting of τ is between α and
γ1. We will apply essentially the same argument as above and propose an
alternative solution for this case. Let us assume α = α′ban and γ1 = ambγ′1,
where a, b ∈ {0, 1}, a 6= b. We again refer to the blocks an and am by A1 and
A2, respectively. By pi we denote the series of transpositions performed in the
assumed optimal solution after τ . Let i and j denote the number of times block
A1 and block A2 is touched in pi, respectively.
The situation of the assumed optimal solution is shown in Figure 6.4. For
the alternative solution, we have to consider two cases, namely whether i ≤ j
or i > j. The corresponding situations are illustrated in Figure 6.5 and Figure
6.6, respectively.
If i ≤ j then we leave the whole block of a’s, A1 and A2, inside α for the
alternative solution and then perform essentially the same transpositions as in
pi. This will lead to the following costs.
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Figure 6.4: Schematic description of the considered optimal solution for a splitting
transposition τ at the border between α and γ1.
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Figure 6.5: Schematic description of the alternative solution for a splitting transpo-
sition τ at the border between α and γ1 (i ≤ j).
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Figure 6.6: Schematic description of the alternative solution for a splitting transpo-
sition τ at the border between α and γ1 (i > j).
cost(considered opt. solution)
= cost(τ) + cost(pi)
= cost(τ) + cost(pi|A1=λ,A2=λ) + i · n+ j ·m
= cost(τ˜ ) + cost(p˜i|A1=λ,A2=λ) + i · n+ j ·m
≥ cost(τ˜ ) + cost(p˜i|A1=λ,A2=λ) + i(n+m) since i ≤ j
≥ cost(τ˜ )−m+ cost(p˜i|A1=λ,A2=λ) + i(n+m)
= cost(alternative solution)
Hence, as the costs of the alternative solution are at most as large as those
of the considered optimal solution, this gives the contradiction for this case.
If i > j we have to argue a little bit more carefully, since we will apply τ˜
to the whole block of a’s, namely A1 and A2, in the alternative solution, which
leads to additional costs of n for this transposition. But also in this case, we are
able to estimate the costs of the alternative solution in such a way that they do
not become larger than those of the considered optimal solution.
126 6. Sorting by Length-Weighted Transpositions
cost(considered opt. solution)
= cost(τ) + cost(pi)
= cost(τ) + cost(pi|A1=λ,A2=λ) + i · n+ j ·m
= cost(τ˜ ) + cost(p˜i|A1=λ,A2=λ) + i · n+ j ·m
≥ cost(τ˜ ) + cost(p˜i|A1=λ,A2=λ) + j(n+m) + n since i ≥ j + 1
= cost(τ˜ ) + n+ cost(p˜i|A1=λ,A2=λ) + j(n+m)
= cost(alternative solution)
Hence, as the costs of the alternative solution are at most as large as those
of the considered optimal solution, this gives the contradiction also for this case.
In fact, we may apply the same argument to the case where a splitting occurs
at the border between γ2 and β. The occurrence of splittings at more than one
border can be ruled out by considering only a specific splitting and concluding
the desired contradiction for that. 
As we have proven in the last lemma, no splits are required for an optimal
solution. We will now consider the possibility of non-local transpositions.
While we were able to prove that non-local transpositions are not helpful in
an optimal sorting strategy for many cases, we could not establish such a result
in general, yet. Therefore, Conjecture 6.11 unfortunately remains unproven.
6.6 Conclusion
In this work we transferred several of the results achieved in [9] for sorting by
length-weighted reversals to sorting by length-weighted transpositions, which is,
together with reversals themself, maybe the most important genomic operation
studied in literature. Thus, we complemented the knowledge about sorting by
transpositions in general, and in particular presented a relation between rever-
sals and transpositions in the context of sorting by length-weighted operations.
The results obtained in this work are summarized in the following table.
As indicated by Table 6.1, one value remains undetermined, establishing this
and closing the remaining gaps between lower and upper bounds as well as im-
proving the approximation results are interesting directions for future research.
Moreover, some of the results achieved in [51] can possibly transferred to the
case of sorting by length-weighted transpositions as well.
Further research can also rely on establishing refined cost models for genomic
operations. While here the length of the substring handled by the genomic oper-
ation is considered, this not necessarily directly corresponds to the actual length
of the molecule that is moved by the corresponding mutation. In fact, each gene
is modeled as a single character of the considered sequence here, independently
of the actual length of the molecule covered by this gene. Therefore, it seems to
be more adequate to refer to the real approximate length of the gene (recall, a
6.6. Conclusion 127
lower bounds
on diameter
upper bounds
on diameter
approximation
ratio
0/1 / perm. 0/1 perm. 0/1 perm.
0 ≤ ρ < 1 Ω(n) Θ(n) O(n logn) O(log n) ?
ρ = 1 Ω(n logn) Θ(n logn) O(n log2 n) 2 O(log n)
1 < ρ < 2 Ω(nρ) Θ(nρ) Θ(nρ) O(1) O(log n)
2 ≤ ρ Ω(n2) Θ(n2) Θ(n2) 1 1
Table 6.1: Results for sorting sequences of length n by length-weighted transpositions.
gene is a stretch of nucleotides), since genes may vary in size. Thus, one might
consider more general cost measures, where each character is assigned a specific
weight and then the cost of one genomic operation is defined with respect to
the sum of weights of the touched characters. One step towards incorporating
these weights can be the consideration of strings instead of permutations, where
a number of identical characters encode for approximative length of the gene.
However, in this setting one should take care of the fact that such a sequence
of identical characters must not be split. Otherwise this would contradict our
assumption that especially genes are preserved by genomic operations.
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Part V
Conclusion
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Chapter 7
Conclusion
We gave an overview on some of the current topics in the area of bioinformatics
and presented original results concerning the approximability of the according
problems. We studied problems arising in the context of protein folding, RNA
engineering, and genomic rearrangements. Perspectives for future research and
conclusions to the particular themes have been discussed directly subsequent to
the corresponding chapters.
For all these topics the search for adequate models, and the evaluation and
refinement of existing models is a major objective. Our work provided insights
into the studied problems emitting to all these questions that will hopefully
help to make progress in the corresponding fields and to identify and circumvent
aberrations.
In protein structure prediction, we proposed an extended model that removes
a major disadvantage of the originally used HP model, leading to a seemingly
practically more relevant setting. Moreover, a further refinement of the model
that allows for the introduction of additional biologically relevant data was
discussed and approximation algorithms for both of these models were designed.
With respect to RNA engineering, we studied a model introduced by Back-
ofen et al. and proved the APX-hardness of the underlying combinatorial prob-
lem, pointing to the fact that it seems to be better to focus on rather restricted
or even completely new designed models to attack this problem than to study
this general setting.
Finally, we transferred many algorithmic results achieved in the context of
genome rearrangements for length-weighted reversal operations to another par-
ticularly important operation type, namely to length-weighted transpositions.
This provides new opportunities to measure genomic distances between organ-
isms and thus to gain insights into their evolution.
Bioinformatics has been shown to be a field of high potential, opening many
perspectives in various contexts, and due to the ongoing fast development in the
area of biology and chemistry, the amount of urging problems will by no means
die away, but will instead consistently increase and must be supplied by com-
puter science methods to analyze and manage the gained data and knowledge.
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132 7. Conclusion
We hope that we were able to communicate some of these fascinating aspects
of bioinformatics within this work.
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