We are concerned with the oscillatory and nonoscillatory behavior of solutions of evenorder quasilinear functional differential equations of the type (|y (n) 
Introduction
We consider even-order quasilinear functional differential equations of the form y (n) (t) α sgn y (n) (t) (n) + q(t) y g(t) β sgn y g(t) = 0,
where (a) α and β are positive constants; (b) q : [0,∞) → (0,∞) is a continuous function; (c) g : [0,∞) → (0,∞) is a continuously differentiable function such that g (t) > 0, t ≥ 0, and lim t→∞ g(t) = ∞. By a solution of (A) we mean a function y : [T y ,∞) → R which is n times continuously differentiable together with |y (n) | α sgn y (n) and satisfies (A) at all sufficiently large t. Those solutions which vanish in a neighborhood of infinity will be excluded from our consideration. A solution is said to be oscillatory if it has a sequence of zeros clustering around ∞, and nonoscillatory otherwise.
Quasilinear functional differential equations
The objective of this paper is to study the oscillatory and nonoscillatory behavior of solutions of (A). In Section 2 we begin with the classification of nonoscillatory solutions of (A) according to their asymptotic behavior as t → ∞. It suffices to restrict our consideration to eventually positive solutions of (A), since if y(t) is a solution of (A), then so is −y(t). Let P denote the totally of eventually positive solutions of (A). It will be shown that it is natural to divide P into the following two classes: P(I) = P I 0 ∪ P I 1 ∪ ··· ∪ P I 2n−1 , Moreover, we will give the integral representations for positive solutions belonging to each of these two classes. Next, In Section 3 we will give necessary and sufficient conditions for the existence of positive solutions belonging to the class P(I) as well as sufficient conditions for the existence of positive solutions belonging to the class P(II). In Section 5 we derive criteria for all solutions of (A) to be oscillatory. Our derivations depend heavily on oscillation theory of even-order nonlinear differential equations
P(II)
recently developed by Tanigawa in [7] . Comparison theorems which will be established in Section 4 enable us to deduce oscillation of an equation of the form (A) from that of a similar equation with a different functional argument. We note that oscillation properties of second-order functional differential equations involving nonlinear Sturm-Liouville-type differential operators have been investigated by Kusano and Lalli [2] , Kusano and Wang [4] , and Wang [9] . Moreover, in a recent paper by Tanigawa [6] oscillation criteria for fourth-order functional differential equations
have been presented.
Classification and integral representations of positive solutions
Our purpose here is to make a detailed analysis of the structure of the set P of all possible positive solutions of (A).
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Classification of positive solutions. Let y(t) be an eventually positive solution of (A) on [t 0 ,∞), t 0 ≥ 0. Then, we have the following lemma which was proved by Tanigawa and Fentao in [8] and which is a natural generalization of the well-known Kiguradze lemma [1] . It will be convenient to make use of the symbols L i , i = 1,2,...,2n − 1, to denote the "quasiderivatives" generating the differential operator L 2n y = (|y (n) | α sgn y (n) ) (n) : 
We denote by P k the subset of P consisting of all positive solutions y(t) of (A) satisfying (2.2). The above lemma shows that P has the decomposition
Since L i y(t), i ∈ {0, 1,...,2n − 1}, are eventually monotone, they tend to finite or infinite limits as
One can easily show that if y ∈ P k for k ∈ {1, 3,...,2n − 1}, then ω k is a finite nonnegative number and the set of its asymptotic values {ω i } falls into one of the following three cases: (2.6) equivalent expressions for these classes of positive solutions of (A) are the following:
where ϕ 0 (t),...,ϕ 2n−1 (t) are defined by (1.3). Note that these functions are particular solutions of the unperturbed equation L 2n y(t) = 0. Observing that cases (i) and (iii) are of the same category, it is natural to classify P broadly into the two classes
consisting, respectively, of
Integral representations for positive solutions. We will establish the existence of eventually positive solutions for each of the above classes P(I) and P(II). For this purpose a crucial role will be played by integral representations for P(I j ) and P(II k ) types of solutions of (A) established below.
Let y(t) be a positive solution of (A) such that y(t) > 0, y(g(t)) > 0 on [t 0 ,∞). Let us first derive an integral representation of the solution y(t) from the class P(
If j ∈ {n, n + 1,...,2n − 1}, then we integrate (A) 2n − j times from t to ∞ and then integrate the resulting equation j times from t 0 to t to obtain (i) for j ∈ {n + 1,n + 2,...,2n − 1},
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where
If j ∈ {0, 1,...,n − 1}, then first integrating (A) 2n − j(= n + (n − j)) times from t to ∞ and then integrating j times from t 0 to t, we have (i) for j ∈ {1, 2,...,n − 1},
As regards y ∈ P(II k ), k ∈ {1, 3,...,2n − 1}, an integral representation is expressed by (2.9)-(2.13) with ω j = 0 for j = k.
Nonoscillation criteria
It will be shown that necessary and sufficient conditions can be established for the existence of positive solutions from class P(I). 
Proof (the "only if " part). Suppose that (A) has a positive solution y(t) of class P(I j ).
Notice that since y(t) satisfies asymptotic relations (2.7)(i) and (iii), there exist positive constants c j , C j such that
In deriving (2.9)-(2.13) we found the convergence of the integrals
These together with (3.3), show that the conditions (3.1) and (3.2) are satisfied.
(The "if " part.) We will distinguish two cases for j ∈ {0, 1,...,n − 1} and for j ∈ {n, n + 1,...,2n − 1}.
Case 1. Let j ∈ {n, n + 1,...,2n − 1} and suppose that (3.2) is satisfied. Let c > 0 be an arbitrarity fixed constant and choose t 0 > 0 such that
Define the constants k 1 and k 2 by
(3.8)
Put t * = min{t 0 ,inf t≥t0 g(t)}, and define
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and define the mapping Ᏺ j : Y → C[t * ,∞) as follows: for j ∈ {n + 1,n + 2,...,2n − 1},
and for j = n,
It can be verified that Ᏺ j maps Y continuously into a relatively compact subset of Y . First, we can show that Ᏺ j (Y ) ⊂ Y by using the expression
Next, let {y m (t)} be a sequence of functions in Y converging to y 0 (t) on any compact subinterval of [t * ,∞). Then, by virtue of the Lebesgue convergence theorem it follows that the sequence {Ᏺ j y m (t)} converges to Ᏺ j y 0 (t) on compact subintervals of [t * ,∞), which implies the continuity of the mapping Ᏺ j . Finally, since the sets Ᏺ j (Y ) and Ᏺ j (Y ) = {(Ᏺ j y) : y ∈ Y } are locally bounded on [t * ,∞), the Arzelá theorem implies that Ᏺ j (Y ) is relatively compact in C[t * ,∞). Thus, all the hypotheses of the Schauder-Tychonoff fixed point theorem are satisfied, and so there exists a y ∈ Y such that y = Ᏺ j y. In view of (3.11) and (3.12) the fixed element y = y(t) is a solution of the integral equation which is a special case of (2.9) with ζ(t) = 0, ξ j (t) = (c/( j − n)!)(t − t 0 ) j−n as well as it is a special case as of (2.10) with ζ(t) = 0, ω n = c. By differentiation of these integral equations 2n times, we see that y(t) is a solution of the differential equation (A) on [t * ,∞) satisfying L j y(∞) = c, that is, y ∈ P(I j ).
Quasilinear functional differential equations
Case 2. Let j ∈ {0, 1,...,n − 1} and suppose that (3.1) is satisfied. Let c > 0 be any given constant and choose t 0 > 0 so that
Define the constants k 1 and k 2 as follows:
and define the set Y by (3.10) with these k 1 , k 2 . We define the mapping Ᏺ j : Y → C[t * ,∞) in the following manner: for j ∈ {1, 2,...,n − 1},
and for j = 0,
Then it is routinely verified that Ᏺ j (Y ) ⊂ Y , that Ᏺ j is continuous, and that Ᏺ j (Y ) is relatively compact in C[t * ,∞). Consequently, there exists a fixed element y ∈ Y such that y = Ᏺ j y, which is the integral equation (2.13) with ω 0 = c for j = 0 as well as it is the integral equation (2.12) with ζ * j (t) = (c/ j!)(t − t 0 ) j for j ∈ {1, 2,...,n − 1}. It is clear that the fixed element y = y(t) is a solution of (A) belonging to P(I j ). This completes the proof.
Unlike the solutions of class P(I) it seems to be very difficult (or impossible) to characterize the existence of solutions of class P(II), and we will be content to give sufficient conditions under which (A) possesses such solutions.
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(ii) Let n be odd and let k = n. Equation (A) has a solution of class
(3.21) (iii) Let k be an odd integer greater than n and less than 2n. Equation (A) has a solution of class P(II
Proof. (i) Let k be an odd integer less than n. The desired solution y(t) will be obtained as a solution of the integral equation
where c > 0 is fixed and t 0 > 0 is chosen so large that t * = min{t 0 ,inf t≥t0 g(t)} ≥ 1 and
In order to show the existence of solution y(t) of the integral equation (3.23) we will show that mapping Ᏻ k y(t) defined on the set
has a fixed element in Y . If y ∈ Y , then, using (3.24), we have
27) which implies that Ᏻ k maps Y into itself. Since it could be shown without difficulty that Ᏻ k is continuous in the topology of C[t * ,∞) and that
for t ≥ t 0 . It is obvious that L k y(∞) = 0. Evaluating the right-hand side of (3.28), we see that it is bounded from below by
from which, in view of (3.20) , it follows that L k−1 y(∞) = ∞. This shows that y(t) belongs to P(II k ).
(ii) Let n be odd and let k = n. Choose t 0 > 0 large enough so that t * = min{t 0 , inf t≥t0 g(t)} ≥ 1 and 
Proceeding as in case (i), we can prove that there exists a fixed element y = y(t) of the mapping Ᏻ n , which clearly satisfies cϕ n−1 (t) ≤ y(t) ≤ 2cϕ n (t) for t ≥ t * . Likewise we can show that L n−1 y(∞) = ∞ and L n y(∞) = 0, which implies that y(t) ∈ P(II k ).
(iii) Let k be an odd integer greater than n and less than 2n. In this case, we let c > 0 and choose t 0 ≥ 0 large enough so that t * = min{t 0 ,inf t≥t0 g(t)} ≥ 1 and
It is easy to verify that the mapping Ᏻ k y(t) maps the set Y defined by (3.25) into a relatively compact subset of Y . Therefore, Ᏻ k has a fixed element y = y(t) in Y . That y(t) is a solution of class P(II k ) follows from differentiation of (3.34) combined with the observation below:
This completes the proof of Theorem 3.2.
Comparison theorems
In order to establish criteria (preferably sharp) for all solutions of (A) to be oscillatory, we are essentially based on the following oscillation result of Tanigawa [7] for the even-order nonlinear differential equation (B). (ii) Let α < β. All solutions of (B) are oscillatory if and only if
Our idea is to deduce oscillation criteria for (A) from Theorem 4.1 by using two comparison theorems which relate oscillation (nonoscillation) of the equation
to that of the equations
Accordingly, the aim of this section is to establish such comparison theorems. With regard to (4.4)-(4.6) it is assumed that (i) α > 0 is a constant;
(ii) h, k, and l are continuously differentiable functions
If all the solutions of (4.5) are oscillatory, then so are all the solutions of (4.4) . These theorems can be regarded as generalizations of the main comparison principles developed in the papers [3, 5] to differential equations involving higher-order nonlinear differential operators. To prove these theorems we need the following lemma which compares the differential equation (4.4) 
