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a b s t r a c t
The local b-function bf ,p(s) of an n-variate polynomial f ∈ C[x]
(x = (x1, . . . , xn)) at a point p ∈ Cn is constant on each stratum
of a stratification of Cn. We propose a new method for computing
such a stratification and bf ,p(s) on each stratum. In the existing
method proposed in Oaku (1997b), a primary ideal decomposition
of an ideal in C[x, s] is needed and our experiment shows that
the primary decomposition can be a bottleneck for computing the
stratification. In our new method, the computation can be done
by just computing ideal quotients and examining inclusions of
algebraic sets. The precise form of a stratum can be obtained by
computing the decomposition of the radicals of the ideals in C[x]
defining the stratum. We also introduce various techniques for
improving the practical efficiency of the implementation and we
show results of computations for some examples.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Let D be a ring of differential operators in n variables x = (x1, . . . , xn). The b-function or the
Bernstein–Sato polynomial of a polynomial f (x) ∈ C[x] is defined as the monic polynomial b(s) of the
minimal degree for pairs of L ∈ D[s] and b(s) ∈ C[s] satisfying
L(x, ∂x, s)f s+1 = b(s)f s.
IfD is the n-dimensionalWeyl algebraD = C〈x, ∂x〉, then the b-function is called the global b-function
and is denoted by bf (s). IfD is C[x]p〈∂x〉, the ring of differential operators with its coefficients in
C[x]p = {h(x)/g(x) | h(x), g(x) ∈ C[x], g(p) 6= 0}
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(the localization ofC[x] at p ∈ Cn), then the b-function is called the local b-function at p and is denoted
by bf ,p(s). It is clear that bf ,p(s) divides bf (s) for all p ∈ Cn. In Mebkhout and Narváez-Macarro (1991)
it is shown that bf (s) = LCM(bf ,p(s); p ∈ Cn) holds.
The local b-function was originally introduced in the context of analytic continuation of f+(x)s
for a real-valued real analytic function f (x). Malgrange (1974) pointed out a relation between the
local monodromy of a hypersurface f −1(0) and the b-function of f , assuming that f has isolated
singularities. Under the same assumption Schultze (2001) presented an algorithm for computing local
monodromy via roots of bf ,p(s). His implementation in SINGULAR (Greuel et al., 2001) is available as
gmssing.lib.
Computation of b-functions has been considered bymany researchers. Sato et al. (1980) established
a microlocal method for computing b-functions of relative invariants of prehomogeneous vector
spaces. Yano (1977, 1978) computed b-functions of many interesting examples. Briançon et al. (1989)
gave an algorithm for computing b-functions in isolated singularity cases. Another direction has
been brought in by Oaku and Takayama. They developed the theory of computational algebraic
analysis (Oaku, 1997a,b,c; Saito et al., 2000). The main tool is the Gröbner basis in rings of differential
operators and they gave several algorithms for computing b-functions. Their algorithms accept
arbitrary polynomial functions as inputs.
The global b-function can be computed by applying Gröbner basis computation in Weyl algebra.
The local b-function is defined essentially in the context of analytic functions, but it is possible to
compute it just by applying computations inWeyl algebra. Oaku gave an algorithm for computing the
local b-functions at all points simultaneously (Oaku, 1997b). The result is given as a stratification ofCn,
whichwe call a stratification associatedwith local b-functions. The constructibility of the stratification
associatedwith local b-functions is a special case of the constructibility of Bernstein–Sato ideals shown
in Briançon et al. (2000). There is a related work (Leykin, 2001) which shows the constructibility of
the set of polynomials with parametric coefficients with a fixed global b-function.
In this paper we propose a new method for computing a stratification associated with local b-
functions. As shown in Section 2, Oaku’s algorithm needs a primary decomposition of an ideal in
C[x, s]. In the new method presented in Sections 3 and 4, a primary decomposition is replaced with
a number of elementary ideal operations such as computation of ideal quotients and examination
of inclusions of algebraic sets. Each stratum given by the new method is expressed as a difference
of two algebraic sets, which are defined by ideals in C[x]. In order to find the precise form of the
stratum we have to decompose the radicals of the ideals. Theoretically the complexities of radical
decomposition and primary decomposition are considered to be similar and it is hard to compare
the complexities of two algorithms. However our experiment shows that the primary decomposition
can be a bottleneck in the existing method. In Section 4 we show how one can compute an operator
giving the local b-function at a specified point p ∈ C. In the new method the practically hard parts
are a Gröbner basis computation in homogenized Weyl algebra and eliminations in Weyl algebra. In
Section 5we introduce several techniques for improving the efficiency for these parts. In Section 6we
show some results of experiments.
2. Algorithms for computing b-functions
In this section we review known algorithms for computing b-functions. Let D be an n-dimensional
Weyl algebra C〈x, ∂x〉, where x = (x1, . . . , xn), ∂x = (∂1, . . . , ∂n), ∂i = ∂∂xi with relations xixj = xjxi,
∂i∂j = ∂j∂i, ∂jxi = xi∂j (i 6= j) and ∂ixi = xi∂i + 1. Let D〈t, ∂t〉 = C〈x1, . . . , xn, t, ∂1, . . . , ∂n, ∂t〉
be an (n + 1)-dimensional Weyl algebra, where t and ∂t = ∂∂t commute with other variables and
∂t t = t∂t+1.D〈t, ∂t〉 is aC-algebrawith {tkxα∂ lt∂βx }α,β∈Zn≥0,k,l∈Z≥0 as itsC-basis,where xα = x
α1
1 · · · xαnn
and ∂βx = ∂β11 · · · ∂βnn .
We consider the following weight vector in D〈t, ∂t〉 and denote it by (−w,w):
t x1 . . . xn ∂t ∂1 · · · ∂n
−1 0 . . . 0 1 0 · · · 0
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For P =∑ ck,α,l,β tkxα∂ lt∂βx ∈ D〈t, ∂t〉, we define ord(−w,w)(P) by
ord(−w,w)(P) = max(l− k; ck,α,l,β 6= 0).
In this paper we call a monomial ordering≺ a term ordering if 1 is the smallest monomial with respect
to≺. Let≺ be a term ordering in D〈t, ∂t〉. We define a monomial ordering≺(−w,w) in D〈t, ∂t〉, which
is not a term ordering, by
u ≺(−w,w) v ⇔ ord(−w,w)(u) < ord(−w,w)(v) or
(ord(−w,w)(u) = ord(−w,w)(v) and u ≺ v)
for monomials u, v ∈ D〈t, ∂t〉. For a non-zero element P =∑ ck,α,l,β tkxα∂ lt∂βx ∈ D〈t, ∂t〉we define its
initial form in(−w,w)(P) by
in(−w,w)(P) =
∑
l−k=ord(−w,w)(P)
ck,α,l,β tkxα∂ lt∂
β
x .
For a left D〈t, ∂t〉-ideal I , we define in(−w,w)(I) as a C-vector space C · {in(−w,w)(P) | P ∈ I}. Then
in(−w,w)(I) is again a left D〈t, ∂t〉-ideal.
We define a homogenized Weyl algebra D〈t, ∂t , h〉 (Castro-Jiménez and Narváez-Macarro, 1997;
Saito et al., 2000) as an associative algebra generated by x1, . . . , xn, ∂1, . . . , ∂n, t , ∂t and h with
commutative fundamental relations except for ∂ixi − xi∂i = h2 (i = 1, . . . , n), ∂t t − t∂t = h2. We
denote the total degree of a polynomial or of an operator by tdeg(P). By using ≺(−w,w), we define a
term ordering≺h(−w,w) in D〈t, ∂t , h〉 by
uhk ≺h(−w,w) vhl ⇔ tdeg(uhk) < tdeg(vhl) or
(tdeg(uhk) = tdeg(vhl) and u ≺(−w,w) v)
for monomials u, v ∈ D〈t, ∂t〉. For P = ∑ ck,α,l,β tkxα∂ lt∂βx ∈ D〈t, ∂t〉, we define its homogenization
Ph ∈ D〈t, ∂t , h〉 by
Ph =
∑
ck,α,l,β tkxα∂ lt∂
β
x h
tdeg(P)−(k+|α|+l+|β|).
In Section 2.1, we review twomethods for computing the global b-function. The first one, described
in Section 2.1.1, is based on elimination in D[s]. The second one, described in Section 2.1.2, is based on
elimination in D〈t, ∂t〉. The two methods are connected via the following theorem. For a polynomial
f (x) ∈ C[x], we consider a left ideal If in D〈t, ∂t〉:
If =
〈
t − f , ∂1 + ∂ f
∂x1
∂t , . . . , ∂n + ∂ f
∂xn
∂t
〉
.
Theorem 1 (Oaku, 1997c Proposition 3). The ideal of operators which annihilate f s in D[s] equals the
image of the intersection If ∩ D[t∂t ] under the substitution t∂t 7→ −s− 1.
2.1. Computation of the global b-function
2.1.1. Computation in D[s]
We denote the ideal of operators which annihilate f s in D[s] by AnnD[s]f s. Then we have
L(x, ∂x, s)f s+1 = b(s)f s ⇔ (L(x, ∂x, s)f − b(s))f s = 0
⇔ L(x, ∂x, s)f − b(s) ∈ AnnD[s]f s.
Thus, there exists L ∈ D[s] such that Lf s+1 = b(s)f s if and only if
b(s) ∈ (AnnD[s]f s + D[s]f ) ∩ C[s].
The global b-function bf (s) is the monic generator of the right hand side ideal, that is the minimal
polynomial of s modulo AnnD[s]f s + D[s]f . The existence of bf (s) was proved by Bernstein (1971).
K. Nishiyama, M. Noro / Journal of Symbolic Computation 45 (2010) 462–480 465
This can be computed by eliminating x and ∂x from AnnD[s]f s+D[s]f . Oaku (1997c) gave an algorithm
for computing AnnD[s]f s in D[s] and we can compute bf (s) by performing computations in D[s]. We
notice that Levandovskyy and Morales (2008) gave another algorithm based on an algorithm in
Briançon and Maisonobe (2002).
2.1.2. Computation in D〈t, ∂t〉
Theorem 2 is essentially given in Oaku (1997a,b,c). Here we state it in a form useful in the
subsequent sections with a proof.
Theorem 2. For b(x, s) ∈ C[x, s] \ {0}, the following are equivalent.
(1) There exists L ∈ D[s] s.t. Lf s+1 = b(x, s)f s.
(2) b(x,−t∂t − 1) ∈ in(−w,w)(If ) ∩ C[x, t∂t ].
Proof. Theorem 1 and t ≡ f mod If imply
L(x, ∂x, s)f − b(x, s) ∈ AnnD[s]f s ⇔ L(x, ∂x,−t∂t − 1)f − b(x,−t∂t − 1) ∈ If
⇔ L(x, ∂x,−t∂t − 1)t − b(x,−t∂t − 1) ∈ If .
Then we have b(x,−t∂t − 1) ∈ in(−w,w)(If ) from ord(−w,w)(b(x,−t∂t − 1)) = 0 and ord(−w,w)
(L(x, ∂x,−t∂t − 1)t) ≤ −1. Conversely, suppose that b(x,−t∂t − 1) = in(−w,w)(P) for P ∈ If .
Set R = b(x,−t∂t − 1) − P . Then we have ord(−w,w)(R) ≤ −1 and R can be written as R =∑
k≥1,l≥0 uˆk,l(x, ∂x)tk+l∂ lt . By using the relation tk+l∂ lt = (t∂t − k) · · · (t∂t − (k + l − 1))tk, we can
rewrite R as R =∑k≥1,l≥0 uk,l(x, ∂x)(t∂t)ltk. R ≡∑k≥1,l≥0 uk,l(x, ∂x)(t∂t)lf k mod If and P ∈ If imply
b(x,−t∂t − 1)−
∑
k≥1,l≥0
uk,l(x, ∂x)(t∂t)lf k ∈ If ∩ D[t∂t ].
Thenwehave b(x, s)−Lf ∈ AnnD[s]f s,where L =∑k≥1,l≥0 uk,l(x, ∂x)(−s−1)lf k−1 fromTheorem1. 
Corollary 3. in(−w,w)(If ) ∩ C[t∂t ] = 〈bf (−t∂t − 1)〉.
Although ≺(−w,w) is not a term ordering, we can compute a set of generators of in(−w,w)(If ) via
the homogenization defined above. The following algorithm is due to Castro-Jiménez and Narváez-
Macarro (1997), Assi et al. (2000) and Saito et al. (2000).
Algorithm 1.
Input: a polynomial f , a term ordering≺ in D〈t, ∂t〉
Output: a Gröbner basis of in(−w,w)(If )
B← {t − f , ∂1 + ∂ f∂x1 ∂t , . . . , ∂n +
∂ f
∂xn
∂t}
Bh← {gh | g ∈ B}
Gh← the reduced Gröbner basis of 〈Bh〉 in D〈t, ∂t , h〉with respect to≺h(−w,w)
G ←{in(−w,w)(g) | g ∈ Gh|h=1}
return G
In this algorithm, Gh|h=1 is a Gröbner (standard) basis of If with respect to a monomial ordering
≺(−w,w) which is not a term ordering, and the output G is a Gröbner basis of in(−w,w)(If )with respect
to the term ordering≺. By combining Algorithm 1 and Corollary 3 we can compute bf (s) in D〈t, ∂t〉.
Remark 4. Both methods in Sections 2.1.1 and 2.1.2 need Gröbner basis computations in Weyl
algebra. For computing the global b-function, the former method needs a Gröbner basis computation
of an ideal AnnD[s]f s+D[s]f , which can be a bottleneck in thewhole computation process. In the latter
method, the hardest part is often the computation of the set of generators of in(−w,w)(If ). It is hard to
predict whichmethod is efficient for a particular input. In Andres et al. (2009) a comparison of various
methods including these two was made and they also conclude that no algorithm is clearly superior
over others.
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2.1.3. Computation of the minimal polynomial
Both methods in Sections 2.1.1 and 2.1.2 need a computation of the minimal polynomial modulo
an ideal. It can be computed by a Gröbner basis computation with respect to an elimination order, but
we can also apply the method of indeterminate coefficients. Suppose that R is a Q-algebra which has
a Gröbner basis algorithm and an algorithm for computing the remainder modulo a Gröbner basis G.
Provided that there exists theminimal polynomial of an element umodulo an ideal J ⊂ R, Algorithm 2
computes the minimal polynomial by using a Gröbner basis G of J . For a polynomial h ∈ R, let NFG(h)
be the remainder of hmodulo G.
Algorithm 2 (Computation of the Minimal Polynomial; Noro (2002a) Algorithm 11).
Input: a Gröbner basis G of an ideal J ⊂ R, u ∈ R
Output: the monic minimal polynomial of umodulo J
i← 0
do
If there exist ai−1, . . . , a0 ∈ K such that NFG(ui)+∑i−1j=0 ajNFG(uj) = 0
then return si +∑i−1j=0 ajsj
else i← i+ 1
end do
Since G is a Gröbner basis of J , it follows that ui +∑i−1j=0 ajuj ∈ J ⇔ NFG(ui +∑i−1j=0 ajuj) = 0. By
equating the coefficients of reducedmonomials with respect to G in NFG(ui)+∑i−1j=0 ajNFG(uj) to zero,
we have a system of linear equations for ai−1, . . . , a0. If the existence of the minimal polynomial of u
is known, then Algorithm 2 terminates and gives the minimal polynomial.
2.2. Computation of the local b-function
2.2.1. Oaku’s method
Oaku presented a general algorithm for computing the b-function of a D-module in Oaku (1997a).
In Oaku (1997c) two algorithms for computing bf ,0(s) were presented. As in the case of the global b-
function, one is an algorithm in D〈t, ∂t〉 and the other is an algorithm in D[s]. Here we only state the
latter one. Let K be a field finitely generated over Q.
Algorithm 3 (Oaku, 1997c Theorem 23 and Algorithm 1).
Input: a polynomial f (x) ∈ K [x]
Output: the local b-function of f at the origin
J ← (AnnD[s]f s + D[s]f ) ∩ K [x, s]
f0(s)← GCD(fi(0, s); i = 1, . . . , r) for J = 〈f1(x, s), . . . , fr(x, s)〉
if f0(s) = 1 then return bf ,0(s) = 1
Compute the irreducible decomposition f0(s) = g1(s)l1 · · · gd(s)ld in K [s]
for i = 1, . . . , d do
l′i ←the minimal l ≥ li s.t. there exists h(x, s) ∈ J : g li and gi 6 | h(0, s)
end for
return bf ,0(s) = g1(s)l′1 · · · gd(s)l′d
The assumption on K allows a polynomial with parameters as an input. See Oaku (1997c) for details.
2.2.2. Nakayama’s method
In Granger andOaku (2004) andGranger et al. (2005) a division algorithm, aMora division algorithm
in Dalg = C[x]0〈∂x〉 and an algorithm for computing the Gröbner (standard) basis of an ideal in Dalg
were presented. For P ∈ Dalg , let NFG(P) be the remainder of P modulo a finite set G ⊂ Dalg computed
by the division algorithm. Nakayama (2009) proposed the following algorithm for computing bf ,0(s)
by using the fact that the candidates of bf ,0(s) are limited to the factors of bf (s).
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Algorithm 4 (Nakayama (2009)).
Input: a polynomial f (x) ∈ C[x]
Output: the local b-function of f at the origin
H ← a set of generators of AnnD[s]f s
G← a Gröbner basis of 〈H ∪ {f }〉 in Dalg [s]
bf (s) = (s− s1)l1 · · · (s− sd)ld ← the global b-function of f
b(s)← bf (s)
do
F ← ∅
for each i = 1, . . . , d do
if (s− si) | b(s) and NFG(b(s)/(s− si)) = 0
then F ← F ∪ b(s)/(s− si)
end for
if F = ∅ then return b(s)
else b(s)← GCD(c(s); c(s) ∈ F)
end do
The fact that bf (s) = LCM(bf ,p(s); p ∈ Cn) and the rationality of the roots of bf ,p(s) shown by
Kashiwara (1976) imply the rationality of the roots of bf (s). Thus bf (s) can be factorized into linear
factors over Q and we can easily compute the candidates of local b-functions. Nakayama also gave a
method using the approximate division algorithm and the method of indeterminate coefficients. See
Nakayama (2009) for details.
2.3. Stratification of Cn giving bf ,p(s)
The methods in the previous section are ones for computing bf ,p(s) for a given p ∈ Cn. Oaku
(1997b) proposed a method for computing a stratification of Cn giving bf ,p(s) which is constant on
each stratum. Algorithm 5 computes bf ,p(s) for any p ∈ Cn from a primary decomposition of an ideal
Lf = (AnnD[s]f s + D[s]f ) ∩ C[x, s].
Algorithm 5 (Computation of bf ,p(s) via Primary Decomposition Oaku, 1997b).
Input: a polynomial f (x) ∈ C[x] and a point p ∈ Cn
Output: the local b-function bf ,p(s) at p
Lf ← (AnnD[s]f s + D[s]f ) ∩ C[x, s]
Compute a primary ideal decomposition of Lf in C[x, s]: Lf = Q1 ∩ · · · ∩ Qr
B(Lf , p)←⋂i∈S(p)(Qi ∩ C[s]), where S(p) = {i | p ∈ V (Qi ∩ C[x])}
bf ,p(s)← the monic generator of B(Lf , p)
return bf ,p(s)
Algorithm 6 gives all possible forms of local b-functions.
Algorithm 6 (Stratification Associated with Local b-Functions Oaku, 1997b).
Input: a primary decomposition of (AnnD[s]f s + D[s]f ) ∩ C[x, s]
Output: a set of (VZ , bZ (s)), where VZ is a constructible set s.t. bf ,p(s) = bZ (s) for p ∈ VZ
Vi ← V (Qi ∩ C[x]) (i = 1, . . . , r)
bi(s)← Qi ∩ C[s] (i = 1, . . . , r)
S ← ∅
for each Z ⊂ {1, . . . , r} do
VZ ←⋂i∈Z Vi \⋃i/∈Z Vi
if VZ 6= ∅ then
bZ (s)← LCM(bi(s); i ∈ Z)
S ← S ∪ {(VZ , bZ (s))}
end if
end for
return S
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Algorithm 6 gives a set S of pairs (VZ , bZ (s)), where each VZ is a constructible set and we have a
decompositionCn =⋃(VZ ,bZ (s))∈S VZ . For (VZ , bZ (s)) ∈ S, bf ,p(s) = bZ (s) for all p ∈ VZ . As in the case of
the global b-function, we have a similar algorithmwhich uses in(−w,w)(If ) instead of AnnD[s]f s+D[s]f .
For executing Algorithm 6 we have to compute a primary decomposition of an ideal. What we
want to know is a classification of p ∈ Cn according to bf ,p(s). However, a primary decomposition
of an ideal Lf contains more precise information than the decomposition of a set V (f ) according to
bf ,p(s). In fact Algorithm 6 may give different strata with the same bf ,p(s). Besides, algorithms for
computing a primary decomposition are very complicated and they often take a lot of time to give
the result. In the next section we propose a new method for computing a stratification associated
with local b-functions. The new method executes a number of elementary ideal operations such as
computation of ideal quotients and examination of inclusions of algebraic sets instead of a primary
ideal decomposition. The result is given as a set of strata associated with distinct local b-functions.
3. A newmethod for the stratification
In the following we set Jf = in(−w,w)(If ). Theorem 5 and Corollary 6 are immediate consequences
of Theorem 2, but they are necessary for clarifying the main result (Theorem 8).
Theorem 5. For p ∈ Cn, b(s) ∈ C[s] the following are equivalent.
(1) There exists L ∈ C[x]p〈∂x〉[s] s.t. Lf s+1 = b(s)f s.
(2) There exists a(x) ∈ C[x], a(p) 6= 0 s.t. a(x) ∈ (Jf ∩ C[x, t∂t ]) : b(−t∂t − 1).
Proof. We show (1)⇒ (2). For L(x, ∂x, s) ∈ C[x]p〈∂x〉[s] there exists L˜(x, ∂x, s) ∈ D[s] and a(x) ∈ C[x]
(a(p) 6= 0) s.t. L = 1/a(x) · L˜. Then we have
1/a(x) · L˜f s+1 = b(s)f s ⇔ L˜f s+1 = a(x)b(s)f s
⇔ a(x)b(−t∂t − 1) ∈ in(−w,w)(If )
⇔ a(x) ∈ in(−w,w)(If ) : b(−t∂t − 1)
by Theorem 2. Then a(p) 6= 0 implies (2). Conversely we suppose a(p) 6= 0 and a(x) ∈ in(−w,w)(If ) :
b(−t∂t − 1). Then there exists L˜ ∈ D[s] s.t. L˜f s+1 = a(x)b(s)f s by Theorem 2. Then a(p) 6= 0 implies
(1) with L = 1/a(x) · L˜. 
Corollary 6. The following are equivalent.
(1) c(s) ∈ C[s] satisfies bf ,p(s) | c(s).
(2) There exists a(x) ∈ C[x] s.t. a(p) 6= 0 and a(x) ∈ (Jf ∩ C[x, t∂t ]) : c(−t∂t − 1).
Proof. Suppose bf ,p(s) | c(s). By the definition of bf ,p(s) and Theorem 5 there exists a(x) ∈ C[x]
s.t. a(p) 6= 0 and a(x)bf ,p(−t∂t − 1) ∈ Jf ∩ C[x, t∂t ]. bf ,p(s) | c(s) implies a(x)c(−t∂t − 1) ∈
Jf ∩C[x, t∂t ]. Therefore a(x) ∈ (Jf ∩C[x, t∂t ]) : c(−t∂t−1) and (1)⇒ (2) is proved. For a(x) satisfying
(2), there exists Lˆ ∈ D[s] s.t. 1/a(x) · Lˆf s+1 = c(s)f s by Theorem 5. By the definition of bf ,p(s), we have
bf ,p(s) | c(s). 
By applying Algorithms 1 and 2we can compute the global b-function bf (s). As noticed in Section 2.2.2,
bf (s) is factored into linear factors over Q. Let bf (s) = ∏ri=1(s − si)di be the irreducible factorization
of bf (s). Then the local b-function bf ,p(s) at p ∈ Cn can be written as bf ,p(s) =∏ri=1(s− si)ei(p) (0 ≤
ei(p) ≤ di) because bf ,p(s) | bf (s).
Definition 7. For i = 1, . . . , r , j = 0, . . . , di we define bi,j(s) by
bi,j(s) = bf (s)/(s− si)di−j = (s− s1)d1 · · · (s− si)j · · · (s− sr)dr .
We define ideals Ii,j and their varieties Vi,j by
Ii,j = ((Jf ∩ C[x, t∂t ]) : bi,j(−t∂t − 1)) ∩ C[x], Ii,−1 = {0}, Vi,j = V (Ii,j) ⊂ Cn.
For j = (j1, . . . , jr) (0 ≤ ji ≤ di) we set V j =⋂ri=1 Vi,ji−1 and Vj =⋃ri=1 Vi,ji .We note that V j = V (I j)
and Vj = V (Ij)where I j = I1,j1−1 + · · · + Ir,jr−1 and Ij =
⋂r
i=1 Ii,ji .
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Theorem 8. (1) C[x] = Ii,di ⊃ Ii,di−1 ⊃ · · · ⊃ Ii,0 ⊃ Ii,−1 = {0}.
(2) ∅ = Vi,di ⊂ Vi,di−1 ⊂ · · · ⊂ Vi,0 ⊂ Vi,−1 = Cn.
(3) ei(p) ≤ j⇔ p /∈ Vi,j.
(4) p ∈ Vi,j−1 \ Vi,j ⇔ ei(p) = j.
(5) p ∈ V j \ Vj ⇔ bf ,p(s) =∏ri=1(s− si)ji .
Proof. The inclusions in (1) follow from bi,0 | bi,1 | · · · | bi,di . From bf (−t∂t − 1) ∈ Jf ∩ C[x, t∂t ]
we have 1 ∈ Ii,di and Ii,di = C[x]. (2) follows from (1). We show (3). If ei(p) ≤ j then bf ,p | bi,j holds
because each multiplicity of s− sk (k 6= i) in bi,j is set to dk. Then there exists a(x) ∈ Ii,j s.t. a(p) 6= 0
by Corollary 6, which implies p /∈ Vi,j.
Conversely assume p /∈ Vi,j. Then there exists a(x) ∈ Ii,j s.t. a(p) 6= 0 and we have bf ,p | bi,j again
by Corollary 6, which implies ei(p) ≤ j. (4) is an immediate consequence of (3). (5) follows from (4)
and V j \ Vj =⋂ri=1(Vi,ji−1 \ Vi,ji). 
Each V j \ Vj is a constructible set and Theorem 8 gives a stratification associated with the local b-
functions of f .
Remark 9. If we want to compute bf ,p(s) at a specific p ∈ Cn, then we don’t have to compute all Ii,j.
For each i, we can stop the computation of Ii,j if we find j s.t. p ∈ Vi,j−1 \ Vi,j.
Combining the tools in this section we have the following algorithm:
Algorithm 7 (Stratification associated with local b-functions).
Input: a polynomial f (x) ∈ C[x]
Output: the stratification {(I j, Ij, bj(s))} associated with local b-functions
Jf ← in(−w,w)(If ); J ′f ← Jf ∩ C[x, t∂t ]
bf (s) =∏ri=1(s− si)di ← the global b-function of f
for i = 1, . . . , r do
for j = 0, . . . , di do
bi,j(s)← bf (s)/(s− si)di−j; Ii,j ← (J ′f : bi,j(−t∂t − 1)) ∩ C[x]
end for
end for
S ← ∅
for all j = (j1, . . . , jr) (0 ≤ ji ≤ di) do
I j ← I1,j1−1 + · · · + Ir,jr−1; Ij ←
⋂r
i=1 Ii,ji
if V (I j) \ V (Ij) 6= ∅ then
bj(s)←∏ri=1(s− si)ji ; S ← S ∪ {(I j, Ij, bj(s))}
end if
end for
return S
In this algorithm, a stratum is represented by (I j, Ij, bj(s)), which means that bf ,p(s) = bj(s) for
p ∈ V (I j) \ V (Ij). We will describe the detail of each step in the next section.
4. Details of the computation
In this section we retain the notation of Algorithm 7.
4.1. Computation of Jf and bf (s)
Jf can be computed by Algorithm 1. In Algorithm 7 we compute J ′f , which can be used as the input
of Algorithm 2 instead of Jf , for computing bf (s) because Jf ∩C[t∂t ] = J ′f ∩C[t∂t ]. We can expect this to
make the computation of bf (s)more efficient because J ′f is an ideal in a commutative polynomial ring
with fewer variables than Jf . For computing Jf , J ′f and bf (s), we can apply various techniques proposed
in Noro (2002a), which we will review in Section 5.
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4.2. Some easy shortcuts
By using elementary properties of local b-functions, we can determine some strata directly from
the global b-function and the singular locus of V (f ). Let Sing(f ) be the singular locus of V (f )
Sing(f ) = V
(
f ,
∂ f
∂x1
, . . . ,
∂ f
∂xn
)
.
Theorem 10. (1) bf (s) = LCM(bf ,p(s); p ∈ Cn).
(2) If f (p) 6= 0 then bf ,p(s) ≡ 1.
(3) If p is a non-singular point of V (f ) then bf ,p(s) ≡ s+ 1.
(4) If Sing(f ) = {p} then bf ,p(s) = bf (s).
Corollary 11. (1) If V (f ) is non-singular, then
bf ,p(s) =
{
1, if p /∈ V (f );
s+ 1, if p ∈ V (f ).
(2) If Sing(f ) = {p0}, then
bf ,p(s) =
{1, if p /∈ V (f );
s+ 1, if p ∈ V (f ) \ {p0};
bf (s), if p = p0.
Remark 12. We set I = 〈f , ∂ f
∂x1
, . . . ,
∂ f
∂xn
〉. Then the following hold.
(1) V (f ) is non-singular if and only if I = C[x].
(2) Sing(f ) is a singleton if and only if dim(I) = 0 and the minimal polynomial of xi modulo I is a
power of a linear factor for each i = 1, . . . , n.
Let G be the reduced Gröbner basis of I with respect to any term ordering. Then I = C[x] is equivalent
to G = {1}. The checking of dim(I) = 0 can be done by G and the minimal polynomial of xi can be
computed by Algorithm 2 with G. Thus we can easily check the cases (1) and (2) in Corollary 11 and
we can omit the computation of Jf ∩ C[x, t∂t ] in these cases.
4.3. Computation of Jf ∩ C[x, t∂t ]
For computing J ′f = Jf ∩ C[x, t∂t ], we first compute J˜ ′f = Jf ∩ C[x]〈t, ∂t〉 by eliminating ∂1, . . . , ∂n
from Jf successively. This can be done by computing Gröbner bases with respect to appropriate
elimination orders inWeyl algebra.We note that the Gröbner basis of J˜ ′f obtained consists of (−w,w)-
homogeneous elements.
After computing J˜ ′f , J
′
f is obtained as J
′
f = J˜ ′f ∩ C[x, t∂t ] according to Oaku (1997a,c).
For a (−w,w)-homogeneous element h ∈ C[x]〈t, ∂t〉 s.t. ord(−w,w)(h) = d, we define ψ(h) by
ψ(h) =
{
tdh, if d > 0;
∂−dt h, if d ≤ 0.
ψ(h) is also (−w,w)-homogeneous and ord(−w,w)(ψ(h)) = 0. tk∂kt = t∂t(t∂t − 1) · · · (t∂t − k+ 1)
implies ψ(h) ∈ C[x, t∂t ].
Theorem 13 (Oaku (1997a) Theorem 3.15). Let {g1, . . . , gr} be a set of generators of J˜ ′f s.t. each gi is
(−w,w)-homogeneous. Then
J˜ ′f ∩ C[x, t∂t ] = 〈ψ(g1), . . . , ψ(gr)〉.
Proof. Assume P ∈ J˜ ′f ∩C[x, t∂t ]. Then there exist ui ∈ C[x]〈t, ∂t〉 (i = 1, . . . , r) s.t. P =
∑r
i=1 uigi. If
we set ord(−w,w)(gi) = di, we may assume that ui is (−w,w)-homogeneous and ord(−w,w)(ui) = −di
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because P is (−w,w)-homogeneous and ord(−w,w)(P) = 0. If−di ≥ 0 then ui can be written as
ui =
∑
cαγ xαtγ ∂tγ−di = uˆi∂−dit
for some uˆi ∈ C[x]〈t, ∂t〉. If−di < 0 then ui can be written as
ui =
∑
cαγ xαtγ+di∂tγ = uˆitdi
for some uˆi ∈ C[x]〈t, ∂t〉. In both cases uˆi is (−w,w)-homogeneous and ord(−w,w)(uˆi) = 0. Then we
have P =∑ri=1 uˆiψ(gi). 
We note that J ′f can also be computed following Briançon and Maisonobe (2002).
4.4. Computation of Ii,j
J ′f = Jf ∩ C[x, t∂t ] is an ideal in C[x, s] (s = t∂t ) and the subsequent computations can be done in
a commutative polynomial ring C[x, s]. Ii,j is obtained by computing J ′f : bi,j(−s − 1) (j = 0, . . . , di)
for each i. Each ideal quotient can be computed using
J ′f : bi,j(−s− 1) = (J ′f ∩ 〈bi,j(−s− 1)〉)/bi,j(−s− 1).
By using the relation bi,j+1(s) = (s− si)bi,j(s)we have
J ′f : bi,j+1(−s− 1) = (J ′f : bi,j(−s− 1)) : ((−s− 1)− si). (1)
We start the computation from J ′f : bi,0 and the subsequent ones are computed using the right hand
side of (1).
4.5. Computation of V j and Vj
4.5.1. Merging sequences of varieties
For each iwe have a sequence Ti of varieties
Ti : ∅ = Vi,di ⊂ Vi,di−1 ⊂ · · · ⊂ Vi,0 ⊂ Vi,−1 = Cn.
If Ti and Tk coincide as sequences of varieties, then we have
p ∈ Vi,j−1 \ Vi,j ⇔ ei(p) = ek(p) = j.
That is, we can determine both ei(p) and ek(p) by using only Ti (or Tk). In this case, we compute
Ii,j ∩ Ik,j for each j and keep them as the data representing the merged sequence. This is necessary
for computing Ij in Algorithm 7, but we can keep {Ii,0, . . . , Ii,di} or {Ik,0, . . . , Ik,dk} instead if we only
want to know V (Ij) in the algorithm. The checking of V (I) = V (J) is done by checking V (I) ⊂ V (J)
and V (J) ⊂ V (I). For J = 〈g1, . . . , gs〉, the checking of V (I) ⊂ V (J) can be done using
V (I) ⊂ V (J) ⇔ gl ⊂
√
I (l = 1, . . . , s)
⇔ 1 ∈ C[x, y](ygl − 1)+ C[x, y]I (l = 1, . . . , s),
where y is a single commutative variable.
4.5.2. Incremental computation of V j and Vj
After merging the identical sequences, we construct V j and Vj incrementally with respect to
the index j = 1, . . . , r . Eliminating empty sets soon after processing a sequence, we can avoid
combinatorial explosion. The checking can be done like in the previous section by using V j \ Vj =
∅ ⇔ V j ⊂ Vj.
4.6. Computation of an operator giving bf ,p(s)
For a(x) and b(s) s.t. a(x)b(−t∂t − 1) ∈ in(−w,w)(If ), an operator L ∈ D[s] satisfying Lf s+1 =
a(x)b(s)f s can be computed by the following algorithm.
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Algorithm 8 (Computation of an Operator for a Known Denominator).
Input: a(x)b(−t∂t − 1) ∈ in(−w,w)(If )
Output: L(x, ∂x, s) ∈ D[s] s.t. L(x, ∂x, s)f s+1 = a(x)b(s)f s
G← a Gröbner basis of If with respect to≺(−w,w)
Find hi ∈ D〈t, ∂t〉 s.t. hi is (−w,w)-homogeneous and
a(x)b(−t∂t − 1) =∑mi=1 hiin(−w,w)(gi), where G = {g1, . . . , gm}.
R← a(x)b(−t∂t − 1)−∑mi=1 higi
Write R as R =∑k≥1,l≥0 uk,l(x, ∂x)(t∂t)ltk
return L =∑k≥1,l≥0 uk,l(x, ∂x)(−s− 1)lf k−1.
As a(x)b(−t∂t − 1) = in(−w,w)(∑mi=1 higi), the correctness of this algorithm follows from Theorem 2.
Algorithm 9 (Computation of an Operator Giving the Local b-Function 1).
Input: the local b-function bf ,p(s) =∏ri=1(s− si)ei(p) at p ∈ Cn
and the ideals I1,e1(p), . . . , Ir,er (p)
Output: L(x, ∂x, s) ∈ C[x]p〈∂x〉[s] s.t. L(x, ∂x, s)f s+1 = bf ,p(s)f s
for each i = 1, . . . , r do
ai(x)← a polynomial in Ii,ei(p) s.t. ai(p) 6= 0
Li ← the output of Algorithm 8 for ai(x)bi,ei(p)(−t∂t − 1)
end for
(c1(s), . . . , cr(s))←polynomials s.t.∑ri=1 ci(s)bi,ei(p)(s) = bf ,p(s)
return L =∑ri=1(ci(s)/ai(x)) · Li
The correctness of this algorithm follows from
bf ,p(s) = GCD(bi,ei(p)(s); i = 1, . . . , r).
If we already have Ip =⋂ri=1 Ii,ei(p), then we can apply a more simplified algorithm.
Algorithm 10 (Computation of an Operator Giving the Local b-Function 2).
Input: the local b-function bf ,p(s) =∏ri=1(s− si)ei(p) at p ∈ Cn
and the ideal Ip =⋂ri=1 Ii,ei(p)
Output: L(x, ∂x, s) ∈ C[x]p〈∂x〉[s] s.t. L(x, ∂x, s)f s+1 = bf ,p(s)f s
a(x)← a polynomial in Ip s.t. a(p) 6= 0
Lˆ← the output of Algorithm 8 for a(x)bf ,p(−t∂t − 1)
return 1/a(x) · Lˆ
The correctness of this algorithm follows from
Ip = (Jf ∩ C[x, t∂t ]) : GCD(bi,ei(p)(−t∂t − 1); i = 1, . . . , r)
= (Jf ∩ C[x, t∂t ]) : bf ,p(−t∂t − 1).
5. Details of the implementation
In this section we show the details of implementation of Algorithm 7. The whole procedure
includes many Gröbner basis computations, some of which are ones in Weyl algebra and careful
treatments are necessary for achieving good performance. Herewe recall severalmethods for efficient
Gröbner basis computation in Weyl algebra.
5.1. Modular change of ordering
If the input ideal of a Gröbner basis computation is a Gröbner basis with respect to some term
ordering, we can apply the following modular change of ordering algorithm. Let Z〈p〉 = {a/b | a, b ∈
Z, b /∈ pZ} and φp : Z〈p〉 → Fp be the canonical projection onto Fp, the prime field of order p.
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Algorithm 11 (Gröbner Basis Computation by Trace Lifting Noro and Yokoyama, 1999).
Input: a Gröbner basis G0 ⊂ Q〈x, ∂x〉with respect to an arbitrary term ordering<0
consisting of monic polynomials, and a target term ordering<
Output: the reduced Gröbner basis of 〈G0〉with respect to<
do
p← a new prime such that G0 ⊂ Z〈p〉〈x, ∂x〉
Gp ← the reduced Gröbner basis of 〈φp(G0)〉with respect to<
If there exists G ⊂ 〈G0〉 such that φp(G) = Gp then return G
end do
In this algorithm, G is an inverse image of the modular reduced Gröbner basis Gp under φp. If G exists,
then it is guaranteed to be the reduced Gröbner basis of 〈G0〉. If we apply the trace lifting algorithm
(Traverso, 1988) for computing G, then the costs for the zero reductions over Q and the final check
for G being a Gröbner basis are replaced with the cost for a modular Gröbner basis computation. This
improves the efficiency of a Gröbner basis computation when large integer coefficients appear during
the computation.
5.2. Weighted homogenization
In Noro (2002a)we introduced aweighted homogenization ofWeyl algebra suited for computation
of the global b-function. This is a modification of the homogenization in Section 2 and defined as
follows.
Let γ = (γ1, . . . , γn) ∈ Rn>0 be a positive weight vector. We define another weight vector δ by
δ = (tdegγ (f ) − γ1 + 1, . . . , tdegγ (f ) − γn + 1), where tdegγ (f ) is the weighted total degree of f
with respect to γ . Let γˆ = (tdegγ (f ), γ ) and δˆ = (1, δ) be the weight vectors of (t, x) and (∂t , ∂x)
respectively. We define a weighted homogenized Weyl algebra D〈t, ∂t , h〉 as an associative algebra
generated by x1, . . . , xn, ∂1, . . . , ∂n, t , ∂t and h with commutative fundamental relations except for
∂ixi − xi∂i = hd (i = 1, . . . , n), ∂t t − t∂t = hd, where d = tdegγ (f )+ 1. We also define the weighted
homogenization H(γˆ ,δˆ)(P) of P =
∑
ck,α,l,β tkxα∂ lt∂
β
x ∈ D〈t, ∂t〉 by
H(γˆ ,δˆ)(P) =
∑
ck,α,l,β tkxα∂ lt∂
β
x h
tdeg
(γˆ ,δˆ)
(P)−(k·tdegγ (f )+l+γα+δβ),
where tdeg(γˆ ,δˆ)(P) is the weighted total degree of P with respect to (γˆ , δˆ). For anymonomial ordering
≺ in D〈t, ∂t〉, we define a term ordering≺h
(γˆ ,δˆ)
in D〈t, ∂t , h〉 by
uhk ≺h
(γˆ ,δˆ)
vhl ⇔ tdeg(γˆ ,δˆ)(u)+ k < tdeg(γˆ ,δˆ)(v)+ l or
(tdeg(γˆ ,δˆ)(u)+ k = tdeg(γˆ ,δˆ)(v)+ l and u ≺ v).
If we assume that every xi (i = 1, . . . , n) appears in f , then δ ∈ Rn>0 and≺h(γˆ ,δˆ) is a term ordering. This
weighted homogenization can be used in Algorithm 1 instead of the ordinary homogenization.
We set F = {t − f , ∂1 + ∂ f∂x1 ∂t , . . . , ∂n +
∂ f
∂xn
∂t} and fˆ = H(γˆ ,δˆ)(f ). Then H(γˆ ,δˆ)(F) = {t − fˆ , ∂1 +
∂ fˆ
∂x1
∂t , . . . , ∂n + ∂ fˆ∂xn ∂t}.
Proposition 14. For any monomial ordering ≺0 s.t. in≺0(F) = {t, ∂1, . . . , ∂n}, H(γˆ ,δˆ)(F) is a Gröbner
basis of 〈H(γˆ ,δˆ)(F)〉.
By this proposition, if we apply the weighted homogenization in Algorithm 1, then the computation
of Gh becomes a change of ordering and we can apply Algorithm 11. We often observe that we can
proceed with the whole computation efficiently by choosing an appropriate γ , which is typical when
f is weighted homogeneous with respect to γ .
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5.3. An intermediate change of ordering
The efficiency of the computation of a Gröbner basis of in(−w,w)(If ) is affected by the choice of a
tie breaker for≺(−w,w). It is empirically known that the computation is efficiently done with a graded
reverse lex order s.t. t  x, ∂t  ∂x. But it often takes a very long time to eliminate ∂x from theGröbner
basis. In such cases, we often observe that we can eliminate ∂x easily from a Gröbner basis of the same
ideal with respect to a term ordering s.t. x  t , ∂x  ∂t . The computation of the latter Gröbner basis
from the former one is also a change of ordering and we can apply Algorithm 11.
6. Experiments
We implemented Algorithms 7 and 10 in Risa/Asir (Noro, 2002b). In this section we show some
results of experiments. All the experiments were done on a Linux machine with Intel Xeon X5470,
3.33 GHz. In a stratification associated with local b-functions, each stratum is represented by a list of
data, (I◦, I◦, b◦(s)). This list of data means that the local b-function at p ∈ V (I◦) \ V (I◦) is b◦(s).
The following functions are available in nn_ndbf.rr which is written in Asir user language and
is contained in the OpenXM package (OpenXM committers, 1998-2009).
• ndbf.bf_strat(F)
This function executes Algorithm 7 and returns the stratification associated with local b-
functions for a polynomial F . The output is a list [S1, S2, . . . , Sm], where Si is a list [I i, Ii, bi]
representing a stratumwith ideals I i, Ii and a list of factors bi of the local b-function on V (I i)\V (Ii).
• ndbf.bf_local(F , Point)
This function computes the local b-function of F at a point specified by Point according to
Remark 9. If an option op=1 is given, an operator giving the local b-function is also computed
by Algorithm 10. In this case the output is a list [b, c, L]which means LF s+1 = c(x)b(s)F s.
We illustrate the usage with a sample session.
% openxm fep asir
This is Risa/Asir, Version 20091013 (Kobe Distribution).
...
[1519] load("nn_ndbf.rr")$
[1600] ndbf.bf_strat(y*((x+1)*x^3-y^2));
[[[x^3,y],[1],[[-s-1,2], [531441*s^6+3188646*s^5+7833834*s^4+...,1]]],
[[x^4+x^3,y],[y*x^2,-x^3-3*y^2*x+3*y^2,y^3,-x^4-x^3+3*y^2],[[-s-1,2]]],
[[-y*x^4-y*x^3+y^3],[y*x^2,y^3,-x^4-x^3+3*y^2],[[-s-1,1]]],
[[],[y*x^4+y*x^3-y^3],[]]]
[1601] ndbf.bf_local(y*((x+1)*x^3-y^2),[x,-1,y,0]); /* at (-1,0) */
[[-s-1,2]]
[1602] ndbf.bf_local(y*((x+1)*x^3-y^2),[x,-1,y,0]|op=1);
[[[-s-1,2]], 12*x^3+36*y^2*x-36*y^2,(32*y*x^2+56*y*x)*dx^2+...]
6.1. Results for simple examples
In this subsection the ideals I◦ and I◦ in the resulting data coincide with I j and Ij in Algorithm 7
respectively. In particular I◦ is the ideal of denominators, that is, one can find c(x) ∈ I◦ such that
c(p) 6= 0 and there exists an operator L ∈ D[s] satisfying Lf s+1 = c(x)b◦(s)f s.
6.1.1. Example 1
We consider f (x, y, z) = x3 − y2z2, which is taken from Oaku (1997b). Then Algorithm 7 returns
the following data:
(〈x2, y, z〉, 〈1〉, (s+ 1)(3s+ 4)(3s+ 5)(6s+ 5)2(6s+ 7)2),
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(〈zy, x2〉, 〈x2, z2, y2〉, (s+ 1)(6s+ 5)(6s+ 7)),
(〈x3 − z2y2〉, 〈x2, z2y, zy2〉, s+ 1),
(〈0〉, 〈x3 − z2y2〉, 1).
By computing decompositions of the radicals of the given ideals, we obtain the following
stratification:
C3 = {(0, 0, 0)} ∪ S1 ∪ S2 ∪ (C3 \ V (f )),
where S1 = (V (x, y) ∪ V (x, z)) \ {(0, 0, 0)}, S2 = V (f ) \ (V (x, y) ∪ V (x, z)) and
bf ,p(s) =

(s+ 1)(3s+ 4)(3s+ 5)(6s+ 5)2(6s+ 7)2, if p = (0, 0, 0);
(s+ 1)(6s+ 5)(6s+ 7), if p ∈ S1;
(s+ 1), if p ∈ S2;
1, if p /∈ V (f ).
This coincides with the result obtained by the method using primary decomposition. We tried
computing the stratifications for f k up to k = 6. The computation for f 6 took 270 s. f is weighted
homogeneous with a weight (4, 3, 3) for (x, y, z) and if we apply the weighted homogenization in
Section 5.2 with this weight, then the computing time is reduced to 160 s. The stratification for f 6 is
the same as that for f , but the b-functions differ. For example,
bf 6,(0,0,0) =
20∏
i=3
(
s+ i
18
)
·
6∏
i=1
(
s+ 6i− 1
36
)2 (
s+ 6i+ 1
36
)2
.
6.1.2. Example 2
We consider another example: g(x, y, z) = xyz((y + 1)x3 − y2z2), where bg(s) = (s + 1)3(s +
5
11 )
2(s+ 711 )2(s+ 811 )2(s+ 911 )2(s+ 1011 )2(s+ 1211 )2(s+ 1311 )2(s+ 1411 )2(s+ 1511 )2(s+ 1711 )2. The computation
of the stratification is done in 2 s and we obtain six strata, but some simplification has to be done to
find the precise form of each stratum. For example, the stratum for bg,p(s) = (s+ 1)2 is V (I◦) \ V (I◦),
where
I◦ = 〈z3y3, (y2 + y)x4, zx4, zyx〉,
I◦ = 〈zyx4, zx4 − 3z3y2x, (y2 + y)x4 − 3z2y3x, (4zy2 + 4zy)x3 − z3y3, x7〉.
Then
√
I◦ = 〈xy2+ xy, xz, yz〉 = 〈x, z〉∩ 〈x, y〉∩ 〈y, z〉∩ 〈y+ 1, z〉 and√I◦ = 〈x, yz〉 = 〈x, z〉∩ 〈x, y〉
implyV (I◦)\V (I◦) = (V (y, z)∪V (y+1, z))\(V (x, z)∪V (x, y)) = {(x, y, 0) | x 6= 0, y = 0 or y = −1}.
6.1.3. Example 3
We show an example of an operator giving the local b-function at a specified point. We set
f (x, y, z, w) = x4y4 + x2y2z2 + 2x2y2wz + 2xyzw + z2w2 + w2. Then C4 is stratified into six strata
with respect to f . We take a stratum represented by (I◦, I◦, (s+ 1)2), where
I◦ = 〈y2x2 + wz, wyx− wz2, zyx+ w〉,
I◦ = 〈w3, w2z, (wz3 + 6w2)y, (z5 + 2wz2)y2, (wz3 + 6w2)x, w2yx,
(z − w)yx+ wz2 + w, (z5 + 2wz2)x2, wy2x2, 2y4x3 + 3w2y, 2y3x4 + 3w2x〉.
For instance, if we take p = (1, 1,−1, 1) ∈ V (I◦) \ V (I◦) then we find w3 ∈ I◦ which does not
vanish at p. For this denominator w3, we can construct an operator L ∈ D[s] satisfying Lf s+1 =
10 368w3(s+ 1)2f s using Algorithm 10:
L = (3609w3 + 2076zw2 + (130z2 − 757xy− 520)w − 130xyz)∂2w
+((−3270zw2 + (−469z2 − 2490xy+ 181)w − 130z3 + (−288xy− 130)z)∂z
+(1974yw2 + 1816yzw + 130yz2 − 548xy2 − 260y)∂y + (−7218s− 678)w2
+(−3474s− 260)zw + 130z2 − 697x2y2 + (2192s+ 1565)xy+ 1040s+ 520)∂w
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+((−339z2 − 339)w + 130z3 + (−1974xy+ 130)z)∂2z
+((−1974yzw − 130yz2 − 1584xy2 + 260y)∂y
+(2034s+ 1356)zw + 51z2 + (6336s+ 5658)xy− 1040s− 1249)∂z
+((−2592s− 1296)yw + 878yz)∂y
+(10368s2 + 15552s+ 5184)w + (−2118s− 2118)z.
6.2. Versal deformation of Ak singularity xk+1
The local b-function at a point is an analytic invariant and the stratification associated with local b-
functionswill give some information on the classification of singularities of a hypersurface. Singularity
theory (cf. Greuel et al. (2007)) tells us of many interesting hypersurfaces which have non-isolated
singularities. We show results of experiments for such examples. In the subsequent results, for
simplicity the ideals defining each stratum are given by the radicals of I◦ and I◦, where I◦ and I◦ are
given in the data (I◦, I◦, b◦(s)) representing the stratum.
Let fk(x, u1, . . . , uk) be a versal deformation of the Ak singularity xk+1:
fk(x, u1, . . . , uk) = xk+1 + u1 + u2x+ · · · + ukxk−1 (k ≥ 1).
Its discriminant disc(fk) = resultantx(fk(x, u), f ′k(x, u)) gives the condition that fk(x) = 0 has
multiple roots when considered as an equation in x. V (disc(fk)) is naturally stratified according
to configurations of multiplicities of the set of the roots. It is interesting to compare it with the
stratification associated with local b-functions. Consider the case k = 3.
disc(f3) = 256u31 − 128u21u23 + 144u1u22u3 + 16u1u43 − 27u42 − 4u22u33
defines a surface in R3, which is called a swallowtail, and the configuration of its singularity is well
known. We set I2,2 = 〈u2, 4u1 − u23〉 and I3,1 = 〈27u22 + 8u33, 12u1 + u23〉. Then V (I2,2) ∩ V (I3,1) ={(0, 0, 0)} and the stratification of V (disc(f3)) associated with local b-functions is given by
C3 = S4 ∪ S2,2 ∪ S3,1 ∪ S2,1,1 ∪ S1,1,1,1, (2)
where S4 = {(0, 0, 0)}, S2,2 = V (I2,2) \ {(0, 0, 0)}, S3,1 = V (I3,1) \ {(0, 0, 0)}, S2,1,1 = V (disc(f3)) \
(V (I2,2) ∪ V (I3,1)), S1,1,1,1 = C3 \ V (disc(f3)). The local b-functions are
(s+ 1)2(4s+ 3)(4s+ 5)(6s+ 5)(6s+ 7) on S4, (s+ 1)2 on S2,2,
(s+ 1)(6s+ 5)(6s+ 7) on S3,1, (s+ 1) on S2,1,1, 1 on S1,1,1,1.
If (u1, u2, u3) ∈ S4, then f3 = x4 has one quadruple root. If (u1, u2, u3) ∈ S2,2, then f3 = x4 +
u3x2 + u23/4 = (x2 + u3/2)2, which has two distinct double roots because u3 6= 0. Conversely,
if f3 is written as f3 = (x − a)2(x − b)2 with a 6= b, then we have u2 = 0 and 4u1 − u23 = 0,
which implies (u1, u2, u3) ∈ S2,2. Suppose (u1, u2, u3) ∈ S3,1. If we set u3 = − 23a2, then f3 =
x4− 32a2x2+a3x− 316a4 = (x− 12a)3(x+ 32a) and f3 has one triple root andone simple root because a 6= 0.
Conversely, if f3 is written as f3 = (x−a)3(x−b)with a 6= b, then (u1, u2, u3) ∈ S3,1. Now it is easy to
see that (u1, u2, u3) ∈ S2,1,1 if and only if f3 has one double root and two simple roots. Therefore the
stratification (2) gives the stratification associated with the multiplicity of the roots of f3. At present
we can compute the stratification associated with local b-functions up to k = 6 andwe can check that
it coincides with the stratification associated with the multiplicity. disc(fk) is weighted homogeneous
with aweight (k+1, k, . . . , 2) for (u1, u2, . . . , uk) and the computations are relatively easy ifwe apply
the weighted homogenization and the intermediate change of ordering explained in Section 5.2. If we
do not apply the weighted homogenization, the computation becomes very hard. In particular, the
Gröbner basis computation of in(−w,w)(Idisc(fk)) is hard without the weighted homogenization and the
computation for k = 5 does not finish in one hour.
6.3. Versal deformation of Dk singularity x2y− yk−1
Let fk(x, y, u1, . . . , uk) be a versal deformation of the Dk singularity x2y− yk−1:
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fk(x, y, u1, . . . , uk) = x2y− yk−1 + u1 + u2x+ u3x2 + u4y+ · · · + ukyk−3 (k ≥ 4).
We regard fk as a family of curves in the (x, y)-plane parameterized by (u1, . . . , uk). Consider the
projection of the singularity sets of the curves V (fk) onto the parameter space. It is a hypersurface
defined by a polynomial gk(u1, . . . , uk) s.t. 〈fk, ∂ fk∂x , ∂ fk∂y 〉 ∩ C[u1, . . . , uk] = 〈gk〉. We try computing
stratifications associated with local b-functions for gk.
6.3.1. Stratification of V (g4)
g4 = 432u41 + (864u33 − 864u4u3)u31 + ((−1512u23 + 576u4)u22 + 432u63 − 864u4u43
+ 432u24u23 − 64u34)u21 + (576u3u42 + (−216u53 + 360u4u33 − 192u24u3)u22
− 128u34u33 + 128u44u3)u1 − 64u62 + (27u43 − 48u4u23 + 128u24)u42
+ (−48u24u43 + 240u34u23 − 64u44)u22 − 64u34u63 + 128u44u43 − 64u54u23
and we obtain the following stratification. It only takes 3.9 seconds if we apply the weighted
homogenization with a weight vector (6, 4, 2, 4) for (u1, u2, u3, u4). We set
I1 = 〈u2, u1 + u33 − u4u3〉,
I2 = 〈4u2 + 3u23 − 4u4, 8u1 − u33 + 4u4u3〉,
I3 = 〈4u2 − 3u23 + 4u4, 8u1 − u33 + 4u4u3〉,
I4 = 〈36u42 + (−27u43 + 180u4u23 + 24u24)u22 − 108u4u63 + 108u24u43 − 36u34u23 + 4u44,
9u3u1 − 3u22 − 3u4u23 − u24,
(36u22 + 12u24)u1 − (9u33 − 48u4u3)u22 − 36u4u53 + 36u24u33 − 16u34u3,
108u21 + (−9u23 + 36u4)u22 − 36u4u43 + 24u24u23 − 20u34〉.
Then the stratification ofC4 isC4 = Sn∪Sg∪S1,2,3∪S4∪S123∪S14,24,34∪S0, where Sn = C4\V (g4), Sg =
V (g4)\(V (I1)∪V (I2)∪V (I3)∪V (I4)), S1,2,3 = (V (I1)∪V (I2)∪V (I3))\((V (I1)∩V (I2)∩V (I3))∪V (I4)),
S4 = V (I4) \ (V (I1) ∪ V (I2) ∪ V (I3)), S14,24,34 = ((V (I1) ∩ V (I4)) ∪ (V (I2) ∩ V (I4)) ∪ (V (I3) ∩ V (I4)) \
{(0, 0, 0, 0)}, S123 = (V (I1) ∩ V (I2) ∩ V (I3)) \ {(0, 0, 0, 0)}, S0 = {(0, 0, 0, 0)}. The local b-functions
are
(s+ 1)4(3s+ 2)(3s+ 4)(4s+ 3)2(4s+ 5)2(6s+ 5)(6s+ 7) on S0, (s+ 1)3 on S123,
(s+ 1)2(4s+ 3)(4s+ 5)(6s+ 5)(6s+ 7) on S14,24,34, (s+ 1)2 on S1,2,3,
(s+ 1)(6s+ 5)(6s+ 7) on S4, (s+ 1) on Sg , 1 on Sn.
We notice that V (Ii) (i = 1, 2, 3, 4) are two-dimensional varieties and the intersection of V (Ii)
(i = 1, 2, 3) is a curve.
6.3.2. Stratification of V (g5)
g5 is a polynomial with 121 terms and it takes 7.4 × 103 s to compute the stratification if we
apply the weighted homogenization with a weight vector (8, 5, 2, 6, 4) for (u1, u2, u3, u4, u5). C5 is
stratified into 12 strata. As the polynomials representing the strata are huge,weonly show thepossible
local b-functions:
(s+ 1)4(3s+ 2)(3s+ 4)(4s+ 3)2(4s+ 5)2(6s+ 5)(6s+ 7)
× (8s+ 5)(8s+ 7)(8s+ 9)(8s+ 11)(10s+ 7)(10s+ 9)(10s+ 11)(10s+ 13),
(s+ 1)4(3s+ 2)(3s+ 4)(4s+ 3)2(4s+ 5)2(6s+ 5)(6s+ 7),
(s+ 1)3(4s+ 3)(4s+ 5)(6s+ 5)(6s+ 7), (s+ 1)3(6s+ 5)(6s+ 7), (s+ 1)3,
(s+ 1)2(4s+ 3)(4s+ 5)(6s+ 5)(6s+ 7)(10s+ 7)(10s+ 9)(10s+ 11)(10s+ 13),
(s+ 1)2(4s+ 3)(4s+ 5)(6s+ 5)(6s+ 7), (s+ 1)2(6s+ 5)(6s+ 7),
(s+ 1)2, (s+ 1)(6s+ 5)(6s+ 7), (s+ 1), 1.
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Table 1
Computing time for the stratification (seconds).
f Jf J ′f bf (s) Ii,j I j , Ij Total
disc(f4) 0.21 (w, c) 0.06 0.008 0.82 0.15 1.3
disc(f5) 32 (w, c) 2.9 0.42 93 12 140
disc(f6) 1.4×104 (w, c) 4.6×103 8.1 2.0×104 2.3×103 4.1×104
g4 0.84 (w, c) 0.72 0.02 1.8 0.43 3.9
g5 4.2×103 (w, c) 2.1×103 2.2 1.1×103 62 7.4×103
a1 0.65 4.3 0.008 0.47 0.06 5.5
a2 0.07 0.02 0.004 0.12 0.04 0.25
a3 0.28 0.05 0.004 0.20 0.03 0.57
a4 1.0 0.12 0.004 0.06 0.004 1.2
a5 2.5×103 > 2days – – – –
a6 1.0 7.8×104 0.03 7.5 0.15 7.8×104
a6,zyx 11 1.4×104 0.04 21 0.21 1.4×104
a7 1.0 350 0.04 10 0.22 360
a8 2.5 390 0.05 16 0.19 410
a9 4.5 4.0×103 0.03 7.8 0.16 4.0×103
a9,zyx 1.5 130 0.03 5.5 0.14 130
a10 1.8 1.9×103 0.04 12 0.22 1.9×103
a11 4.2 630 0.04 9.7 0.24 640
a1 = (z2 + w3)(2zx+ 3w2y) a2 = x7z − xy6z + x6y− y7 .
a3 = (xz + y)(x7 − y7) a4 = x4 + y4 + z4 − (xyz)3 .
a5 = (xy+ z)(y4 + z5 + yz4) a6 = (x− z)xyz(2x+ 2y− z)(y− z)(y+ z).
a7 = xyz(x+ z)(−x+ y)(y− z)(y+ z) a8 = (x+ y)(2y− x+ z)(x+ y+ z)(y+ z).
a9 = xyz(x+ z)(−x+ y+ z)(x+ y)(y+ z) a10 = (x+ z)(x+ y)(3x+ y− 2z)(y+ z).
a11 = xyz(x− 2z)(x− y− z)(x− y)(y+ z).
6.4. Timings
Table 1 shows the computing time for each part of Algorithm 7. Examples are taken from Andres
et al. (2009) (a1, . . . , a11) together with ones in this section. In that table (w, c) means that a weight
vector is appropriately set and that Jf = in(−w,w)(If ) is converted to a Gröbner basis with respect
to another term ordering according to Section 5.3. In the default setting the variables are ordered in
increasing order with respect to the degree of an input f in each variable. A suffix zyxmeans that the
variable ordering is set to z > y > x. We tried a computation for a5 with a weight (x, y, z) = (1, 1, 2),
but the elimination for computing J ′f = Jf ∩ C[x, t∂t ] did not terminate within two days.
7. Discussion
For computing the stratification associated with local b-functions, Algorithm 5 executes primary
decomposition and it is often hard. In Algorithm 7 the stratification is computed using a number
of elementary ideal operations such as the ideal quotient or ideal inclusion test, without primary
decomposition. We notice that Algorithms 5 and 6 can be modified so that they use in(−w,w)(f ) ∩
C[x, t∂t ] instead of Lf . Then, for comparing the performances of these two methods, it is sufficient to
compare their performances after obtaining in(−w,w)(f ) ∩ C[x, t∂t ]. For example, in the stratification
of V (g5), we could compute Ii,j, I j and Ij in 1.1×103 s.We tried primary decomposition of in(−w,w)(f )∩
C[x, t∂t ] by primdecGTZ and primdecSY in SINGULAR, but they did not terminate in five days. We
also tried it inMacaulay2with available strategies but it terminated abnormally or it did not terminate
in one day. From the protocol information during the computation, we know that the computation
sticks in a Gröbner basis computation. These systems provide various ways of controlling a single
Gröbner basis computation at the top level. However it is hard for a user to control the behavior of
Gröbner basis computations executed in a primary decomposition procedure. Our new algorithm also
contains many Gröbner basis computations, but a user has only to set a weight vector for variables if
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necessary. The parameters controlling Gröbner basis computations are appropriately set according to
the weight vector.
Our algorithm depends on the fact that a local b-function is a factor of the global b-function, by
which we can enumerate the possible forms of local b-functions. Recently Bahloul and Oaku (2010)
proposed algorithms for computing local Bernstein–Sato ideals. A local Bernstein–Sato ideal is a
generalization of the notion of a local b-function. It is defined for f ∈ C[x1, . . . , xn]m and a point
p ∈ Cn and the result is given as an ideal in C[s1, . . . , sm]. They also gave an algorithm for computing
a similar stratification by using primary decomposition. Currently we don’t know how to enumerate
all the possible candidates of local Bernstein ideals and we cannot apply our newmethod directly for
computing local Bernstein–Sato ideals.
The local b-function itself is defined over a local ring C[x]p, but both Algorithm 6 and Algorithm 7
reduce the computation to one in a polynomial ring. It will be interesting to develop a method for
computing the stratification using Gröbner basis computation in the ring of differential operators over
power series based on the Mora division algorithm.
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