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Abstract
We present a modern formulation of E´lie Cartan’s structure theory for Lie pseudogroups
and prove a reduction theorem that clarifies the role of Cartan’s systatic system. The pa-
per is divided into three parts. In part one, using notions coming from the theory of Lie
groupoids and algebroids, we introduce the framework of Cartan algebroids and realiza-
tions, structures that encode Cartan’s structure equations and notion of a pseudogroup
in normal form. In part two, we present a novel proof of Cartan’s Second Fundamental
Theorem, which states that any Lie pseudogroup is equivalent to a pseudogroup in normal
form. In part three, we prove a new reduction theorem that states that, under suitable
regularity conditions, a pseudogroup in normal form canonically reduces to a generalized
pseudogroup of local solutions of a Lie-Pfaffian groupoid. 1 2
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Introduction
In two classical papers [3, 4], dating back to 1904-05, E´lie Cartan introduced a structure theory
for Lie pseudogroups, building on the then recent work of Sophus Lie. As part of this work,
Cartan introduced several tools that have, with the years, become fundamental in differential
geometry, including the theory of exterior differential systems, G-structures, the equivalence
problem, and, to some extent, the very notion of differential forms. These tools, as it turned out,
became much more influential than the original problem itself – the study of Lie pseudogroups,
the main reason being the gap between the notions and ideas that Cartan introduced and the
mathematical language that he had at his disposal. Chern and Chevalley, in an obituary to
Cartan ([8], 1952), wrote: “We touch here a branch of mathematics which is very rich in results
but which very badly needs clarification of its foundations.” Singer and Sternberg, in their
work titled The Infinite Groups of Lie and Cartan Part I (The Transitive Groups) ([44], 1965),
wrote: “We must confess that we find most of these papers extremely rough going and we
certainly cannot follow all arguments in detail. The best procedure is to guess at the theorems,
then prove them, then go back to Cartan.”
In this paper, using modern differential geometric language, and in particular notions coming
from the theory of Lie groupoids and algebroids and from the theory of geometric PDEs, we
revisit Cartan’s work and present a global, coordinate-free formulation of his theory of Lie
pseudogroups, with the aim of providing further insight on a work that has proven to be so rich
in content. The main contributions of this paper are:
• The new framework of Cartan algebroids and realizations, the global objects behind
Cartan’s (local) structure equations of a Lie pseudogroup.
• The equivalent but more intuitive point of view of Cartan pairs and realizations.
• A coordinate-free and conceptual proof of Cartan’s Second Fundamental Theorem.
• A canonical Lie algebroid, we call the systatic algebroid, that is intrinsic to any Cartan
algebroid, as well as its canonical action on realizations of the Cartan algebroid. This,
in turn, leads us to a new reduction theorem for Lie pseudogroups. This part of the
paper clarifies the role of Cartan’s systatic system, one of the least understood aspects of
Cartan’s theory.
We would like to emphasize that our goal in this paper is not to promote Cartan’s theory
nor make claims concerning its strengths and weaknesses as compared to other theories, but
rather to translate his ideas as faithfully as possible into modern language so that these ideas
could be critically studied by means of modern mathematical tools. This approach has already
proven to be very fruitful with the most notable example being the last item in the above list.
Lie Pseudogroups
Let us begin with the basic object of interest – a Lie pseudogroup. Let M be a manifold and
let
Diff loc(M) := { φ : U → V | U, V ⊂M open subsets, φ a diffeomorphism }
denote the set of all locally defined diffeomoprhisms of M .
Definition. A pseudogroup on M is a subset Γ ⊂ Diff loc(M) that satisfies:
1. Group-like axioms:
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1) if φ, φ′ ∈ Γ and Im(φ′) ⊂ Dom(φ), then φ ◦ φ′ ∈ Γ,
2) if φ ∈ Γ, then φ−1 ∈ Γ,
3) idM ∈ Γ.
2. Sheaf-like axioms:
1) if φ ∈ Γ and U ⊂ Dom(φ) is open, then φ|U ∈ Γ,
2) if φ ∈ Diff loc(M) and {Ui}i∈I is an open cover of Dom(φ) s.t. φ|Ui ∈ Γ ∀ i ∈ I,
then φ ∈ Γ.
An orbit of Γ is an equivalence class of points of M given by the equivalence relation
x ∼ y if and only if ∃ φ ∈ Γ such that φ(x) = y.
A pseudogroup is transitive if it has a single orbit, otherwise it is intransitive.
Remark. Many of Cartan’s examples of pseudogroups arise in the following way: given a
subset Γ0 ⊂ Diffloc(M) satisfying the group-like axioms, there exists a smallest pseudogroup
〈Γ0〉 on M containing Γ0 which we call the pseudogroup generated by Γ0. It is obtained
by “imposing” the sheaf-like axioms, similar to sheafification in the theory of sheaves.
A Lie pseudogroup, loosely speaking, is a pseudogroup that is defined as the set of so-
lutions of a system of partial differential equations (PDEs). For the precise definition, see
Definition 2.2. For the moment, it suffices to keep in mind that Lie pseudogroups arise in dif-
ferential geometry as the local symmetries of geometric structures. For example, the set of local
symplectomorphisms of a symplectic manifold (M,ω), i.e. all locally defined diffeomorphisms
φ ∈ Diff loc(M) that satisfy the partial differential equation φ
∗ω = ω, is a Lie pseudogroup.
The work of Lie and Cartan, and a large part of the literature that followed, was restricted
to the local study of Lie pseudogroups, i.e. Lie pseudogroups on open subsets of Euclidean
spaces. In this case, given a Lie pseudogroup Γ on Rn or an open subset thereof, one typically
introduces coordinates (x, y, ...) on the copy of Rn on which the elements of Γ are applied,
coordinates (X,Y, ...) on the copy of Rn in which the elements of Γ take value, and, with
respect to these coordinates, every element of Γ is represented by its component functions
X = X(x, y, ...), Y = Y (x, y, ...), ...
Here are two simple but already very interesting examples of Lie pseudogroups cited from [5]:
Example. The diffeomorphisms of R2\{y = 0} of the form
X = x+ ay, Y = y,
parametrized by a real number a ∈ R, generate (see above Remark) a non-transitive Lie pseu-
dogroup. It is characterized as the set of local solutions of the system of partial differential
equations
∂X
∂x
= 1,
∂X
∂y
=
X − x
y
, Y = y.
Example. The locally defined diffeomorphisms of R2\{y = 0} of the form
X = f(x), Y =
y
f ′(x)
,
parametrized by a function f ∈ Diffloc(R) (locally defined diffeomorphisms of R), generate a
transitive Lie pseudogroup. This pseudogroup is characterized as the set of local solutions of
the system of partial differential equations
∂X
∂x
=
y
Y
,
∂X
∂y
= 0,
∂Y
∂y
=
Y
y
.
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Cartan’s Approach to Lie Pseudogroups
The study of Lie pseudogroups was initiated by Sophus Lie in a three volume monograph written
in collaboration with Friedrich Engel ([28], 1888-1893). In this work, Lie concentrated on the
special class of Lie pseudogroups of finite type. These are, loosely speaking, Lie pseudogroups
whose elements are parametrized by a finite number of real variables (e.g. the first example
above). They are substantially simpler to handle because they are (locally) encoded by their
finite dimensional space of parameters which inherits the structure of a (local) Lie group. In
fact, Lie’s work on this “special case” marked the birth of Lie group theory.
Lie’s key idea was to study these objects by means of their induced set of infinitesimal
transformations, or, in modern terms, to study a Lie group by means of its associated Lie
algebra of invariant vector fields. Cartan sought to extend Lie’s ideas to the general case and
to develop a theory that also encompasses Lie pseudogroups of infinite type. These are, loosely
speaking, Lie pseudogroups whose elements may be also parameterized by arbitrary functions
(e.g. the second example above). While a direct generalization of Lie’s construction of a Lie
algebra of vector fields proved difficult, Cartan showed that one can associate an infinitesimal
structure with a Lie pseudogroup by passing to the dual picture of differential forms. Cartan’s
approach is depicted in the following diagram:
Lie pseudogroup
2nd Fundamental
Theorem
Lie pseudogroup
in normal form
Infinitesimal
structure
3rd Fundamental
Theorem
In his Second Fundamental Theorem, Cartan showed that any Lie pseudogroup can be
replaced by an equivalent pseudogroup that is in normal form. This theorem introduces two new
concepts. The first is that of equivalence, or what we call Cartan equivalence, of pseudogroups.
Cartan realized that what is important about a pseudogroup is its algebraic structure and not
the space on which it acts, and that two pseudogroups should be allowed to be called “the same”
even if they act on spaces of different dimensions. To achieve this, he introduced a relation that
relates two pseudogroups Γ˜ on P and Γ on M if there exists a map π : P →M such that Γ˜ is
an action of Γ on P along π (see Definition 2.9), in which case he said that Γ˜ is an isomorphic
prolongation of Γ. Then, as equivalence, he took the equivalence relation generated by this.
Γ˜y P
Γy M M ′ yΓ′
The second new concept, and the essence of Cartan’s theory, is that of a pseudogroup in
normal form. A pseudogroup is in normal form if it is characterized as the set of local sym-
metries of the following type of object: a collection of functions I1, .., In and 1-forms ω1, ..., ωr
that satisfy the set of structure equations3
dωi +
1
2
cjki ωj ∧ ωk = a
λj
i πλ ∧ ωj ,
where the coefficients cjki and a
λj
i are functions of the invariants I1, .., In and π1, ..., πp are
auxiliary 1-forms that complete the ωi’s to a coframe (for Cartan’s precise formulation, see
3Here, and throughout the paper, we use the Einstein summation convention.
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Section 1.1). Of course, these structure equations generalize the familiar Maurer-Cartan struc-
ture equations of a Lie group, the case in which the right-hand side is zero and the coefficients
cjki are constant, namely the structure constants of the associated Lie algebra (see Example
1.3).
As in the case of Lie groups, Cartan interpreted the structure functions cjki and a
λj
i as the
infinitesimal structure associated with the Lie pseudogroup and posed the following integrability
problem known as the realization problem (see Section 1.1 for the precise formulation): starting
from a set of functions cjki (antisymmetric in the top indices) and a
λj
i , do these arise as the
infinitesimal structure of a Lie pseudogroup? In the special case in which the aλji ’s are zero
and the cjki ’s are constant, the answer to the problem is given by Lie’s well-known Third
Fundamental Theorem: if the constants cjki satisfy the Jacobi identity
cmji c
kl
m + c
ml
i c
jk
m + c
mk
i c
lj
m = 0,
i.e. if they are the structure constants of a Lie algebra, then they are the structure constants
of the Lie algebra of some Lie group. In the general case, Cartan identified a more intricate set
of equations that play the role of the Jacobi identity (Equations (C1)-(C3) in Theorem 1.2),
and gave a partial solution to the realization problem in what he called the Third Fundamental
Theorem for Lie pseudogroups: if the initial data is involutive, then local solutions exists in the
real-analytic category (see Theorem 1.35). The main ingredient of his proof is an analytic tool
that he developed for this very purpose, a tool that has evolved into the modern day theory of
Exterior Differential Systems. It is interesting to note that there have been no improvements
on Cartan’s results to date, namely there is no Third Fundamental Theorem in the smooth
category nor one of a global nature as in the case of Lie groups.
The Framework of Cartan Algebroids and Realizations
The first step in modernizing Cartan’s structure theory is to upgrade the local coordinate
objects and equations to Lie-theoretic structures, in analogy to how Lie’s structure constants
gave rise to the notion of a Lie algebra. The theory of Lie groupoids and algebroids provides
us with the appropriate language and tools to do this.
In Section 1, we introduce the two main objects of our framework: Cartan algebroids and
their realizations. A Cartan algebroid (Definition 1.26) is a pair (C,σ) consisting of a vector
bundle C over a manifold N that is equipped with a Lie algebroid-like structure, but one in
which the Jacobi identity fails. This failure is controlled by the second object σ ⊂ Hom(C, C),
a vector bundle of fiberwise endomorphisms of C. A realization (Definition 1.17) of a Cartan
algebroid is a pair (P,Ω) consisting of a surjective submersion I : P → N together with a
C-valued 1-form Ω ∈ Ω1(P ; C) that satisfies the Maurer-Cartan type equation
dΩ +
1
2
[Ω,Ω] = Π ∧ Ω,
where Π ∈ Ω1(P ;σ) is an auxiliary σ-valued 1-form that controls the failure of Ω to be a true
Maurer-Cartan form. The structure is depicted in the following diagram:
TP
P
(C,σ)
N
I
(Ω,Π)
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Any realization has an associated pseudogroup of local symmetries
Γ(P,Ω) = { φ ∈ Diff loc(P ) | φ
∗I = I, φ∗Ω = Ω }.
Pseudogroups that arise in this way are said to be in normal form. Together, a Cartan algebroid
and a realization encode Cartan’s notion of normal form, and the realization problem becomes
the problem of whether a Cartan algebroid admits a realization.
Section 1 will be concluded by introducing an alternative point of view on Cartan algebroids
and realizations. We show that, up to gauge equivalence, Cartan algebroids are in 1-1 corre-
spondence with Cartan pairs, a notion which deviates slightly from Cartan, but which is simpler
to handle and closer in nature to the well-understood notion of a Lie algebroid. We believe
that this alternative description will lend itself more easily to modern Lie-theoretic methods.
Proof of the Second Fundamental Theorem and Lie-Pfaffian Groupoids
In the framework of Cartan algebroids and realizations, Cartan’s Second Fundamental Theorem
(Theorem 2.1) states that: any Lie pseudogroup Γ on M admits an isomorphic prolongation
in normal form Γ(P,Ω). The essential idea of the proof is due to Cartan: starting with a Lie
pseudogroup Γ of order k (the order of the defining equations), one passes to the k’th jet space
JkΓ of k-jets of elements of Γ, which is a geometric realization of the the defining system of
PDEs of Γ (jets were formalized by Ehresmann, but the idea is already present in Cartan’s
work). Like any jet space, JkΓ carries a tautological form ω, known as the Cartan form, from
which one can construct the desired realization and its induced pseudogroup in normal form
(jet spaces and the Cartan form are reviewed in Appendix A.1).
While the idea of the proof is simple, the proof itself becomes rather difficult to manage
when one sets to work directly with jet spaces. This problem is overcome by the following
observation: the pair
(JkΓ, ω)
has the structure of a Lie-Pfaffian groupoid, and this structure isolates the precise ingredients
that are needed in proving the Second Fundamental Theorem. A Lie-Pfaffian groupoid is a Lie
groupoid that is equipped with a 1-form with coefficients that satisfies a few basic properties
(Definition A.34). It was introduced in [42] with precisely this purpose in mind – to isolate the
essential ingredients that are needed when working with Lie pseudogroups and related objects.
The necessary background material on Lie-Pfaffian groupoids is reviewed in Appendix A.2.
In Section 2, we follow this path and present a novel proof of the Second Fundamental
Theorem. We first show that the pair (JkΓ, ω) is indeed a Lie-Pfaffian groupoid (Section 2.1)
and then construct an isomorphic prolongation of Γ that is in normal form purely out of the
data of the Lie-Pfaffian groupoid (Section 2.2).
The Systatic Space and Reduction
The reduction of “inessential” invariants is probably the least understood part of Cartan’s
work on Lie pseudogroups (see [5], pp. 18-24). By studying the stabilizers of a pseudogroup in
normal form, Cartan uses the structure equations to derive the set of equations
aiλjω
j = 0,
which he calls the systatic system. These equations determine an integrable distribution (and
hence a foliation) on the space the pseudogroup acts on, which then allows him to determine
which of the invariant coordinates are essential and which are inessential, and to argue that the
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inessential ones can be removed, resulting in a Cartan equivalent pseudogroup that acts on a
space of lower dimension.
One of the difficulties in understanding Cartan’s reduction procedure is its local nature. The
very notion of an invariant coordinate only makes sense locally, and the three simple examples of
reduction that Cartan gives in [5] (pp. 23-24) show that the process of separating the essential
invariants from the inessential ones requires a smart choice of a coordinate transformation. Our
framework of Cartan algebroids and realizations allows us to gain a deeper understanding of the
systatic system and to prove a reduction theorem which is canonical, global and coordinate-free.
Let us give an outline of the reduction procedure, which is the subject of Section 3. We show
that, any Cartan algebroid (C,σ) over N contains a canonical Lie algebroid S → N , which we
call the systatic space. This Lie algebroid, in turn, acts canonically on any realization (P,Ω) of
the Cartan algebroid in the sense that it acts on the surjective submersion I : P → N and the
1-form Ω is invariant under this action (Propositions 3.8 and 3.16):
S y (P,Ω)
N
I
The image of this action is an integrable distribution on P , which, in local coordinates, coincides
precisely with Cartan’s systatic system (see equation above).
Reduction is then obtained by taking the quotient of (P,Ω) by the action of S. This,
however, must be done with care. The quotient, as we will show, does not give rise to a usual
pseudogroup on a manifold, but rather to a generalized pseudogroup – a natural extension of the
notion of a pseudogroup. Noting that a locally defined diffeomorphism on M can be regarded
as a local bisection of the pair groupoidM ×M ⇒M leads us to the definition of a generalized
pseudogroup, namely a set of local bisections of a Lie groupoid G ⇒M , not necessarily the pair
groupoid, that satisfies axioms analogous to those of a pseudogroup. In particular, generalized
pseudogroups arise naturally in our setting as the set of local “solutions” of a Lie-Pfaffian
groupoid (see Definition A.34 and Example A.57). Generalized pseudogroups will be discussed
in Appendix A.3.
In Theorem 3.17, we prove that, under suitable regularity conditions, the quotient of a
realization (P,Ω) by the action of the systatic space S is a Lie-Pfaffian groupoid (Gred,Ωred),
and Γ(P,Ω) is an isomorphic prolongation of its generalized pseudogroup of local solutions Γred.
The reduction theorem together with the Second Fundamental Theorem give us the following
picture:
Γ(P,Ω)y P
(Gred,Ωred)
yΓred
Γy M Pred
Indeed, by the Second Fundamental Theorem, a pseudogroup Γ admits an isomorphic prolon-
gation in normal form Γ(P,Ω), which can then be reduced to a generalized pseudogroup Γred.
Hence, Γ and its reduction Γred are Cartan equivalent. Intuitively, we can think of Γred as a
“smaller” representative of the equivalence class, one that is closer to the true abstract object
underlying the pseudogroup.
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A Brief Survey of the Existing Literature
This paper is the result of our effort to read Cartan’s classical work on Lie pseudogroups and
understand his original ideas as faithfully as possible. Our main sources are Cartan’s papers
[3, 4] from 1904-1905, and two later papers [5, 6] of Cartan from 1937 that present the same
material in a more concise (and, in our opinion, more accessible) form. Our work also builds
upon the work of many mathematicians that continued in Lie and Cartan’s footsteps, many
of which were motivated, like us, by the challenge of “understanding Cartan”. The first big
step in modernizing Cartan’s work is attributed to Charles Ehresmann. Some of Ehresmann’s
important contributions to this field are: the modern definition of a pseudogroup, the theory
of jet spaces, and the introduction of Lie groupoids into the theory (see [27] for a historical
account). Ehresmann’s work marked the beginning of the “modern era” of Lie pseudogroups,
a renewed interest in the subject that had its peak in the 1950-1970’s, but which continues
until this very day. A full account of the literature that appeared on this subject over the
years deserves a paper of its own. We mention here a small selection of this literature, with an
emphasis on papers that were particularly influential to our work (some of which will also be
mentioned throughout this paper).
The structure equations of a Lie pseudogroup have been studied from various perspectives
in [26, 34, 25, 41, 22, 44, 15, 32, 33, 19, 29, 47, 39]. In particular, proofs of Cartan’s Second
Fundamental Theorem can be found in [26, 25, 15, 19, 47], a proof of Cartan’s Third Funda-
mental Theorem can be found in [22], and [47] also contains an exposition of Cartan’s systatic
system and reduction of inessential invariants. Throughout the years, people have also taken
several new approaches to the study of Lie pseudogroups. These include: the formal theory
of Lie (F )-groups and Lie (F )-algebras [24, 25]; the infinitesimal point of view of sheaves of
Lie algebras of vector fields [40, 44]; the study of Lie pseudogroups via the defining equations
of their infinitesimal transformations, known as Lie equations [32, 33]; an approach using Mil-
nor’s infinite dimensional Lie groups [20]; and the point of view of infinite jet bundles [38] ([48]
compares the infinite jet bundle approach with Cartan’s theory and examines Cartan’s systatic
system and the reduction of inessential invariants from this point of view).
Structure of the Paper
The recommended order for reading this paper is as follows:
Section 1 ⇒ Appendix A.1 - A.2 ⇒ Section 2 ⇒ Appendix A.3 - A.4 ⇒ Section 3.
In Section 1, we introduce the framework of Cartan algebroids and realizations, as well as the
alternative point of view of Cartan pairs and realizations. Appendix A.1 is a review of jet
groupoids and algebroids, and Apendix A.2 is a review of the abstract point of view of Lie-
Pfaffian groupoids and algebroids. In Section 2, we present our proof of the Second Fundamental
Theorem. Appendix A.3 introduces the notion of a generalized pseudogroup, and in Appendix
A.4 we recall the notion of a basic form in the context of Lie groupoids, which is used in the
reduction theorem. In Section 3, we study the systatic space of a Cartan algebroid, its action
on realizations, and we present the reduction theorem for pseudogroup in normal form.
Prerequisites
We assume familiarity with the theory of Lie groupoids and algebroids. Recommended refer-
ences on the subject are [12, 35, 31]. We also assume a basic familiarity with the notion of jets.
There are innumerable reference on this subject, e.g. [43, 37, 1]. See also [49] for a concise
review of all the necessary background material.
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1 Cartan Algebroids, Realizations and Pseudogroups in Normal Form
The central objects in our modern formulation of Cartan’s theory of Lie pseudogroups are
Cartan algebroids, on the infinitesimal side, and their realizations, on the global side. In this
modern language, Cartan’s realization problem asks whether a given Cartan algebroid admits
a realization. As a prelude, let us recall the realization problem in Cartan’s language.
1.1 Prelude: Cartan’s Realization Problem
Fix two integers N ≥ n ≥ 0, and denote the coordinates on Rn by (x1, ..., xn), the coordinates
on RN by (x1, ...xn, xn+1, ..., xN ), and the projection by
I = (I1, ..., In) : R
N → Rn, Ia(x) = xa.
Fix a third integer r such that N ≥ r ≥ n, and set p := N − r.
Problem 1.1 (Cartan’s Realization Problem). Given functions
cjki , a
λj
i ∈ C
∞(U), (1 ≤ i, j, k ≤ r, 1 ≤ λ ≤ p),
on an open subset U ⊂ Rn such that
1. cjki = −c
kj
i ,
2. the matrices Aλ = (aλji ) are linearly independent,
find a set of linearly independent 1-forms ω1, ..., ωr ∈ Ω
1(V ) on an open subset V ⊂ RN
satisfying I(V ) = U , with
ω1 = dI1|V , ... , ωn = dIn|V , (1.1)
that satisfy the following property: there exists another set of 1-forms π1, ..., πp ∈ Ω
1(V ) such
that {ω1, .., ωr, π1, ...πp} is a coframe of V and
dωi +
1
2
cjki ωj ∧ ωk = a
λj
i πλ ∧ ωj , (1.2)
where cjki , a
λj
i are viewed as functions on V that are constant along the fibers of I.
An immediate consequence of (1.1) and (1.2) is that
cjki = 0 and a
λj
i = 0, ∀ 1 ≤ i ≤ n. (C0)
We call the initial data of the realization problem, i.e. the functions (cjki , a
λj
i ) on the open
subset U ⊂ Rn that satisfy properties 1 and 2 as well as condition (C0), an almost Cartan
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data. This plays the role of the infinitesimal structure. We call a solution of the realization
problem (Ia, ωi) a realization of the almost Cartan data. This plays the role of the global
structure. Equations (1.2) are called the structure equations. Cartan’s realization problem
asks: does an almost Cartan data admit a realization?
In what Cartan calls the third fundamental theorem, he gives a partial solution to the
realization problem. The first step he takes in solving the realization problem is to identify a
set of necessary conditions for the existence of a realization:
Theorem 1.2 (necessary integrable conditions). If an almost Cartan data (cjki , a
λj
i ) on R
n
admits a realization, then there exist functions
νjkλ , ξ
µj
λ , ǫ
ηµ
λ ∈ C
∞(Rn) (1 ≤ j, k ≤ r, 1 ≤ λ, η, µ ≤ p),
with νjkλ = −ν
kj
λ , ǫ
ηµ
λ = −ǫ
µη
λ , such that
aηmi a
µj
m − a
µm
i a
ηj
m = a
λj
i ǫ
ηµ
λ , (C1)
cmji c
kl
m + c
mk
i c
lj
m + c
ml
i c
jk
m +
(∂ckli
∂xj
+
∂clji
∂xk
+
∂cjki
∂xl
)
= aλli ν
jk
λ + a
λk
i ν
lj
λ + a
λj
i ν
kl
λ (C2)
aλjm c
mk
i − a
λk
m c
mj
i + a
λm
i c
jk
m +
(∂aλki
∂xj
−
∂aλji
∂xk
)
= aµki ξ
λj
µ − a
µj
i ξ
λk
µ , (C3)
where terms that involve ∂/∂xj, with j > n, are understood to be zero.
Proof. Let (Ia, ωi) be a realization, and choose π1, ..., πp such that {ω1, .., ωr, π1, ..., πp} is a
coframe of RN and such that (1.2) is satisfied. Decompose dπλ in terms of the coframe:
dπλ =
1
2
νjkλ ωj ∧ ωk + ξ
µj
λ πµ ∧ ωj +
1
2
ǫηµλ πη ∧ πµ,
where νjkλ , ξ
µj
λ , ǫ
ηµ
λ ∈ C
∞(RN ) are the coefficients. Then differentiate (1.2) and replace
all appearances of dπλ by this decomposition. This gives three sets of equations. Finally,
(C1)− (C3), which are equations on Rn, are obtained by restricting these equations to the slice
{xn+1 = 0, ..., xN = 0} (or to any other section of the projection I).
We call an almost-Cartan data that satisfies (C1)−(C3), for some set of functions νjkλ , ξ
µj
λ , ǫ
ηµ
λ ,
a Cartan data. The latter theorem thus says that if an almost Cartan data admits a realiza-
tion, then it is a Cartan data.
Any realization induces a pseudogroup, namely the pseudogroup of its local symmetries:
Γ(Ia, ωi) := { φ ∈ Diff loc(V ) | φ
∗Ia = Ia, φ
∗ωi = ωi }.
In general, there is no guarantee that this pseudogroup consists of more than just the identity
diffeomorphism of V and its restrictions to open subsets. A pseudogroup Γ on an open subset V
of a Euclidean space is said to be in normal form if it is the pseudogroup of local symmetries
of a realization (Ia, ωi) on V and if its orbits are the fibers of I. Theorem 1.19 will give sufficient
conditions for the orbits of Γ(Ia, ωi) to coincide with the fibers of I, and hence to be in normal
form.
As a preparation for our coordinate-free definitions of these structures that underly Cartan’s
realization problem, let us look at the following simple and familiar example of the realization
problem:
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Example 1.3 (Lie groups and Lie algebras). Let us consider the realization problem in the
case n = 0 and p = 0. An almost Cartan data is simply a set of constants cjki (1 ≤ i, j, k ≤ r)
that are anti-symmetric in the upper indices. Fixing an r-dimensional vector space g and a
basis X1, ..., Xr, this data can be encoded in an anti-symmetric bilinear operation on g:
[·, ·] : g× g→ g, [Xj, Xk] = cjki X
i.
Conditions (C1) and (C3) are vacuous while condition (C2) reduces to the well-known Jacobi
identity
[[X,Y ], Z] + [[Y, Z], X ] + [[Z,X ], Y ] = 0, ∀ X,Y, Z ∈ g.
Hence, a Cartan data in this case is the same thing as a Lie algebra.
A Lie group integrating g induces a solution to the realization problem as follows: any Lie
group G with Lie algebra g comes with a canonical g-valued 1-form, the Maurer-Cartan form:
Ω = ΩMC ∈ Ω
1(G; g), Ωg = (dLg−1)g : TgG→ TeG = g.
It satisfies two main properties:
1) the Maurer-Cartan equation
dΩ+
1
2
[Ω,Ω] = 0,
2) it is pointwise an isomorphism, i.e. Ωg : TgG
≃
−→ g is a linear isomorphism for all g ∈ G.
Writing Ω = ωiX
i, for some uniquely defined ωi ∈ Ω
1(G), the Maurer-Cartan equation becomes
dωi +
1
2
cjki ωj ∧ ωk = 0,
and the second property is equivalent to requiring that {ω1, ..., ωr} be a coframe of G. Thus, we
obtain a realization (where the projection I is simply the map from G to a point). We remark
that any realization on an open subset V ⊂ Rr induces a local Lie group structure on V (see
e.g. [14], pp. 368-369). Hence, in this simple case, the realization problem is closely related to
the problem of integrating a Lie algebra to a Lie group.
Finally, the pseudogroup induced by the realization,
Γ(G,Ω) = { φ ∈ Diff loc(G) | φ
∗Ω = Ω },
is precisely the pseudogroup generated by left translations. It is in normal form, since its single
orbit is G itself.
1.2 Structure Equations (Realizations)
We begin with Cartan’s very basic idea: pseudogroups realized as the set of local symmetries of
a system of functions and 1-forms. Globally, we start with a surjective submersion I : P → N , a
vector bundle C → N and a C-valued 1-form Ω ∈ Ω1(P ; I∗C). Such data induces a pseudogroup
on P ,
Γ(P,Ω) := { φ ∈ Diff loc(P ) | φ
∗I = I, φ∗Ω = Ω }. (1.3)
Note that the first condition ensures that the second makes sense. One would like to understand
the first order consequences of the defining equations of this pseudogroup (e.g. “φ∗(dΩ) = dΩ”).
This becomes easier when C is endowed with extra structure.
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1.2.1 The Maurer-Cartan Expression
Definition 1.4. An almost Lie algebroid over a manifold N is a vector bundle C → N
equipped with a vector bundle map ρ : C → TN (“the anchor”) and a bilinear antisymmetric
map [·, ·] : Γ(C)× Γ(C)→ Γ(C) (“the bracket”) satisfying the Leibniz identity
[α, fβ] = f [α, β] + Lρ(α)(f)β, ∀ α, β ∈ Γ(C), f ∈ C
∞(N),
and
ρ([α, β]) = [ρ(α), ρ(β)], ∀ α, β ∈ Γ(C).
An almost Lie algebroid C is transitive if ρ : C → TN is surjective.
Example 1.5. The best known example of an almost Lie algebroid is a Lie algebroid: an
almost Lie algebroid whose bracket satisfies the Jacobi identity.
Definition 1.6. Given an almost Lie algebroid C over N and a surjective submersion I : P →
N , a 1-form Ω ∈ Ω1(P ; I∗C) is called anchored if
ρ ◦ Ω = dI.
The anchored condition on Ω ensures that, although the expression dΩ does not make sense
globally, the Maurer-Cartan type expression “dΩ+ 12 [Ω,Ω]” does. The construction is the same
as for Lie algebroids: let I : P → N be a surjective submersion, C → N an almost Lie algebroid
and ∇ : X(N) × Γ(C) → Γ(C) a connection on C. The connection induces a de Rham-type
operator
d∇ : Ω
∗(P ; I∗C)→ Ω∗+1(P ; I∗C)
on the space of C-valued forms defined by the usual formula
(d∇Ω)(X0, ..., Xp) =
p∑
i=0
(−1)i(I∗∇)Xi (Ω(X0, ..., Xˆi, ..., Xp))
+
∑
0≤i<j≤p
(−1)i+jΩ([Xi, Xj ], X0, ..., Xˆi, ..., Xˆj , ..., Xp),
where Ω ∈ Ωp(P ; I∗C) and X0, ..., Xp ∈ X(P ). Note that (d∇)
2 = 0 if and only if ∇ is flat.
Next, we also have the C-torsion of ∇, which is the tensor [·, ·]∇ ∈ Γ(Hom(Λ
2C, C)) that is
defined at the level of sections by [α, β]∇ = [α, β] −∇ρ(α)β +∇ρ(β)α for all α, β ∈ Γ(C). The
C-torsion, in turn, induces a graded bracket,
[·, ·]∇ : Ω
p(P ; I∗C)× Ωq(P ; I∗C)→ Ωp+q(P ; I∗C), (1.4)
which is defined by the following wedge-like formula:
[Ω,Ω′]∇(X1, ..., Xp+q) =∑
σ∈Sp,q
sgn(σ) [Ω(Xσ(1), ..., Xσ(p)),Ω
′(Xσ(p+1), ..., Xσ(p+q))]∇,
where Sp,q is the group of (p, q)-shuffles.
Proposition 1.7. Let C be an almost Lie algebroid over N , let I : P → N be a surjective
submersion and let Ω ∈ Ω1(P ; I∗C). If Ω is anchored, then the Maurer-Cartan 2-form
MCΩ := d∇Ω+
1
2
[Ω,Ω]∇ ∈ Ω
2(P ; I∗C)
is independent of the choice of connection.
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Proof. Let ∇ and ∇′ be two connections on C and set η := ∇ − ∇′ ∈ Ω1(N ; Hom(C, C)). Let
p ∈ P and X,Y ∈ TpP . The sum of the following two equations vanishes if Ω is anchored:
(d∇Ω− d∇′Ω)(X,Y ) = η(dI(X))(Ω(Y ))− η(dI(Y ))(Ω(X))
([Ω,Ω]∇ − [Ω,Ω]∇′)(X,Y ) = −η(ρ ◦ Ω(X))(Ω(Y )) + η(ρ ◦ Ω(Y ))(Ω(X))
Remark 1.8. From now on we suppress ∇ from the notation and write dΩ+ 12 [Ω,Ω] when Ω
is anchored.
Intuitively, MCΩ measures the failure of Ω : TP → C to be a morphism of almost Lie
algebroids. For example, when P = N and I is the identity,
MCΩ(X,Y ) = −Ω([X,Y ]) + [Ω(X),Ω(Y )], ∀X,Y ∈ X(N).
When Ω is pointwise surjective, we have the following useful formula:
Lemma 1.9. Let C be an almost Lie algebroid over N , let I : P → N be a surjective submersion
and let Ω ∈ Ω1(P ; I∗C) be anchored and pointwise surjective. Given any α ∈ Γ(C), there exists
Xα ∈ X(P ) such that
Ω(Xα) = I
∗α.
Given a pair α, β ∈ Γ(C), and Xα, Xβ ∈ X(P ) as above,
MCΩ(Xα, Xβ) = −Ω([Xα, Xβ]) + I
∗[α, β].
Proof. An Xα as in the statement can be obtained by choosing a splitting of the short exact
sequence of vector bundles 0→ ker(Ω)→ TP
Ω
−→ I∗C → 0. By the anchored condition:
(dΩ +
1
2
[Ω,Ω])(Xα, Xβ) =✭✭✭✭
✭✭
✭✭
(I∗∇)Xα(Ω(Xβ))−✭✭✭✭
✭✭
✭✭
(I∗∇)Xβ (Ω(Xα))− Ω([Xα, Xβ])
+ I∗[α, β]−
✘✘
✘✘
✘
I∗(∇ρ(α)β) +✘✘✘
✘✘I∗(∇ρ(β)α).
1.2.2 Almost Cartan Algebroids
In order to make sense of the structure equations (1.2) globally, one needs a little more than
an almost Lie algebroid – one needs to encode the space where the π’s live, and this is the role
of the symbol space σ:
Definition 1.10. An almost Cartan algebroid over a manifold N is a pair (C,σ), which
consists of:
1. a transitive almost Lie algebroid C → N ,
2. a vector subbundle σ ⊂ Hom(C, C) (called the symbol space),
such that T (C) ⊂ Ker ρ for all T ∈ σ (i.e. σ ⊂ Hom(C,Ker ρ)), where ρ is the anchor of C.
Remark 1.11. The vector bundle σ is a tableau bundle in the sense of Definition A.26, and we
can talk about its prolongations and associated Spencer cohomology. These play an important
role in the theory, and in particular in questions of formal and real-analytic integrability (see
e.g. Theorem 1.19).
Example 1.12. Locally, we are back to Cartan: almost Cartan algebroids locally correspond
to the notion of an almost Cartan data (Section 1.1) and they are encoded by functions cjki
and aλji . Adapting to the notation of Section 1.1:
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• N = U ⊂ Rn, an open subset.
• C → N is the trivial vector bundle of rank r (where r ≥ n) with trivializing frame
{e1, ..., er} and endowed with the almost Lie algebroid structure determined by
ρ(ei) =
∂
∂xi
for 1 ≤ i ≤ n, ρ(ei) = 0 for i > n,
and
[ej , ek] = cjki e
i.
The fact that ρ is a Lie algebra homomorphism is equivalent to the condition cjki = 0 for
i ≤ n (first part of condition (C0)).
• σ → N is the trivial vector bundle of rank p with trivializing frame denoted by {t1, ..., tp}.
Each element of the frame acts on C by
tλ(ej) = aλji e
i,
and, extending by linearity, we obtain a map σ → Hom(C, C). The injectivity of this map
is equivalent to Cartan’s condition that, at each point of Rn, the matrices Aλ = (aλji ) are
linearly independent. The condition σ ⊂ Hom(C,Ker ρ) is equivalent to the condition
aijλ = 0 for i ≤ n (second part of condition (C0)).
1.2.3 Isomorphism and Gauge Equivalence
There is an obvious notion of isomoprhism of almost Cartan algebroids. First note that, given
two vector bundles C and C′ over N and a vector subbundle σ ⊂ Hom(C, C), a vector bundle
isomorphism ψ : C → C′ maps σ into Hom(C′, C′) by conjugation, i.e.
ψ(σ) := {ψ ◦ T ◦ ψ−1 | S ∈ σ} ⊂ Hom(C′, C′).
Definition 1.13. Two almost Cartan algebroids (C,σ) and (C′,σ′) over N are isomorphic if
there exists a vector bundle isomorphism ψ : C → C′ such that ψ([α, β]) = [ψ(α), ψ(β)] for all
α, β ∈ Γ(C), ρ ◦ ψ = ρ′ and ψ(σ) = σ′.
However, this notion of an isomorphism turns out to be too strong, and the slightly weaker
notion of gauge equivalence turns out to be the relevant one in the theory. The main evidence
for this will come in Section 2, where we will see that the construction of a Cartan algebroid
and a realization out of a Lie pseudogroup, both in the general algorithm as well as in examples,
depends on a choice, and different choices lead to gauge equivalent structures. We begin now
by defining the notion of a gauge equivalence of almost Cartan algebroids, and later show that
realizations and Cartan algebroids behave well under such transformations.
Given an almost Cartan algebroid (C,σ), a choice of a vector bundle map η : C → σ induces
a new bracket [·, ·]η on C,
[α, β]η := [α, β] + η(α)(β) − η(β)(α), ∀ α, β ∈ Γ(C).
We denote by Cη the vector bundle C equipped with the new bracket [·, ·]η but with the same
anchor ρ.
Lemma 1.14. Let (C,σ) be an almost Cartan algebroid over N and let η ∈ Γ(Hom(C,σ)).
Then (Cη,σ) is an almost Cartan algebroid over N .
15
Proof. We only need to verify that Cη is an almost Lie algebroid. The Leibniz identity is clear,
and
ρ[α, β]η = [ρ(α), ρ(β)] +
✘✘
✘✘
✘
ρ(η(α)(β)) −
✘✘
✘✘
✘
ρ(η(β)(α)), ∀ α, β ∈ Γ(C),
because σ ⊂ Hom(C,Ker ρ).
Definition 1.15. Two almost Cartan algebroids (C,σ) and (C′,σ′) over N are gauge equiv-
alent if there exists a vector bundle map η : C → σ s.t. (C′,σ′) is isomorphic to (Cη,σ).
Clearly, gauge equivalence defines an equivalence relation on the set of almost Cartan alge-
broids.
Remark 1.16. Locally, the notion of gauge equivalence already appears in [22].
1.2.4 Realizations and Structure Equations
Given an almost Cartan algebroid (C,σ) and a surjective submersion I : P → N , the vector
bundle σ ⊂ Hom(C, C) allow us to define a second wedge-like operation
∧ : Ωp(P ; I∗σ)× Ωq(P ; I∗C)→ Ωp+q(P ; I∗C)
defined by:
(η ∧ φ)(X1, ..., Xp+q) =
∑
σ∈Sp,q
sgn(σ) η(Xσ(1), ..., Xσ(p))(φ(Xσ(p+1), ..., Xσ(p+q))).
Definition 1.17. A realization of an almost Cartan algebroid (C,σ) is a pair (P,Ω) consisting
of a surjective submersion I : P → N and a pointwise-surjective anchored 1-form
Ω ∈ Ω1(P ; I∗C)
such that, for some 1-form Π ∈ Ω1(P ; I∗σ),
dΩ +
1
2
[Ω,Ω] = Π ∧ Ω (1.5)
and
(Ω,Π) : TP
≃
−→ I∗(C ⊕σ) (1.6)
is vector bundle isomorphism. Equation (1.5) is called the structure equation.
As we saw, a realization (P,Ω) induces a pseudogroup Γ(P,Ω) of its local symmetries (see
(1.3)). We say that:
Definition 1.18. A pseudogroup Γ on P is in normal form if there exists a realization (P,Ω)
of an almost Cartan algebroid (C,σ) over N such that Γ = Γ(P,Ω) (see (1.3)) and such that
the orbits of Γ coincide with the fibers of I : P → N .
The following theorem, due to Cartan, gives a criteria for when a pseudogroup induced
by a realization is in normal form. Its proof uses the theory of exterior differential systems
and the Cartan-Ka¨hler Theorem, which is only valid in the real-analytic category and hence
the assumption of real-analyticity. There is no known version of the theorem in the smooth
category. In this theorem we see the first appearance of the Spencer cohomology of σ and, in
particular, the notion of involutivity (Definition A.32).
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Theorem 1.19 (Cartan [3, 5], see also Kumpera [22]). Let (P,Ω) be a real-analytic realization
of a real-analytic almost Cartan algebroid (C,σ) (i.e., all manifolds and maps are real-analytic).
If the tableau bundle σ is involutive, then the orbits of Γ(P,Ω) coincide with the fibers of
I : P → N , and hence Γ(P,Ω) is in normal form.
Example 1.20. Locally, a realization of an almost Cartan algebroid corresponds to Cartan’s
notion of a realization (see Section 1.1). Continuing from Example 1.12:
• P = V ⊂ RN is an open subset with coordinates (x1, ..., xN ), and I : P → N is the
projection onto the first n coordinates,
I = (I1, ..., In) : R
N → Rn, Ia(x) = xa.
• Ω and Π can be decomposed as
Ω = ωi I
∗ei, Π = πλ I
∗tλ,
with ωi, πλ ∈ Ω
1(P ). The anchored condition on Ω is equivalent to
ω1 = dx1, ..., ωn = dxn.
Equation (1.5) becomes
dωi +
1
2
cjki ωj ∧ ωk = a
λj
i πλ ∧ ωj , (1.7)
where cjki and a
λj
i are functions on R
n viewed as functions on RN that are constant along
the fibers of I. Condition (1.6) is equivalent to {ω1, ..., ωr, π1, ..., πp} being a coframe.
• The induced pseudogroup on RN is
Γ(P,Ω) = { φ ∈ Diff loc(R
N ) | φ∗Ia = Ia, φ
∗ωi = ωi }. (1.8)
As we mentioned above, realizations of almost Cartan algebroids behave well under gauge
equivalence:
Proposition 1.21. A realization (P,Ω) of an almost Cartan algebroid (C,σ) serves as a re-
alization of any gauge equivalent one (Cη,σ), where η ∈ Γ(Hom(C,σ)) (see Definition 1.15).
Moreover, if Π ∈ Ω1(P ; I∗σ) is a choice for the realization of (C,σ) as in Definition 1.17, then
Πη ∈ Ω1(P ; I∗σ) defined by
Πη(X) = Π(X) + (I∗η)(Ω(X)), ∀ X ∈ X(P ),
is a choice for the realization of (Cη,σ).
Proof. Given α ∈ Γ(C) and S ∈ Γ(σ), we write Xα, XS ∈ X(P ) for the unique vector fields that
satisfy (Ω,Π)(Xα) = I
∗α and (Ω,Π)(XS) = I
∗S. One now easily checks that
dΩ +
1
2
[Ω,Ω]η = Πη ∧ Ω
is satisfied by applying both sides of the equation on all pairs of the type (Xα, Xα′), (Xα, XS),
(XS , XS′). The formula for Π
η implies that the vector fields Xηα := Xα − Xη(α) and X
η
S :=
XS ∈ X(P ) satisfy (Ω,Π
η)(Xηα) = I
∗α and (Ω,Πη)(XηS) = I
∗S, from which we deduce that
(Ω,Πη) : TP → I∗(C ⊕ σ) is an isomorphism.
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1.2.5 A Dual Point of View on Realizations
It is useful to keep in mind the following “dual” point of view of the notion of a realization, in
which information is retained in the inverse of the pair (Ω,Π) rather than in (Ω,Π) itself.
Let (P,Ω) be a realization of an almost Cartan algebroid (C,σ) over N . Given a choice of
Π as in Definition 1.17, the inverse of the isomorphism (1.6) is the map
(Ω,Π)−1 : I∗(C ⊕σ)
≃
−→ TP. (1.9)
Intuitively, one should view this map as an “infinitesimal action” of the object C ⊕ σ on the
surjective submersion I : P → N . This “action map” can be decomposed as the sum of the
two vector bundle maps
ΨC,Π : I
∗C → TP and Ψσ,Π : I
∗
σ → TP.
We write
Xα := (Ω,Π)
−1(I∗α) ∈ X(P ), ∀ α ∈ Γ(C)
XS = (Ω,Π)
−1(I∗S) ∈ X(P ), ∀ S ∈ Γ(σ).
(1.10)
Thus, such vector fields are characterized by the conditions
Ω(Xα) = I
∗α, Π(Xα) = 0,
Ω(XS) = 0, Π(XS) = I
∗S.
They should be thought of as the fundamental vector fields of the “infinitesimal action”, and
they provide the “dual” point of view.
Lemma 1.22. Let (P,Ω) be a realization of an almost Cartan algebroid (C,σ) and fix a choice
of Π. Then,
Ω([Xα, Xα′ ]) = I
∗[α, α′],
Ω([Xα, XS ]) = I
∗S(α),
Ω([XS , XS′ ]) = 0,
for all α, α′ ∈ Γ(C) and S, S′ ∈ Γ(σ). In particular, Ker Ω ⊂ TP is an involutive distribution.
Proof. Follows directly from the structure equation (1.5) together with lemma 1.9.
The fact that Ker Ω is an involutive distribution is one first consequence of the structure
equations. Another important consequence is:
Lemma 1.23. Let (P,Ω) be a realization of an almost Cartan algebroid (C,σ). The map
Ψσ = Ψσ,Π : I
∗
σ → TP (1.11)
is independent of the choice of Π. Thus, there is a canonical isomorphism
Ψσ : I
∗
σ
≃
−→ Ker Ω.
Proof. Fix a choice of Π. We must show that if Π′ is another such choice, then Π′(XS) = I
∗S,
or equivalently, that Π′(XS)(I
∗α) = Π(XS)(I
∗α) for any α ∈ Γ(C). Subtracting the structure
equations for Π and Π′ from each other, we see that (Π′−Π)∧Ω = 0. Thus, for any α ∈ Γ(C),
0 =
(
(Π′ −Π) ∧ Ω
)
(XS , Xα)
= Π′(XS)(Ω(Xα))−Π
′(Xα)(✘✘
✘Ω(XS))−Π(XS)(Ω(Xα)) + Π(Xα)(✘✘
✘Ω(XS))
= Π′(XS)(I
∗α)−Π(XS)(I
∗α).
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Thus, in the notation Xα and XS, one should keep in mind that Xα depends on the choice
of a Π, while XS does not.
Remark 1.24. While condition 1.5 in the definition of a realization is rather natural, condition
1.6 is less so. In the examples of realizations coming from Lie pseudogroups, this condition is
always satisfied. Going beyond Lie pseudogroups, it would be interesting to relax this condition
in two possible directions: 1) weaken the definition of a realization by dropping condition 1.6
or requiring a weaker condition; 2) in the dual point of view, requiring of (1.9) to be an
isomorphism is like requiring of the “infinitesimal action” to be free (injectivity) and transitive
(surjectivity), and one may relax these conditions.
1.2.6 Freedom in Choosing Π
In the definition of a realization (Definition 1.17), we require the existence of a 1-form Π, which
is, in general, not unique. The ambiguity in the choice of Π can be be described in terms
of the 1st prolongation of σ (Definition A.28). For simplicity, let us assume that the first
prolongation σ
(1)
is of constant rank. Fixing a Π ∈ Ω1(P ; I∗σ) that satisfies (1.5) and (1.6)
as a “reference point” (which also determines a choice of the maps (1.10)), we have a vector
bundle isomorphism
I∗Hom(C,σ) ∼= { ξˆ ∈ Hom(TP ; I∗σ) | ξˆ(Xs) = 0 ∀S ∈ Γ(σ) }, ξ 7→ ξˆ, (1.12)
where ξˆ is uniquely determined by the conditions
ξˆ(Xα) = ξ(I
∗α) ∀ α ∈ Γ(C), (1.13)
ξˆ(XS) = 0 ∀ S ∈ Γ(σ). (1.14)
The isomorphism (1.12) restricts to the isomorphism
I∗σ
(1) ∼= { ξˆ ∈ Hom(TP ; I∗σ) | ξˆ(Xs) = 0 ∀S ∈ Γ(σ) and ξˆ ∧ Ω = 0 }. (1.15)
At the level of sections, we obtain a linear isomorphism between sections ξ ∈ Γ(I∗σ(1)) and
1-forms ξˆ ∈ Ω1(P ; I∗σ) that satisfy both (1.14) and ξˆ ∧ Ω = 0. From now on, we write ξ = ξˆ.
Proposition 1.25. Let (P,Ω) be a realization of an almost Cartan algebroid (C,σ) and assume
that σ(1) is of constant rank. The subspace of Ω1(P ; I∗σ) consisting of elements Π satisfying
(1.5) and (1.6) is an affine space modeled on Γ(I∗σ(1)).
Proof. Fix a choice of Π ∈ Ω1(P ; I∗σ) satisfying (1.5) and (1.6). Given any other choice Π′,
Lemma 1.23 implies that the difference Π′ −Π ∈ Ω1(P ; I∗σ) satisfies (Π′ −Π)(XS) = 0 for all
S ∈ Γ(σ), and the structure equations imply that (Π′−Π)∧Ω = 0. Hence, Π′−Π ∈ Γ(I∗σ
(1)
).
Conversely, let ξ ∈ Γ(I∗σ(1)). We claim that Π+ ξ satisfies conditions (1.5) and (1.6). Because
ξ satisfies ξˆ∧Ω = 0, it follows that Π+ξ ∈ Ω1(P ; I∗σ) satisfies (1.5). Moreover, the composition(
(Ω,Π+ ξ) ◦ (Ω,Π)−1
)
(I∗α, I∗S) = (I∗α, I∗S + ξ(I∗α))
is a vector bundle automorphism of I∗(C ⊕σ), which implies that (Ω,Π+ ξ) satisfies (1.6).
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1.3 Cartan Algebroids
While the notion of an almost Cartan algebroid allows us to talk about structure equations,
the correct underlying infinitesimal structure is more subtle. This is already clear in Cartan’s
local picture, where the coefficients ckij and a
k
iλ suffice to write down the structure equations,
but the fact that they come from structure equations implies that they should form a Cartan
data (Theorem 1.2). Globally, these extra conditions are encoded in the notion of a Cartan
algebroid.
The following notion is standard for Lie algebroids, but it also makes sense for almost Lie
algebroids. Let C be an almost Lie algebroid over N . A C-connection on a vector bundle σ
over N is a bilinear operation
∇ : Γ(C)× Γ(σ)→ Γ(σ), (α, T )→ ∇α(T )
satisfying
∇fα(T ) = f∇α(T ), ∇α(fT ) = f∇α(T ) + Lρ(α)(f)T,
for all α ∈ Γ(C), T ∈ Γ(σ) and f ∈ C∞(N). For the following definition, recall also that
Hom(C, C) is a bundle of Lie algebras with the fiberwise commutator bracket [T, S] = T ◦S−S◦T .
Definition 1.26. A Cartan algebroid is an almost Cartan algebroid (C,σ) over N such that:
1. σ ⊂ Hom(C, C) is closed under the commutator bracket,
2. there exists a vector bundle map t : Λ2C → σ, (α, β) 7→ tα,β, such that
[[α, β], γ] + [[β, γ], α] + [[γ, α], β] = tα,β(γ) + tβ,γ(α) + tγ,α(β) (1.16)
for all α, β, γ ∈ Γ(C),
3. there exists a C-connection ∇ on σ such that
T ([α, β])− [T (α), β]− [α, T (β)] = ∇β(T )(α)−∇α(T )(β) (1.17)
for all α, β ∈ Γ(C), T ∈ Γ(σ).
Thus, t controls the failure of the Jacobi identity and ∇ controls the failure of σ to act on
C by derivations. Condition 1 can be restated as the condition that σ ⊂ Hom(C, C) must be
a subbundle as a bundle of Lie algebras, or, equivalently, a Lie subalgebroid (since bundles of
Lie algebras are the same thing Lie algebroids with zero anchor).
Remark 1.27. It is interesting to note that if we were to relax the definition of an almost Car-
tan algebroid and only require of σ to be a vector subbundle of Hom(C, C), and not necessarily
of Hom(C,Ker ρ), then the fact that σ actually lies in Hom(C,Ker ρ) would follow from condi-
tion 3 in the above definition. Indeed, replacing β by fβ in this condition, where f ∈ C∞(N),
one sees that Lρ(T (α))(f)β = 0, which implies that ρ ◦ T must vanish for all T ∈ Γ(σ).
Example 1.28. Locally, a Cartan algebroid is the same thing as a Cartan data. Continuing
from Examples 1.12 and 1.20:
• Condition (1) is equivalent to the existence of functions ǫληµ on N such that
[tη, tµ] = ǫ
λ
ηµtλ.
This is precisely Equation (C1) in Theorem 1.2.
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• The bundle map t : Λ2C → σ can be written as
t(ei, ej) = ν
λ
ijtλ,
and a straightforward computation shows that condition (2) is equivalent to (C2).
• A C-connection on σ is determined by
∇ei(tµ) = ξ
λ
µitλ,
and we readily verify that condition (3) is equivalent to (C3).
Cartan algebroids behave well under gauge equivalences (see Section 1.2.3):
Lemma 1.29. Let (C,σ) be a Cartan algebroid over N and let ξ ∈ Γ(Hom(C,σ)) be a gauge
equivalence. Then (Cξ,σ) is again a Cartan algebroid over N . Furthermore, if an almost
Cartan algebroid is gauge equivalent to a Cartan algebroid, then it is a Cartan algebroid.
Proof. We know that (Cξ,σ) is an almost Cartan algebroid and we must verify that it is a
Cartan algebroid by checking the three conditions of Definition 1.26. The first condition is
immediately satisfied. For the other two, choose t and ∇ for the Cartan algebroid (C,σ). A
straightforward computation shows that the remaining conditions are satisfied with tξ : Λ2Cξ →
σ and ∇ξ : Γ(Cξ)× Γ(σ)→ Γ(σ) defined by
tξα,β := tα,β −∇α(ξ(β)) +∇β(ξ(α)) − [ξ(α), ξ(β)] + ξ([α, β])
− ξ(ξ(β)(α)) + ξ(ξ(α)(β)),
∇ξα(S) := ∇α(S) + [ξ(α), S] + ξ(S(α)).
The second assertion follows from the fact that gauge equivalence is an equivalence relation.
1.3.1 Freedom in Choosing t and ∇
Similar to realizations, the freedom in the choice of t and ∇ in the definition of a Cartan
algebroid (C,σ) can be expressed in terms of the Spencer complex of σ.
Proposition 1.30. Let (C,σ) be a Cartan algebroid over N .
1. The subspace of Γ(Hom(Λ2C,σ)) consisting of elements t satisfying (1.16) is an affine
space modeled on Γ(Z0,2(σ)).
2. For each S ∈ Γ(σ), the subspace of Γ(Hom(C,σ)) consisting of elements ∇(S) satisfying
(1.17) is an affine space modeled on Γ(σ(1)).
Proof. By (1.16), the difference of two choices t and t′ satisfies δ(t′ − t) = 0, where δ is the
coboundary operator (A.39). Conversely, given a choice of a t and ξ ∈ Γ(Z0,2(σ)), clearly
(1.16) is satisfied when replacing t by t + ξ. This proves items 1. Similarly, in item 2, given
two choices ∇ and ∇′ and S ∈ Γ(σ), δ(∇(S)) = 0 by (1.17). Conversely, given a choice of ∇
and ξ ∈ Γ(σ(1)), (1.17) is satisfied when replacing ∇(S) by ∇(S) + ξ.
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1.3.2 The Need for Cartan Algebroids for the Existence of Realizations
In the local picture, we saw that if an almost Cartan data admits a realization, then it is a
Cartan data (Theorem 1.2). In the modern picture, this translates to:
Theorem 1.31. If an almost Cartan algebroid admits a realization, then it is a Cartan alge-
broid.
Proof. This proof is essentially a global version of the proof of Theorem 1.2. Choose Π ∈
Ω1(P ; I∗C) as in definition 1.17. The 2-form dΩ + 12 [Ω,Ω] − Π ∧ Ω ∈ Ω
2(P ; I∗C) vanishes, as
well as its “differential consequence” d∇(dΩ+
1
2 [Ω,Ω]−Π∧Ω) ∈ Ω
3(P ; I∗C), for any choice of∇.
Applying d∇(dΩ+
1
2 [Ω,Ω]−Π∧Ω) = 0 on a triple of vector fields of type Xα, Xα′ , Xα′′ ∈ X(P )
and using Lemmas 1.9 and 1.22 implies the identity
I∗([[α, α′], α′′]] + [[α′, α′′], α]] + [[α′′, α], α′]]) =
Π([Xα, Xα′ ])(I
∗α′′) + Π([Xα′ , Xα′′ ])(I
∗α) + Π([Xα′′ , Xα])(I
∗α′),
applying it on Xα, Xα′ , XS implies
I∗(S([α, α′])− [S(α), α′]]− [α, S(α′)]]) = Π([Xα′ , XS ])(I
∗α) −Π([Xα, XS ])(I
∗α′),
and applying it on Xα, XS , XS′ implies
I∗(S′ ◦ S(α)− S ◦ S′(α)) = Π([XS , XS′ ])(I
∗α). (1.18)
The three latter equations are equalities in Γ(I∗C). Choosing a local section η of I : P → N with
domain U ⊂ N and precomposing each of the equations with η produces the three conditions
in definition 1.26, but restricted to U , where the maps t and ∇ at a point x ∈ U are given by
(tα,α′)x = Π([Xα, Xα′ ])η(x),
(∇α(S))x = Π([Xα, XS])η(x).
(1.19)
The fact that Π(Xα) = Π(Xα′) = 0 and Π(XS) = I
∗S implies that t defines a tensor and ∇ a
connection. A standard partition of unity argument produces a global t and ∇.
Remark 1.32. The notion of an almost Cartan algebroid contains the minimal amount of
structure that is needed in order to define the notion of a realization. However, the above
theorem shows that the relevant structure is actually that of a Cartan algebroid. Thus, from
now one we will talk about realizations of Cartan algebroids rather than of almost Cartan
algebroids.
Corollary 1.33. If (P,Ω) is a realization of (C,σ), then for any choice of Π, t and ∇,(
(α, α′) 7→ Π([Xα, Xα′ ])− I
∗tα,α′
)
∈ Γ(Z0,2(σ)),(
α 7→ Π([Xα, XS ])− I
∗∇α(S)
)
∈ Γ(σ
(1)
),
Π([XS , XS′ ]) + I
∗[S, S′] = 0
for all S, S′ ∈ σ (see Appendix A.1.6 for the definition of Z0,2(σ) and σ(1)).
Proof. The proof of this corollary is contained in the proof of Theorem 1.31. The third equation
in the statement of the corollary is precisely (1.18). The first two equations in the statement
follow from Proposition (1.30) together with (1.19), first locally by choosing a local section of
I : P → N , and then globally by a standard partition of unity argument.
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Lemma 1.23 together with the third identity in Lemma 1.22 directly imply that the bundle
of Lie algebras σ of a Cartan algebroid (C,σ) acts canonically on all realizations:
Proposition 1.34. Let (P,Ω) be a realization of a Cartan algebroid (C,σ) over N . The
canonical vector bundle map
Ψσ : I
∗
σ → TP
defines a Lie algebroid action of σ on I : P → N . Moreover, the action is infinitesimally free
(i.e. Ψσ is injective) and its image is Ker Ω ⊂ TP .
1.3.3 The Third Fundamental Theorem
In this modern formulation, Cartan’s realization problem (Problem 1.1) becomes the question
of whether a Cartan algebroid admits a realization. The following theorem, due to Cartan,
provides a partial solution to this problem. The main ingredient in the proof is the Cartan-
Ka¨hler Theorem (c.f. Theorem 1.19). For the proof, see Cartan’s original papers [3, 5] or
Kumpera’s proof in [22].
Theorem 1.35. (the third fundamental theorem) Let (C,σ) be a real-analytic Cartan algebroid
over N (i.e. all manifolds and maps are analytic). If the tableau bundle σ is involutive, then
every x ∈ N has a neighborhood U ⊂ N such that the restricted Cartan algebroid (CU ,σU ) over
U (see Example 1.42) admits a realization.
Remark 1.36. Note that the existence of local solutions to the realization problem trivially
implies the existence of a global solution, since realizations of (CU ,σU ) and (CV ,σV ), with
U, V ⊂ N open subsets, induce a realization of (CU∪V ,σU∪V ) by simply taking the disjoint
union of the two realizations. More interesting is the question of whether there exists a global
realization (P,Ω) with P connected. This global problem is still open in the analytic case, while
in the smooth case both the local and global problems are open. These problems have proven
to be very difficult ones, and, at least in the smooth category, they may require new ideas and
possibly new analytic tools, such as an analogue of the Cartan-Ka¨hler theorem in the smooth
setting. We hope that this modern formulation will provide new insights into this fascinating
problem. In Chapter 7 of [49] (and see also [50]), we propose one possible new approach for
tackling the realization problem that is based on a reformulation of the problem that will be
discussed in the Section 1.5.
The main ingredients of Kumpera’s proof in [22] (which is along the lines of Cartan’s proof,
but presented in a rigorous and clear fashion) are the theory of exterior differential systems and
the Cartan-Ka¨hler Theorem (see e.g. [2] for an introduction to these tools). Let us explain the
general idea of the proof. Let (C,σ) be a Cartan algebroid over N . Since we are looking for
local solutions, we may assume that N is an open subset of Rn. Let r and p be the ranks of C
and σ, respectively, and let pr : Rr+p → Rn be the projection onto the first n coordinates. Set
P := pr−1(N) ⊂ Rr+p and denote the restriction of pr to P by I : P → N . Given q ∈ P , we
would like to find a 1-form Ω1(P ; I∗C) defined locally around q such that (P,Ω) is a realization
of (C,σ). Note that, since the problem is local, we may shrink P to an arbitrarily small open
neighborhood of q, and consequently shrink N to I(P ).
The main idea is to consider the bundle of “anchored frames” of P . More precisely, recall
that ρ : C → TN is the anchor of the almost Lie algebroid C and let us also write ρ : C⊕σ → TN
for the map that sends (α, T ) 7→ ρ(α). We consider the following space of linear isomorphisms:
Fr(P ) := { ξ : TpP
≃
−→ (C ⊕σ)I(p) | p ∈ P and ρ ◦ ξ = dI|TpP }.
We denote the natural projection from Fr(P ) to P by π and the composition I ◦ π also by I,
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Fr(P )
P
N.
π
I
I
The bundle of “anchored frames” Fr(P ) comes equipped with two tautological 1-forms, one
with values in C and one with values in σ:
Ω ∈ Ω1(Fr(P ); I∗C), Ωξ = ξ
C ◦ dπ,
Π ∈ Ω1(Fr(P ); I∗σ), Πξ = ξ
σ ◦ dπ.
Here ξC and ξσ denote the C and σ components of ξ ∈ Fr(P ), respectively. On Fr(P ), we have
the following 2-form:
dΩ +
1
2
[Ω,Ω]−Π ∧Ω ∈ Ω2(Fr(P ); I∗C). (1.20)
The key observation is that a local solution to the realization problem is the same thing as
a local section η of π : Fr(P ) → P that pulls-back (1.20) to zero. Indeed, if this is the case,
then η∗Ω ∈ Ω1(P ; I∗C) satisfies the structure equation as well as the coframe condition, and is,
hence, a solution.
The main challenge is to construct such a local section η. The strategy taken in [22] (and
by Cartan) is to consider the exterior differential system on Fr(P ) spanned by the components
of the vector bundle-valued 2-form (1.20). Integral manifolds of dimension r+p of this exterior
differential system that project diffeomorphically to P correspond to the desired local sections.
One proves that if σ is involutive, then the assumptions of the Cartan-Ka¨hler theorem are
satisfied, and, hence, such integral manifolds exist. The three integrability conditions in the
definition of a Cartan algebroid play a crucial role in proving this.
1.4 Examples
The most important source of examples of Cartan algebroids and realizations is Cartan’s Second
Fundamental Theorem, which is the subject of Section 2. We will see that any Lie pseudogroup
gives rise to a Cartan algebroid and a realization (explicit examples are computed in Section
2.3), and, more generally, Lie-Pfaffian groupoids that satisfy certain conditions give rise to
Cartan algebroids and realizations. In this section, we discuss some more general examples and
constructions.
Example 1.37 (Truncated Lie algebras). In [44], Singer and Sternberg study transitive Lie
algebra sheaves (which are, at least morally, the infinitesimal counterpart of transitive Lie
pseudogroups) and show that these gives rise to an algebraic structure which they call truncated
Lie algebras (Definition 4.1 in [44]). Truncated Lie algebras are the same thing as Cartan
algebroids over a point modulo gauge equivalence.
Example 1.38 (Abstract Atiyah sequences). A transitive Lie algebroid A over a manifold N
is the same thing as a Cartan algebroid (A, 0) over N . Transitive Lie algebroids are also known
as “abstract Atiyah sequences” for the following reason.
Given a principal G-bundle π : P → N (where G is a Lie group acting from the left), one
has an associated exact sequence of vector bundles over N known as the “Atiyah sequence of
P”,
0→ P [g]→ TP/G
dπ
−→ TN → 0,
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where g is the Lie algebra of G and P [g] = (P × g)/G. The middle term
A(P ) := TP/G
has the structure of a transitive Lie algebroid: the anchor is induced by dπ, while the bracket
comes from the Lie bracket of vector fields on P and the identification Γ(A(P )) = X(P )G (see
[31], Section 3.2, for more details). The relevance of this sequence comes from the fact that
connections on P are the same thing as splittings of the sequence, while the curvature of a
connection appears as the failure of the splitting to preserve the Lie brackets. The quotient
map TP → TP/G induces a tautological form
Ω ∈ Ω1(P ;A(P )), (1.21)
with which (P,Ω) becomes a realization of the Cartan algebroid (A(P ), 0).
In general, given a general transitive Lie algebroid A over N , there is an exact sequence
0→ Ker (ρ)→ A
ρ
−→ TN → 0
called an “abstract Atiyah sequence”. The question of whether there exists a principal bundle P
so that A is isomorphic to A(P ) is equivalent to the integrability of A as a Lie algebroid. Hence,
the integrability of the Lie algebroid A is also closely related to the existence of a realization of
the Cartan algebroid (A, 0); the only difference is that a general realization P might have an
induced action of g, but this action may fail to integrate to an action of G.
Example 1.39 (Lie groups as pseudogroups). Changing a bit the point of view of the previous
example, any Lie group G can be realized as a pseudogroup in normal form by making it act
freely and properly on a space P . To be more precise, assume that π : P → N is a principal
G-bundle, then the left multiplication by elements in G induces a pseudogroup ΓG,P on P . To
see that this is a pseudogroup in normal form, we just use the Lie algebroid A(P ) from the
previous example and the associated tautological form Ω in (1.21). It is not difficult to see
that ΓG,P is characterized by the invariance of π and Ω. Note that up to Cartan equivalence of
pseudogroups (see Section 2.1.4), the choice of P is not so important. If Q is another principal
G-bundle, then ΓG,P and ΓG,Q admit a common isomorphic prolongation, namely ΓG,P×Q
(along the canonical projections from Q × P to P and Q, respectively). The simplest choice
for P , which we already saw in Example 1.3, would be P = G with the left action of G. Here,
N is a point, A(P ) is the Lie algebra g of G and
Ω = ΩMC ∈ Ω
1(G; g)
is the Maurer-Cartan form.
Example 1.40. Here is a general construction of Cartan algebroids that underlies Cartan’s
proof of the Second Fundamental Theorem (to be discussed in Section 2.2.3). Start with a Lie
algebroid A over N and a connection ∇ : X(N)× Γ(A)→ Γ(A). Define
C = C(A) := TM ⊕A, σ := Hom(TM,A).
The bracket of C is defined by
[(X,α), (Y, β)]∇ := ([X,Y ], [α, β]∇ +∇X(β) −∇Y (α)),
which uses the A-torsion of ∇,
[α, β]∇ = [α, β]−∇ρ(α)β +∇ρ(β)α/
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The anchor of C is just the projection onto the first component. The vector bundle σ becomes
a bundle of Lie algebras when endowed with the Lie bracket
[T, S] := T ◦ ρ ◦ S − S ◦ ρ ◦ T,
where ρ is the anchor of A. It can be realized as a subbundle
σ →֒ Hom(C, C), T 7→ Tˆ ,
by setting
Tˆ (α,X) := (0, T (ρ(α)−X)), ∀ α ∈ Γ(C), X ∈ X(M).
Proposition 1.41. The pair (C(A),σ) in the above example is a Cartan algebroid. Up to gauge
equivalence, it is independent of the choice of a connection ∇.
Proof. First, given two connections ∇ and ∇′ as in the example, we would like to show that
their induced almost Cartan algebroids are gauge equivalent. Indeed, the difference of the two
connections induces a vector bundle map (∇′−∇) : A→ Hom(TM,A), which, in turn, induces
a vector bundle map from C = TM ⊕A to σ = Hom(TM,A) by acting trivially on TM . This
is the desired gauge equivalence (simple computation).
There are two ways to prove that (C,σ) is a Cartan algebroid – a direct proof and an
indirect one. The direct proof is to show that (C,σ) is a Cartan algebroid by verifying the
axioms of Definition 1.26. A straightforward computation shows that axiom 1 is satisfied. We
are left with finding a vector bundle map t¯ : Λ2C → σ and a connection ∇¯ : Γ(C)×Γ(σ)→ Γ(σ)
with which axioms 2 and 3 of are satisfied. The idea is straightforward (but the computations
are a bit tedious): compute the left hand side of the equations in both axioms and try to
decompose the resulting expressions so as to obtain a suitable t¯ and ∇¯. We will write down
explicit solutions, i.e. expressions for t¯ and ∇¯ that are obtained in this way, and leave it as an
exercise to check that these satisfy axioms 2 and 3. To write down t¯, we first define the tensors
R : Λ2TM → Hom(A,A) and R¯ : Λ2A→ Hom(TM,A) by
RX,Y (α) := ∇[X,Y ]α−∇X∇Y α+∇Y∇Xα,
R¯α,β(X) := ∇X [α, β]− [∇Xα, β]− [α,∇Xβ] +∇ρ(∇Xα)β −∇ρ(∇Xβ)α
−∇[X,ρ(α)]β +∇[X,ρ(β)]α,
Then, for all X,Y, Z ∈ X(M) and α, β, γ ∈ Γ(A),
t¯(X,α),(Y,β)(Z, γ) := (0, R¯α,β(ρ(γ)− Z) +
1
2
Rρ(γ)−Z,ρ(α)−X(β) +
1
2
Rρ(β)−Y,ρ(γ)−Z(α)).
To write down ∇¯, we choose a torsion-free connection on TM , which (by abuse of notation) we
denote by ∇ : X(M)× X(M)→ X(M). Thus, [X,Y ] = ∇XY −∇YX for all X,Y ∈ X(M).
(∇¯(X,α)Tˆ )(Y, β) := [(X,α), Tˆ (Y, β)]∇ +
(
0, T
(
ρ(∇ρ(α)−Xβ)−∇ρ(α)ρ(β) +∇XY
))
,
for all X,Y ∈ X(M), α, β ∈ Γ(A) and T ∈ Γ(σ).
Alternatively, as an indirect proof, we can construct a realization of (C(A),σ) by noting that
this example is a simple case of the construction described in Section 2.2.3 (we recommend
returning to this example after reading that section). Assuming that A integrates to a Lie
groupoid G (in fact, it suffices to have an integration to a local groupoid which always exists),
(C(A),σ) is precisely the almost Cartan algebroid constructed out the of Lie-Pfaffian groupoid
(J1G, ω), where ω ∈ Ω1(J1G; t∗A) is the Cartan form. Note that a linear connection on A is
the same thing as a choice of a splitting of (2.10). Finally, (J1G, ω) admits an integral Cartan-
Ehresmann connection, which is the same thing as a section of the affine bundle pr : J2G → J1G,
and the proposition follows from Theorem 2.26.
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Example 1.42. (Restrictions of Cartan Algebroids) A Cartan algebroid (C,σ) over N can be
restricted to any submanifold S ⊂ N , giving rise to a Cartan algebroid (CS ,σS) over S, where
σS := σ|S (the restriction of the vector bundle to S), CS := { α ∈ C | ρ(α) ∈ TS } and the
bracket is uniquely determined by
[α|S , β|S ] = [α, β]|S ,
for all α, β ∈ Γ(C). A realization (P,Ω) of (C,σ) induces a realization (PS ,ΩS) of (CS ,σS) by
taking the restrictions PS := I
−1(S), IS := I|PS and ΩS := Ω|S . This restriction operation un-
derlies Cartan’s trick of restricting a realization to a complete transversal that will be discussed
in Section 2.2.1.
1.5 An Alternative Approach to Cartan Algebroids: Cartan Pairs
We conclude this section with an alternative but equivalent point of view on Cartan algebroids
and the realization problem that is more intuitive and which has the advantage that the formulas
(namely (1.16) and (1.17)) become substantially simpler. We will see that Cartan algebroids
up to gauge equivalence are the same thing as Cartan pairs up to isomorphism, and that
realizations of one induce realizations of the other.
1.5.1 Cartan Pairs
Let A be an almost Lie algebroid overN . The Jacobiator ofA is the tensor JacA ∈ Γ(Hom(Λ
3A,A))
that is defined at the level of sections by
JacA(α, β, γ) := [[α, β], γ] + [[β, γ], α] + [[γ, α], β], ∀ α, β, γ ∈ Γ(A).
We say that a vector subbundle σ ⊂ A is involutive if [Γ(σ),Γ(σ)] ⊂ Γ(σ).
Definition 1.43. A Cartan pair over a manifold N is a pair (A,σ) consisting of a transitive
almost Lie algebroid (A, [·, ·], ρ) over N and an involutive vector subbundle σ ⊂ Ker ρ ⊂ A such
that
JacA ≡ 0 (mod σ) (1.22)
Condition (1.22) can be rephrased as saying that JacA, applied on any three sections of A,
must take values in σ. When σ = 0, a Cartan pair is simply a transitive Lie algebroid.
A Cartan pair (A,σ) has an associated vector bundle map
ι : σ → Hom(A/σ, A/σ), (1.23)
which is defined at the level of sections by
ι(T )(pr(α)) := pr([T, α]), ∀ T ∈ Γ(σ), α ∈ Γ(A),
where pr : A → A/σ is the quotient map. Note that the map is well defined (i.e. the formula
does not depend on the representative α) because σ is involutive, and the right hand side is
indeed C∞(N)-linear in both the α and T slots because σ is killed by both ρ and pr. Equipping
Hom(A/σ, A/σ) with the commutator bracket, we have that:
Lemma 1.44. Let (A,σ) be a Cartan pair. The map (1.23) preserves the brackets, i.e.
ι([S, T ]) = [ι(S), ι(T )], ∀ S, T ∈ Γ(σ).
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Proof. Applying (1.22) on α ∈ Γ(A), S, T ∈ Γ(σ),
0 = pr([[S, T ], α] + [[T, α], S] + [[α, S], T ])
= ι([S, T ])(α)− [ι(S), ι(T )](α)
Definition 1.45. A Cartan pair (A,σ) is said to be standard if the map (1.23) is injective.
Lemma 1.46. If a Cartan pair (A,σ) is standard, then σ is a bundle of Lie algebras.
Proof. Since ι preserves the bracket, then ι(σ) ⊂ Hom(A/σ, A/σ) is closed under the bracket.
Now, since the bracket of ι(σ) satisifies the Jacobi identity, it follows that ι ◦ Jacσ = 0, and so
Jacσ = 0 by injectivity of ι.
As we will see, the following notion of an isomorphism of Cartan pairs will play the role
that gauge equivalence has for Cartan algebroids.
Definition 1.47. Two Cartan pairs (A,σ) and (A′,σ′) over N are isomorphic if there exists
a vector bundle isomorphism ψ : A→ A′ such that ψ(σ) = σ′, ρ ◦ ψ = ρ′ and
ψ([α, β]) ≡ [ψ(α), ψ(β)] (mod σ), ∀ α, β ∈ Γ(A). (1.24)
It is straightforward to check that, as a consequence of (1.24), an isomorphism ψ between
two Cartan pairs commutes with the two maps ι and ι′ (defined in (1.23)) induced by each of
the Cartan pairs.
1.5.2 Cartan Algebroids vs. Cartan Pairs
Up to isomorphism on the one side and gauge equivalence on the other, Cartan pairs and Cartan
algebroids are the same thing. We start by constructing a Cartan pair out of a Cartan algebroid
(C,σ) over N . The construction is analogous to the construction of a non-abelian extension
of a Lie algebroid ([30], Chapter 4, Section 3), and depends on a choice of t : Λ2C → σ and
∇ : Γ(C)× Γ(σ)→ Γ(σ) as in Definition 1.26 of a Cartan algebroid. Let (t,∇) be such a pair.
We set
A := C ⊕σ
and equip it with an anchor induced by the anchor of C,
ρ : A→ TN, ρ(α, S) := ρ(α), (1.25)
and a bracket
[·, ·] : Γ(A)× Γ(A)→ Γ(A) (1.26)
defined by
[(α, S), (β, T )] := ([α, β] + S(β)− T (α), −tα,β +∇αT −∇βS + [S, T ]),
for all α, β ∈ Γ(C), S, T ∈ Γ(σ).
Proposition 1.48. Let (C,σ) be a Cartan algebroid over N . The induced pair (C ⊕σ,σ), for
a fixed choice of (t,∇), is a standard Cartan pair. Moreover, up to isomoprhism, the resulting
Cartan pair is independent of the choice of (t,∇).
28
Proof. Fix a choice of t and ∇. Clearly σ ⊂ Ker ρ, and it is straightforward to verify that A
is an almost Lie algebroid. So, we are only left with checkgin that, for any α, β, γ ∈ Γ(C) and
S, T, U ∈ Γ(σ),
pr ◦ JacA
(
(α, 0), (β, 0), (γ, 0)
)
= [[α, β], γ] + [[β, γ], α] + [[γ, α], β]− tα,β(γ)− tβ,γ(α) − tγ,α(β) = 0,
pr ◦ JacA
(
(α, 0), (β, 0), (0, T )
)
= −T ([α, β]) + [T (α), β] + [α, T (β)] +∇β(T )(α)−∇α(T )(β) = 0,
pr ◦ JacA
(
(α, 0), (0, S), (0, T )
)
= [S, T ](α)− S(T (α)) + T (S(α)) = 0,
pr ◦ JacA
(
(0, S), (0, T ), (0, U)
)
= 0.
Given another choice (t′,∇′), the identity map id : C⊕σ → C⊕σ gives an isomorphism between
the Cartan pair obtained using (t,∇) and that obtained using (t′,∇′).
Remark 1.49. If we relax the notion of a Cartan algebroid by requiring for there to be a map
σ → Hom(C, C) rather than an inclusion σ ⊂ Hom(C, C), then we will obtain Cartan pairs that
are not necessarily standard. In the case of Cartan pairs, it is much more natural to impose
the standard property separately rather than add it to the initial definition. In the case of
a Cartan algebroid, we chose to impose the stronger property in order to be consistent with
Cartan’s local picture.
In the other direction, a standard Cartan pair (A,σ) induces a Cartan algebroid (A/σ,σ).
The construction depends on a choice of a splitting of the short exact sequence
0 σ A A/σ 0.pr
ξ
(1.27)
We equip the vector bundle A/σ with the bracket
[·, ·] : Γ(A/σ)× Γ(A/σ)→ Γ(A/σ), [α, β] := pr([ξ(α), ξ(β)]),
and the anchor
ρ : A/σ → TN, ρ(α) := ρ(ξ(α)).
Note that the bracket depends on the choice of ξ, but the anchor does not. Since the Cartan
pair is standard, we have an inclusion σ →֒ Hom(A/σ, A/σ).
Proposition 1.50. Let (A,σ) be a standard Cartan pair and let ξ : A/σ → A be a a choice
of a splitting (1.27). The pair (A/σ,σ) equipped with the structure defined above is a Cartan
algebroid. Moreover, up to gauge equivalence, the resulting Cartan algebroid is independent of
the choice of ξ.
Proof. We must show the existence of a vector bundle map t : Λ2(A/σ) → σ and an A/σ-
connection ∇ : Γ(A/σ)× Γ(σ)→ Γ(σ) as in Definition 1.26. Let us denote by η : A → σ the
left splitting induced by the right splitting ξ. We define t and ∇ by
tα,β(γ) := −η([ξ(α), ξ(β)]), ∇α(T ) := η([ξ(α), T ]).
By the definition of a Cartan pair, pr ◦ JacA = 0. Applying this equality to the triples
(ξ(α), ξ(β), ξ(γ)) and (ξ(α), ξ(β), T ), where α, β, γ ∈ Γ(A/σ) and T ∈ Γ(σ), a straightfor-
ward computation shows that (1.16) and (1.17) are satisfied, and Lemma 1.44 implies the first
axiom of Definition 1.26. For the final assertion, given two splittings ξ and ξ′, the difference
(ξ′ − ξ) : A/σ → σ defines the desired gauge equivalence.
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The above constructions define the following correspondence:
Theorem 1.51. There is a 1 − 1 correspondence (given by the constructions above) between
Cartan algebroids over N up to gauge equivalence (Definition 1.15) and Cartan pairs over N
up to isomorphism (Definition 1.47).
Proof. Given a Cartan algebroid (C,σ) and a gauge equivalence η : C → σ, the map ψ :
(C ⊕ σ) → (Cη ⊕ σ), (α, T ) 7→ (α, T − η(α)), defines an isomorphism between the Cartan
pair induced by (C,σ) and the Cartan pair induced by the gauge equivalent one (Cη,σ). The
remaining details are straightforward to verify.
1.5.3 Realizations of Cartan Pairs
The notion of a realization takes a more elegant form in the Cartan pair picture. The existence
of realizations of a Cartan algebroid is equivalent to the existence of a reliazation of its induced
Cartan pair, and vice versa.
Definition 1.52. A realization of a Cartan pair (A,σ) over N is a pair (P,Ω) consisting of
a surjective submersion I : P → N and an anchored 1-form Ω ∈ Ω1(P ; I∗A), such that
dΩ +
1
2
[Ω,Ω] ≡ 0 (mod σ) (1.28)
and such that Ω is pointwise an isomorphism.
The proof of the following proposition is straightforward:
Proposition 1.53. Given a realization (P,Ω) of a Cartan algebroid (C,σ) with a fixed choice
of Π as in Definition 1.17, the pair (P, (Ω,Π)) is a realization of the induced standard Cartan
pair (C ⊕ σ,σ). Conversely, given a realization (P,Ω) of a standard Cartan pair (A,σ), the
pair (P, pr ◦ Ω) is a realization of the induced Cartan algebroid (A/σ,σ).
Remark 1.54. In the case of a Cartan pair (A, 0) (i.e. A is simply a transitive Lie algebroid),
one can obtain a solution to the realization problem by integrating the Lie algebroid to a Lie
groupoid (when the Lie algebroid is integrable), in which case the Maurer-Cartan form on any
source fiber of the Lie groupoid defines a solution. In [11], the authors present a method for
integrating Lie algebroids to Lie groupoids by constructing a Lie groupoid out of the space of so
called A-paths of the Lie algebroid. A large part of this construction does not rely on the fact
that the Lie algebroid one starts with satisfies the Jacobi identity. The point of view of Cartan
pairs – “transitive Lie algebroids that satisfy the Jacobi identity modulo σ” – suggests a new
method for tackling the realization problem: imitating the construction in [11] and pinpointing
the precise role of the Jacobi identity along the way. In [49] (Chapter 7, and see also [50]),
yet another method for solving the realization problem in the case of a transitive Lie algebroid
is introduced, one which identifies the precise role of the Jacobi identity. Using the point of
view of Cartan pairs, one may also attempt to use this method to tackle Cartan’s realization
problem.
2 Cartan’s Second Fundamental Theorem
Cartan’s Second Fundamental Theorem states that:
Theorem 2.1. (the second fundamental theorem) Any Lie pseudogroup is Cartan equivalent
to a pseudogroup in normal form (Definition 1.18).
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This theorem shows that, up to Cartan equivalence, the study of Lie pseudogroups is the
same as the study of pseudogroups in normal form, and hence to the study of Cartan algebroids
and their realizations. In this section, after recalling the definitions of a Lie pseudogroup (Def-
inition 2.2) and of Cartan equivalence of pseudogroups (Definition 2.9), we present a modern
proof of the Second Fundamental Theorem. This proof is the result of our endeavor to under-
stand Cartan’s constructions (in [3, 5]) conceptually and in a global, coordinate-free fashion.
In our proof, we use the language of jet groupoids and algebroids and, more abstractly, the lan-
guage of Lie-Pfaffian groupoids and algebroids. These are recalled in Appendices A.1 and A.2.
The Lie-Pfaffian groupoid framework isolates the essential properties of a Lie pseudogroup and,
consequently, proofs become substantially simpler and more transparent. For the reader that is
not familiar with these objects, we recommend reading Appendices A.1 and A.2 in preparation
for this section.
In the course of our work, we found Cartan’s examples of the Second Fundamental Theorem
to be a useful guide to understanding the general theory. In Section 2.3, we cite two such
examples and run them through the machinery of the modern proof to “rediscover” Cartan’s
formulas.
2.1 Lie Pseudogroups and Cartan Equivalence
Intuitively, a Lie pseudogroup is “a pseudogroup that is defined by a system of partial differential
equations”. The language of jet groupoids and algebroids allows us to make this definition
precise.
2.1.1 Jet Groupoids and Algebroids
To fix notation, let us review the main ingredients in the framework of jet groupoids and
algebroids. For more details, see Appendix A.1. With any manifold M , we associate the tower
of jet groupoids
...
π
−→ J3M
π
−→ J2M
π
−→ J1M
π
−→ J0M, (2.1)
where JkM ⇒M , the k-th jet groupoid ofM , is the Lie groupoid whose space of arrows consists
of all k-jets jkxφ of locally defined diffeomorphisms φ ∈ Diff loc(M) of M , and the projections
π : JkM → Jk−1M, jkxφ 7→ j
k−1
x φ, are Lie groupoid morphisms and surjective submersions.
The Lie algebroid of JkM , the k-th jet algebroid of M , is denoted by AkM , and the induced
projections by l : AkM → Ak−1M . Thus, at the infinitesimal level we have the tower a jet
algebroids
...
π
−→ A3M
l
−→ A2M
l
−→ A1M
l
−→ A0M. (2.2)
The k-th jet groupoid JkM acts linearly on the k − 1-th jet algebroid Ak−1M by conjugation,
giving rise to the adjoint representation (see (A.25)). The kernel
σ
k
M = Ker l ⊂ AkM
of each projection in (2.2) is called the k-th symbol space of M . Its elements are canonically
identified with vector-valued homogeneous polynomials of degree k on M via the canonical
isomorphism σkM ∼= SkT ∗M ⊗ TM .
For our purposes, the most important piece of structure of a jet groupoid is its Cartan form,
the tautological multiplicative 1-form
ω ∈ Ω1(JkM ; t∗Ak−1M)
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with values in the adjoint representation defined by the Formula (A.27). The pair (JkM,ω),
i.e. the k-th jet groupoid equipped with the Cartan form, has the structure of a Lie-Pfaffian
groupoid (see Definition A.34). At the infinitesimal level, the Cartan form on JkM induces
(via (A.31)) a connection-like operator
D : X(M)× Γ(AkM)→ Γ(Ak−1M)
on AkM called the Spencer operator. The pair (AkM,D) has the structure of a Lie-Pfaffian
algebroid (Definition A.38).
2.1.2 Lie Pseudogroups
With any pseudogroup Γ on M , we associate the tower
...
π
−→ J3Γ
π
−→ J2Γ
π
−→ J1Γ
π
−→ J0Γ, (2.3)
a subsequence of (2.1), where the k-th jet groupoid of Γ
JkΓ := { jkxφ | φ ∈ Γ, x ∈ Dom(φ) } ⊂ J
kM
is a subgroupoid of the k-th jet groupoid ofM , and the restrictions of the projections from (2.1),
which we also denote by π : Jk+1Γ→ JkΓ, are surjective groupoid morphisms. In general, the
sequence may fail to be smooth in the sense that the JkΓ’s may fail to be submanifolds of the
JkM ’s (if they are, then they are automatically Lie subgroupoids), and the projections may
fail to be submersions. If JkΓ does turn out to be a Lie subgroupoid for some k, then it has
an associated Lie subalgebroid
AkΓ := A(JkΓ) ⊂ AkM
of the k-th jet algebroid of M . In this case, we may define the k-th symbol space of Γ to be
σ
k
Γ := σ
k
M ∩ AkΓ.
In general, σkΓ is not a vector bundle (it may fail to be of constant rank) but a discrete vector
bundle (see Section A.1.6), and it is a vector bundle if and only if it is of constant rank.
Definition 2.2. A Lie pseudogroup of (at least) order k > 0 on a manifold M is a
pseudogroup Γ on M satisfying:
1. For any φ ∈ Diff loc(M), if j
k
xφ ∈ J
kΓ for all x ∈ Dom(φ), then φ ∈ Γ.
2. (a) JkΓ ⊂ JkM is a Lie subgroupoid,
(b) Jk−1Γ ⊂ Jk−1M is a Lie subgroupoid,
(c) π : JkΓ→ Jk−1Γ is a submersion (hence σkΓ is of constant rank),
(d) (σkΓ)(1) is of constant rank.
A Lie pseudogroup is of finite type if (σ
k
Γ)(l) = 0 for some l > 0, and otherwise it is of
infinite type.
In this definition, the k-th jet groupoid JkΓ ⊂ JkM should be interpreted as a system of
PDEs and axiom 1 should be interpreted as the condition that Γ consists of its full set of local
solutions. Thus, one may study Lie pseudogroups by studying this special class of systems of
PDEs. This was Lie’s original approach. Axiom 2 is a set of regularity conditions that allow us
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to study this system of PDEs geometrically. In particular, axioms 2a and 2b ensure that JkΓ
and Jk−1Γ have associated Lie algebroids, which we denote by AkΓ and Ak−1Γ, respectively,
and axiom 2c implies that the projection
l : AkΓ→ Ak−1Γ
is surjective (and, hence, the symbol space σkΓ is of constant rank).
Remark 2.3. While axiom 1 is standard, the regularity conditions that are imposed in axiom
2 vary in the literature (e.g. compare axioms 1 and 2 in Section 3 of [15], Definition IV.1 in
[25] and Definition 3.1 in [39]). In our definition, we impose sufficient conditions so as to allow
us to detach JkΓ, “the defining system of PDEs”, from its ambient jet groupoid JkM , and to
handle it abstractly as a Lie-Pfaffian groupoid, as we will explain. These conditions, however,
are sufficient but not necessary. Another possible definition would be to simply replace axiom 2
by the condition that JkΓ have the structure of a Lie-Pfaffian groupoid. We chose the current
form of the definition in order to keep the conditions as explicit as possible.
In Section 2.3, we will revisit Cartan’s examples of Lie pseudogroups that we saw in the
introduction (one of finite type and one of infinite type), and we will explicitly compute their
jet groupoids and algebroids, their associated Cartan forms, Spencer operators, etc. As was
also mentioned in the introduction, Lie pseudogroups arise in differential geometry as the local
symmetries of geometric structures. Here is a general class of examples to keep in mind:
Example 2.4. The pseudogroup Γ of local automorphisms of any integrableG-structure is a Lie
pseudogroup of order 1. Pseudogroups of local symmetries of foliations, symplectic structures,
complex structures and integral affine structures are just a few of the examples that arise in
this way (see [46, 10] for more on G-structures). The assumption of integrability ensures that
Γ is “large enough”. In fact, such pseudogroups are always transitive since these structures
are locally homogeneous (they have a local normal form). The 1st jet groupoid J1Γ is in this
case canonically isomorphic to the gauge groupoid of the G-structure (recall that any principal
G-bundle P →M gives rise to a gauge groupoid Gauge(P )⇒M , with Gauge(P ) = P ×P/G).
We also note that the restriction of the Cartan form on J1M to J1Γ is precisely the lift of the
tautological form of the G-structure.
2.1.3 Lie Pseudogroups as Lie-Pfaffian Groupoids
In this section we prove that a Lie pseudogroup induces a Lie-Pfaffian groupoid, which, in
turn, encodes it as its set of local holonomic bisections. In Section 2.2, we use this abstract
point of view in our proof of Cartan’s Second Fundamental Theorem. The language of Lie-
Pfaffian groupoids has the advantage of making the proof more tractable, and in many ways,
more conceptual. In Appendix A.2, we have collected all the necessary background material on
Lie-Pfaffian groupoids and algebroids.
In our definition of a Lie pseudogroup (Definition 2.2) we have imposed certain regularity
conditions. These were put into place precisely to ensure that the Cartan form of the ambient
jet groupoid restricts nicely to the “defining system of PDEs”:
Proposition 2.5. Let Γ be a Lie pseudogroup on M of order k. The adjoint representation
Ak−1M of JkM restricts to a representation Ak−1Γ of JkΓ (which we call the adjoint repre-
sentation of JkΓ), and the Cartan form ω ∈ Ω1(JkM ; t∗Ak−1M) on JkM restricts to
ω = ω|JkΓ ∈ Ω
1(JkΓ; t∗Ak−1Γ),
a multiplicative and pointwise surjective 1-form on JkΓ with values in the adjoint representation
(which we call the Cartan form of JkΓ).
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Proof. The first assertion follows directly from the defining formula (A.25) of the adjoint rep-
resentation. Next, denoting the kernel of ω on JkΓ by Cω = Ker ω ⊂ TJ
kΓ, we construct an
Ehresmann connection on s : JkΓ → M by choosing a splitting of dπ : TJkΓ → π∗TJk−1Γ
and composing it at each point jkxφ ∈ J
kΓ with (d(jk−1φ))x. This induces a decomposition
TJkΓ = H ⊕ Ker ds, where ω kills the horizontal component H (by the definition of ω) and
maps the second component surjectively onto t∗Ak−1Γ by axiom 2c of a Lie pseudogroup.
Finally, since ω is the restriction of a multiplicative form, it is multiplicative.
We this proposition, it is now simple to prove that:
Proposition 2.6. Let Γ be a Lie pseudogroup on M of order k. The pair (JkΓ, ω) is a standard
(Definition A.43) Lie-Pfaffian groupoid. Furthermore, there is a bijection
Γ→ Bisloc(J
kΓ, ω), φ 7→ jkφ,
identifying Γ with the generalized pseudogorup of local holonomic bisections Bisloc(J
kΓ, ω).
Proof. Having the previous proposition at hand, we are only left with checking axiom 2 of
Definition A.34. This axiom is verified as in Example A.36, where we showed that a jet groupoid
of a manifold, equipped with its Cartan form, is a Lie-Pfaffian groupoid. The symbol map is
injective (and hence the Lie-Pfaffian groupoid is standard), because the symbol map of the
ambient Lie-Pfaffian groupoid JkM (which is simply the inclusion (A.33)) is injective. The
final assertion is a consequence of Proposition A.24 together with axiom 1 of the definition of
a Lie pseudogroup.
The Lie-Pfaffian groupoid of a Lie pseudogroup satisfies the following property which will
be crucial in our proof of Cartan’s Second Fundamental Theorem:
Lemma 2.7. Let Γ be a Lie pseudogroup on M of order k. The induced Lie-Pfaffian groupoid
(JkΓ, ω) admits an integral Cartan-Ehresmann connection (Definition A.52).
Proof. The key idea is that the classical prolongation Pω(J
kΓ) is the intersection of two affine
subbundles of an affine bundle, and, in general, the intersection of two affine subbundles is
again an affine bundle if and only if the intersection is non-empty in each fiber and if the
intersection of the modeling vector bundles is of constant rank (see Proposition 1.1.6 in [49]).
Indeed, here, Pω(J
kΓ) is the intersection of J1(JkΓ) → JkΓ (the first jets of sections of the
source map of JkΓ) and the restriction of π : Jk+1M → JkM to JkΓ ⊂ JkM , both viewed as
affine subbundles of the restriction of π : J1(JkM)→ JkM to JkΓ.
Now, this intersection is an affine bundle because the intersection of the modeling vector
bundles is precisely (σkΓ)(1), which is assumed to be of constant rank, and each fiber over
jkxφ ∈ J
kΓ contains at least one point jk+1x φ, where φ ∈ Γ is some representative of j
k
xφ ∈ J
kΓ
(thus, the main point is that, by definition, the PDE JkΓ contains a solution through each
point). Finally, since Pω(J
kΓ) → JkΓ has sections (any affine bundle does), then integral
Cartan-Ehresmann connections exist.
2.1.4 Cartan Equivalence of Pseudogroups
Haefliger, in his work on the transverse structure of foliations ([17]), recast the notion of a
pseudogroup in the framework of Lie groupoids. He observed that pseudogroups are the same
thing as effective e´tale Lie groupoids. Recall that a Lie groupoid G ⇒ M is called e´tale if
its source map s : G → M (and hence its target map t : G → M) is a local diffeomorphism,
i.e. each arrow g ∈ G has an open neighborhood U such that s|U is a diffeomorphism onto its
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image. An e´tale groupoid is called effective if for any pair of local bisections b and b′ with a
common domain, t ◦ b = t ◦ b′ implies b = b′. Haefliger’s correspondence is as follows: given a
pseudogroup Γ on M , one constructs the groupoid
Germ(Γ)⇒M
whose space of arrows consists of all germs of elements of Γ. We denote an arrow germxφ, i.e.
the germ at x ∈ Dom(φ) of φ ∈ Γ, and the structure maps are:
s(germxφ) = x, t(germxφ) = φ(x), 1x = germxid,
germφ(x)φ
′ · germxφ = germx(φ
′ ◦ φ), (germxφ)
−1 = germφ(x)φ
−1.
Every element φ ∈ Γ gives rise to a local bisection bφ of Germ(Γ) defined by bφ(x) = germxφ
for all x ∈ Dom(φ), and the smooth structure of Germ(Γ) (with a possibly non-Hausdorff nor
second countable topology) is uniquely determined by the requirement that each such local
bisection is a diffeomorphism onto its image. With this structure, Germ(Γ) ⇒ M becomes an
effective e´tale Lie groupoid. In the reverse direction, any effective e´tale Lie groupoid G ⇒ M
induces the pseudogroup
Γ(G) := { φb = t ◦ b | b local bisection of G } ⊂ Diff loc(M).
To summarize:
Proposition 2.8. Let M be a manifold. There is a 1-1 correspondence between
{ pseudogroups Γ on M } ←→ { effective e´tale Lie groupoids G ⇒M }
given by Γ 7→ Germ(Γ) in the right direction and G 7→ Γ(G) in the left.
We omit the proof, which is a straightforward exercise. For more on this correspondence,
see also [17] (Chapter I, Section 6) and [35] (Example 5.23).
The correct notion of an “isomorphism” between pseudogroups is not at all obvious. Con-
sider the pseudogroup on R generated by
{ φ : R→ R, x 7→ x+ a | a ∈ R },
and the pseudogroup on R2 generated by
{ φ : R2 → R2, (x, y) 7→ (x+ a, y) | a ∈ R }.
Intuitively, these two pseudogroups should be “isomorphic”, because there is a bijection be-
tween their generators that preserves the group-like structures. Thus, one would expect that
the notion of “isomorphism” should be flexible enough to allow us to identify these two pseu-
dogroups, and, in general, to identify pseudogroups that act on manifolds of varying dimension.
In [5] (p. 1336), Cartan writes: “The notion of an ‘abstract group’ does not lend itself to the
theory of infinite Lie pseudogroups with the same level of purity as it does in the finite case, and
it is for this reason that it has been proven difficult to find a simple analytic characterization
for the notion of isomorphism. It is remarkable that M. Vessiot and I were simultaneously led
to the same definition of an isomorphism of two Lie pseudogroups.”
Cartan’s notion of “isomorphism”, which we call Cartan equivalence, is best formulated in
terms of Haefliger’s point of view on pseudogroups. In the following definition, G ⋉ P ⇒ P
denotes the action groupoid associated with an action of a Lie groupoid G ⇒M on a surjective
submersion π : P →M .
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Definition 2.9. A pseudogroup Γ˜ on P is an isomorphic prolongation of a pseudogroup Γ
on M along a surjective submersion π : P → M be if there exist an action of Germ(Γ) ⇒ M
on π : P →M and an isomorphism of Lie groupoids
Germ(Γ˜) ∼= Germ(Γ)⋉ P.
A pseudogroup Γ on M is Cartan equivalent to a pseudogroup Γ′ on M ′ if they admit a
common isomorphic prolongation. In this case, we write Γ ∼ Γ′.
The notion of Cartan equivalence is illustrated in the following diagram:
Γ˜y P
Γy M M ′ yΓ′
Remark 2.10. Cartan makes a distinction between two types of prolongations: holoe´drique
and me´rie´drique prolongation. The former corresponds to the above notion of an isomorphic
prolongation, while the latter is like a “covering map” of pseudogroups (see [5], p. 1336).
Proposition 2.11. Cartan equivalence defines an equivalence relation on the set of all pseu-
dogroups.
Proof. Symmetry and reflexivity are clear. For transitivity, let Γ,Γ′,Γ′′ be pseudogroups on
M,M ′,M ′′, respectively, such that Γ ∼ Γ′ and Γ′ ∼ Γ′′, i.e. Γ and Γ′ have a common isomorphic
prolongation on P , and Γ′ and Γ′′ on P ′. Using this data, we may construct an isomorphic
prolongation of Γ and Γ′ on the fibered product Q := P ×M ′ P
′.
P ×M ′ P
′
P P ′
M M ′ M ′′
Define an action of Germ(Γ) on Q as follows: let φ ∈ Γ, x ∈ Dom(φ) and (p, p′) ∈ Q such that p
projects to x. The isomorphism Germ(Γ)⋉P
≃
−→ Germ(Γ′)⋉P maps the pair (germx(φ), p) to
a pair (germx(φ
′), p). Set germx(φ) · (p, p
′) := (germx(φ
′) · p, germx(φ
′) · p′). Similarly, we can
define an action of Germ(Γ′′) on Q, and it is straightforward to verify that Γ(Germ(Γ)⋉Q) is an
isomorphic prolongation of Γ (and similarly for Γ′′), and that Germ(Γ′′)⋉Q ∼= Germ(Γ)⋉Q.
2.1.5 From Pseudogroups to Generalized Pseudogroups
All the basic notions and constructions that we presented for pseudogroups extend rather
straightforwardly to generalized pseudogroups (see Appendix A.3). For instance, given a gen-
eralized pseudogroup Γ on G ⇒M , we may construct JkΓ, the groupoid of all k-jets of elements
of Γ, and obtain the tower of jet groupoids as in (2.3). Of course, under suitable regularity
conditions, we also obtain a tower of jet algebroids on the infinitesimal side.
Also the notions of isomorphic prolongation and Cartan equivalence extend naturally. We
may construct the germ groupoid Germ(Γ) ⇒ M of Γ. It is an e´tale groupoid, but it may fail
to be effective. However, this suffices for the following definition, which allows us to compare
generalized pseudogroups that act on different Lie groupoids, and, in particular, to compare
pseudogroups (viewed as generalized pseudogroups, see A.55) with generalized pseudogroups:
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Definition 2.12. A generalized pseudogroup Γ˜ on G˜ ⇒ P is an isomorphic prolongation
of a generalized pseudogroup Γ on G ⇒M along a surjective submersion π : P →M be if there
exist an action of Germ(Γ)⇒M on π : P →M and an isomorphism of Lie groupoids
Germ(Γ˜) ∼= Germ(Γ)⋉ P.
A generalized pseudogroup Γ on G ⇒ M is Cartan equivalent to a generalized pseudogroup
Γ′ on G′ ⇒M ′ if they admit a common isomorphic prolongation. In this case, we write Γ ∼ Γ′.
2.2 Proof of the Second Fundamental Theorem
We now turn to the proof of Theorem 2.1. We have seen that a Lie pseudogroup Γ of order
k gives rise to a Lie-Pfaffian groupoid (JkΓ, ω), which, in turn, encodes Γ as its generalized
pseudogroup of local solutions (Proposition 2.6). A Lie-Pfaffian groupoid that arises in this
way satisfies the following two properties:
(a) it is standard (Proposition 2.6),
(b) it admits an integral Cartan-Ehresmann connection (Lemma 2.7).
The core of the proof of Theorem 2.1 consists of two “ingredients”, the following general facts
about Lie-Pfaffian groupoids:
1. The Canonical Prolongation: Any Lie-Pfaffian groupoid (G, ω) comes with a pseudogroup
on its total space G which we call the canonical prolongation. If (G, ω) satisfies property
(a), then the canonical prolongation is characterized as the pseudogroup on G that consists
of those elements in Diff loc(G) that preserve the target map t : G →M and ω ∈ Ω
1(G; t∗E)
(Theorem 2.15).
2. Constructing a Realization: Any Lie-Pfaffian groupoid (G, ω) satisfying properties (a) and
(b) gives rise to a Cartan algebroid and a realization whose induced pseudogroup of local
symmetries is precisely the canonical prolongation (Theorem 2.26).
In Section 2.2.5 we prove that Theorem 2.1 follows from these two facts.
2.2.1 Ingredient 1: The Canonical Prolongation
Let G be a Lie groupoid over M with source and target maps s and t. Any local bisection
b ∈ Bisloc(G), say with
φb := t ◦ b : U → V, U, V ⊂M,
induces a locally defined diffeomorphism ψb ∈ Diff loc(G) given by:
ψb : s
−1(U)→ s−1(V ), g 7→ g · b(s(g))−1. (2.4)
We call ψb the prolongation of b. From its definition, it follows that s ◦ ψb = φb ◦ s, i.e.
ψb ∈ Diff loc(G) covers φb ∈ Diff loc(M) along the source map.
Now, let (G, ω) be a Lie-Pfaffian groupoid over M , and recall that Bisloc(G, ω) denotes the
set local holonomic bisections of (G, ω), i.e. all local bisections b of G that satisfy b∗ω = 0. We
call the pseudogroup on G generated by all prolongations of elements of Bisloc(G, ω), denoted
by
prol(Bisloc(G, ω)) := 〈 { ψb | b ∈ Bisloc(G, ω) } 〉 ⊂ Diff loc(G), (2.5)
the canonical prolongation of Bisloc(G, ω).
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Proposition 2.13. Let (G, ω) be a Lie-Pfaffian groupoid. The pseudogroup prol(Bisloc(G, ω))
is an isomorphic prolongation of the generalized pseudogroup Bisloc(G, ω) along the source map
s : G →M , and hence the two are Cartan equivalent.
Proof. Given the action of the germ groupoid Germ(Bisloc(G, ω)) ⇒ M on s : G → M by
germxb · g = g · b(s(g))
−1, it is straightforward to check that
Germ(Bisloc(G, ω)) ⋉ G
≃
−→ Germ(prol(Bisloc(G, ω))), (germxb, g) 7→ germgψb,
is an isomorphism of Lie groupoids.
Example 2.14. (Lie pseudogroups) Let Γ be a Lie pseudogroup on M of order k, and let
(JkΓ, ω) be its induced Lie-Pfaffian groupoid. Writing out (2.4) in this case, any φ ∈ Γ, say
φ : U → V with U, V ⊂M , induces φk ∈ Diff loc(J
kΓ) given by
φk : s−1(U)→ s−1(V ), jkxφ
′ 7→ jkxφ
′ · (jkxφ)
−1. (2.6)
This generates the pseudogroup
Γk := 〈{φk | φ ∈ Γ}〉 ⊂ Diff loc(J
kΓ).
In the literature, Γk is often called the k-th prolongation of Γ.
In what he calls The Fundamental Theorem (pp. 1337-1339 in [5]), Cartan shows that the
k-th prolongation of a Lie pseudogroup of order k (see example above) is characterized as the
pseudogroup preserving a collection of functions and 1-forms. This theorem generalizes to the
setting of Lie-Pfaffian groupoids as follows
Theorem 2.15. Let (G, ω) be a Lie-Pfaffian groupoid and assume that it is standard (Definition
A.43). Then
prol(Bisloc(G, ω)) = { φ ∈ Diff loc(G) | φ
∗t = t, φ∗ω = ω }.
Proof. We first prove the right inclusion, i.e. that ψ∗b t = t and ψ
∗
bω = ω for any b ∈ Bisloc(G, ω).
The first equality is clear from the defining formula (2.4) of ψb. The second equality relies on
the multiplicativity of ω. Let g ∈ G and X ∈ TgG, then
(ψ∗bω)g(X) = (m
∗ω)(g,b(s(g))−1)(X, di ◦ db ◦ ds(X))
= ωg(X) + g · (i
∗ω)b(s(g))(db ◦ ds(X))
= ωg(X)− ψb(g) · (✟✟b
∗ω)s(g)(ds(X)),
where m, i and s are the multiplication, inverse and source maps, respectively. Here, the
definition of ψb is used in the first equality, the multiplicativity property (A.28) in the second
and the following general identity for multiplicative forms in the third:
− (i∗ω)g = g
−1 · ωg, ∀ g ∈ G. (2.7)
The latter is obtained by applying (A.28) on a pair (X, di(X)) with X ∈ TgG.
For the left inclusion, we have to prove that if φ ∈ Diff loc(G) satisfies φ
∗t = t and φ∗ω = ω,
then, locally, φ = ψb for some b ∈ Bisloc(G, ω). Locally here mean that, for every g ∈ Dom(φ),
there exists b ∈ Bisloc(G, ω) with s(g) ∈ Dom(b) and an open neighborhood U ⊂ Dom(φ) of g
with s(U) ⊂ Dom(b) such that φ|U = ψb|U . Spelling out ψb, this equality becomes
b(s(h)) = φ(h)−1 · h, ∀ h ∈ U. (2.8)
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To prove this, we consider the map
H = Hφ : Dom(φ)→ G, h 7→ φ(h)
−1 · h,
which is well defined because φ∗t = t, and choose a local section η of the source map s : G →M
with g ∈ Im(η) and Im(η) ⊂ Dom(φ). We set b := H ◦η. The left inclusion now follows from the
following three claims that we will prove: 1) H∗ω = 0 (and hence b∗ω = 0); 2) if we sufficiently
shrink the domain of b around s(g), then b is a bisection; and 3) H is locally constant along
the s-fibers (and hence (2.8) holds for a small enough neighborhood U of g).
1) Let X ∈ TG|Dom(φ), then
(H∗ω)g(X) = (m
∗ω)(φ(g)−1,g)(di ◦ dφ(X), X)
= (i∗ω)φ(g)(dφ(X)) + φ(g)
−1 · ωg(X)
= −φ(g)−1 · (φ∗ω)g(X) + φ(g)
−1 · ωg(X)
= 0,
where the definition of H was used in the first equality, the multiplicativity property in the
second, (2.7) in the third and the assumption that φ∗ω = ω in the fourth.
2) From the definition of H , it follows that b = H ◦ η is a local section of the source map s.
We are left to show that t◦ b is a diffeomorphism, where we are allowed to shrink the domain of
b to an arbitrarily small neighborhood of s(g). By the inverse function theorem, it is sufficient
to check that (d(t ◦ b))s(g) is a linear isomoprhism, or, by dimension count, that it is injective.
Since b is a section of s, it is injective, so it is enough to check that Ker dt ∩ Im db = {0}.
Now, since H∗ω = 0, then Im db ⊂ Ker ω, and since Ker ω ∩ Ker dt = Ker ω ∩ Ker ds
(by the definition of a Lie-Pfaffian groupoid), then Ker dt ∩ Im db = Ker ds ∩ Im db. But
Ker ds ∩ Im db = {0}, because b is a section of s, and so we are done.
3) The map H is locally constant along the s-fibers if and only if dH(X) = 0 for all
X ∈ Ker ds|Dom(φ). Let X ∈ Ker ds|Dom(φ). Note that since H
∗ω = 0 and s ◦ H = s, then
dH(X) ∈ Ker ω ∩ Ker ds. Now, since we are assuming that (G, ω) is standard (i.e. its symbol
map is injective), the vanishing of dH(X) follows from:
∂(dRg−1(dH(X)))(Y ) = δω(dH(X), db ◦ (dφb)
−1)(Y )))
= δω(dH(X), dH((d(η ◦ φ−1b ))(Y )))
= (H∗δω)(X, (d(η ◦ φ−1b ))(Y ))
= 0,
for all Y ∈ Tt(g)M , where φb = t ◦ b. Here, in the first equality Lemma A.45 was used, while
the last equality follows from the fact that
H∗ω = 0 ⇒ H∗δω = 0. (2.9)
The latter is a consequence of the fact that δω = d∇ω|Ker ω together with the basic fact that the
pullback operation commutes with the differential, which, in the case of vector bundle-valued
forms, means that H∗d∇ω = dH∗∇H
∗ω, where ∇ is a choice of a connection on the coefficients
of ω and H∗∇ is the pull-back connection.
Remark 2.16. This proof is a nice illustration of the advantage of working with Lie-Pfaffian
groupoids. In the main application, when the Lie-Pfaffian groupoid is (JkΓ, ω) with Γ a Lie
pseudogroup, this theorem can also be proven by induction on the order of the jets (this is done
e.g. in Theorem 4.1 of [15] in the case of transitive pseudogroups). However, the above proof is
substantially simpler, avoiding the need to work directly with jets and using solely the Cartan
form and a small number of its essential properties.
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2.2.2 Aside: Restricting to a Transversal
Actually, Theorem 2.15 can be improved, in some sense, by restricting the canonical prolonga-
tion to a complete transversal of the underlying Lie-Pfaffian groupoid, thus obtaining a smaller
prolongation than the canonical prolongation constructed above. This trick is employed by Car-
tan in examples (and even mentioned in his general proof of the Second Fundamental Theorem)
in order to reduce the dimension of the realization he constructs out of a given Lie pseudogroup.
We will see two examples of this in Section 2.3. Let us explain this “trick” in detail.
Let (G, ω) be a Lie-Pfaffian groupoid over M and let N ⊂M be any submanifold. Because
the orbits of the canonical prolongation prol(Bisloc(G, ω)) are contained in the t-fibers of G,
then we may restrict each of its elements to the submanifold
GN := t
−1(N) ⊂ G,
thus obtaining a pseudogroup on GN which we denote by
prol(Bisloc(G, ω))|N := { φ|GN | φ ∈ prol(Bisloc(G, ω)) } ⊂ Diff loc(GN ).
We now ask whether Proposition 2.13 and Theorem 2.15 continue to hold for this pseudogroup.
This is the case when the submanifold N is “nice” in the following sense:
Definition 2.17. Let G be a Lie groupoid over M with Lie algebroid A. A transversal to G
is a submanifold N ⊂M that intersects the orbits of G transversely, i.e.
TN + ρ(A)|N = TM |N .
A transversal is complete if it intersects each orbit at least once.
An important consequence of this condition is that if N is a complete transversal of a Lie
groupoid G, then the restriction of the source map sN := s|GN : GN → M is a surjective
submersion (the restriction of the target map tN := t|GN : GN →M is a surjective submersion
for any submanifold N). The proof of the following proposition is now a straightforward
adaptation of the proof of Proposition 2.13, and will be omitted:
Proposition 2.18. Let (G, ω) be a Lie-Pfaffian groupoid over M and let N ⊂M be a complete
transversal of G. The pseudogroup prol(Bisloc(G, ω))|N ⊂ Diff loc(GN ) is an isomorphic prolon-
gation of the generalized pseudogroup Bisloc(G, ω) along sN : GN → M , and hence the two are
Cartan equivalent.
Writing ωN := ω|GN , we also have the following version of Theorem 2.15:
Theorem 2.19. Let (G, ω) be a Lie-Pfaffian groupoid over M and assume that it is standard,
and let N ⊂M be a complete transversal of G. Then
prol(Bisloc(G, ω))|N = { φ ∈ Diff loc(GN ) | φ
∗tN = tN , φ
∗ωN = ωN }.
Proof. Observe that in Theorem 2.15 (and its proof), G plays a double role: 1) it is the Lie
groupoid underlying the Lie-Pfaffian groupoid (G, ω) whose generalized pseudogroup of local
solutions Bisloc(G, ω) we consider, and 2) it is the space on which the classical prolongation
prol(Bisloc(G, ω)) acts. In the theorem we are currently proving, G remains unchanged in the
first role and is replaced by GN in the second role. Modulo this replacement (and replacing s, t
and ω by their restrictions sN , tN and ωN ), the proof of Theorem 2.15 can be copied verbatim.
As explained above, the role of the condition of complete transversality is to ensure that sN is
a surjective submersion.
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Remark 2.20. The double role played by G, as explained in the above proof, suggests a more
conceptual framework for this theorem, namely that of a Lie-Pfaffian groupoid (G, ω) acting
on a “Pfaffian bundle” (P, θ), i.e. a surjective submersion µ : P → N equipped with a vector-
bundle valued 1-form θ (satisfying certain conditions). In our case, the “Pfaffian bundle” is
tN : GN → N equipped with ωN . This data is all that is needed in order to make sense of the
“prolongation” of the generalized pseudogroup Bisloc(G, ω) to a pseudogroup on P , and to prove
that the latter is characterized as the local symmetries of the “Pfaffian bundle”, generalizing
Theorem 2.19. This direction is currently being investigated in [7].
Remark 2.21. Ideally, to obtain the “smallest” prolongation, one would like to choose a
transversal N that crosses each orbit precisely once. In this case, N can be regarded as the
orbit space of Γ, but one which is obtained by choosing a slice rather than by taking a quotient.
In fact, this is what Cartan does in local coordinates (as we will see in the examples of Section
2.3). In the global setting, however, this is only possible if the orbits are “nice enough”. For
example, if the Lie pseudogroup is transitive, one takes N to be a point in M . In [15], the
authors study Cartan’s structure theory in the case of transitive Lie pseudogroups, and, in
particular, they prove Theorem 2.19 in the case where N is a point.
2.2.3 Ingredient 2: Constructing a Realization
The second main ingredient of the proof of the Second Fundamental Theorem is to construct a
realization of a Cartan algebroid out of the data of a Lie-Pfaffian groupoid. We will present two
different – but equivalent – constructions. In the current section, we simply provide a recipe,
which, in local coordinates, coincides with Cartan’s construction of a realization and depends
on certain choices that may seem somewhat arbitrary. In Theorem 2.26, the main result of
this section, we will show that the existence of an auxiliary form Π as in Definition 1.17 of a
realizatoin is equivalent to the existence of an integral Cartan-Ehresmann connection (Definition
A.52) on the Lie-Pfaffian groupoid we start with, thus giving a geometric interpretation to the
notion of a realization. In the next section, we show how Cartan’s structure equations can
be understood more conceptually as the pullback of the canonical Maurer-Cartan equation
on the prolongation of a Lie-Pfaffian groupoid, a notion that was introduced and studied in
[42]. We will explain the relation between the two construction and how, in a sense, the latter
construction clarifies the “arbitrariness” of the former.
Constructing an Almost Cartan Algebroid
The first step is to construct an almost Cartan algebroid out of a given standard Lie-Pfaffian
groupoid. The construction depends only on the induced Lie-Pfaffian algebroid, and hence it
suffices for this step to assume that we are given a standard Lie-Pfaffian algebroid (A,D) over
M (Definition A.38). This, as we recall, consists of two Lie algebroids A and E over M , a
surjective Lie algebroid map l : A→ E and an l-connection
D : X(M)× Γ(A)→ Γ(E).
The construction will depend on a splitting ξ of the short exact sequence of vector bundles
0 σ A E 0,
l
ξ
(2.10)
where σ = σ(A) is the symbol space of (A,D).
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From this data, we construct an almost Cartan algebroid (C,σ) as follows. We set
C := TM ⊕ E. (2.11)
The bracket of C depends on the splitting (2.10). Such a splitting induces a linear connection
on E defined by
∇ξ : X(M)× Γ(E)→ Γ(E), ∇ξX(α) := DX(ξ ◦ α). (2.12)
We consider its torsion
cξ ∈ Γ(Hom(Λ2E,E)), cξ(α, β) := [α, β]−∇ξρ(α)β −∇
ξ
ρ(β)α, (2.13)
where ρ is the anchor of E. The bracket of C,
[·, ·]ξ : Γ(C)× Γ(C)→ Γ(C), (2.14)
is defined by
[(X,α), (Y, β)]ξ :=
(
[X,Y ], cξ(α, β) +∇ξX(β)−∇
ξ
Y (α)
)
. (2.15)
The anchor, which is independent of the splitting, is simply the projection
ρ : C → TM, (X,α) 7→ X. (2.16)
It is straightforward to verify that C is a transitive almost Lie algebroid. For the vector sub-
bundle σ ⊂ Hom(C, C), we take the symbol space, where the inclusion is given by composing
the symbol map (A.48) (which is injective by the assumption that (A,D) is standard) with the
inclusion
Hom(TM,E) →֒ Hom(C, C), T 7→
(
Tˆ : (X,α) 7→
(
0, T (ρ(α)−X)
))
. (2.17)
Indeed, Tˆ takes values in Ker ρ, and hence σ ⊂ Hom(C,Ker ρ). Note that if we equip
Hom(TM,E) with the bracket
[T, S] := T ◦ ρ ◦ S − S ◦ ρ ◦ T
and Hom(C, C) with the commutator bracket, then (2.17) becomes a Lie algebra map.
Remark 2.22. To generalize this construction to non-standard Lie-Pfaffian algebroids, we
would need to relax the definition of a Cartan algebroid by requiring for there to be a map
σ → Hom(C, C) rather than an inclusion.
Proposition 2.23. The pair (C,σ) defined above is an almost Cartan algebroid. Up to gauge
equivalence, it is independent of the choice of splitting ξ.
Proof. We have already seen that (C,σ) is an almost Cartan algebroid. We are left with showing
that, for any two choices of splittings ξ : E → A and ξ′ : E → A, the resulting almost Cartan
algebroids are gauge equivalent. Taking the difference, we get a map (ξ − ξ′) : E → σ, which
we can interpret as a gauge equivalence by letting it act trivially on the first component, i.e.
(ξ − ξ′) : C = TM ⊕ E → σ, (X,α) 7→ (ξ − ξ′)(α).
It is now straightforward to verify that gauge transforming the almost Cartan algebroid (C,σ)
with bracket [·, ·]ξ by ξ − ξ′ yields the almost Cartan algebroid (Cξ′ ,σ) with bracket [·, ·]
ξ′
Remark 2.24. Note that Propositions 1.21, together with Proposition 2.23, implies that if we
manage to construct a realization of (C,σ), then it will be independent of the choice of ξ.
Remark 2.25. It would be more canonical to construct a Cartan pair rather than a Cartan
algebroid (see Section 1.5 and, in particular, Theorem 1.51). The Cartan pair will consist of
the pair (TM ⊕ A,σ), and will not require the choice of a splitting ξ. We have chosen the
Cartan algebroid point of view in order to remain closer to Cartan’s original constructions.
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Constructing a Realization
The second step is to construct a realization of the almost Cartan algebroid (C,σ). To this
end, we assume that (A,D) is the Lie-Pfaffian algebroid of a standard Lie-Pfaffian groupoid
(G, ω), and as a candidate for the realization we take the pair (G,Ω) consisting of the target
map t : G →M and the 1-form
Ω = (dt, ω) ∈ Ω1(G; t∗C).
Here, we are using that C = TM ⊕ E and we are viewing the differential of the target map dt
as a 1-form on G with values in t∗TM . The problem at hand is to check whether there exists
Π ∈ Ω1(G; t∗σ) as in Definition 1.17 of a realization, and the idea is to show that such a Π
corresponds precisely to an integral Cartan-Ehresmann connection on the Lie-Pfaffian groupoid
(G, ω) (see Definition A.52).
To begin with, given a Lie groupoid G, recall that an Ehresmann connection on the source
map s : G →M has two equivalent descriptions: a right splitting H : s∗TM → TG of the short
exact sequence
0→ t∗A ∼= T sG → TG
ds
−→ s∗TM → 0, (2.18)
or a left splitting, also known as a connection 1-form, which, due to the canonical isomorphism
t∗A ∼= T sG, can be viewed as an element of Ω1(G; t∗A) that restricts to the Maurer-Cartan
form (i.e. right translation) on T sG.
Now, given a Lie-Pfaffian groupoid (G, ω), there is a special class of compatible Ehresmann
connections on s : G →M called Cartan-Ehresmann connections (Definition A.52). A Cartan-
Ehresmann connection is an Ehresmann connection H : s∗TM → TG that takes values in the
Cartan distribution Cω = Ker ω ⊂ TG, or, equivalently, a right splitting H : s
∗TM → Cω of
the short exact sequence
0→ t∗σ → Cω
ds
−→ s∗TM → 0. (2.19)
What is the corresponding notion in terms of connection 1-forms? To answer this question,
we use the splitting (2.10) that we have fixed earlier. This splitting induces an isomorphism
A ∼= E ⊕ σ, which, in turn, induces a decomposition
Ω1(G; t∗A) ∼= Ω1(G; t∗E)⊕ Ω1(G; t∗σ). (2.20)
Given a Cartan-Ehresmann connection H , the induced connection 1-form has, therefore, two
components. The first component is precisely ω (easy to see), and we denote the second
component by Π = ΠH ∈ Ω
1(G; t∗σ). We thus have a map
H 7→ Π = ΠH , (2.21)
and:
Theorem 2.26. Let (G, ω) be a standard Lie-Pfaffian groupoid overM . The map (2.21) defines
a 1-1 correspondence between
Cartan-Ehresmann
connections H on G
←→
Π ∈ Ω1(G; t∗σ)
satisfying (1.6),
(2.22)
that restricts to a 1-1 correspondence between
integral Cartan-Ehresmann
connections H on G
←→
Π ∈ Ω1(G; t∗σ)
satisfying (1.6) and (1.5).
(2.23)
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Thus, the pair (G,Ω), consisting of the target map t : G →M and Ω = (dt, ω), is a realization
of the almost Cartan algebroid (C,σ) (which is then a Cartan algebroid) if and only if (G, ω)
admits an integral Cartan-Ehresmann connection.
Proof. We begin with (2.22). Let H be a Cartan-Ehresmann connection and let Π = ΠH ∈
Ω1(G; t∗σ) be 1-form given by (2.21). First note that
(Ω,Π) = (dt, ω,Π) : TG
≃
−→ t∗(TM ⊕ E ⊕σ) (2.24)
is pointwise surjective, since dt is surjective onto t∗TM and (ω,Π) restricts to the Maurer-
Cartan form on T sG, which is then surjective onto t∗(E ⊕ σ) ∼= t∗A. So, by dimension count,
(Ω,Π) is pointwise an isomorphism and (1.6) is satisfied. In fact, we can explicitly describe the
inverse of (2.24), which will serve us in the second part of the proof. Let us denote the map at
the level of sections that is induced by the inverse of (2.24) by:
X(M)→ X(G), X 7→ YX ; Γ(E)→ X(G), α 7→ Yα; Γ(σ)→ X(G), S 7→ YS .
Thus, YX , Yα, YS ∈ X(G) are the unique vector fields that satisfy:
dt(YX) = t
∗X, ω(YX) = 0, Π(YX) = 0,
dt(Yα) = 0, ω(Yα) = t
∗α, Π(Yα) = 0,
dt(YS) = 0, ω(YS) = 0, Π(YS) = t
∗S.
(2.25)
Given a section α ∈ Γ(A), we denote the induced right invariant vector field by α˜ ∈ X(G). Also
recall that there is canonical isomorphism
ψ : s∗TM
≃
−→ t∗TM (2.26)
of vector bundles over G which is equal to dt ◦H (Lemma A.37). We define the map:
X(M)→ X(JkΓ), X 7→ XH = H ◦ (dt ◦H)−1(t∗X).
One now readily verifies that
YX = X
H , Yα = ξ˜(α)− ρ(α)
H , YS = S˜. (2.27)
In the other direction, choose Π ∈ Ω1(G; t∗σ) that satisfies (1.6), so we have an isomorphism
(2.24). This induces a Cartan-Ehresmann connection H : s∗TM → TG as follows: denote the
restriction of the inverse of (2.24) to t∗TM by H ′ : t∗TM → TG and set H = H ′ ◦ ψ, where ψ
is the isomorphism (2.26). Indeed,
ds ◦H = ds
↑
=ψ−1◦dt
◦H ′ ◦ ψ = ψ−1 ◦ dt ◦H ′︸ ︷︷ ︸
=id
◦ψ = ψ−1 ◦ ψ = id.
It is easy to see that this construction is inverse to (2.21).
We move on to (2.23). Let H be an integral Cartan-Ehresmann connection. We must show
that the induced Π satisfies the structure equation (1.5). For this, it is enough to verify that
the expression
dΩ +
1
2
[Ω,Ω]−Π ∧ Ω = d(dt, ω) +
1
2
[(dt, ω), (dt, ω)]−Π ∧ (dt, ω) (2.28)
vanishes when applied to all possible pairs of the type (2.27). In the following computations,
we use Lemma 1.9 to evaluate the Maurer-Cartan expression MCΩ = dΩ+
1
2 [Ω,Ω]:
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1. (dΩ +
1
2
[Ω,Ω]−Π ∧ Ω)(YX , YX′)
=
(
d(dt, ω) +
1
2
[(dt, ω), (dt, ω)]−Π ∧ (dt, ω)
)
(YX , YX′)
= −
(
dt([XH , X ′H ]),✭✭✭
✭✭
✭
ω([XH , X ′H ])︸ ︷︷ ︸
H is integral
)
+ t∗[(X, 0), (X ′, 0)]
= −
(
t∗[X,X ′]︸ ︷︷ ︸
YX , YX′ are t-related to X,X
′
, 0
)
+ t∗([X,X ′], 0) = 0
2. (dΩ +
1
2
[Ω,Ω]−Π ∧ Ω)(YX , Yα)
= −
(
✭✭
✭✭
✭✭dt([YX , Yα])︸ ︷︷ ︸
Yα is t-related to 0
, ω([YX , Yα])
)
+ t∗[(X, 0), (0, α)]
= −
(
0, ω([XH, ξ˜(α)])︸ ︷︷ ︸
= t∗∇ξX (α) by Lemma A.42
−✭✭✭
✭✭
✭✭
ω([XH, ρ(α)H ])︸ ︷︷ ︸
H is integral
)
+ t∗(0,∇ξX(α)) = 0
3. (dΩ +
1
2
[Ω,Ω]−Π ∧ Ω)(YX , YS)
= −
(
dt([YX , YS ]), ω([YX , YS ])
)
+Π(YS)((dt, ω)(YX))
= −
(
0, ω([XH , S˜])︸ ︷︷ ︸
= t∗DX (S) = −t
∗S(X)
)
+ t∗(0, S(−X)) = 0
4. (dΩ +
1
2
[Ω,Ω]−Π ∧ Ω)(Yα, Yα′)
= −
(
dt([Yα, Yα′ ]), ω([Yα, Yα′ ])
)
+ t∗[(0, α), (0, α′)]
= −
(
0, ω([ξ˜(α), ξ˜(α′)])︸ ︷︷ ︸
=t∗[α,α′]
−ω([ρ(α)H , ξ˜(α′)])︸ ︷︷ ︸
=t∗∇ξ
ρ(α)
(α)
+ω([ρ(α′)H , ξ˜(α)])︸ ︷︷ ︸
=t∗∇ξ
ρ(α′)
(α)
)
+
(
0,
✭✭
✭✭
✭✭
✭✭
ω([ρ(α)H , ρ(α′)H ])︸ ︷︷ ︸
H is integral
)
− t∗(0, cξ(α, α′)) = 0
5. (dΩ +
1
2
[Ω,Ω]−Π ∧ Ω)(Yα, YS)
= −
(
dt([Yα, YS ]), ω([Yα, YS ])
)
+Π(YS)((dt, ω)(Yα))
= −
(
0,✘✘
✘✘
✘
ω([ξ˜(α), S˜])︸ ︷︷ ︸
= dπ([ξ(α), S]) = 0
−ω([ρ(α)H , S˜])︸ ︷︷ ︸
=−t∗S(ρ(α))
)
+ t∗(0, S(ρ(α)) = 0
6. (dΩ +
1
2
[Ω,Ω]−Π ∧ Ω)(YS , YS′)
= −
(
dt([YS , YS′ ]), ω([YS , YS′ ])
)
= −
(
0,✘✘
✘✘ω([S˜, S˜′])︸ ︷︷ ︸
= dπ([S,S′]) = 0
)
= 0
Conversely, let Π ∈ Ω1(G; t∗σ) satisfy (1.5) and (1.6). Thus, Π induces a Cartan-Ehresmann
connectionH on G. LetX,X ′ ∈ X(M) and setXH := H◦ψ−1(t∗X) andX ′H := H◦ψ−1(t∗X ′).
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Using (1.5),
0 = (dΩ +
1
2
[Ω,Ω]−Π ∧Ω)(XH , X ′H)
= −
(
dt([XH , X ′H ]), ω([XH , X ′H ])
)
+ t∗[(X, 0), (X ′, 0)]
= −
(
0, δω(H ◦ ψ−1(X), H ◦ ψ−1(X ′))
)
.
We conclude that δω(H(·), H(·)) = 0 and, hence, that H is integral.
2.2.4 Aside: the Maurer-Cartan Equation of a Lie-Pfaffian Groupoid
The above construction of a realization, which may seem somewhat arbitrary at first, can
be understood more conceptually in terms of the Maurer-Cartan equation on the classical
prolongation of a Lie-Pfaffian groupoid, which was introduced and studied in [42] (but which
comes from the classical notion of a prolongation, as its name suggests).
Let us briefly review the construction of the classical prolongation. For more details, see
Appendix A.2. Let (G, ω) be a Lie-Pfaffian groupoid, and let
G˜ ⇒M
be the subgroupoid of the first jet groupoid J1G ⇒ M consisting of all elements j1xb that
pull-back both ω and its differential δω to zero (note that the notation Pω(G) is used for
G˜ in Appendix A.2). We say that G˜ is smoothly defined (or 1-integrable) if the projection
π : G˜→ G, j1xb 7→ b(x), admits a global section and if the symbol space of (G, ω) is of constant
rank. This condition implies that G˜ ⇒ M is a Lie subgroupoid and π : G˜ → G is an affine
bundle. In this case, we may equip G˜ with the restriction of the Cartan form of J1G, which we
denote by ω˜ ∈ Ω1(G˜; t∗A), and the pair (G˜, ω˜) becomes a Lie-Pfaffian groupoid which we call
the classical prolongation of (G, ω).
The Cartan form ω˜ on of the classical prolongation satisfies a Maurer-Cartan equation. The
equation is defined in complete analogy to the construction in Section 1.2. The differential of
ω˜,
dωω˜ ∈ Ω
2(G˜; t∗E),
is defined by the Koszul-type formula
dωω˜(X,Y ) := (t
∗D)X(ω˜(Y ))− (t
∗D)Y (ω˜(X))− l ◦ ω˜([X,Y ]), ∀ X,Y ∈ X(G˜),
where D = Dω : X(M)× Γ(A)→ Γ(E) is the Spencer operator induced by ω. The torsion
{·, ·}ω ∈ Γ(Hom(Λ
2A,E))
is defined by
{α, β}ω := [α, β]−Dρ(α)β +Dρ(β)α, ∀ α, β ∈ Γ(A),
and we may use this pairing to define a graded bracket
{·, ·}ω : Ω
p(G˜; t∗A)× Ωq(G˜; t∗A)→ Ωp+q(G˜; t∗E)
by the usual wedge-like formula. In particular,
1
2
{ω˜, ω˜}ω(X,Y ) = {ω˜(X), ω˜(Y )}ω.
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Together, we obtain the Maurer-Cartan expression
dωω˜ +
1
2
{ω˜, ω˜}ω ∈ Ω
2(G˜; t∗E).
Note that, in contrast to the construction in Section 1.2, this construction is canonical and does
not require the choice of a connection. This, however, comes at the cost of “going one level
down”, in the sense that, while ω˜ is a form with values in A, the Maurer-Cartan expression
takes values in E. Finally, we have that:
Theorem 2.27. Let (G, ω) be a Lie-Pfaffian groupoid and assume that its classical prolongation
is smoothly defined (G˜, ω˜). Then
dωω˜ +
1
2
{ω˜, ω˜}ω = 0. (2.29)
For the proof, see Theorem 6.2.17 together with Proposition 6.2.41 in [42].
Remark 2.28. In [42], the abstract notion of a Lie prolongation of a Lie-Pfaffian groupoid
(G, ω) is introduced, and it is proven that the classical prolongation is universal amongst all Lie
prolongations. A Lie prolongation is, roughly speaking, a Lie-Pfaffian groupoid (G˜, ω˜), together
with a map p : (G˜, ω˜)→ (G, ω), that satisfies certain compatibility conditions between ω and ω˜.
It is then proven that these compatibility conditions are equivalent to the above Maurer-Cartan
equation, which can be interpreted as a compatibility condition between ω˜ and ω.
Let us now explain how the construction of a realization from the previous section relates
to this Maurer-Cartan equation. Let (G, ω) be a Lie-Pfaffian groupoid and assume that its
classical prolongation is smooth. In Appendix A.2 it is shown that a section of the projection
π : G˜→ G is the same thing as an integral Cartan-Ehresmann connection. Given such a section,
say η : G → G˜, we can pull-back the Cartan form to obtain a 1-form
η∗ω˜ ∈ Ω1(G; t∗A).
Choosing a splitting (2.10) as in the construction of the previous section, we obtain a decomposi-
tion A ∼= E⊕σ, and η∗ω˜ decomposes into two components. The first is precisely ω ∈ Ω1(G; t∗E),
while the second, which we denote by Π ∈ Ω1(G; t∗σ), is precisely the 1-form which is obtained
from the Cartan-Ehresmann connection η via the map (2.21). Thus, the pair (ω,Π) is nothing
but the pull-back of ω˜ by η. This, however, is not quite a realization yet, since Cartan chooses
to complete (ω,Π) to a “coframe” of G by including the 1-form dt ∈ Ω1(G; t∗TM), and to view
ω and dt as a single 1-form Ω = (dt, ω) ∈ Ω1(G; t∗C), where recall that C = TM⊕E. Now, using
the same ideas as in the proof of Theorem 2.26, it is not hard to see that the Maurer-Cartan
equation (2.29) for ω˜ is equivalent to the structure equation (1.5) for the induced pair (Ω,Π).
2.2.5 Proof of the Second Fundamental Theorem
We are now ready to complete the proof of Theorem 2.1. The two “ingredients” have the
following implication:
Corollary 2.29. Let (G, ω) be a Lie-Pfaffian groupoid on M . If it is standard and admits an
integral Cartan-Ehresmann connection, then the associated pair (C,σ) (see Proposition 2.23)
is a Cartan algebroid, (G,Ω) (see Theorem 2.26) a realization, and the induced pseudogroup
Γ(G,Ω) (see (1.3)) is precisely the canonical prolongation of Bisloc(G, ω) (see (2.5)):
Γ(G,Ω) = prol(Bisloc(G, ω)). (2.30)
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Thus, Γ(G,Ω) is in normal form and it is Cartan equivalent to the generalized pseudogroup
Bisloc(G, ω) of local solutions of (G, ω).
Proof. This is an immediate consequence of Proposition 2.13, Theorem 2.15 and Theorem 2.26.
Note that, in (2.30), we are using the simple fact that, for φ ∈ Diff loc(G), φ
∗t = t if and only if
φ∗t = t and φ∗dt = dt.
This corollary can also be “improved” by restricting to a complete transversal of G, as
explained in Section 2.2.2. Using the notation from Example 1.42 for the restrictions of a
Cartan algebroid and a realization, we have that:
Corollary 2.30. Let (G, ω) be a Lie-Pfaffian groupoid on M and let N ⊂ M be a complete
transversal of G. If (G, ω) is standard and admits an integral Cartan-Ehresmann connection,
then the associated pair (CN ,σN ) is a Cartan algebroid, (GN ,ΩN ) is a realization, and the
induced pseudogroup Γ(GN ,ΩN) is precisely the canonical prolongation of Bisloc(G, ω):
Γ(GN ,ΩN ) = prol(Bisloc(G, ω)), (2.31)
Thus, Γ(GN ,ΩN) is in normal form and Cartan equivalent to the generalized pseudogroup
Bisloc(G, ω) of local solutions of (G, ω).
Proof. In the previous proof, replace Proposition 2.13 and Theorem 2.15 with their “complete
transversal counterparts”, Proposition 2.18 and Theorem 2.19, and use the fact that Cartan
algebroids and realizations can be restricted to submanifolds (Example 1.42).
And finally, the proof of the Second Fundamental Theorem:
Proof (Theorem 2.1). Let Γ be a Lie pseudogroup on M of order k. The pair (JkΓ, ω), con-
sisting of the k-the jet groupoid of Γ and its Cartan form, is a standard Lie-Pfaffian groupoid,
and Γ is Cartan equivalent to its generalized pseudogroup of local solutions Bisloc(J
kΓ, ω) (see
Section 2.1.3). By Lemma 2.7, (JkΓ, ω) admits an integral Cartan-Ehresmann connection.
Thus, we may apply Corollary 2.29 to obtain the realization (JkΓ,Ω) of the Cartan algebroid
(TM ⊕Ak−1Γ,σkΓ), and the associated pseudogroup Γ(JkΓ,Ω) is in normal form and Cartan
equivalent to Bisloc(J
kΓ, ω), which, in turn, is Cartan equivalent to Γ. Using Corollary 2.30
instead, we may also replace this realization by its restriction to any complete transversal to
the orbits of Γ.
2.3 Two Examples of Cartan
We conclude this section by looking at two explicit examples from Cartan’s work ([5], pp. 1344-
1347) of the construction of a realization out of a given Lie pseudogroup. In each example, we
start by citing Cartan, showing how he constructs a Lie pseudogroup Γ˜ in normal form out of
a given Lie pseudogroup Γ. Then, revisiting the example, we apply the algorithm of our proof,
computing the Cartan algebroid and realization induced by Cartan’s initial pseudogroup and
arriving at Cartan’s formulas. Some computations are performed here in a concise manner,
and we refer the reader to [49] for more details.
2.3.1 Example 1 - Cartan
Cartan: “Let Γ be the pseudogroup of homographic transformations in one variable
X =
ax+ b
cx+ d
a, b, c, d ∈ R, ad− bc 6= 0. (2.32)
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We know that the defining equation of the pseudogroup is
X ′X ′′′ −
3
2
(X ′′)2 = 0.
We set
X ′ = u, X ′′ = v,
and we have the system
dX = ω1 = udx, du = vdx, dv =
3
2
v2
u
dx.
We have
dω1 = du ∧ dx =
du− vdx
u
∧ udx =
du− vdx
u
∧ ω1.
The form du−vdxu is thus invariant, we denote it by ω2,
ω2 =
du
u
−
v
u
dx.
We compute
dω2 = −
1
u
dv ∧ dx+
v
u2
du ∧ dx =
(
−
1
u2
dv +
v
u3
du
)
∧ ω1
=
(
−
1
u2
(
dv −
3
2
v2
u
dx
)
+
v
u3
(du− vdx)
)
∧ ω1,
from which we obtain the new invariant form
ω3 = −
1
u2
dv +
v
u3
du+
1
2
v2
u3
dx.
We compute
dω3 =
1
u3
du ∧ dv +
v
u3
dv ∧ dx−
3
2
v2
u4
du ∧ dx = ω3 ∧ ω2.
The structure equations are
dω1 = ω2 ∧ ω1, dω2 = ω3 ∧ ω1, dω3 = ω3 ∧ ω2.” (2.33)
Thus, starting with a pseudogroup Γ on R (with coordinate x) Cartan constructs a realiza-
tion on R3\{u = 0} (with coordinates x, u, v) consisting of the 1-forms ω1, ω2, ω3. We may now
compute the induced pseudogroup Γ˜ on R3\{u = 0}. It is generated by the transformations:
x¯ =
ax+ b
cx+ d
, u¯ = u
(cx+ d)2
ad− bc
, v¯ =
v(cx+ d)4 + 2uc(cx+ d)3
(ad− bc)2
,
where a, b, c, d ∈ R and ad − bc 6= 0. It is clearly an isomorphic prolongation of (and hence
Cartan equivalent to) Γ0.
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2.3.2 Example 1 - Revisited
We consider again the pseudogroup Γ on M = R defined in (2.32). Let x be the coordinate on
M . The pseudogroup is generated by the following locally defined diffeomorphisms (that are
defined where cx+ d 6= 0):
φ : x 7→
ax+ b
cx+ d
, a, b, c, d ∈ R with ad− bc 6= 0.
The first three derivatives of φ are
∂φ
∂x
=
ad− bc
(cx+ d)2
,
∂2φ
∂x2
= −2c
ad− bc
(cx+ d)3
,
∂3φ
∂x3
=
3
2
(
∂2φ
∂x2
)2(
∂φ
∂x
)−1
. (2.34)
One can check that the third equation is the defining equation of Γ, i.e. Γ is of order 3. We
must compute J2Γ and J3Γ. For the former, it is not difficult to show that J2Γ = J2M , on
which we have the coordinates
J2Γ = J2M = { (X, x, u, v) | X, x, u, v ∈ R, u 6= 0 },
where a jet j2xφ is mapped to the coordinates (φ(x), x,
∂φ
∂x (x),
∂2φ
∂x2 (x)). The source map is
s(X, x, u, v) = x, and hence the Lie algebroid A2Γ = A2M has a global frame
∂X(x) :=
∂
∂X
(x, x, 1, 0), ∂u(x) :=
∂
∂u
(x, x, 1, 0), ∂v(x) :=
∂
∂v
(x, x, 1, 0),
and the bracket is readily computed to be
[∂X , ∂u] = 0, [∂X , ∂v] = 0, [∂u, ∂v] = ∂v,
and the anchor is
ρ : A2M → TM, ∂X 7→
∂
∂x
, ∂u 7→ 0, ∂v 7→ 0.
Turning to J3Γ, the third equation in (2.34) shows that each jet in J2Γ uniquely extends
to a jet in J3Γ. This implies that there is an isomorphism of Lie groupoids given by the
projection π : J3Γ
≃
−→ J2Γ (Γ is of finite type). Next, one readily computes the Cartan form
ω ∈ Ω1(J3Γ; t∗A2Γ), which takes the following form:
ω = (dX − udx) t∗∂X +
1
u
(du− vdx) t∗∂u +
1
u2
(dv −
v
u
du−
1
2
v2
u
dx) t∗∂v
(it is remarkable that the formulas for the components of the Cartan form precisely coincide
with formulas that Cartan obtains using various tricks and manipulations, e.g. see (2.33)). The
Spencer operator D : Γ(A3Γ)→ Ω1(M ;A2Γ) is
D : ∂X 7→ 0, ∂u 7→ −dx⊗ ∂X , ∂v 7→ −dx⊗ ∂u.
With this data, we can compute the induced Cartan algebroid and its realization. First,
C = TM ⊕A2Γ,
for which we take the frame (as before, we make these choices to conform with Cartan’s choices)
e1 = −∂X , e
2 = ∂u, e
3 = −∂v, e
4 =
∂
∂x
+ ∂X .
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In this example, σ = 0. The bracket on C is canonical, since there is no choice in splitting the
projection from A3Γ to A2Γ. Thus, the connection (2.12) coincides with the Spencer operator
D and the associated torsion (2.13) is determined by
c(∂X , ∂u) = ∂X , c(∂X , ∂v) = ∂u, c(∂u, ∂v) = ∂v.
From this, we compute the bracket of C,
[e1, e2] = e1, [e1, e3] = e2, [e1, e4] = 0,
[e2, e3] = e3, [e2, e4] = 0, [e3, e4] = 0,
and the anchor
ρ : C → TM, e1 7→ 0, e2 7→ 0, e3 7→ 0, e4 7→
∂
∂x
.
The induced realization (J3Γ,Ω) of (C, 0) consists of the target map t : J3Γ → M and the
extended Cartan form Ω = (dt, ω), which, in terms of our choice of a frame, decomposes as
Ω = ω1 t
∗e1 + ω2 t
∗e2 + ω3 t
∗e3 + ω4 t
∗e4,
with
ω1 = udx, ω2 =
1
u
(du− vdx), ω3 = −
1
u2
(dv −
v
u
du−
1
2
v2
u
dx), ω4 = dX.
In this case, Π = 0, and
Ω : J3Γ
≃
−→ t∗C and dΩ +
1
2
[Ω,Ω] = 0,
or, in terms of components, ω1, ω2, ω3, ω4 is a coframe of J
3Γ and
dω1 + ω1 ∧ ω2 = 0,
dω2 + ω1 ∧ ω3 = 0,
dω3 + ω2 ∧ ω3 = 0,
dω4 = 0.
Restricting to the complete transversal X = 0, we have that ω4 = 0, and we recover Cartan’s
forms and structure equations.
2.3.3 Example 2 - Cartan
Cartan: “Let Γ be the pseudogroup on R2 whose elements are given by
X = f(x), Y =
y
f ′(x)
, (2.35)
where f is an arbitrary function of x and f ′ its derivative (nowhere vanishing). The defining
equations are
dX =
y
Y
dx, dY = udx+
Y
y
dy =: ω2,
they are of 1st order. We set Y = 1 on the right hand side of both equation, and obtain
ω1 = ydx, ω2 = udx+
1
y
dy, (2.36)
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with the structure equations
dω1 = ω2 ∧ ω1, dω2 = π ∧ ω1,
where π = 1ydu (mod dx). We remark here that the pseudogroup Γ is the isomorphic prolonga-
tion of the pseudogroup X = f(x), where the defining equation is dX = udx, with
ω1 = udx, dω1 = π ∧ ω1.” (2.37)
Here, Cartan starts with a pseudogroup Γ on R2 (with coordinates x, y), or, to be more
precise, onR2\{y = 0} (otherwise the equations are ill-defined). He then constructs a realization
on R3\{y = 0} (with coordinates x, y, u) consisting of the 1-forms ω1, ω2. To write the structure
equations, he introduces the auxiliary form π. A computation now shows that the induced
pseudogroup in normal form Γ˜ on R3\{y = 0} is generated by
x¯ = f(x), y¯ =
y
f ′(x)
, u¯ =
uf ′(x) + f ′′(x)
(f ′(x))2
, f ∈ Diffloc(R). (2.38)
As before, it is clearly an isomorphic prolongation of Γ.
In this example (as in the previous one), Cartan simplifies the expressions by setting the
target variable Y to the fixed value 1. This is an instance of the simplification obtained by
restricting to a complete transversal, as explained in Section 2.2.2. Cartan uses this simplifi-
cation to reduce the dimension of the space on which the isomorphic prolongation acts, thus
obtaining a smaller isomorphic prolongation. However, one may also skip this simplification to
obtain the canonical prolongation. Indeed, prior to the simplification of setting Y = 1, we had
the 1-forms
ω1 =
y
Y
dx, ω2 = udx+
Y
y
dy. (2.39)
Adding to this data the projection functions
I1 = X, I2 = Y,
and their differentials
ω3 = dX, ω4 = dY, (2.40)
the structure equations are
dω1 =
1
Y
(ω2 − ω4) ∧ ω1, dω2 =
1
Y
ω4 ∧ ω2 + π ∧ ω1, dω3 = 0, dω4 = 0,
with
π =
Y
y
du−
u
y
dY mod dx.
The isomorphic prolongation on R5\{y = 0 or Y = 0} (with coordinates x, y,X, Y, u) is
x¯ = f(x), y¯ =
y
f ′(x)
, X¯ = X, Y¯ = Y, u¯ =
uf ′(x) + Y f ′′(x)
(f ′(x))2
, f ∈ Diffloc(R).
The restriction to the orbit {X = 0, Y = 1} is precisely Cartan’s isomorphic prolongation.
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2.3.4 Example 2 - Revisited
Consider again the pseudogroup Γ on M = R2\{y = 0} defined in (2.35). Let (x, y) be
coordinates on M . The pseudogroup is generated by
φ : (x, y) 7→ (φx(x, y), φy(x, y)) = (f(x),
y
f ′(x)
), f ∈ Diffloc(R). (2.41)
The pseudogroup is transitive and, hence, J0Γ = J0M and A0Γ = A0M . On J0Γ we have
coordinates
J0Γ = {(X,Y, x, y) | y 6= 0 and Y 6= 0},
where (x, y) are the source coordinates and (X,Y ) the target. We denote the induced frame
on the Lie algebroid A0Γ by
∂X , ∂Y ∈ Γ(A
0Γ).
The bracket and anchor of A0Γ are
[∂X , ∂Y ] = 0 and ρ : A
0Γ→ TM, ∂X 7→
∂
∂x
, ∂Y 7→
∂
∂y
.
The first derivatives of the elements of Γ are
∂φx
∂x
=
y
φy
,
∂φx
∂y
= 0,
∂φy
∂x
= −
f ′′(x)y
(f ′(x))2
,
∂φy
∂y
=
φy
y
,
(2.42)
from which we deduce that
J1Γ = {(X,Y, x, y, u) | y 6= 0 and Y 6= 0},
where a jet j1(x,y)φ is assigned the coordinates (φx(x, y), φy(x, y), x, y,
∂φy
∂x (x, y)). The source
map is given by s(X,Y, x, y, u) = (x, y), and so the Lie algebroid A1Γ has a global frame
eX , eY , eu, where
eX(x, y) =
∂
∂X
(x, y, x, y, 0), eY (x, y) =
∂
∂Y
(x, y, x, y, 0),
eu(x, y) =
∂
∂u
(x, y, x, y, 0).
The projection is given by
dπ : A1Γ→ A0Γ, eX 7→ ∂X , ey 7→ ∂Y , eu 7→ 0. (2.43)
Next, computing the Cartan form ω ∈ Ω1(J1Γ; t∗A0Γ), we readily find that
ω = (dX −
y
Y
dx) t∗∂X + (dY − udx−
Y
y
dy) t∗∂Y ,
and the Spencer operator D : Γ(A1Γ)→ Ω1(M ;A0Γ) takes the form
D : eX 7→ 0, eY 7→
1
y
(dx⊗ ∂X − dy ⊗ ∂Y ), eu 7→ −dx⊗ ∂Y .
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With this data, we can set out to compute the induced Cartan algebroid and its realization.
First, for the Cartan algebroid,
C = TM ⊕A0Γ.
One natural frame for this vector bundle would be ∂∂x ,
∂
∂y , ∂X , ∂Y . Cartan’s formulas, however,
correspond to the frame
e1 = −∂X , e
2 = −∂Y , e
3 = ∂X +
∂
∂x
, e4 = ∂Y +
∂
∂y
.
For the tableau bundle
σ = Ker (dπ : A1Γ→ A0Γ),
we choose the frame t = eu. The bracket of C depends on a choice of a splitting of (2.43), for
which we choose
ξ : A0Γ→ A1Γ, ∂X 7→ eX , ∂Y 7→ eY .
The induced connection ∇ξ on A0Γ defined in (2.12) is given by
∇ξ∂/∂x(∂X) = 0, ∇
ξ
∂/∂y(∂X) = 0, ∇
ξ
∂/∂x(∂Y ) =
1
y
∂X , ∇
ξ
∂/∂y(∂Y ) = −
1
y
∂Y ,
and the torsion cξ of ∇ξ defined in (2.13) is given by
cξ(∂X , ∂Y ) = −
1
y
∂X .
The bracket (2.15) on C is then
[e1, e2] =
1
y
e1, [e1, e3] = 0, [e1, e4] = −
1
y
e1,
[e2, e3] = 0, [e2, e4] =
1
y
e2, [e3, e4] = 0,
and the anchor (2.16) is
ρ : C → TM, e1 7→ 0, e2 7→ 0, e3 →
∂
∂x
, e4 7→
∂
∂y
.
The action of σ on C is
t(e1) = e2, t(e2) = 0, t(e3) = 0, t(e4) = 0.
Thus, writing [ej , ek] =
∑4
i=1 c
jk
i e
i and t(ej) =
∑4
i=1 a
j
ie
i, the non-zero structure functions are
c121 =
1
y
, c141 = −
1
y
, c232 =
1
y
, a12 = 1.
Finally, we describe the realization (J1Γ,Ω) of (C,σ). The realization consists of the target
map t : J1Γ → M and the extended Cartan form Ω = (dt, ω). In terms of the frame of C, Ω
decomposes as
Ω = ω1 t
∗e1 + ω2 t
∗e2 + ω3 t
∗e3 + ω4 t
∗e4,
with
ω1 =
y
Y
dx, ω2 = udx+
Y
y
dy, ω3 = dX, ω4 = dY.
These are precisely the forms (2.39) and (2.40), and, when restricting to the orbit X = 0, Y = 1,
these are precisely Cartan’s forms (2.36).
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3 The Systatic Space and Reduction
Cartan’s systatic system and procedure for reducing the inessential invariants (pp. 197-202
in [3] and pp. 18-24 in [5]) are probably the least understood parts of his work on Lie pseu-
dogroups. The language of Cartan algebroids and realizations allows us not only to gain a
better understanding of this side of Cartan’s work but also to go a step further and to obtain
an improved reduction procedure. This, of course, comes at the cost of an increased level of
abstraction. In particular, Lie-Pfaffian groupoids and generalized pseudogroups will play an
important role.
This section is divided into three parts. First, we show that any Cartan algebroid has an
intrinsic Lie algebroid lying within it which we call the systatic space, and we prove that this Lie
algebroid acts canonically on all realizations. Cartan’s systatic system arises as the involutive
distribution at the image of this action. Next, we describe a reduction procedure that allows
us to replace any pseudogroup in normal form by a Cartan equivalent “reduced” generalized
pseudogroup, namely one that acts on a space of smaller dimension. Roughly speaking, the
procedure amounts to “dividing out” by the action of the systatic space. We conclude the
section with two examples of the reduction procedure.
3.1 The Systatic Space of a Cartan Algebroid
In Section 1.1, we saw that, in Cartan’s langauge, a pseudogroup in normal form is a pseu-
dogroup that preserves the data of a realization, namely a family of functions and 1-forms that
satisfy the set of structure equations
dωi +
1
2
cjki ωj ∧ ωk = a
λj
i πλ ∧ ωj .
In [5] (pp. 18-19), by examining the stabilizer groups of a pseudogroup in normal form, Cartan
shows that the set of equations
aiλjω
j = 0, i = 1, ...,m, λ = 1, ..., p (3.1)
defines an involutive distirbution on the total space of the realization that consists of all vectors
that are invariant under the infinitesimal generators of the stabilizer groups. He calls (3.1) the
systatic system. The modern picture of Cartan algebroids and realizations allos us to clarify
the geometric structure that is hidden behind (3.1), as we now explain
The Partial Systatic Space
While the axioms of a Cartan algebroid (Definition 1.26) may seem rather obscure, as they
require the existence of t and ∇ which themselves are not part of the structure, there are
several interesting consequences that are of an intrinsic nature and that turn out to be intimately
related to Cartan’s systatic system.
Definition 3.1. The partial systatic space of a Cartan algebroid (C,σ) over N is the set-
theoretical vector subbundle S0 ⊂ C whose fiber at x ∈ N is
S0x := { u ∈ Cx | T (u) = 0 ∀ T ∈ σx }. (3.2)
Note that S0 can be expressed as the kernel of the vector bundle map
C → Hom(σ, C), u 7→ (T 7→ T (u)),
and hence it is a smooth vector subbundle if and only if it is of constant rank.
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Assumption 3.2. We will assume that the partial systatic spaces of all Cartan algebroids
appearing from now on are of constant rank.
As a consequence of Definition 1.26 of a Cartan algebroid, or more specifically, of conditions
2 and 3 of the definition:
Proposition 3.3. The systatic space S0 of a Cartan algebroid (C,σ), equipped with the bracket
and anchor inherited from C, is a Lie algebroid.
Proof. Using the fact that all elements of S are killed by all elements of σ, (1.17) implies that S
is closed under the restriction of the bracket of C and (1.16) reduces to the Jacobi identity.
The Systatic Space
Given u, v ∈ Γ(S0), consider
Ju,v : C → C,
the vector bundle map that is defined at the level of sections by
Ju,v(α) = [[u, v], α] + [[v, α], u] + [[α, u], v], ∀α ∈ Γ(C).
Given u ∈ Γ(S0) and T ∈ Γ(σ), consider also
Adu(T ) : C → C,
the vector bundle map that is defined at the level of sections by
Adu(T )(α) := [u, T (α)]− T ([u, α]), ∀α ∈ Γ(C).
Another consequence of conditions 2 and 3 of Definition 1.26 is:
Proposition 3.4. Let (C,σ) be a Cartan algebroid. For all u, v ∈ Γ(S0) and T ∈ σ,
Ju,v ∈ Γ(σ) and Adu(T ) ∈ Γ(σ).
Proof. Choose t and ∇ as in definition 1.26 of a Cartan algebroid. By 1.16,
Ju,v(α) = tu,v(α),
and by definition 1.17,
Adu(T ) = ∇u(T ).
Thus, while the C-connection ∇ : Γ(C)×Γ(σ)→ Γ(σ) and the vector bundle map t : Λ2C →
σ on a Cartan algebroid (C,σ) are non-canonical, their restrictions to S0, i.e. the S0-connection
Ad : Γ(S0)× Γ(σ)→ Γ(σ)
and
J : Λ2S0 → σ,
are canonical.
The two previous propositions can be neatly packaged in a single object by using the follow-
ing standard construction of a non-abelian extension of a Lie algebroid (see also [30], Chapter
4, Section 3).
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Definition 3.5. The systatic space of a Cartan algebroid (C,σ) is the vector bundle
S := S0 ⊕σ ⊂ C ⊕σ.
We equip S with the structure of a Lie algebroid. The anchor ρ : S → TN is defined by
ρ(u, T ) := ρ(u), ∀ u ∈ Γ(S0), T ∈ Γ(σ),
and the bracket [·, ·] : Γ(S)× Γ(S)→ Γ(S) by the formula
[(u, S), (v, T )] := ([u, v], Ju,v +Adu(T )−Adv(S)− [S, T ]).
The prove that this indeed defines a Lie algebroid structure on S relies on the following lemma.
We denote by dAd the de Rham-like operator on Ω
∗(S0;σ) = Hom(Λ∗S0,σ) that is induced by
the S0-connection Ad.
Lemma 3.6. For all u, v ∈ Γ(S0), S, T ∈ Γ(σ),
1. dAdJ = 0,
2. Adu(Adv(S))− Adv(Adu(S))−Ad[u,v](S) = [S, Ju,v],
3. Adu([S, T ]) = [Adu(S), T ] + [S,Adu(T )].
Proof. We explicitly compute the first identity. Let u, v, w ∈ Γ(S0) and α ∈ Γ(C),
dAdJ(u, v, w)(α) = Adu(Jv,w)(α) − J[u,v],w(α) + cyclic permutations of u, v, w
= [u, [[v, w], α]] + [u, [[w,α], v]] + [u, [[α, v], w]]
− [[v, w], [u, α]] − [[[u, α], v], w]− [[w, [u, α]], v]
− [[[u, v], w], α] − [[w,α], [u, v]]− [[α, [u, v]], w]
+ cyclic permutations of u, v, w.
The 7th term (together with its cyclic permutations) vanishes by the Jacobi identity of S0 and
all other terms cancel pairwise. The other identities are dealt with similarly. We only point
out that the remaining two identities do not rely on the Jacobi identity of S0.
Proposition 3.7. The systatic space S of a Cartan algebroid (C,σ) is a Lie algebroid.
Proof. The proof amounts to computing the Jacobiator of S and showing that the Jacobi iden-
tity holds if and only if the three identities in Lemma 3.6 are satisfied. This is a straightforward
computation (see also [30], Theorem 3.20).
The Systatic Action on Realizations
The most important property of the systatic space S is that it acts canonically on all realizations
of (C,σ) in the following sense:
Proposition 3.8. Let (P,Ω) be a realization of a Cartan algebroid (C,σ). The map
a := (Ω,Π)−1|I∗S : I
∗S → TP (3.3)
defines a canonical Lie algebroid action of S on I : P → N (thus, independent of the choice of
Π) and its image is the involutive distribution
{ X ∈ TP | Ω(X) ∈ S0 }. (3.4)
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Remark 3.9. Using the local coordinate description of a realization from Example 1.20, we
immediately see that, locally, (3.4) coincides with Cartan’s systatic system (3.1).
Proof. By Lemma 1.23, we already know that the map S ∈ Γ(σ) 7→ XS ∈ X(P ) is canonical.
Fix a choice of Π ∈ Ω1(P ; I∗σ) as in Definition 1.17 and consider the induced map α ∈ Γ(C) 7→
Xα ∈ X(P ). We would like to show that its restriction u ∈ Γ(S
0) 7→ Xu ∈ X(P ) is canonical,
or equivalently, that Π′(Xu) = 0 for any other choice of Π
′ and u ∈ Γ(S0). This follows from
the structure equations (c.f. the proof of Lemma 1.23): for any α ∈ Γ(C),
0 =
(
(Π′ −Π) ∧ Ω
)
(Xu, Xα)
= Π′(Xu)(Ω(Xα))−Π
′(Xα)(Ω(Xu))
= Π′(Xu)(I
∗α)−✭✭✭✭
✭✭Π′(Xα)(I
∗u).
Next, we prove that (3.3) defines an action. Let (u, S), (v, T ) ∈ Γ(S) and let us write
X(u,S) := Xu +XS and X(v,T ) := Xv +XT . We claim that [X(u,S), X(v,T )] = X[(u,S),(v,T )]. On
the one hand, by the definition of the bracket of S,
Ω
(
X[(u,S),(v,T )]
)
= I∗[u, v],
Π
(
X[(u,S),(v,T )]
)
= I∗
(
Ju,v +Adu(T )−Adv(S)− [S, T ]
)
.
On the other hand, by Lemma 1.22 (which follows from the structure equations),
Ω
(
[X(u,S), X(v,T )]
)
= I∗[u, v],
Furthermore, note that for any ξ ∈ Γ(σ(1)) and ξ′ ∈ Γ(Z0,2(σ)),
ξ(u)(α) = ξ(α)(u) = 0, ξ′(u, v)(α) = −ξ′(v, α)(u) − ξ′(α, u)(v) = 0,
for all u, v ∈ Γ(S0) and α ∈ Γ(C). So, by Corollary 1.33 (which also uses the structure
equations),
Π
(
[X(u,S), X(v,T )]
)
= I∗
(
Ju,v +Adu(T )−Adv(S)− [S, T ]
)
.
The last assertion concerning the image of the action is immediate.
Definition 3.10. Let (P,Ω) be a realization of a Cartan algebroid (C,σ) over N . The action
of the systatic space S of (C,σ) on I : P → N is called the systatic action.
Example 3.11. (Lie groups) Let us consider the example of a realization coming from a Lie
group G with Lie algebra g (see Example 1.39), where (G,ΩMC) with ΩMC ∈ Ω
1(G; g) the
Maurer-Cartan form on G is a realization of the Cartan algebroid (g, 0). In this case:
S = S0 = C = g.
The systatic action is simply the inverse of the Maurer-Cartan form, which, at the level of
sections, is given by the map
g→ X(G), X 7→ XR, (3.5)
which sends an element of the Lie algebraX ∈ g to the induced right invariant vector field XR ∈
X(G), which is defined by (XR)g := (dRg)e(X). The pseudogroup Γ(G,ΩMC) is generated
by right translations, and it is also characterized as the pseudogroup on G consisting of all
local diffeomorphisms that are invariant under the systatic action. By this we mean that
ψ ∈ Diff loc(G) belongs to Γ(G,ΩMC) if and only if
dψ(XR) = XR, ∀ X ∈ g.
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In general, the pseudogroup Γ(P,Ω) is only contained in the pseudogroup of local diffeo-
morphisms that is invariant the systatic action:
Proposition 3.12. Let (P,Ω) be a realization of a Cartan algebroid (C,σ) over N . The
pseudogroup Γ(P,Ω) is invariant under the systatic action of S on P , i.e.
dψ(Xu) = Xu, dψ(XS) = XS ,
for all u ∈ Γ(S0), S ∈ Γ(σ), ψ ∈ Γ(P,Ω).
Proof. We need to show that
Ω(dψ(Xu)) = I
∗u, Π(dψ(Xu)) = 0,
Ω(dψ(XS)) = 0, Π(dψ(XS)) = I
∗S.
First,
Ω(dψ(Xu)) = Ω(Xu) = I
∗u,
Ω(dψ(XS)) = Ω(XS) = 0,
because ψ∗Ω = Ω. Next, we note that the structure equation dΩ + 12 [Ω,Ω] = Π ∧ Ω combined
with the invariance condition ψ∗Ω = Ω imply that (ψ∗Π−Π) ∧Ω = 0. Applying this equation
on pairs (Xu, Xα) and (XS , Xα) and using the fact that T (u) = 0 for all T ∈ Γ(σ), we see that
(ψ∗Π−Π)(Xu)(I
∗α) = 0,
(ψ∗Π−Π)(XS)(I
∗α) = 0.
Since this is true for all α ∈ Γ(C), then
Π(dψ(Xu)) = Π(Xu) = 0,
Π(dψ(XS)) = Π(XS) = I
∗S.
3.2 Reduction of a Pseudogroup in Normal Form
In the previous section, we have seen that any Cartan algebroid (C,σ) comes with an intrinsic
Lie algebroid S, which we call the systatic space (Definition 3.5). We have seen that S acts
on all realizations (P,Ω) of the Cartan algebroid via the systatic action (Definition 3.10) and
that the induced pseudogroup in normal form Γ(P,Ω) is invariant under this action. In this
section, we study reduction, the procedure of taking the quotient by the systatic action. For
simplicity, we will do this under the assumption that the Lie algebroid S → N integrates to a
Lie groupoid Σ ⇒ N , and that the action of S on I : P → N integrates to a sufficiently nice
action of Σ⇒ N on I : P → N (see Theorem 3.17 for the precise assumptions).
The key to reduction is to pass from the realization (P,Ω) to a Pfaffian groupoid (Definition
A.34) consisting of the gauge groupoid G(P )⇒ P of I : P → N together with a multiplicative
1-form θ(Ω) that is obtained as the natural lift of Ω to G(P ). The action of Σ⇒ N extends to
an action on this Pfaffian groupoid. In this situation, the quotient can be taken, and we prove
that the resulting object is a Lie-Pfaffian groupoid (G(P )red, θ(Ω)red) over the quotient manifold
Pred = P/Σ and that the pseudogroup in normal form Γ(P,Ω) we started with is an isomorphic
prolongation of the generalized pseudogroup Γred = Bisloc(G(P )red, θ(Ω)red) along the quotient
map pr : P → Pred (Theorem 3.17). Thus, at the cost of passing to the more abstract setting
of Lie-Pfaffian groupoids and generalized pseudogroups, the systatic action allows us to reduce
a pseudogroup to a generalized pseudogroup that acts on a “smaller” space. In Section 3.3, we
will work out two examples of the reduction procedure.
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The Pfaffian Groupoid of a Realization
Let (C,σ) be a Cartan algebroid overN and (P,Ω) a realization. We denote the gauge groupoid
(sometimes called the submersion groupoid) of I : P → N by
G = G(P ) := P ×N P = { (p, q) ∈ P × P | I(p) = I(q) }⇒ P.
Let s and t denote the source and target maps of G and consider the 1-form
θ = θ(Ω) := s∗Ω− t∗Ω (3.6)
on G, which makes sense because I(p) = I(q) for any (p, q) ∈ G. A-priori θ takes values in
I∗C. However, given a vector (X,Y ) tangent to G at a point (p, q), the fact that Ω is anchored
(dI = ρ ◦ Ω) implies that ρ(θ(X,Y )) = ρ(Ω(X))− ρ(Ω(Y )) = dI(X)− dI(Y ) = 0, and hence
θ ∈ Ω1(G; I∗E) (3.7)
with
E := Ker ρ ⊂ C. (3.8)
Finally, equipping I∗E with the trivial action of G, it is easy to check that θ is multiplicative.
Proposition 3.13. Let (C,σ) be a Cartan algebroid over N and (P,Ω) a realization. The pair
(G, θ) is a Pfaffian groupoid (Definition A.34), and
Bisloc(G, θ) = Γ(P,Ω),
where we view Γ(P,Ω) as a generalized pseudogroup (see Example A.55).
Remark 3.14. For this and later proofs, it will be useful to describe the module of vector
fields on G. Fix Π for (P,Ω) as in the definition of a realization (Definition 1.17), which, in
turn, induces the map (1.10). As a C∞(P × P )-module, X(P × P ) is generated by
(Xα +XS , Xβ +XT ), α, β ∈ Γ(C), S, T ∈ Γ(σ),
where (X,Y ) ∈ X(P × P ) with X,Y ∈ X(P ) denotes the vector field for which (X,Y )(p,q) =
(Xp, Yq) ∈ TpP ⊕ TqP = T(p,q)(P × P ). Since dI = ρ ◦ Ω, then X(G) is generated as a C
∞(G)-
module by
(Xα +XS , Xβ +XT ), α, β ∈ Γ(C) with ρ(α) = ρ(β), S, T ∈ Γ(σ),
where by (Xα +XS , Xβ +XT ) we mean the restriction to G. Applying θ, we see that
θ(Xα +XS , Xβ +XT ) = (I ◦ t)
∗(β − α), (3.9)
and hence that Γ(Ker θ) ⊂ X(G) is generated by
(Xα +XS , Xα +XT ), α ∈ Γ(C), S, T ∈ Γ(σ). (3.10)
Proof. We only need to check that θ is pointwise surjective and that Ker θ∩Ker ds is involutive.
For the former, note that if α ∈ Γ(E), then θ(Xα, 0) = (I ◦ t)
∗α by (3.9). For the latter, we see
that Γ(Ker θ∩Ker ds) is generated by vector fields (XS , 0) with S ∈ Γ(σ), and hence involutive
because Ker Ω is involutive (Lemma 1.22). The last assertion of the proposition follows from
the definition of Γ(P,Ω).
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The Systatic Action on the Pfaffian Groupoid
The systatic action (Definition 3.10) extends to an action on the Pfaffian groupoid (G, θ) in
the following sense. The Lie algebroid S acts on G via the diagonal action, which, using the
notation of Remark 3.14, is given by
Γ(S)→ X(G), (u, S) 7→ (Xu +XS , Xu +XS), (3.11)
for all u ∈ Γ(S0), S ∈ Γ(σ). It is an action along the composition of the source (or target) map
of G with I : P → N , which is a surjective submersion that we also denote by I : G → N . It is
well defined, i.e. takes values in X(G), since dI(Xα +XS) = ρ ◦ Ω(Xα +XS) = ρ(α).
Remark 3.15. The action of S on P and G defines a Lie algebroid action on the Lie groupoid
G ⇒ P , the infinitesimal counterpart of a Lie groupoid action on a Lie groupoid as defined in
[18], Definition 3.1.
Furthermore:
Proposition 3.16. Let (C,σ) be a Cartan algebroid and (P,Ω) a realization. The vector bundle
E (defined in (3.8)), equipped with
∇ : Γ(S)× Γ(E)→ Γ(E), ∇(u,S)(α) = [u, α]− S(α), (3.12)
is a Lie algebroid representation of the systatic space S. The 1-form θ defined in (3.7) is basic
with respect to the action of S (Definition A.61).
Proof. Clearly, ∇ is an S-connection, and it is flat since
(∇(u,S)∇(v,T ) −∇(v,T )∇(u,S) −∇[(u,S),(v,T )])(α)
= S(T (α))− T (S(α))− [S, T ](α)
+ Ju,v(α) + [u, [v, α]]− [[u, v], α]− [v, [u, α]]
+ T ([u, α])− T ([u, α]) + S([v, α])− S([v, α])
+ [v, S(α)]− [v, S(α)] + [u, T (α)]− [u, T (α)]
= 0.
Next, we show that θ is basic. First, from (3.10) we see that all the vector fields at the image
of (3.11) lie in the kernel of θ, which is therefore horizontal. Furthermore, θ satisfies the
equivariance condition (A.62):
(I∗∇)I∗(u,W )θ(Xα +XS , Xβ +XT )
− θ([(Xu +XW , Xu +XW ), (Xα +XS , Xβ +XT )])
=
↑
θ=s∗Ω−t∗Ω
I∗
(
∇(u,W )(β − α)
)
− s∗
(
Ω([Xu +XW , Xβ +XT ])
)
+ t∗
(
Ω([Xu +XW , Xα +XS ])
)
=
↑
Lemma 1.22
I∗
(
[u, β − α]−W (β − α)− [u, β]−W (β)− [u, α] +W (α)
)
= 0.
Passing to the Quotient
The final step in the reduction procedure is to pass to the quotient of the Pfaffian groupoid
(G, θ) by the action of the systatic space S. To this end, we make the following three regularity
assumptions (in Remark 3.18, we explain how these assumptions can be relaxed).
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The first assumption is that the Lie algebroid S → N integrates to an s-connected Lie
groupoid Σ ⇒ N . The second assumption is that the action of S on I : P → N integrates to
a free and proper action of Σ. This implies that Σ also acts freely and properly on I : G → N
via the diagonal action, and hence the orbit spaces
Pred := P/Σ and Gred = G(P )red := G/Σ
have the unique smooth structure with which the projections
pr : P → Pred and pr : G → Gred
are surjective submersions. As a consequence,
Gred ⇒ Pred
has the unique structure of a Lie groupoid with which the projections form a Lie groupoid
morphism (depicted in Diagram 3.14), a fact which is easy to check directly, or, alternatively,
noting that this is a special case of an action of a Lie groupoid on another Lie groupoid, one
may apply Lemma 2.1 of [36].
The third assumption is that E → N , as a representation of S, integrates to a representation
of Σ. This allows us to construct the associated vector bundle
Ered → Pred
(see Appendix A.4 for more details), which becomes a representation of Gred ⇒ Pred, since
the trivial action of G on I∗E descends to an action of Gred on Ered. In turn, the 1-form
θ ∈ Ω1(G, E) descends to a 1-form
θred ∈ Ω
1(Gred, Ered). (3.13)
Indeed, since θ is basic with respect to the action of S (Proposition 3.16), it is basic with resepct
to the action of Σ (Proposition A.62 together with our assumption of s-connectivity), and so
it is the unique 1-form satisfying pr∗θred = θ (Proposition A.64).
Theorem 3.17. Let (C,σ) be a Cartan algebroid over N , (P,Ω) a realization, and consider
the induced pseudogroup Γ(P,Ω). Let us assume that
1. there exists an s-connected Lie groupoid Σ⇒ N integrating the Lie algebroid S → N ,
2. the action of S on P integrates to a free and proper action of Σ,
3. the representation E of S integrates to a representation of Σ.
Then, (Gred, θred) is a Lie-Pfaffian groupoid over Pred, and Γ(P,Ω) (viewed as Bisloc(G, θ) by
Proposition 3.13) is an isomorphic prolongation of the generalized pseudogroup Bisloc(Gred, θred)
(Definition A.34).
The theorem is depicted in the following diagram:
G
Gred yBisloc(G, θ) = Γ(P,Ω)
Bisloc(Gred, θred)y P
Pred
pr
pr
(3.14)
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Remark 3.18. The purpose of the assumptions of the theorem is to ensure that the reduced
objects are smooth, and these assumptions can be varied according to need. For example, if
one assumes that the integration Σ is the source-simply connected one, it automatically follows
that the representation E integrates to a representation of Σ. If one further assumes that the
map I : P → N is proper, then the action of S on P automatically integrates to an action
of Σ, but one would still need to assume that the resulting action is free and proper. Note,
however, that the freeness assumption is a rather weak one, since the action of S on P is already
infinitesimally free in the sense that the action map (3.3) is injective. One can also relax this
assumption at the possible cost of working with local Lie groupoids and local actions.
Remark 3.19. Note that, as an immediate corollary, Ered → Pred is a Lie algebroid (see item
(c) of Remark A.35).
Proof. Item 1: We must verify the following three properties:
1) θred is multiplicative: note that the multiplicativity expression
(m∗θred)(g,h) − (pr
∗
1θred)(g,h) − g · (pr
∗
2θred)(g,h), (g, h) ∈ (Gred)2,
defines an Ered-valued 1-form on (Gred)2, and that the pull-back of this form by
pr : G2 → (Gred)2 (3.15)
is precisely the corresponding expression for θ (using the fact that θ = pr∗θred and that pr
is a Lie groupoid morphism). Now, if (3.15) is a surjective submersion, then the pull-back is
injective, and the multiplicativity of θ implies the multiplicativity of θred. Let us verify that this
is indeed the case. Consider a vector (X,Y ) in (Gred)2 at the composable pair ([p, q], [q, r]), with
X ∈ T[p,q]Gred and Y ∈ T[q,r]Gred that satisfy dt(Y ) = ds(X) ∈ T[q]Pred. Because pr : G → Gred
is a submersion, then there exist X ∈ T(p,q)G and Y ∈ T(q,r)G that project to X and Y ,
respectively. The problem is that Z := ds(X˜) − dt(Y˜ ) ∈ TqP may be non-zero. However,
the projection P → Pred maps Z to zero, and, hence, we may construct a Z˜ ∈ T(q,r)(G) that
projects to zero under pr : G → Gred by means of the action on P . Thus, the pair (X˜, Y˜ + Z˜)
is a vector in G2 at (p, q) that projects to (X,Y ).
2) θ is pointwise surjective: the fact that θ is surjective together with θ = pr∗θred implies
that θred is surjective, since I
∗E (the space in which θ takes values) is just the pullback of Ered
(the space in which θred takes values).
3) Ker θred ∩ Ker dt = Ker θred ∩ Ker ds: we use the notation of Remark 3.14. Both sides
consist of all equivalence classes of the type [Xu +XS , Xu +XT ], with u ∈ S
0 and S, T ∈ σ,
and hence coincide.
Item 2: There is a canonical action of Gred on pr : P → Pred given by [p, q] · q = p, where p is
the first component of the unique representative of [p, q] that has q as the second component.
Using this action, any element σ ∈ Γ(Gred, θred) with domain U = Dom(σ) induces a bisection
σ˜ of G with domain pr−1(U) ⊂ P given by
σ˜(p) = (σ(pr(p)) · p, p). (3.16)
We show that the induced generalized pseudogroup on G ⇒ P is precisely Bisloc(G, θ). Unrav-
eling the definition of an isomorphic prolongation, this shows that Bisloc(G, θ) is an isomorphic
prolongation of Bisloc(Gred, θred). There are two things to verify:
a) Given σ˜ induced by an element σ ∈ Bisloc(Gred, θred) by (3.16), then σ˜
∗θ = 0 and hence
σ˜ ∈ Bisloc(G, θ).
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b) Locally, any σ˜ ∈ Bisloc(G, θ) arises from some σ ∈ Bisloc(Gred, θred), i.e. for every p ∈
Dom(σ˜) there exists a neighborhood U ⊂ Dom(σ˜) of p such that σ˜|U is induced by some
σ via (3.16).
Proof of a). Let p ∈ P and let q ∈ P be the element satisfying σ˜(p) = (q, p). Choose a local
section η of pr : P → Pred such that p ∈ Im η. By (3.16), σ = pr ◦ σ˜ ◦ η, and so
0 = σ∗θred = (pr ◦ σ˜ ◦ η)
∗θred = η
∗(σ˜∗θ). (3.17)
Hence, σ˜∗θ vanishes on a horizontal subspace of TpP with respect to the projection pr : P →
Pred. Now, the vertical subbundle of TP is spanned by vector fields of the type Xu+Xs ∈ X(P ),
with u ∈ Γ(S0) and S ∈ Γ(σ) at the image of the action map of S on P . Choose a curve gǫ in
Σ such that g0 = 1I(p) and
d
dǫ
∣∣
ǫ=0
gǫ · p = (Xu +XS)p, and hence
d
dǫ
∣∣
ǫ=0
gǫ · q = (Xu +XS)q.
Then,
(dσ˜)p(Xu +XS) =
d
dǫ
∣∣∣
ǫ=0
σ˜(gǫ · p)
=
d
dǫ
∣∣∣
ǫ=0
(σ(pr(gǫ · p))) · (gǫ · p), gǫ · p)
=
d
dǫ
∣∣∣
ǫ=0
(σ(pr(p))) · (gǫ · p), gǫ · p)
=
d
dǫ
∣∣∣
ǫ=0
(gǫ · q, gǫ · p)
= (Xu +XS , Xu +XS)(q,p).
(3.18)
And so, by the definition of θ,
(σ˜∗θ)p(Xu +XS) = (θ)(q,p)(Xu +XS , Xu +XS)
= Ωp(Xu +XS)− Ωq(Xu +XS)
= 0.
Proof of b). Let σ˜ ∈ Bisloc(G, θ), i.e. σ˜ is a local bisection of G that satisfies σ˜
∗θ = 0.
We first show that, locally, σ˜ descends to a local bisection σ of Pred. Since pr : P → Pred is
a submersion, any point in Dom(σ˜) has a neighborhood U ⊂ Dom(σ˜) such that the fibers of
pr|U : U → Pred are connected, and we may, thus, assume that the domain of σ˜ has this property.
Let p ∈ Dom(σ˜), set x := I(p) and set Ux := Dom(σ˜)∩pr
−1([p]), where [p] = pr(p) ∈ Pred. Since
Σ acts freely on P , the action map Σs×I P → P provides a diffeomorphism Ux ∼= Vx between
Ux and an open subset Vx ⊂ s
−1(x) ⊂ Σ which maps a point q ∈ Ux to the unique arrow g ∈ Σ
satisfying g · p = q. We need to show that for any g ∈ Vx, σ˜(g · p) = g · σ˜(p). Equivalently,
passing to the pseudogroup point of view, writing σ˜(q) = (φ(q), q) for all q ∈ Dom(σ˜) for some
uniquely determined φ ∈ Diff loc(P ), we must show that φ(g ·p) = g ·φ(p). Since Vx is connected,
we can choose a path gǫ in Vx such that g0 = 1x and g1 = g. We show that
φ(gǫ · p) = gǫ · φ(p), ∀ ǫ,
by showing that both sides are integral curves of the same time dependent vector field, and
since φ(gǫ · p) = gǫ · φ(p) at ǫ = 0, this will imply that they are equal for all ǫ. For each ǫ,
d
dǫgǫ ∈ Tgǫs
−1(x) ⊂ TgǫΣ, and applying dRg−1ǫ gives an element of (S)t(gǫ), where S is the Lie
algebroid of Σ. Thus, we may find a time dependent section uǫ ∈ Γ(S) such that if u˜ǫ ∈ X(Σ)
is the induced right invariant vector field, then the value of u˜ǫ(gǫ) =
d
dǫgǫ. Now, if Xuǫ ∈ X(P )
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is the image of uǫ under the infinitesimal action map Γ(S) → X(P ), then (Xuǫ)gǫ·p =
d
dǫgǫ · p.
But by Proposition 3.12, dφ(Xuǫ) = Xuǫ , and so
d
dǫ
φ(gǫ · p) = dφ((Xuǫ )gǫ·p) = (Xuǫ)φ(gǫ·p),
and on the other hand,
d
dǫ
gǫ · φ(p) = (Xuǫ)gǫ·φ(p).
Thus, we may define a local section σ of Gred with domain pr(Dom(σ˜)) by defining σ([p]) :=
[σ˜(p)] for some representative p of [p] (and one easily checks that it is smooth). The two are
related by 3.16, and choosing a section η of pr : P → Pred, we see as before that σ = pr ◦ σ˜ ◦ η.
Finally, reading (3.17) from right to left, we see that σ∗θred = 0.
3.3 Examples of Reduction
Let us look at two examples of reduction. In the first example, we illustrate the full reduction
procedure in the simple but instructive case of a Lie group. Starting from the Lie pseudogroup
of right translations on a Lie group, the generalized pseudogroup obtained by reduction is
the Lie group itself viewed as a generalized pseudogroup (see Example A.56). The reduction
procedure, thus, reveals in this case the “true” abstract object underlying the Lie pseudogroup.
In the second example we sketch the reduction procedure in the case of a Lie pseudogroup of
infinite type.
Example 3.20 (Lie Groups). Let us continue with Example 3.11. Let G be a Lie group
with Lie algebra g. We saw that (P = G,Ω = ΩMC) is a realization of the Cartan algebroid
(C = g,σ = 0) over a point. The Pfaffian groupoid induced by the realization is the pair (G, θ),
with
G = G×G and θ = s∗ΩMC − t
∗ΩMC,
and
E = Ker ρ = g
From (3.12), we see that E = g becomes a representation of S = g by the map
g 7→ End(g), X 7→ adX = [X, ·], (3.19)
i.e. the adjoint representation.
To perform the reduction, we use the integration of S = g to the Lie group Σ = G. The
action of S = g on P = G integrates to the action of Σ = G on P = G given by
(Σ = G)× (P = G)→ (P = G), (g, g′) 7→ g · g′,
and integrating (3.19) results in the adjoint action of Σ = G on E = g. With this integration,
we can divide out by the action of Σ. The resulting quotient is the Lie-Pfaffian groupoid
Gred ∼= G
Pred ∼= {∗},
65
where the isomorphism Gred ∼= G is canonical, and, under this isomorphism, θred coincides
with the Maurer-Cartan form on G. Let us describe the isomorphism explicitly. Elements of
G are pairs (g, g′) ∈ G × G, and Gred consists of equivalence classes of the form [g, g
′], with
(g, g′) ∼ (hg, hg′) for all h ∈ G. The isomorphism is then given by Gred
≃
−→ G, [g, g′] 7→ g−1g′.
The result is that we recover the Lie group G together with its Maurer-Cartan form.
Finally, since a local solution of (Gred, θred) is simply an element of G, then
Bisloc(Gred, θred) = G,
and an element Rg−1 ∈ Γ(G,ΩMC) of Γ(G,ΩMC) with g ∈ G descends to the element g ∈
Bisloc(Gred, θred).
Thus, the reduction procedure recovers the Lie group G from the realization (G,ΩMC) and
detects that Γ(G,ΩMC) comes from an action of the Lie group G, but viewed as a generalized
pseudogroup, on the manifold G.
Example 3.21 (A Lie Pseudogroup of Finite Type). Consider Cartan’s example (which was
mentioned already in the introduction) of a Lie pseudogroup Γ on the upper half plane M =
{(x, y) ∈ R2 | y > 0} generated by the diffeomorphisms
φa : M →M, (x, y) 7→ (x+ ay, y), ∀ a ∈ R.
Clearly, this pseudogroup comes from an action of the additive Lie group R on M . To apply
reduction, we first apply the Second Fundamental Theorem and place this pseudogroup in
normal form. We state here the result and leave it to the reader to fill in the details (see
Section 2.3 for two fully worked out examples). The Cartan algebroid is the pair (C,σ = 0),
with C a trivial vector bundle of rank 3 over M spanned by global sections e1, e2, e3 whose
bracket and anchor are defined by
[e1, e2] = 0, [e1, e3] = 0, [e2, e3] = −
1
y
e3, ρ(e1) =
∂
∂x
, ρ(e2) =
∂
∂y
, ρ(e3) = 0.
The realization is given by the manifold P = {(x, y, p) ∈ R3 | y > 0}, the map
I : P →M, (x, y, p) 7→ (x + py, y),
and the 1-form Ω ∈ Ω1(P ; I∗C) defined by
Ω :
∂
∂x
7→ I∗e1,
∂
∂y
7→ p I∗e1 + I∗e2,
∂
∂p
7→ y I∗(e1 + e3).
The induced pseudogroup in normal form is the pseudogroup Γ˜ on P generated by the diffeo-
morphisms
φ˜a : P → P, (x, y, p) 7→ (x+ ay, y, p− a), ∀ a ∈ R.
Since σ = 0, we immediately see that the systatic space S coincides with C and its action on
P is given by the inverse of Ω, i.e.
Ω−1 : I∗S → TP, I∗e1 7→
∂
∂x
, I∗e2 7→ −p
∂
∂x
+
∂
∂y
, I∗e3 7→ −
∂
∂x
+
1
y
∂
∂p
.
One can now perform the reduction by explicitly integrating the systatic algebroid and its action
on P (a nice exercise). The result, as one may expect, is precisely as in the previous example.
The reduced Lie-Pfaffian groupoid is the Lie group R equipped with the Maurer-Cartan form,
and, hence, reduction “reveals” that the pseudgroup Γ˜ on P is an isomorphic prolongation of
this Lie group viewed as a generalized pseudogroup.
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Example 3.22 (A Lie Pseudogroup of Infinite Type). Consider the pseudogroup in normal
form (2.38) coming from Cartan’s example of a Lie pseudogroup of infinite type. In this
example, it is evident that the pseudogroup comes from an action of Diff loc(R) on R
2. Using
our computation of the underlying Cartan algebroid and realization in Example 2.3.4, we see
that the partial systatic space S0 is spanned by e2, the systatic space S by {e2, t}, and the
action of S on P is given by
S → X(P ), e2 7→ y
∂
∂y
+ uy
∂
∂u
, t 7→ y
∂
∂u
.
The orbits are the submanifolds of P given by x = cnst, and hence Pred = P/S ∼= R. Reduc-
tion in this case produces a Lie-Pfaffian groupoid over R, whose local holonomic section are
Diff loc(R), viewed as a generalized pseudogroup.
Appendix
A.1 Jet Groupoids and Algebroids
In this appendix, we review the framework of jet groupoids and algebroids. This framework
allows for a geometric formulation of the notion of a system of PDEs in the setting of pseu-
dogroups and, accordingly, of a Lie pseudogroup (see Section 2.1). We place a special emphasis
on the role and properties of the Cartan form in encoding the essential structure. This will lead
us in Appendix A.2 to the notion of a Lie-Pfaffian groupoid, an axiomatization of the notion
of a jet groupoid, which, in the spirit of Cartan, isolates the key role of the Cartan form.
A.1.1 Jet Groupoids
Let M be a manifold. For each integer k ≥ 0, the k-th jet groupoid of Diff loc(M) (or, for
brevity, of M), denoted by JkM ⇒M , is a Lie groupoid whose space of arrows consists of all
k-jets of all locally defined diffeomorphisms of M ,
JkM := { jkxφ | φ ∈ Diff loc(M), x ∈ Dom(φ) }. (A.20)
Its structure maps are
s(jkxφ) = x, t(j
k
xφ) = φ(x), 1x = j
k
x(idM ),
jkφ(x)φ
′ · jkxφ = j
k
x(φ
′ ◦ φ), (jkxφ)
−1 = jkφ(x)φ
−1.
Thus, the k-th jet groupoid encodes the k-th order Taylor polynomials of locally defined dif-
feomorphisms of M . For example, the 0-th jet groupoid J0M ⇒ M encodes the source and
target points. It is canonically isomorphic to the pair groupoid M × M ⇒ M by the map
j0xφ 7→ (φ(x), x). The smooth structure of J
kM is defined as usual for jet spaces (in fact, JkM
is an open subset of the space of k-jets of all smooth maps from M to M). Any φ ∈ Diff loc(M)
induces a local bisection jkφ of JkM ⇒ M , called a local holonomic bisection, whose do-
main is the domain of φ and which maps x 7→ jkxφ. The subset of local holonomic bisections
(inside the set of all local bisections) is, one may say, the most important piece of structure of
a jet groupoid. When one studies Lie subgroupoids of a jet groupoid, which play the role of
PDEs (e.g. the defining PDEs of Lie pseudogroups), local holonomic bisections play the role of
local solutions.
The jet groupoids of M form a sequence of Lie groupoids,
...
π
−→ J3M
π
−→ J2M
π
−→ J1M
π
−→ J0M, (A.21)
67
where the projections, the Lie groupoid morphisms
π : Jk+1M → JkM, jk+1x φ 7→ j
k
xφ, (A.22)
are surjective submersions.
Remark A.23. More generally, we may construct the k-th jet groupoid JkG ⇒ M of a Lie
groupoids G, consisting of k-jets jkxb of local bisections b ∈ Bisloc(G). The jet groupoid J
kM is
the special case corresponding to the pair groupoid M ×M ⇒ M . All the notions explained
here and in Section A.1 generalize without extra effort to this setting.
A.1.2 Jet Algebroids and the Adjoint Representation
At the infinitesimal level, each jet groupoid JkM ⇒M has an associated Lie algebroid AkM =
A(JkM). These fit in a sequence of Lie algebroids,
...
l
−→ A3M
l
−→ A2M
l
−→ A1M
l
−→ A0M, (A.23)
where the projections, induced by the projections (A.22), are surjective Lie algebroid mor-
phisms. A well-known fact is that AkM is canonically isomorphic to the k-th jet algebroid
of X(M) (or of M), the Lie algberoid JkTM consisting of k-jets of vector fields on M . The
isomoprhism
JkTM ∼= AkM, (A.24)
is given by mapping a k-jet jkxX of a vector field X ∈ X(M) at x ∈M to the vector
d
dǫ
∣∣
ǫ=0
jkxϕ
ǫ
X ,
where ϕǫX is the flow of X . In particular, A
0M is canonically isomorphic to TM . We refer
the reader to [15], [23] or [49] for further details. We, thus, refer to AkM also as the k-th jet
algebroid of M .
For every k > 0, there is a canonical action of the k-th jet groupoid JkM on the (k − 1)-th
jet algebroid Ak−1M , given by conjugation. Namely, an element jkxφ ∈ J
kM acts on the fiber
(Ak−1M)x by:
jkxφ ·
d
dǫ
∣∣∣
ǫ=0
jk−1x ψǫ :=
d
dǫ
∣∣∣
ǫ=0
jk−1φ(x)(φ ◦ ψǫ ◦ φ
−1), (A.25)
where jk−1x ψǫ is a curve representing an element of (A
k−1M)x. With this action, A
k−1M
becomes a representation of JkM – the adjoint representation. At the infinitesimal level,
any jet algebroid AkM (with k > 0) has an adjoint representation Ak−1M (see e.g. [9]).
A.1.3 The Cartan Form
Every jet groupoid JkM ⇒M (with k > 0) comes equipped with a tautological form
ω = ωk ∈ Ω1(JkM ; t∗Ak−1M), (A.26)
called the Cartan form of JkM . It is a 1-form on the total space of the jet groupoid with
values in the adjoint representation. It is defined at a point jkxφ ∈ J
kM by the formula
ωjkxφ := dR(jk−1x φ)−1 ◦ (dπ − (d(j
k−1φ))x ◦ ds)jkxφ, (A.27)
which is depicted in the following diagram:
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JkM
Jk−1M
M.
π
s
s
jk−1φ
Indeed, the image of the map dπ − (d(jk−1φ))x ◦ ds at a point j
k
xφ is tangent to the s-fiber of
Jk−1M at the point jk−1x φ, and then right translation maps it to the fiber of the Lie algebroid
Ak−1M at the point t(jkxφ) = φ(x). By restricting ω to Ker ds, we see that ω is pointwise
surjective. The kernel of the Cartan form, a non-involutive distribution, is called the Cartan
distribution and is denoted by Cω := Ker ω ⊂ TG. The main property of the Cartan form is
that it detects holonomic sections (for the proof see e.g. Proposition 1.3.3 in [49]):
Proposition A.24. Let M be a manifold. A local bisection b of JkM ⇒M is holonomic (i.e.
of the form b = jkφ for some φ ∈ Diff loc(M)) if and only if b
∗ω = 0.
In fact, all jet spaces carry a tautological form, defined similarly to the Cartan form of a jet
groupoid, and these satisfy a property similar to the one in the above proposition. However, the
Cartan form of a jet groupoid satisfies the additional property of multiplicativity that reflects
its compatibility with the Lie groupoid structure of the jet groupoid. Recall that a differential
form ω ∈ Ω∗(G, t∗E) on a Lie groupoid G ⇒M with values in a representation E →M is said
to be multiplicative if
(m∗ω)(g,h) = (pr
∗
1ω)(g,h) + g · (pr
∗
2ω)(g,h), ∀ (g, h) ∈ G2, (A.28)
where G2 ⊂ G ×G is the space of composable arrows and m, pri : G2 → G are the multiplication
and projection maps. For the proof that the Cartan form is multiplicative, see [13] (Proposition
3.4) or [49] (Proposition 2.4.3). To summarize:
Proposition A.25. Let M be a manifold. For any k > 0, the Cartan form of JkM ⇒M ,
ω ∈ Ω1(JkM ; t∗Ak−1M),
is a pointwise-surjective multiplicative 1-form on JkM with values in the adjoint representation.
A.1.4 The Spencer Operator
At the infinitesimal level, the Cartan form of JkM induces the Spencer operator of AkM , a
bilinear map
D = Dk : X(M)× Γ(AkM)→ Γ(Ak−1M), (X,α) 7→ DX(α), (A.29)
satisfying the connection-like properties
DfX(α) = fDX(α), DX(fα) = fDX(α) +X(f)l(α), (A.30)
for all f ∈ C∞(M), X ∈ X(M) and α ∈ Γ(AkM), where l : AkM → Ak−1M , as we recall, is
the projection. It is obtained from the Cartan form ω by differentiation:
DX(α)x :=
d
dǫ
∣∣∣
ǫ=0
ϕǫα(x)
−1 · ω(dϕǫα(Xx)), (A.31)
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for all x ∈ M , X ∈ X(M) and α ∈ Γ(AkM). Here, ϕǫα is the flow of bisections of J
kM
associated with α. Alternatively, under the identification (A.24), the Spencer operator on
AkM corresponds to the classical Spencer operator on the Lie algebroid JkTM of k-jets of
vector fields on M , which is defined purely out of infinitesimal data (e.g. see Section 1.1.4 in
[42]). The multiplicativity property (A.28) translates into a property known as infinitesimal
multiplicativity (IM in short). We will explain this property in the more general context of Lie-
Pfaffian algebroids in Section A.2 (in particular, see (A.44)). With this property, the Spencer
operator becomes an IM-form, the infinitesimal counterpart of a multiplicative form.
A.1.5 The Symbol Space
The kernel of the projection l : AkM → Ak−1M (where k > 0),
σ
k
M := Ker (l : AkM → Ak−1M), (A.32)
is called the symbol space of AkM . It plays a key role in the theory. Being the kernel of a
Lie algebroid morphism, the symbol space has the structure of a bundle of Lie algebras. For
k > 1 it is abelian. For notational purposes, we set σ0M := A0M = TM .
The restriction of the Spencer operator to the symbol space gives a canonical inclusion
σ
k
M →֒ Hom(TM,σ
k−1
M), T 7→
(
Tˆ : X 7→ DX(T )
)
. (A.33)
For k > 1, this identifies σkM with the symmetric part of Hom(TM,σk−1M), in the sense
that
σ
k
M ∼= { Tˆ ∈ Hom(TM,σ
k−1
M) | Tˆ (X)(Y ) = Tˆ (Y )(X) ∀X,Y ∈ TM }, (A.34)
where the equation on the right-hand side uses the inclusion σk−1M →֒ Hom(TM,σk−2M).
For k = 1,
σ
1
M ∼= Hom(TM, TM). (A.35)
We note that, if we equip Hom(TM,σ
k−1
) with the zero bracket for k > 1 and the commutator
bracket for k = 1, then these become isomorphisms of Lie algebroids. Applying (A.34) and
(A.35) inductively, we obtain the well-known isomorphism
σ
k
M ∼= SkT ∗M ⊗ TM, (A.36)
which identifies the symbol space of AkM with the space of vector-valued monomials of degree
k on M (this identification is often expressed in local coordinates, see e.g. p. 21 in [49]).
A.1.6 Aside: Tableau Bundles and the Spencer Cohomology
The inclusion (A.33) of the symbol space as a vector subbundle of a Hom-bundle is an instance
of the abstract notion of a tableau bundle. The important notions of prolongation, the Spencer
cohomology and involutivity, that one typically associates with the symbol space, can be defined
purely in terms of its tableau bundle structure. To construct and define these notions, it is
sufficient to work with the following discrete version of the notion of a vector bundle, which
allows us to include non-smooth vector bundles into the picture, such as kernels, images and
cokernels of vector bundle maps.
Given a manifoldM , a discrete vector bundle overM is a disjoint union of vector spaces
indexed by M , i.e. a space E = ⊔x∈MEx where {Ex}x∈M is a collection of vector spaces. A
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discrete vector subbundle of a discrete vector bundle F over M is a subset E ⊂ F , such
that Ex ⊂ Fx, the fiber of E over x, is a vector subspace for each x ∈ M . Given two discrete
vector bundles E and F over M , a map ∂ : E → F covering the identity is a discrete vector
bundle map if it restricts to a linear map on each fiber. A discrete vector subbundle can be
viewed as a discrete vector bundle together with an injective discrete vector bundle map.
Definition A.26. Let E,F be discrete vector bundles over a manifold M . A tableau bundle
relative to (E,F ) is a discrete vector bundle σ over M together with a discrete vector bundle
map
∂ : σ → Hom(E,F ). (A.37)
Example A.27. The symbol space σkM , together with (A.33), is a tableau bundle relative
to (TM,σk−1M). Note that, in this case, the map (A.37) is injective.
We denote a tableau bundle by (σ, ∂), or simply by σ when it is clear what the map ∂ is.
While the map ∂ is injective in most applications, such as in the previous example, we will see
in Section A.2 and in Section 2 that a great deal of the theory does not rely on this property
and that, in the setting of Lie-Pfaffian groupoids, it is natural to consider non-injective maps.
Definition A.28. Let (σ, ∂) be a tableau bundle relative to (E,F ). The 1st prolongation of
σ is the tableau bundle given by the discrete vector subbundle
σ
(1)
⊂ Hom(E,σ),
whose fiber at x ∈M is
σ
(1)
x
:= { ξ ∈ Homx(E,σ) | ∂(ξ(u))(v) = ∂(ξ(v))(u) ∀ u, v ∈ Ex }.
Remark A.29. Even when the initial data of a tableau bundle is smooth, i.e. E, F and σ
are vector bundles and ∂ a vector bundle map, its 1st prolongation may fail to be smooth.
This is the main reason we resort to the language of discrete vector bundles. However, we note
that σ
(1)
is the kernel of the map (A.39) defined below (with m = 1 and l = 0), and, hence,
if the data of the tableau bundle is smooth, then σ(1) is smooth (i.e. a vector subbundle of
Hom(E,σ)) if and only if it is of constant rank.
Since the 1st prolongation is again a tableau bundle, we can continue and define the higher
prolongations in the following inductive manner:
Definition A.30. Let (σ, ∂) be a tableau bundle relative to (E,F ). The l-th prolongation
of σ, with l > 0 an integer, is the discrete vector subbundle σ(l) ⊂ Hom(E,σ(l−1)) defined by
σ
(l)
:= (σ
(l−1)
)(1),
where we set σ
(−1)
:= F and σ
(0)
:= σ.
Example A.31. By (A.34) and (A.35), we see that
σ
k
M = (σ
k−1
M)(1) = (σ
k−2
M)(2) = ... = Hom(TM, TM)(k−1).
A tableau bundle (σ, ∂) and its prolongations fit into the following sequence of cochain
complexes called the Spencer complex of (σ, ∂):
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0 1 2 3 4
0 σ →֒ Hom(E,F )
1 σ
(1)
→֒ Hom(E,σ)
δ
−→ Hom(Λ2E,F )
2 σ
(2)
→֒ Hom(E,σ
(1)
)
δ
−→ Hom(Λ2E,σ)
δ
−→ Hom(Λ3E,F )
3 σ
(3)
→֒ Hom(E,σ
(2)
)
δ
−→ Hom(Λ2E,σ
(1)
)
δ
−→ Hom(Λ3E,σ)
δ
−→ Hom(Λ4E,F )
·
·
·
(A.38)
The coboundary operator δ : Hom(ΛmE,σ(l))→ Hom(Λm+1E,σ(l−1)) is defined by
δ(ξ)(u0, ..., um) :=
m∑
i=0
(−1)i∂(ξ(u0, ..., uˆi, ..., um))(ui), (A.39)
where uˆi denotes the removal of the i-th term. It is straightforward to verify that δ ◦ δ = 0.
We denote the cocycles at Hom(ΛmE,σ(l)) by Z l,m(σ, ∂), the coboundaries by Bl,m(σ, ∂), and
the resulting cohomology group by
H l,m(σ, ∂) =
Z l,m(σ)
Bl,m(σ)
.
The resulting cohomology theory is called the Spencer cohomology of (σ, ∂). Note that, by
definition, H l,1(σ, ∂) = 0 for all l ≥ 0.
Definition A.32. Let r ≥ 1 be an integer. A tableau bundle σ is said to be r-acyclic if
H l,m(σ, ∂) = 0 ∀ 1 ≤ m ≤ r, 0 ≤ l,
and involutive if it is r-acyclic for all r ≥ 1.
Remark A.33. The notion of a tableau was introduced by Cartan in the context of PDEs and
his theory of Exterior Differential Systems. In that work, Cartan gave a different characteriza-
tion of the notion of involutivity (see e.g. [2]). Many years later, in [45], Spencer introduced
the Spencer complex and cohomology in the context of deformations of geometric structures,
and Guillemin, Singer and Sternberg conjectured and Serre proved ([16, 44]) the equivalence
between Cartan’s notion of involutivity and involutivity in terms of the Spencer cohomology
as defined above.
A.2 Lie-Pfaffian Groupoids and Algebroids
The essential structure of a jet groupoid is encoded in its Cartan form. For example, Proposition
A.24 shows us that the notion of a holonomic section can be formulated purely in terms of the
Cartan form. With this in mind, we can think of a jet groupoid more abstractly as a Lie
groupoid equipped with a vector bundle-valued 1-form that satisfies the essential properties of
the Cartan form, and similarly of a jet algebroid as a Lie algebroid equipped with an operator
that satisfies the essential properties of the Spencer operator.
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This is the idea behind the theory of Lie-Pfaffian groupoids and algebroids that was intro-
duced in [42]. These structures isolate the minimal set of essential ingredients that are present
in jet groupoids and algebroids. Working with them has the advantage that constructions and
proofs become substantially simpler and more transparent as compared to working directly
with jets. For example, it is shown in [42] that the construction of prolongations of systems
of PDEs and the proof of a formal integrability theorem can be formulated in terms of this
structure alone, allowing one to avoid the messy computations and book-keeping that one typ-
ically encounters when working directly with jets. This appendix comes as a preparation for
Section 2, where we use Lie-pfaffian groupoids and algebroids in our proof of Cartan’s Second
Fundamental Theorem, and for Section 3, where they will prove to be an essential ingredient
in the reduction procedure.
A.2.1 Lie-Pfaffian Groupoids
Let G ⇒ M be a Lie groupoid with source and target maps s and t, respectively. Recall that
a differential form ω ∈ Ω∗(G; t∗E) on G with values in a representation E →M of G is said to
be multiplicative if it satisfies (A.28).
Definition A.34. A Lie-Pfaffian groupoid over a manifold M is a Lie groupoid G ⇒ M
equipped with a pointwise-surjective multiplicative 1-form
ω ∈ Ω1(G; t∗E)
(called the Cartan form) with values in a representation E →M of G, such that:
1. Cω ∩Ker ds is an involutive distribution,
2. Cω ∩Ker dt = Cω ∩Ker ds,
where Cω := Ker ω (called the Cartan distribution). We call (G, ω) a Pfaffian groupoid
if axiom 2 is omitted.
A (local) holonomic bisection (or a (local) solution) of (G, ω) is a (local) bisection η
of G satisfying η∗ω = 0. The set of local holonomic bisections is denoted by Bisloc(G, ω).
Remark A.35. (a) In the majority of the paper, we will only encounter Lie-Pfaffian groupoids.
The weaker notion of a Pfaffian groupoid only appears as a “step” in the reduction procedure
of Section 3.2. For more applications of Pfaffian groupoids, see [42].
(b) Both Pfaffian and Lie-Pfaffian groupoids satisfy the property that
Cω +Ker ds = TG, (A.40)
or, equivalently, that
ds
∣∣
Cω
: Cω → s
∗TM (A.41)
is pointwise-surjective. To verify this, one first shows that it holds at the units of G using the
fact that the unit map is a holonomic section (which follows from multiplicativity of ω). Then,
one “transfers” the property to other points g ∈ G using the fact that Cω is of constant rank
and that (dR)g(Cω ∩ Ker ds)t(g) = (Cω ∩ Ker ds)g (again, due to multiplicativity). Note that
this condition is imposed in the definition given in [42], but this is not necessary.
(c) A consequence of axiom 2 is that E inherits a Lie algebroid structure, namely the unique
one with which
ω|A : A→ E, (A.42)
is a Lie algebroid map (see Proposition 6.1.8 in [42]).
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(d) In the case of a Lie-Pfaffian groupoid, axiom 1 is actually not needed, it follows from the
other axioms. One way to see this is to note that, since (A.42) is a Lie algebroid map, then its
kernel is closed under the bracket, and its bracket is precisely induced by the bracket of right
invariant vector fields in Cω ∩ Ker ds. Another argument is given in Remark 6.1.9 in [42]. For
a Pfaffian groupoid, this axiom must be imposed separately.
Example A.36 (Jet groupoids). Given a manifoldM and an integer k > 0, the pair (JkM,ω),
consisting of the jet groupoid JkM ⇒ M and the Cartan form ω ∈ Ω1(JkM ; t∗Ak−1M) with
values in the adjoint representation Ak−1M , is a Lie-Pfaffian groupoid. Due to Proposition
A.25, we are only left to verify axiom 2. For this, we note that there is a (unique) isomorphism
s∗TM ∼= t∗TM of vector bundles over JkM with which the diagram
Cω
s∗TM t∗TM
ds dt
≃
(A.43)
commutes given at a point jkxφ by (dφ)x. This implies that Cω ∩ Ker ds = Cω ∩Ker dt. Note
that the isomorphism (A.43) defines an action with which TM becomes a representation of
JkM .
Our main examples of interest of a Lie-Pfaffian groupoid are the defining equations of Lie
pseudogroups (which are Lie subgroupoids of jet groupoids). These will be discussed in Section
2.1.3.
In the above example, we saw that TM is canonically a representation of any jet groupoid.
This is a general feature of Lie-Pfaffian groupoids:
Lemma A.37. Let (G, ω) be a Lie-Pfaffian groupoid. There exists a unique isomorphism
s∗TM ∼= t∗TM with which the following diagram commutes:
Cω
s∗TM t∗TM.
ds dt
≃
This defines an action of G on TM with which TM becomes a representation of G.
Proof. The isomorphism is given by choosing a splitting H : s∗TM → Cω of (A.41) and
composing it with dt. It is independent of the choice, since the difference of any two connections
takes values in Cω ∩Ker ds, which is killed by dt by axiom 2.
A.2.2 Lie-Pfaffian Algebroids
The infinitesimal counterpart of a Lie-Pfaffian groupoid is a Lie-Pfaffian algebroid. Let A→M
and E → M be vector bundles and let l : A → E be a surjective vector bundle map. An l-
connection D on A is a bilinear map
D : X(M)× Γ(A)→ Γ(E)
satisfying the connection-like properties
DfX(α) = fDX(α), DX(fα) = fDX(α) +X(f)l(α),
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for all X ∈ X(M), α ∈ Γ(A) and f ∈ C∞(M). Equivalently, we can view D as a linear map
D : Γ(A) → Ω1(M ;E) satisfying the Leibniz condition D(fα) = fD(α) + df ⊗ l(α). If A and
E are Lie algebroids and l : A → E is a surjective Lie algebroid map, then an l-connection
induces an A-connection on E,
∇D : Γ(A)× Γ(E)→ Γ(E),
defined by
∇Dα (β) = [l(α), β] +Dρ(β)(α), ∀ α ∈ Γ(A), β ∈ Γ(E).
Fixing a section α ∈ Γ(A), the connection induces a Lie derivative operation on E-valued forms,
LDα : Ω
∗(M ;E)→ Ω∗(M ;E).
We will only need the formula for 1-forms, which is
LDα ω(X) = ∇
D
α (ω(X))− ω([ρ(α), X ]), ∀ ω ∈ Ω
1(M ;E).
For the formula for arbitrary degrees, see [13].
Definition A.38. A Lie-Pfaffian algebroid over a manifold M consists of a pair of Lie
algebroids A and E over M , a surjective Lie algebroid map l : A→ E and an l-connection
D : X(M)× Γ(A)→ Γ(E),
(called the Spencer operator) such that
D([α, β]) = LDα (D(β)) − L
D
β (D(α)), ∀ α, β ∈ Γ(A). (A.44)
A (local) holonomic section of (A,D) is a (local) section α ∈ Γ(A) such that D(α) = 0.
Remark A.39. Due to (A.44), the A-connection ∇D is flat and E is a representation of A.
A Lie-Pfaffian groupoid (G, ω) induces a Lie-Pfaffian algebroid (A(G), Dω), where A = A(G)
is the Lie algebroid of G, l : A→ E is the restriction of ω ∈ Ω1(G; t∗E) to A, and
D = Dω : X(M)× Γ(A)→ Γ(E)
is obtained from ω by the differentiation formula (A.31). The following theorem is due to [42]
(Theorem 6.1.23 and Proposition 6.1.25):
Theorem A.40. If (G, ω) is a Lie-Pfaffian groupoid, then (A(G), Dω) is a Lie-Pfaffian al-
gebroid. Conversely, if (A,D) is a Lie-Pfaffian algebroid such that A is integrable and G is
the s-simply connected integration of A, then there is a unique Lie-Pfaffian groupoid (G, ω)
integrating (A,D).
Example A.41 (Jet algebroids). Continuing from Example A.36, the jet algebroid AkM of
a manifold M , equipped with the Spencer operator D : X(M) × Γ(AkM) → Γ(Ak−1M), is a
Lie-Pfaffian algebroid.
The following lemma provides a useful formula for computing the Spencer operator induced
by a Lie-Pfaffian groupoid:
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Lemma A.42. Let (G, ω) be a Lie-Pfaffian groupoid, and let (A,D) be its Lie-Pfaffian alge-
broid. Then
ω([X̂, α˜]) = t∗
(
DX(α)
)
, (A.45)
for all α ∈ Γ(A) and X ∈ X(M), where α˜ ∈ X(G) is the right invariant vector field induced by
α and X̂ ∈ X(G) is a lift of X that satisfies dt(X̂) = X and ω(X̂) = 0.
Proof. First note that a lift X̂ always exist by Lemma A.37 together with the fact that (A.41)
admits splittings. Let us write x = t(g). One easily shows that ϕǫα˜(g) = ϕ
ǫ
α(x) ·g, and hence, by
replacing g with a curve representing X̂g, we see that dϕ
ǫ
α˜(X̂g) = dm(dϕ
ǫ
α(Xx), X̂g). Applying
ω on both sides and using the multiplicativity of ω,
ω(dϕǫα˜(X̂g)) = ω(dϕ
ǫ
α(Xx)) + ϕ
ǫ
α(x) ·✟
✟
✟
ω(X̂g)).
With these identities, the right hand side of (A.31) can be re-expressed as
ϕǫα(x)
−1 · ω(dϕǫα(Xx)) = g · ϕ
ǫ
α˜(g)
−1 · ω(dϕǫα˜(X̂g)).
Using this,
DX(α)x =
d
dǫ
∣∣∣
ǫ=0
ϕǫα(x)
−1 · ω(dϕǫα(Xx)) =
d
dǫ
∣∣∣
ǫ=0
g · ϕǫα˜(g)
−1 · ω(dϕǫα˜(X̂g))
= lim
ǫ→0
g · ϕǫα˜(g)
−1 · ω(dϕǫα˜(X̂g))− ω(X̂g)
ǫ
= lim
ǫ→0
g · ϕǫα˜(g)
−1 · ω(dϕǫα˜(dϕ
−ǫ
α˜ X̂ϕǫα˜(x)))− ω(dϕ
−ǫ
α˜ X̂ϕǫα˜(g))
ǫ
= lim
ǫ→0
g · ϕǫα˜(g)
−1 ·
✘✘
✘✘
✘
ω(X̂ϕǫ
α˜
(g))− ω(dϕ
−ǫ
α˜ X̂ϕǫα˜(g))
ǫ
= −ω
( d
dǫ
∣∣∣
ǫ=0
dϕ−ǫα˜ X̂ϕǫα˜(g)
)
= ω([X̂, α˜]g)
In the fourth equality, Xˆg can be replaced by dϕ
−ǫ
α˜ X̂ϕǫα˜(g) since they coincide in the limit.
A.2.3 The Symbol Space and the Symbol Map
Let (A,D) be a Lie-Pfaffian algebroid over M . The kernel of l,
σ = σ(A,D) := Ker (l : A→ E) ⊂ A (A.46)
is called the symbol space of (A,D). Being the kernel of a Lie algebroid morphism, it has
the structure of a bundle of Lie algebras. Given a Lie-Pfaffian groupoid (G, ω) with associated
Lie-Pfaffian algebroid (A,D), we define its symbol space to be the symbol space of (A,D), thus
σ = σ(G, ω) := σ(A,D). Note that, by right translation,
t∗σ(G, ω) ∼= Cω ∩Ker ds. (A.47)
The restriction of the Spencer operator to the symbol space induces a map
∂ = ∂D : σ(A)→ Hom(TM,E), T 7→ (Tˆ : X 7→ DX(T )), (A.48)
called the symbol map. The pair (σ, ∂) is a tableau bundle, in the sense of Definition A.26,
and hence we can construct its prolongations and Spencer cohomology (see Section A.1.6).
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Definition A.43. A Lie-Pfaffian algebroid (A,D) is standard if its symbol map is injective.
A Lie-Pfaffian groupoid (G, ω) is standard if its associated Lie-Pfaffian algebroid is standard.
Example A.44. The Lie-Pfaffian groupoids coming from jet groupoids (Example A.36) and
from Lie pseudogroups (Section 2.1.3) are standard, as well as their associated Lie-Pfaffian
algebroids.
A.2.4 The Differential of the Cartan Form
The main problem in the study of PDEs is that of integrability, i.e. the existence of solutions.
Obstructions to integrability are obtained by looking at what are known as prolongations of
PDEs, which are first and higher order differential consequences of the equations. The con-
struction of prolongations can also be thought of as the construction of formal solutions (see
Remark A.51). In the framework of Lie-Pfaffian groupoids, prolongations are encoded in the
differential of the Cartan form, as we now explain.
While the differential of a vector bundle-valued form is not canonically defined, its restriction
to the kernel of the form is, and it is precisely this part that contains the relevant information.
Let (G, ω) be a Lie-Pfaffian groupoid, with ω ∈ Ω1(G; t∗E), where E is a representation of G. A
choice of a connection ∇ on E induces a de-Rham type operator d∇ on the space of E-valued
forms (by the usual Koszul-type formula), and we denote the restriction of d∇ω ∈ Ω
2(G; t∗E)
to the Cartan distribution Cω, the kernel of ω, by
δω := d∇ω
∣∣
Cω
: Λ2Cω → t
∗E. (A.49)
At the level of sections,
δω(X,Y ) = −ω([X,Y ]), ∀X,Y ∈ Γ(Cω).
As an immediate consequence of Lemma A.42, we obtain the following formula that relates the
symbol map with the differential of the Cartan form:
Lemma A.45. Let (G, ω) be a Lie-Pfaffian groupoid over M . Then
δω(T r, Xˆ) = t∗(δ(T˜ )(X)), (A.50)
for all T ∈ Γ(σ) and X ∈ X(M), where T˜ ∈ X(G) is the right invariant vector field induced by
T and X̂ ∈ X(G) is a lift of X that satisfies dt(X̂) = X and ω(X̂) = 0. Because δω is a tensor,
(A.50) holds pointwise.
The prolongation of a Lie-Pfaffian groupoid, which we call the classical prolongation, is the
space of all first order solutions. Recall that a local solution (or a local holonomic bisection)
b ∈ Bisloc(G, ω) of a Lie-Pfaffian groupoid (G, ω) over M is a local bisection b that satisfies
b∗ω = 0. (A.51)
As a consequence of (A.51), the first order approximation of a local solution b at a point
x ∈ Dom(b) ⊂M , i.e. its differential ξ := (db)x : TxM → Tb(x)G, satisfies the equations
ξ∗ω = 0 and ξ∗δω = 0. (A.52)
This leads us to the following definition. Let g ∈ G and let ξ : Ts(g)M → TgG be a linear map
such that (ds)g ◦ ξ = id and (dt)g ◦ ξ : Ts(g)M → Tt(g)M is a linear isomorphism (note that
any such linear map can be written as ξ = (db)s(g) for some local bisection b of G). Such a
linear map ξ is called a 1st order solution of (G, ω) if it satisfies (A.52). Of course, first order
solutions do not necessarily arise as the differentials of local solutions, but the existence of a
first order solutions is a necessary condition for the existence of local solutions.
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Definition A.46. Let (G, ω) be a Lie-Pfaffian groupoid. The space of all 1st order solutions,
Pω(G) := { ξ = (db)x | b ∈ Bisloc(G), x ∈ Dom(b), ξ
∗ω = 0, ξ∗δω = 0 },
is called the classical prolongation of (G, ω).
Relaxing the two conditions in (A.52) one by one, we get two inclusions,
Pω(G) ⊂ J
1
ωG ⊂ J
1G,
where
J1ω(G) := { ξ = (db)x | b ∈ Bisloc(G), x ∈ Dom(b), ξ
∗ω = 0 } (A.53)
is called the partial prolongation of (G, ω), and
J1G = { (db)x | b ∈ Bisloc(G), x ∈ Dom(b) } (A.54)
is precisely the 1st jet groupoid of local bisections of G (where first jets j1xb of local bisections are
canonically identified with the differentials (db)x of local bisections). The classical prolongation
inherits its structure from these ambient spaces, as we explain in the next two sections.
A.2.5 The Partial Prolongation and its Affine Structure
Let us examine more closely the partial prolongation J1ωG of a Lie-Pfaffian groupoid (G, ω).
The 1st jet groupoid J1G ⇒ M of a Lie groupoid G ⇒ M , as defined in (A.54) (and see also
Remark A.23), is a Lie groupoid over M . The source and target maps send (db)x to x and
φb(x), where φb = t ◦ b, multiplication is induced by the composition of local bisections, i.e.
(db′)y · (db)x := (d(b
′ · b))x, and the inverse and unit maps are induced by the inverse operation
on bisections and the identity bisection. The smooth structure is the usual one for jet spaces,
and the projection,
π : J1G → G, (db)x 7→ b(x), (A.55)
is a surjective Lie groupoid morphism and a submersion. The Cartan form,
ω ∈ Ω1(J1G; t∗A), (A.56)
which takes with values in the Lie algebroid A of G, is defined by the formula (c.f. (A.27))
ω(db)x := dRb(x)−1 · (dπ − (db)x ◦ ds)(db)x .
Also here, A is a representation of J1G, the adjoint representation (the action is given by
(A.25)), and ω is multiplicative. With this structure, (J1G, ω) is a Lie-Pfaffian groupoid.
The partial prolongation J1ωG ⊂ J
1G inherits this Lie-Pfaffian groupoid structure. The main
step in showing this is to show that this inclusion is smooth. This follows from the following
important observation: the restriction of the projection (A.55), which we also denote by
π : J1ωG → G, (A.57)
has the structure of an affine bundle modeled on t∗Hom(TM,σ), where σ is the symbol space
of (G, ω). To describe this structure, recall that, by Lemma A.37 and (A.47), we have canonical
isomorphisms s∗TM ∼= t∗TM and Cω ∩Ker ds ∼= t
∗
σ of vector bundles over G. Together, these
give the identification
t∗Hom(TM,σ) ∼= Hom(s∗TM,Cω ∩Ker ds). (A.58)
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Let us first describe the affine space structure of a single fiber of (A.57) over a point g ∈ G.
The difference (db′)s(g)− (db)s(g) of two points in the fiber is a linear map Ts(g)M → TgG which
takes values in Cω∩Ker ds, and hence, modulo (A.58), belongs to Homt(g)(TM,σ). Conversely,
if (db)s(g) is in this fiber and ζ ∈ Homt(g)(TM,σ), then the sum (db)s(g) + ζ is again in this
fiber, where axiom 2 of Definition A.34 ensures that the composition of (db)s(g) + ζ with dt
is a linear isomorphism, and hence (db)s(g) + ζ comes from a local bisection. We thus have a
collection of affine spaces parametrized by G. These, in turn, glue smoothly to an affine bundle,
since (A.57) has a smooth global section (smooth as a section of (A.55)). Indeed, a section of
(A.57) is the same thing as a splitting of (A.41), which always exists.
Finally, equipped with the restriction of (A.56), which we also denote by
ω ∈ Ω1(J1ωG; t
∗A), (A.59)
it is straightforward to show that the partial prolongation is a Lie-Pfaffian groupoid over M .
For example, the fact that the restrictions of the multiplication and inverse maps are well-
defined and that the unit map is surjective is a consequence of the multiplicativity of ω. We
refer to Section 6.2.3 in [42] for more details. To summarize:
Proposition A.47. Let (G, ω) be a Lie-Pfaffian groupoid. The partial prolongation (J1ωG, ω) is
a Lie-Pfaffian groupoid and the projection (A.57) is an affine bundle modeled on t∗Hom(TM,σ)
and a morphism of Lie groupoids.
A.2.6 The Classical Prolongation and its Affine Structure
While the partial prolongation J1ωG of a Lie-Pfaffian groupoid (G, ω) is always smooth, the
classical prolongation Pω(G) may fail to be so by failing to be an affine subbundle of J
1
ω(G).
Understanding when it is smooth is a first step in the problem of integrability. In the case it is
smooth, it is note hard to show that it is a Lie subgroupoid of J1ωG and a Lie-Pfaffian groupoid
(when equipped with the restriction of ω on J1ωG)).
Consider the projection
π : Pω(G)→ G,
the restriction of (A.57), and recall that σ
(1)
denotes the 1st prolongation of the symbol space
σ (see Section A.1.6).
Lemma A.48. Let (G, ω) be a Lie-Pfaffian groupoid. If the fiber of π : Pω(G)→ G at g ∈ G is
non-empty, then it is an affine subspace of the respective fiber of (A.57), and it is modeled on
the vector subspace σ
(1)
t(g) ⊂ Homt(g)(TM,σ).
Proof. Fix g ∈ G. To simplify notation, we treat the identifications s∗TM ∼= t∗TM , Cω ∩
Ker ds ∼= t∗σ and (A.58) as equalities. First, let ξ, ξ′ ∈ Pω(G) in the fiber over g. We
prove that, for every X,Y ∈ Tt(g)M the difference ξ
′ − ξ, which is a priori an element of
Homt(g)(TM,σ), is an element of σ
(1):
∂((ξ′ − ξ)(X))(Y ) = δω((ξ′ − ξ)(X), ξ(Y )) = δω(ξ′(X), ξ(Y ))
= δω(ξ′(X), (ξ − ξ′)(Y )) = δω((ξ′ − ξ)(Y ), ξ′(X)) = ∂((ξ′ − ξ)(Y ))(X).
Lemma A.45 was used in the first and last equality, the fact that ξ∗δω = ξ′∗δω = 0 (since they
are elements of Pω(G)) in the second and third, and anti-symmetry of δω in the fourth.
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Next, let ξ ∈ Pω(G) in the fiber over g and let ζ ∈ σ
(1)
t(g). We know already that ξ+ ζ ∈ J
1
ωG,
in the fiber over g, and we prove that it is in Pω(G). Clearly, (ξ + ζ)
∗ω = 0. Furthermore,
(ξ + ζ)∗δω = 0, since for every X,Y ∈ Tt(g)M ,
δω((ξ + ζ)(X), (ξ + ζ)(Y ))
= δω(ξ(X), ξ(Y )) + δω(ζ(X), ξ(Y ))− δω(ζ(Y ), ξ(X)) + δω(ζ(X), ζ(Y ))
= 0,
where the first term vanishes because ξ∗δω = 0, the sum of the second and third are equal
to ∂(ζ(X))(Y ) − ∂(ζ(Y ))(X), which vanish because ξ ∈ σ(1), and the third vanishes because
Cω ∩Ker ds is involutive.
So we can conclude that:
Proposition A.49. Let (G, ω) be a Lie-Pfaffian groupoid over M . The projection
π : Pω(G)→ G, (A.60)
is an affine bundle (modeled on t∗σ(1)) if and only if σ(1) is of constant rank and π has a
smooth global section (smooth as a section of (A.57)). In this case, the pair (Pω(G), ω) is a
Lie-Pfaffian groupoid and π is a morphism of Lie groupoids.
Remark A.50. In [42], it is shown that (A.60) is, in fact, a morphism of Lie-Pfaffian groupoids,
in a sense that they make precise. Furthermore, they define an abstract notion of a Lie pro-
longation, which, roughly speaking, is a morphism p : (G˜, ω˜)→ (G, ω) of Lie-Pfaffian groupoids
such that ω˜ “extends” ω. It is then proven that (A.60) is a Lie prolongation and that it is
“universal” in some sense (see Proposition 6.2.42 in [42] for the precise statement).
Remark A.51. In the study of formal integrability, the classical prolongation of a Lie-Pfaffian
groupoid (G, ω) is also called the 1st prolongation. If it is smooth, i.e. it is a Lie-Pfaffian
groupoid and the projection is an affine bundle, then we can proceed and construct its classical
prolongation, which is called the 2nd prolongation of (G, ω). Its elements correspond to 2nd
order solutions of (G, ω). Proceeding inductively (where at each step there may be obstructions
to smoothness), we obtain, at the k-th step, the k-th prolongation of (G, ω) consisting of k-th
order solutions. If there are no obstructions and we can continue indefinitely, then the inverse
limit of the resulting infinite tower of prolongations is called the ∞-prolongation of (G, ω) and
its elements correspond to formal solutions. In this case, (G, ω) is said to be formally integrable.
Theorem 6.3.13 in [42] gives criteria for formal integrability.
A.2.7 Cartan-Ehresmann Connections
The existence of sections of the projection π : Pω(G) → G is an obstruction to prolongation
and to formal integrability. Geometrically, such sections can be interpreted as special type of
connections. We first note that sections of π : J1ωG → G are the same thing as splittings of
the vector bundle map (A.41), i.e. splittings H of ds : TG → s∗TM that satisfy the condition
H∗ω = 0. In other words, they are are Ehresmann connections that take value in the Cartan
distribution. These, in turn, correspond to sections of the classical prolongation if and only if
they satisfy the extra condition H∗δω = 0. This motivates the following terminology:
Definition A.52. Let (G, ω) be a Lie-Pfaffian groupoid over M . A Cartan-Ehresmann
connection is a splitting
H : s∗TM → Cω
of (A.41). It is said to be integral if H∗δω = 0.
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Cartan-Ehresmann connections play an important role in our proof of Cartan’s Second
Fundamental Theorem in Section 2.
A.3 Generalized Pseudogroups
A locally defined diffeomorphism of a manifold M can be interpreted as a local bisection of
the pair groupoid M ×M ⇒ M . This point of view leads us to the notion of a generalized
pseudogroup by replacing the pair groupoid with any Lie groupoid G. Generalized pseudogroups
arise naturally when one studies the space of local holonomic bisections (or “local solutions”)
of a Lie-Pfaffian groupoid (Appendix A.2) and they are central to the reduction procedure of
Section 3.
We denote the set of local bisections of a Lie groupoid G by Bisloc(G). Recall that any
two local bisections of a Lie groupoid G can be composed if their domains and codomains are
compatible, that a local bisection has an inverse and that there exists a unit bisection, which
we denote by 1 ∈ Bisloc(G).
Definition A.53. A generalized pseudogroup on a Lie groupoid G ⇒ M is a subset Γ ⊂
Bisloc(G) that satisfies the following axioms:
A) Group-like axioms:
1) if σ, σ′ ∈ Γ and Im(t ◦ σ′) ⊂ Dom(σ), then σ · σ′ ∈ Γ,
2) if σ ∈ Γ, then σ−1 ∈ Γ,
3) 1 ∈ Γ.
B) Sheaf-like axioms:
1) if σ ∈ Γ and U ⊂ Dom(σ) is an open subset, then σ|U ∈ Γ,
2) if σ ∈ Bisloc(G) and {Ui}i∈I is an open cover of Dom(σ) such that σ|Ui ∈ Γ for all
i ∈ I, then σ ∈ Γ.
Remark A.54. Bisloc(G) has the structure of a groupoid over Open(M), the set of open
subsets of M . Using this observation, the first three axioms can be rephrased as saying that
Γ ⊂ Bisloc(G) is a wide subgroupoid.
Example A.55 (pseudogroups as generalized pseudogroups). Pseudogroups on M are the
same thing as generalized pseudogroups on the pair groupoid M ×M ⇒ M , where a locally
defined diffeomorphism φ of M is viewed as the local bisection x 7→ (φ(x), x) of M ×M .
Example A.56. (Lie groups as generalized pseudogroups) While realizing a Lie group G as a
Lie pseudogroup depends on the choice of a space M and an action of G on M , the generalized
point of view allows us to make sense of a Lie group as a (generalized) pseudogroup in a
canonical way: taking the Lie groupoid G⇒ {∗}, its group of local bisections coincides with G
as a group. This is a trivial yet conceptually important interpretation. For instance, using the
reduction procedure of Section 3, certain Lie pseudogroups can be reduced to Lie groups when
interpreting them as generalized pseudogroups in this sense (see e.g. Example 3.20).
Example A.57 (Lie-Pfaffian groupoids). The set Bisloc(G, ω) of local holonomic bisections
of a Lie-Pfaffian groupoid (G, ω) is a generalized pseudogroup, which is a consequence of the
multiplicativity property of ω. In particular, this holds for the jet groupoids (JkM,ω) (Example
A.36), where, by Proposition A.24, we have a bijection
Diff loc(M)
≃
−→ Bisloc(J
kM,ω), φ 7→ jkφ.
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Example A.58. (the classical shadow) Any generalized pseudogroup Γ on a Lie groupoid
G ⇒M induces a pseudogroup Γcl on the base M by “projecting” the elements, i.e.
Γcl := { t ◦ σ | σ ∈ Γ } ⊂ Diff loc(M).
We call Γcl the classical shadow of Γ. “Classical” pseudogroups often arise as the classical
shadows of generalized pseudogroups that are more natural than the actual pseudogroups one
is interested in studying. Consider, for instance, the pseudogroup on R generated by the set of
diffeomorphisms
φ : R→ R, φ(x) = (ax + b),
parametrized by a ∈ R\{0} and b ∈ R. It clearly comes from the action of a Lie group. Indeed,
we take the Lie groups (R,+) and (R\{0},×), and the map ϕ : R\{0} → Aut(R), a 7→ (b 7→ ab).
From this data we construct the semi direct product
R\{0}ϕ⋉R,
where the product of two elements (a, b) and (a′, b′) is given by
(a′, b′) · (a, b) = (a′a, b′ + a′b).
We then consider the action groupoid induced the action of R\{0}ϕ⋉R on R, where the action
is given by (a, b) ·x = ax+ b. The above pseudogroup is the classical shadow of the generalized
pseudogroup of “constant” bisections of this action groupoid.
Example A.59. (classical pseudogroups made nicer) Cartan’s approach to the study of Lie
pseudogroups works well under suitable regularity conditions (such as in Definition 2.2) and
is best understood in the transitive case. Generalized pseudogroups often allow one replace
ill-behaved pseudogroups by well-behaved generalized pseudogroups. Here is an illustration of
this phenomenon. Consider the pseudogroup Γcl of rotations on R
2, i.e. the one generated by
the set of diffeomorphisms
φ : R2 → R2, φ(x, y) = (x cos 2πθ + y sin 2πθ,−x sin 2πθ + y cos 2πθ),
parametrized by θ ∈ R/Z. Since it is has a singular orbit, it is not a Lie pseudogroup, but it is
the classical shadow of the generalized pseudogroup Γgen of “constant” bisections of the action
groupoid R/Z ⋉ R2 associated with the action of the Lie group R/Z on R2 by rotations, i.e.,
R/Z× R2 → R2, θ · (x, y) = (x cos 2πθ + y sin 2πθ,−x sin 2πθ + y cos 2πθ).
A.4 Basic Forms on Principal G-Bundles
In this appendix, we recall the notion of a basic form in the setting of Lie groupoid and Lie
algebroid actions, which will be used in the reduction procedure in Section 3.2. Let us begin
with the more familiar case of Lie groups. Let π : P → B be a principal G-bundle, with G a Lie
group, and let V be a representation of G. A V -valued differential form θ ∈ Ω∗(P ;V ) is said
to be basic if it is horizontal and G-equivariant. Horizontal means that θ vanishes if applied to
at least one vertical tangent vector, while G-equivariance means that
L∗gθ = g · θ, ∀ g ∈ G,
where Lg : P → P, p 7→ g · p. Basic V -valued forms on P , which we denote by Ω
∗
bas(P ;V ),
are precisely those V -valued forms on P that come from forms on the base B. More precisely,
82
recalling that the associated vector bundle E = E(P, V ) on B is the vector bundle obtained as
the quotient of the trivial vector bundle P ×V → P by the induced action of G on P ×V given
by g · (p, v) = (g · p, g · v), the pull-back by π gives a linear isomorphism
π∗ : Ω∗(B;E)
≃
−→ Ω∗bas(P ;V ).
Note that, on the right hand side, we are implicitly using the canonical isomorphism P ×V
≃
−→
π∗E which, at a point p, maps v 7→ [p, v]. See e.g. [21] (Section II.5) for more details.
The notion of a basic form generalizes naturally to the setting of Lie groupoids. For simplic-
ity, we restrict to the case of 1-forms, which is of relevance to us. To keep the notation clean,
given a surjective submersion π : P →M and a vector bundle E →M , we write Ω1(P ;E) for
the space of π∗E-valued 1-forms on P .
Definition A.60. Let π : P → M be a surjective submersion equipped with an action of a
Lie groupoid G ⇒ M and let E → M be a representation of G. A 1-form θ ∈ Ω1(P ;E) is
horizontal if it vanishes on all vectors that are tangent to the orbits of the action of G. An
E-valued 1-form θ ∈ Ω1(P ;E) is basic if it is both horizontal and satisfies
θ(g ·X) = g · θ(X), (A.61)
for all g ∈ G and X ∈ TpP for which s(g) = π(p). We denote the space of basic 1-forms by
Ω1
bas
(P ;E).
Let us clarify the left hand side of (A.61). This is best understood in terms of the action
groupoid G ⋉ P ⇒ P associated with the action of G on P . We regard θ as a form on the base
of the action groupoid. The fact that θ is horizontal is equivalent to the condition that the
restriction of θ to any orbit O ⊂ P of G ⋉ P must vanish. If θ is horizontal, then it descends
to a map θ : NO → E|O on the normal bundle to an orbit. With this in mind, (A.61) should
be read as θ((g, p) · [X ]) = g · θ([X ]), for all (g, p) ∈ G ⋉ P and X ∈ TpP , where (g, p) acts on
[X ] via the normal representation (see e.g. Section 2.1 in [49] for a description of the normal
representation).
The notion of a basic form can also be defined at the infinitesimal level.
Definition A.61. Let π : P → M be a surjective submersion equipped with an action a :
π∗A → TP of a Lie algebroid A → M and let ∇ : Γ(A) × Γ(E) → Γ(E) be a representation
of A. A 1-form θ ∈ Ω1(P ;E) is horizontal if θ(a(α)) = 0 for all α ∈ Γ(A). A 1-form
θ ∈ Ω1(P ;E) is basic if it is both horizontal and satisfies
θ([a(α), X ]) = (π∗∇)π∗αθ(X), (A.62)
for all α ∈ Γ(A) and X ∈ X(P ).
Let clarify the right-hand side of (A.62). The action of A on P induces the action algebroid
π∗A→ P , and the representation ∇ : Γ(A)×Γ(E)→ Γ(E) of A induces a representation π∗∇ :
Γ(π∗A)× Γ(π∗E)→ Γ(π∗E) of π∗A. The construction is analogous to the construction of the
pull-back of a usual connection. Namely, on pull-back sections one defines (π∗∇)π∗α(π
∗σ)|p :=
∇α(σ)|π(p), and then one extends the definition by the Leibniz identity. The connection is easily
seen to be flat. Note that if the action of A on P and the representation ∇ come from an action
of G on P and a representation E, then the representation π∗∇ is induced by a representation
π∗E of G ⋉ P . Namely, the one in which an arrow (g, p) ∈ G ⋉ P acts on a vector v ∈ (π∗E)p
by (g, p) · v = g · v ∈ (π∗E)g·p.
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Proposition A.62. Let G ⇒M be a Lie groupoid acting on a surjective submersion π : P →M
and let E →M be a representation of G. Given any θ ∈ Ω1(P ;E), the following are equivalent:
1. s∗θ − t∗θ = 0, where s, t is the source and target maps of G ⋉ P .
2. θ − (t ◦ σ)∗θ = 0 for all σ ∈ Bisloc(G ⋉ P ).
3. θ is basic with respect to G.
If A is the Lie algebroid of G (together with the induced representation of G and action on P ),
then conditions 1-3 imply that:
4. θ is basic with respect to A.
If G is s-connected, then conditions 1-4 are equivalent.
Remark A.63. A few words of explanation are in order. In condition 2, we view both s∗θ and
t∗θ as elements of Ω1(G⋉P ; t∗E). The latter is clear, while for the former one makes use of the
representation, namely (s∗θ)g(X) = g · θ(ds(X)) ∈ Et(g). In condition 3, we view both θ and
(t ◦ σ)∗θ as locally defined elements of Ω1(P ;E) whose domains of definitions are the domain
of σ. For the former one simply restricts θ to Dom(φ), while in the latter one uses again the
representation. Namely, ((t ◦ σ)∗θ)p = σ(p)
−1 · ((t ◦ σ)∗θ)p for all p ∈ Dom(σ).
Proof. We first prove the equivalence of 1-3. To go from 1 to 2, simply pull back by σ. Next,
assume 2. First, let X ∈ TpP such that X is tangent to an orbit. One can always find an
X˜ ∈ T1p(G ⋉ P ) such that ds(X˜) = −dt(X˜) = X (since X is tangent to an orbit, there exist
vectors in T1p(s
−1(p)) and T1p(t
−1(p)) projecting to X , so simply take their difference) and a
local bisection σ of G ⋉ P such that σ(p) = 1p and dσ(X) = X˜. Applying θ − (t ◦ σ)
∗θ on
X , we see that 2θ(X) = 0, and hence θ is horizontal. To prove (A.61), for every g ∈ G and
X ∈ TpP such that s(g) = π(p), simply choose a bisection σ such that σ(p) = g and note that
θ(g ·X) = θ(d(t ◦ σ)(X)). Finally, assume 3. Let (g, p) ∈ G ⋉ P and X ∈ T(g,p)(G ⋉ P ), then
(s∗θ − t∗θ)(X) = g · θ(ds(X))− θ(dt(X)), which vanishes by (A.61), since, by the definition of
the normal representation, [dt(X)] = [g · ds(X)].
The most direct approach for proving that 1-3 imply 4 is to go from 3 to 4 by differentiating
(A.61) and discovering (A.62). More conceptually, we will go from 1 to 4 by appealing to the
notion of multiplicative forms and their infinitesimal counterparts, the Spencer operators. In
[13], the notion of a representation-valued multiplicative form on a Lie groupoid is studied, and
in Theorem 1 of that paper it is shown that such a form linearizes to a so called Spencer operator
on the associated Lie algebroid and that the map sending the multiplicative form to the Spencer
operator is injective if the Lie groupoid is source-connected (note that while the authors actually
assume source-simply connectedness in the statement of the theorem, source-connectedness is
sufficient for the injectivity assertion). To apply the theorem to our problem, one first notes
that the form ω := s∗θ − t∗θ ∈ Ω1(G ⋉ P ; t∗E) is multiplicative (e.g. see Proposition 3.13).
Next, one computes the induced Spencer operator Dω : X(P )× Γ(π
∗A) → Γ(π∗E) on the Lie
algebroid π∗A of G ⋉ P , obtaining the formula
(Dω)X(π
∗α) := θ([a(α), X ]) − (π∗∇)π∗αθ(X), ∀ α ∈ Γ(A), X ∈ X(P ).
This formula is given in Example 2.10 in [13] (and it can be computed by the same method
used to prove Lemma A.42). Now, since the vanishing of ω implies that Dω vanishes, and hence
that (A.62) is satisfied (and we already saw that 1 implies that θ is horizontal), then 1 implies
4. Conversely, if G is s-connected, and hence G ⋉ P is s-connected, then, by the injectivity of
the map described above, the vanishing of Dω implies the vanishing of ω and hence 4 implies
1.
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Now, generalizing the case of Lie groups, if the action of G ⇒ M on P → M is free and
proper, then the basic forms on P with values in a representation E → M are precisely those
that descend to forms on the orbit space Pred := P/G with values in the associated vector
bundle Ered → Pred. Here, Pred has the unique smooth structure with which the projection
pr : P → Pred is a surjective submersion, and the associated vector bundle Ered → Pred is
the quotient of π∗E → P by the action of G given by g · (p, v) = (g · p, g · v), for all p ∈ P ,
v ∈ Eπ(p) and g ∈ s
−1(π(p)) (thus, [g · p, v] = [p, g−1 · v] ∈ (Ered)[p]). The proof of the following
proposition is in complete analogy to the case of Lie groups:
Proposition A.64. Let π : P →M be a surjective submersion equipped with a free and proper
action of a Lie groupoid G ⇒ M , and let E → M be a representation of G. The pull-back by
the projection pr : P → Pred gives a 1-1 correspondence
pr∗ : Ω1(Pred;Ered)
≃
−→ Ω1bas(P ;E).
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