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Abstract In this paper we discuss a topological treatment for the planar system
z′ = f (t, z) + g(t, z) (0.1)
where f : R × R2 −→ R2 and g : R × R2 −→ R2 are T -periodic in time and g(t, z) is
bounded. Namely, we study the effect of g(t, z) in two different frameworks: isochronous
centers and time periodic systems having subharmonics. The main tool employed in the
proofs consists of a topological strategy to locate fixed points in the class of orientation
preserving embedding under the condition of some recurrence properties. Generally speaking,
our topological result can be considered as an extension of the main result in Brown (Pac J
Math 143:37–41, 1990) (concerning two cycles) to any recurrent point.
Keywords Global perturbations · Isochronous centers · Subharmonics · Translation arc ·
Planar homeomorphism · Fixed point index
1 Introduction
Incorporating a perturbation, not necessarily small, in differential equations naturally arises
in many mechanical situations due to effects caused by friction or an external force; and,
in general, in most areas of the science by the errors in the modelling process. Because of
this range of applicability, perturbation theory has attracted the attention of many researchers
during the last decades. In consequence, a variety of mathematical tools, including methods
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of geometric, topological or variational type have been used in the field, see [10,14,15,
23,29] and the references therein. In spite of this fact, many substantial questions remain
to be answered since the introduction of a perturbation into a mathematical model may
completely alter its dynamical behavior. For instance, a small perturbation can create chaos,
see Melnikov’s method [20] or unbounded solutions.
In this paper we discuss a topological treatment for the planar system
z′ = f (t, z) + g(t, z) (1.1)
where f : R × R2 −→ R2 and g : R × R2 −→ R2 are T -periodic in time, g(t, z) is
bounded, (1.1) has uniqueness of solution for the initial value problem, and the solutions are
globally defined in the future for every initial condition. In more detail, we study the effect of
g(t, z) in (1.1) in two different frameworks: isochronous centers and time periodic systems
having subharmonics.
One of our aims here is to continue the work initiated by several authors to understand
some resonant phenomena arising when we consider a perturbation of an isochronous center.
Specifically, assume that p ∈ R2 is an equilibrium of
z′ = f (z) (1.2)
and all solutions of (1.2), different from p, are periodic with the same period τ . Moreover,
in (1.1), we impose that
(A) T is an integer multiple of τ.
Note that as f does not depend on time, system (1.1) can be written as
z′ = f (z) + g(t, z). (1.3)
In this framework, we are able to deduce the following theoretical phenomenon:
(P) If the set of T -periodic solutions of (1.3) is bounded, then for each n ∈ N, the set of
nT -periodic solutions of (1.3) is bounded as well.
In a direct way, (P) enables us to achieve a criterion of multiplicity of T -periodic solutions
for system (1.3). Namely, if for some n ∈ N, the set of nT -periodic solutions is unbounded,
then there are infinite T -periodic solutions in (1.3).
Many physical situations are described by an autonomous differential equation subject to
a time dependent perturbation and fall into the framework presented above. Indeed, some of
the motivating examples that we have in mind are the classical oscillator
x ′′ + μx = g(t, x, x ′) (1.4)
or the asymmetric oscillator
x ′′ + μx+ − νx− = g(t, x, x ′) (1.5)
where μ and ν are positive constants, x+ = max{0, x} and x− = max{0,−x}, g is bounded
and 2Kπ√
μ




)-periodic in (1.5) with K ∈ N. In the related
literature, starting with the pioneering work of Dancer [12,13] and Fucik [18], there has been a
large amount of papers to describe the dynamics of (1.5). Despite its simplicity, the dynamical
behaviour of (1.5) has surprisingly a very rich structure. Assuming that the function g share
the same period with all solutions of the homogeneous equations, many authors dedicated
their efforts to particular aspects of (1.5), e.g. [14] and their references. It is interesting to
note that (P) is caused by the resonant condition (A). For instance, if we take μ = ν = 1 and
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consider g ≡ 0 in (1.5) as a periodic function of period π , the set of π-periodic solutions is
clearly bounded since we have only the trivial solution. Nevertheless, the set of 2π-periodic
solutions in (1.5) is unbounded.
Another purpose of this paper is to develop a new abstract methodology to prove the exis-
tence of T -periodic solutions of (1.1) when f is a Lipschitz-continuous map in z. Specifically,
we first assume that
z′ = f (t, z) (1.6)
has a nT -periodic solution with n > 1 (non T -periodic) and then, we compute a constant
M > 0 satisfying that (1.1) has a T -periodic solution provided ‖g(t, z)‖ ≤ M for all
(t, z) ∈ R × R2. Moreover, our methodology provides some insights on the location of the
T -periodic solution. In contrast with our approach, the most popular techniques used to study
the existence of T -periodic solutions in (1.1) are: (1) the obtention of a priori bound for the
possible T -periodic solutions and then, the application of topological degree arguments; (2)
upper and lower solutions; (3) different fixed points theorems such as Poincaré-Birkhoff,
Schauder or Krasnoselskii theorem, see, for instance, [4,30] and the references therein.
The main tool employed in the proofs of the present paper consists of a topological strategy
to locate fixed points in the class of orientation preserving embedding under the condition of
some recurrence properties. These results are obtained in the paper in Sect. 2 and could be
perceived not only as a tool for finding periodic solutions of differential equations, but have
their own interest. Generally speaking, our strategy is inspired by Morton Brown theorem
[6], which shows the existence of a fixed point in the presence of a two-cycle. We prove a
stronger result (Theorem 2.2) that can be described as follows: assume that p is a recurrent
point so that p and hn(p) are near (according to Definition 2.3). In this scenario, take γ
any arc joining p, hn(p), and h(p) so that the sub-arc joining p and hn(p) is in a small
neighbourhood of p. Then, one of the following conditions holds:
• h has a fixed point in γ .
• h has a fixed point in a bounded connected component of
R
2\γ ∪ ... ∪ hn(γ ).
By Theorem 2.2, we also get criteria for ensuring the existence of fixed points for orientation
preserving embeddings not defined on the whole plane under the presence of a recurrent
point. Furthermore, we introduce some metric conditions on h by considering Kister homeo-
morphisms and Lipschitz-continuous maps. By our main result we obtain automatic bounds
for n-cycles expressed by a bound of the fixed point set (which is a generalization of [9]) for
Kister homeomorphisms and are able to determine the location of fixed points for perturbed
Lipschitz-continuous embeddings. Finally, Theorem 2.2 enables us to prove the existence of
fixed points for Identity+ Lipschitz-continuous map (Theorem 3.4).
The content of the paper is organized as follows. In Sect. 2 we develop a theoretical
framework used along the paper. Among the results in that section, we recall some well-
known concepts on the theory of translations arcs. The reader can consult, for instance,
[16,21,24,27,31] for recent applications of this tool. In Sect. 3 we introduce some metric
conditions in the results of the previous section. Finally, in Sect. 4, we apply our theoretical
results in planar systems of differential equations.
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Notation:
Although the notation in the paper is quite standard, we prefer to give the precise definitions
for the reader’s convenience. The Euclidean norm is given by ‖(x, y)‖ = √x2 + y2. Given
two different apoints p, q and a number  ∈ (0, 1), E(p, q; ) refers to the closed domain
limited by the ellipse of foci at p, q and eccentricity , namely
E(p, q; ) =
{





We employ the notation B(p, r) for the closed Euclidean ball with center at p and radius
r . An arc is the image of an injective and continuous function γ : [0, 1] −→ R2. Throughout
the paper, for simplicity, γ sometimes refers to γ ([0, 1]). The segment with ends at p, q is
represented by [p, q]. Given a set U , the c-neighbourhood of U is given by
{x ∈ R2 : ‖x − y‖ ≤ c for some y ∈ U }.
For convenience, [p, q]M denotes the M-neighbourhood of the segment [p, q]. Finally,
the classical Brouwer degree of the map h in the set U is denoted by deg(h,U ), see [22].
Fix(h) denotes the fixed point set of the map h. We employ int (U ) and ∂U to refer the
interior and the boundary of U respectively.
2 Fixed Points for Orientation Preserving Planar Embeddings
In this section we develop the topological part of this paper related to the existence and
location of fixed points for orientation preserving planar embeddings. In the first subsection
we recall some known results on the theory of translation arcs mainly taken from [28]. The
reader can consult [7,8,17,26] for other references in this direction. In the second subsection
we provide a strategy for locating fixed points in the presence of recurrent points. As we will
see, our results can be considered as an extension of the main result in [6] (concerning two
cycles) to any recurrent point.
2.1 Existence of Translation Arcs
Given V ⊂ R2 a connected and open set, we say that a map h : V −→ R2 is an embed-
ding if it is continuous and injective. In the class of embeddings there are two important
subclasses, namely the orientation preserving and orientation reversing embeddings. Rigor-
ously, an embedding h preserves the orientation if
deg(h − q0,U ) = 1 (2.1)
where q0 = h(p0) and U is any bounded and open neighbourhood of p0 contained in V . Here
E(V ) and E∗(V ) denote the classes of embeddings and orientation preserving embeddings
defined on V , respectively. Next, we recall the notion of translation arc.
Definition 2.1 A translation arc for an embedding h ∈ E(V ) is an arc α contained in V , with
ends at q (non fixed point) and its image h(q), and satisfying that
h(α\{h(q)}) ∩ (α\{h(q)}) = ∅. (2.2)
Note that by the definition, a translation arc does not contain fixed points and h2(q) can
belong to α\{h(q)}. The notion of translation arc is important in dynamical systems due to
the following classical result.
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Theorem 2.1 (Brouwer’s Lemma) Assume that h ∈ E∗(V ) and α is a translation arc with
hn0(α) ∩ α = ∅
for some n0 ≥ 2 and the topological hull of α ∪ h(α) ∪ ... ∪ hn0(α) is contained in V . Then
there exists a Jordan curve 	 ⊂ V \Fix(h) such that
deg(id − h, Ri (	)) = 1,
with Ri (	) ⊂ V , where Ri (	) is the bounded connected component of R2\	.
In the previous theorem, by the topological hull of a set A ⊂ R2, we understand the union
of A and all of its bounded complementary domains. It is important to note that from the
proof of Theorem 2.1 one can deduce the following result.
Corollary 2.1 In the setting of the previous theorem, h has a fixed point in the topological
hull of α ∪ h(α) ∪ · · · ∪ hn0(α).
The proofs of Theorem 2.1 and Corollary 2.1 can be found in [28]. Note that the results
in that reference are relative to embeddings defined on the whole plane. However, the same
proofs work in the statement presented above.
The main purpose of this section is to formulate some criteria concerning the construction
of translation arcs.




Ds for all t ∈ [0, 1) and int (Dt ) =
⋃
s<t
Ds for t ∈ (0, 1].
Note that we are dealing with monotone families in the sense that
Ds ⊂ int (Dt ) i f s < t.
Moreover, we observe that an admissible family of disks is stable under homeomorphisms,
that is, {φ(Dt )} is another admissible family provided φ is a homeomorphism. Next, we
present two useful results on admissible families of disks. For the proofs of them the reader
may consult [28].
Lemma 2.1 Let G be an open and connected subset of R2 containing two disjoint disks D
and . Then there exists an admissible family of disks {Dt } satisfying that
Dt ⊂ G f or each t ∈ [0, 1], D0 = D, D1 ∩  = ∅.
Lemma 2.2 Assume that {Dt } is an admissible family of disks contained in V and f : V −→
f (V ) ⊂ V is a homeomorphism satisfying that
D0 ∩ f (D0) = ∅ and D1 ∩ f (D1) = ∅.
Then, for some τ ∈ (0, 1],
int (Dτ ) ∩ int ( f (Dτ )) = ∅, ∂ Dτ ∩ ∂ f (Dτ ) = ∅. (2.3)
Finally, we present the statement that enables us to construct a translation arc which goes
through given points.
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Proposition 2.1 Assume that h : V −→ h(V ) ⊂ V belongs to E∗(V ) and D ⊂ V is a
topological disk with
h(D) ∩ D = ∅.
Then, given points w1, . . . , wn ∈ D, there exists a translation arc α with ends at q, h(q) and
satisfying that
w1, . . . , wn ∈ α˙ := α\{q, h(q)}.
Proof First, as V is connected and open; and h : V −→ V is an orientation preserving
embedding, the connected components of V \Fix(h) are positively invariant under h, see
Proposition 20 in Chapter 3 in [28]. Now, we consider the disjoint disks D0 := D,  := h(D)
and G the connected component of V \Fix(h) containing D and h(D). Next, we construct an
admissible family {Dt } ⊂ G by applying Lemma 2.1. As a result we obtain the family {Dt }
such that D1 ∩ h(D) = ∅. As {Dt } is admissible with D1 ∩ h(D) = ∅ and h(D) ⊂ h(D1),
it is clear that D1 ∩ h(D1) = ∅. Now we use Lemma 2.2 to find a number τ satisfying
conditions (2.3). Finally, we take any arc α with ends at q and h(q), where q ∈ ∂ Dτ and
h(q) ∈ ∂ Dτ ∩ ∂h(Dτ ), satisfying that α˙ ⊂ int (Dτ ). By the definition of G, we get that
q = h(q) and h(q) = h2(q) and therefore (2.2) is satisfied i.e. α is a translation arc. unionsq
2.2 ε-Periodic Points and the Location of Fixed Points
The aim of this subsection is to describe a general strategy inspired by [6] for locating fixed
points under the presence of a recurrent point. In more detail, we focus our attention on an
extension of the main theorem in [6], concerning two cycles, to any recurrent point. Our
method of the proof is essentially different from that of M. Brown, since the latter relies on
an elegant computation of a winding number, while our approach is based on the theory of
translation arcs. Following this goal, we need to present a crucial concept in this paper.
Definition 2.3 Consider h : V ⊂ R2 −→ R2 a continuous map. Given ε ≥ 0, we say that
p ∈ V is an ε-periodic point of order n > 1 if
• hn(p) ∈ B(p, ε),
• B(p, ε) ∩ h(B(p, ε)) = ∅.
Remark 2.1 Note that any recurrent point different from a fixed point is an ε-periodic point
of order n for a suitable n and ε ≥ 0. On the other hand, Definition 2.3 is stable under
perturbations. In particular, given p a periodic point of order n of h in the classical sense,
that is, hn(p) = p, and hδ a small perturbation of h, we can guarantee that p is an ε-periodic
point of order n for a suitable ε ≥ 0 associated with hδ .
Now we are in a position to formulate the main theorem of this section.
Theorem 2.2 Consider h : R2 −→ R2 an orientation preserving embedding with p ∈ R2
an ε-periodic point of order n. Take a continuous map γ : [0, 1] −→ R2 so that the image
γ := γ ([0, 1]) joins p, hn(p), h(p) in the following way:
i) γ (0) = p,
ii) there exists t0 ≥ 0 with γ (t0) = hn(p) and γ ([0, t0]) ⊂ B(p, ε),
iii) γ (1) = h(p).
Then h has a fixed point in the topological hull of γ ∪ h(γ ) ∪ ... ∪ hn(γ ).
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Proof Assume that h has no fixed points in γ , otherwise the proof is clear. Given δ > 0, we
first find a Jordan curve 	 contained in a δ-neigbourhood of γ ∪ h(γ ) ∪ . . . ∪ hn(γ ), say
U , and satisfying that h has a fixed point in the bounded connected component of R2\	. To
realize this aim observe that by continuity we can take δ˜ > 0 small enough so that U˜ , the
δ˜-neighbourhood of γ , satisfies that
U˜ ∪ h(U˜ ) ∪ . . . ∪ hn(U˜ ) ⊂ U.
Next, we take two disjoint topological disks D and  contained in U˜ with the following
conditions: p, hn(p) ∈ D and h(p) ∈ , see i), ii) and the definition of ε-periodic point.
Now we apply Lemma 2.1 in the set int (U˜ ) with disks  and D in order to find an admissible
family of disks {Dt } with D0 = D. Note that as γ is the image of a continuous map
defined on [0, 1] then int (U˜ ) is an open and connected set. After that we use Lemma 2.2
with the previous family and we obtain an index τ > 0 so that ∂h(Dτ ) ∩ ∂ Dτ = ∅ with
int (Dτ )∩h(int (Dτ )) = ∅ for all t < τ . Observe that D0 ∩h(D0) = ∅ and D1 ∩h(D1) = ∅.
Then, as a consequence of Proposition 2.1 (see also its proof) we get a translation arc α
contained in Dτ and passing through p and hn(p). What is more,
α ∪ h(α) ∪ . . . ∪ hn(α) ⊂ U˜ ∪ h(U˜ ) ∪ . . . ∪ hn(U˜ ) ⊂ U.
Finally, Theorem 2.1 and Corollary 2.1 apply since hn(p) ∈ α ∩ hn(α). To complete the
proof of the theorem, we tend with δ to zero. unionsq
Some remarks are in order. First, in the proof of the previous theorem there are some
ideas taken from [16,17,21,24]. Nevertheless, we have preferred to provide a self-contained
proof for the reader’s convenience. On the other hand, it is well known that every orientation
preserving embedding of the plane with a recurrent point necessarily has a fixed point.
However, in general, this is not true when our map is not defined on the whole plane. For
instance, any non trivial rotation defined on R2\{0} has infinite recurrent points and none
fixed point. In this scenario, it is worth mentioning the following remark.
Remark 2.2 Working with h ∈ E∗(V ) where V is an open and connected set with h : V −→
h(V ) ⊂ V , Theorem 2.2 holds if we assume that the topological hull of γ ∪ ... ∪ hn(γ ) is
contained in V .
The reader can consult [2] for an interesting result concerning the existence of fixed point
for maps which are not defined on the whole plane.
Apart from this remark, note that when hn(p) = p, we can just apply Theorem 2.2 with
γ any arc joining p and h(p), that is, t0 = 0 in ii).
In most cases, if we consider p, an ε-periodic point of order n, we usually apply Theorem
2.2 with γ given by the juxtaposition of the segments [p, hn(p)] and [hn(p), h(p)].
3 Adding Metric Conditions in Theorem 2.2
The results in the previous section provide us some topological ideas concerning the location
of fixed points. Some rather striking conclusions appear when additional metric conditions
are added, for instance, when we consider Kister homeomorphisms or Lipschitz-continuous
maps. Namely, we ultimately prove the existence of automatic bounds for any cycle from the
knowledge of a bound for the fixed points. We also determine the location of a fixed point
for perturbations of embeddings having a recurrent point. These conclusions are not only
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interesting in their own right but have deep applications in periodic systems of differential
equations.
The notion of Kister homeomorphism is taken from [5] and means that the distance to the
identiy is bounded: h : R2 −→ R2 is a Kister homeomorphism if there is a constant M > 0
so that
‖h(x) − x‖ ≤ M (3.1)
for all x ∈ R2. We recall that a Kister homeomorphism preserves the orientation, see [5].
One of our main results in this section (Theorem 3.1) asserts that condition (3.1) produces
some restrictions on the n-cycles of h.
Theorem 3.1 Assume that h : R2 −→ R2 is a Kister homeomorphism with constant M. If
the fixed point set of h is bounded by β(1) then, for every n, the n-cycle set of h is bounded
by β(n) with
β(n) ≤ (n + 1)M + β(1).
Before giving the proof of the previous result we present an elementary lemma taken from
[9].
Lemma 3.1 Assume that for some R > 0 the disk of radius R centered at the origin has a
non-empty intersection with
[p, q]δ := {x ∈ R2 : ‖x − x∗‖ ≤ δ f or some x∗ ∈ [p, q]}.
Then
max{‖p‖, ‖q‖} ≤ ‖p − q‖ + R + δ.
Proof of Theorem 3.1 Take a periodic point p of order n. First, note that
h([p, h(p)]) ⊂ [p, h(p)]M (3.2)
and, inductively,
hn([p, h(p)]) ⊂ [p, h(p)]nM . (3.3)
To prove these claims we have to see that by (3.1) if x ∈ [p, h(p)], then ‖h(x) − x‖ ≤ M ,
and thus
‖h2(x) − x‖ ≤ ‖h2(x) − h(x)‖ + ‖h(x) − x‖ ≤ 2M, (3.4)
and inductively
‖hn(x) − x‖ ≤ ‖hn(x) − hn−1(x)‖ + ‖hn−1(x) − x‖ ≤ nM. (3.5)
On the other hand, it is clear that [p, h(p)]nM is a convex set. Taking this fact into account
we apply Theorem 2.2 with γ = [p, h(p)]. By inclusions (3.2) and (3.3) we deduce that γ
and the bounded connected components of
R
2\(γ ∪ h(γ ) ∪ ... ∪ hn(γ ))
are contained in [p, h(p)]nM . Therefore h has a fixed point in [p, h(p)]nM . As a consequence,
using that the fixed point set of h is bounded by β(1), we obtain that
[p, h(p)]nM ∩ B(0, β(1)) = ∅.
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Finally we apply Lemma 3.1 and get that
‖p‖ ≤ max{‖p‖, ‖h(p)‖} ≤ ‖p − h(p)‖ + nM + β(1) ≤ (n + 1)M + β(1).
unionsq
Remark 3.1 Proposition 2 in [9] is a special case of Theorem 3.1. Specifically, the result in
that paper corresponds with the case of n-cycles of order being power of 2. As it was stressed
by the authors in [9], their method of proof cannot cover the general case since it is based on
the results for two cycles proved in [6].
The previous theorem shows how to deduce automatic bounds for cycles from a bound
for the fixed points. Now we locate a fixed point for perturbed embeddings assuming that it
is possible to estimate the position of a n-cycle. Instead of Kister homeomorphisms, from
now on we work with Lipschitz-continuous embeddings with respect to the Euclidean norm.
For simplicity, we discuss here the case of two cycles. The case of n-cycles can be treated in
the same way but it involves tedious expressions describing the sets in which we are able to
find a fixed point.
Theorem 3.2 Assume that h : R2 −→ R2 is a Lipschitz-continuous orientation preserving
embedding with Lipschitz constant L and having a 2-cycle {p, h(p)} with ‖p − h(p)‖ ≥
d > 0. Define the constants
δ := d
2(2 + L)(1 + L)
and
c := d(1 + 2L
2)
2(2 + L) .
If hδ : R2 −→ R2 is an orientation preserving embedding with
‖h(x) − hδ(x)‖ ≤ δ (3.6)
for all x, then hδ has a fixed point in a c-neighbourhood of E(p, h(p), 1L2 ).
Proof First, we note that















Indeed, take x ∈ [p, h(p)]. We get that
‖h(x) − h(p)‖ + ‖h(x) − h2(p)‖ ≤ L‖x − p‖ + L‖x − h(p)‖ = L‖p − h(p)‖ (3.9)
where in the inequality we have used the fact that h is Lipschitz-continuous and in the first
equality, we have used that x ∈ [p, h(p)], see (1.7) to check (3.7). In an analogous way,
‖h2(x) − p‖ + ‖h2(x) − h(p)‖ ≤ L‖h(x) − h(p)‖ + L‖h(x) − p‖
≤ L2‖p − h(p)‖.
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We have used (3.7) in the second inequality. On the other hand, note that L ≥ 1 since h has






















Now, we prove that p is an ε-periodic point of order 2 for hδ with ε = d2+L . In fact, by
(3.6) we get by a simple analysis using h(hδ(p)) that
‖h2δ (p) − p‖ = ‖h2δ (p) − h2(p)‖ ≤ δ (1 + L) < ε. (3.11)
On the other hand, hδ(B(p, ε)) is contained in a δ-neighbourhood of B(h(p), Lε). In a direct
way we can check that
ε + Lε + δ < d ≤ ‖p − h(p)‖ (3.12)
and therefore,
hδ(B(p, ε)) ∩ B(p, ε) = ∅.
Finally, we apply Theorem 2.2 with γ the juxtaposition of [p, h2δ (p)] and [h2δ (p), hδ(p)].
Observe that γ is contained in an ε-neighbourhood of [p, h(p)]. Moreover notice that
‖h2(x) − h2δ (y)‖ ≤ L2ε + δ (1 + L) (3.13)
for all x, y ∈ R2 with ‖x − y‖ ≤ ε. Indeed,
‖h2(x) − h2δ (y)‖ ≤ ‖h2(x) − h(hδ(y))‖ + ‖h(hδ(y)) − h2δ (y)‖
≤ L‖h(x) − hδ(y)‖ + Lδ ≤ L(‖h(x) − h(y)‖ + ‖h(y) − hδ(y)‖) + Lδ.
At this moment it is clear that
γ ∪ hδ(γ ) ∪ h2δ (γ )
and the bounded connected components of
R
2\γ ∪ hδ(γ ) ∪ h2δ (γ )








Realize that L2ε + δ(1 + L) = c. This fact ends the proof of the theorem. unionsq
In the related literature one can find several papers treating different techniques for locating
fixed points for Lipschitz continuous orientation preserving embeddings, see [1,3,9,19].
Theorem 3.2 was stated in [9] for two cycles and h (without considering perturbations). As
mentioned in Remark 3.1 due to the limitation of method of the proof used in that paper, it was
impossible to cover our general setting. On the other hand, different strategies for locating
fixed points for maps of type Identity + Contraction were developed in [1,19]. Specifically,
they obtain the following result. Recall that Identity + Contraction is always an orientation
preserving embedding, see [1].
123
J Dyn Diff Equat (2014) 26:93–107 103
Theorem 3.3 Let h : R2 → R2 be a continuous map where h(x) = x + K (x) with K (x)
a contraction of constant k and stand xn = hn−1(x). Assume that there is a finite sequence
{x1, . . . , xn+1} satisfying that for some w ∈ [xn, xn+1],
||w − x1|| ≤
√
1 − k2 ||K (x1)||. (3.15)
Then there exists a point y in the convex hull of {x1, . . . , xn+1} such that K (y) = 0.
In [19] Theorem 3.3 was improved, namely it was shown that the thesis remains true if we
replace the inequality (3.15) by ||w − x1|| ≤ 1/k ||K (x1)||.
It turns out that we can easily obtain a version of Theorem 3.2 for maps of the type Identity
+ Lipschtz-continuous map when this map is an orientation preserving embedding. The main
advantage of the next theorem with respect to Theorem 3.3 is that we enlarge the range of
maps in which it is possible to guarantee the existence of a fixed point since we do not impose
the condition of contraction. For convenience, we assume in the following theorem the same
notation as before. Specifically, h(z) = z + K (z) with K (z) a Lipschitz-continuous map of
Lipschitz-constant k.
Theorem 3.4 Assume that
||xn − x1|| < ||K (x1)||k + 2 . (3.16)
Then there exists a point y such that K (y) = 0.
Proof Let us take ε = ||xn − x1||. By Theorem 2.2, it suffices to prove that x1 is ε-periodic
point of order n > 1. We verify that
• xn = hn(x1) ∈ B(x1, ε), by the definition of ε.
• B(x1, ε) ∩ h(B(x1, ε)) = ∅: Assume, contrary to our claim, that there is z ∈ B(x1, ε) ∩
h(B(x1, ε)) = ∅. Then, as h(B(x1, ε)) ⊂ B(h(x1), (1 + k)ε), we deduce that ||x1 −
h(x1)|| ≤ ||x1 − z|| + ||z − h(x1)|| ≤ ε + ε(k + 1) = ε(k + 2). On the other hand
||x1 − h(x1)|| = ||K (x1)||, thus we obtain the contradiction with assumption (3.16). unionsq
4 Applications in Differential Equations
The aim of these two subsections is to apply the results of Sect. 3 to (1.1). We assume for
the rest of the paper without further mention that (1.1) has uniqueness of solution for the
Cauchy problem. In this setting, the key to link our results for planar embeddings (Sect. 3)
with the dynamics of (1.1) is the Poincaré map
P : R2 −→ P(R2) ⊂ R2,
P(ξ) = z(T ; ξ),
where z(t; ξ) is the solution of (1.1) satisfying that z(0; ξ) = ξ . We recall that P is well
defined provided the solutions of (1.1) are globally defined in the future. To ensure this
property, we assume that f is Lipschitz-continuous with respect to z and g is bounded.
We note that P is an orientation preserving embedding and many dynamical properties of
(1.1) are coded in P . For instance, Fix(Pk) corresponds to the initial conditions producing
kT -periodic solutions in (1.1). Moreover, if Fix(Pk) is a bounded set then the kT -periodic
solutions in (1.1) are bounded as well.
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4.1 Global Perturbations of Isochronous Centers
This subsection shows some phenomena on boundedness of subharmonics for global per-
turbations of a planar autonomous system having an isochronous center. In more detail, we
consider
z′ = f (z) + g(t, z), (4.1)
and p ∈ R2, an equilibrium of
y′ = f (y) (4.2)
so that the whole plane is covered by periodic orbits of (4.2) surrounded p and satisfying
that the map which associates to any periodic orbit γ its period is constant, say τ . Moreover,
we impose the following conditions:
H1 f : R2 −→ R2 is a Lipschitz-continuous map with constant L > 0.
H2 g : R × R2 −→ R2 is T -periodic in time with T = nτ (where n is given) and bounded
by R.
Examples of systems (4.2) verifying the previous assumptions are easily found in an
infinity of physical situations. For instance, the classical oscillator
x ′′ + ω2x = 0
or the asymmetric oscillator
x ′′ + μx+ − νx− = 0







reader can consult [11,32] for criteria concerning isochronous centers.
Note that under H1-H2, if z(t; z0) and y(t; z0) denote the solutions of (4.1) and (4.2)
satisfying that z(0; z0) = z0 and y(0; z0) = z0, then























‖z(s; z0) − y(s; z0)‖ds + RT .
In the first equality we use the fact that y(T ; z0) = z0 by the property T = nτ and in the
second inequality we use H1-H2 in a direct way. Then, by Gronwall’s lemma we deduce that
the Poincaré map (at time T ) associated with (4.1) is a Kister homeomorphism with constant
M = RT eT L . Finally, Theorem 3.1 is applicable and we directly obtain the following result.
Theorem 4.1 Assume that p is an isochronous center of (4.2) where the period of the orbits is
τ (likely not the minimal period) and conditions H1-H2 are satisfied. If the set of T -periodic
solutions of (4.1) is bounded, then, for each n ∈ N, the set of nT -periodic solutions of (4.1)
is bounded as well.
The previous theorem can be used contrapositively to deduce the following principle: if
for some n ∈ N, the set of nT -periodic solutions of (4.1) is unbounded, then (4.1) has infinite
T -periodic solutions. Note that it is well known that in the setting of Theorem 4.1, under the
existence of a recurrent point there is at least a T -periodic solution.
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4.2 Perturbation of Systems Having Subharmonics
The aim of this subsection is to design a strategy to prove the existence and location of
T -periodic solutions in perturbed systems of the type
z′ = f (t, z) + g(t, z) (4.3)
where
A1 f : R × R2 −→ R2 is T -periodic in time and Lipschitz continuous with Lipschitz-
constant L in the space-variable, that is,
‖ f (t, z1) − f (t, z2)‖ ≤ L‖z1 − z2‖
for all (t, z1), (t, z2),
A2 g : R × R2 −→ R2 is T -periodic and
‖g(t, z)‖ ≤ R
for all (t, z) ∈ R × R2.
Here, the system
y′ = f (t, y) (4.4)
plays a crucial role. The following result is a version of Theorem 3.2 in the framework of
system (4.3). This result enables us to deduce the following theoretical phenomenon:
(T) Assume that (4.4) has a subharmonic. Then we can find a bound R > 0 for g so that
(4.3) has a T -periodic solution provided ‖g(t, z)‖ ≤ R for all (t, z).
Theorem 4.2 Consider (4.3) satisfying conditions A1-A2 and assume that y(t) is a 2T -
periodic solution of (4.4) satisfying that y(0) ∈ B(z1, r1) and y(T ) ∈ B(z2, r2) with 0 <
d ≤ ‖y(0) − y(T )‖. Define
δ := d
2(2 + exp(LT ))(1 + exp(LT )) ,
c := d(1 + 2 exp (2LT ))
2(2 + exp(LT )) .





exp(2LT )(r + r1 + r2) + r1 + r2
)
where r = ‖z1 − z2‖.
Proof Denote by P and Pδ the Poincaré maps of (4.4) and (4.3) respectively. As a direct
application of the Gronwall’s lemma, we get that P is a Lipschitz-continuous embedding
with Lipschitz-constant exp(LT ) and
‖P(z) − Pδ(z)‖ ≤ RT exp(LT )
for all z ∈ R2. Then, in a direct application of Theorem 3.2, we obtain the first conclusions
of our theorem. To deduce the second part, we apply the next lemma. unionsq
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Lemma 4.1 Consider two points in the plane z1, z2 with
r = ‖z1 − z2‖ > 0









(r + r1 + r2) + r1 + r2
)
for all pi ∈ B(zi , ri ) with i = 1, 2.
Proof Take z ∈ E(p1, p2; 1 ). Then
‖z − z1‖ + ‖z − z2‖ ≤ ‖z − p1‖ + ‖p1 − z1‖ + ‖z − p2‖ + ‖p2 − z2‖
≤ ‖p1 − p2‖ + r1 + r2 = ‖p1 − p2‖ + r1 + r2
r
‖z1 − z2‖




Theorem 4.2 gives a criterion for proving the existence of T -periodic solutions in (4.3)
when we can estimate the location of a subharmonic in (4.4). In the related literature, there
are several tools to guarantee the existence of subharmonics in (4.4), e.g. Poincaré Birkhoff
theorem, see [4,30] or the theory of topological horseshoes, see [25].
Open Access This article is distributed under the terms of the Creative Commons Attribution License which
permits any use, distribution, and reproduction in any medium, provided the original author(s) and the source
are credited.
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