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Abstract
The renormalization of the Minimal Supersymmetric Standard Model of
electroweak interactions is presented to all orders of perturbation theory
using the algebraic method. Special attention is directed to the issues of
soft supersymmetry breaking, gauge fixing, and infrared finiteness. We
discuss the implications of ~-dependent field parametrizations on the
counterterm structure and provide a complete set of on-shell normaliza-
tion conditions.
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1 Introduction
Independent of the success of the Standard Model (SM) [1], manifested in more than a
decade of precision tests [2], the quest for a more comprehensive description of the fun-
damental interactions has brought forward the concept of supersymmetry as the favored
extension of the SM. The Minimal Supersymmetric Standard Model (MSSM) [3] is the
theoretically best motivated and conceptually most elaborated and predictive framework
beyond the SM. The possible existence of a light Higgs boson, in a mass range consis-
tent with the electroweak precision analysis [2] and with the direct searches [4], would
find a natural explanation within the MSSM. Precision analyses of the MSSM [5], per-
formed in analogy to those of the SM, show a similar quality for the overall fits as in
the SM. They are presently based on one-loop calculations [6, 7, 8] with specific two-loop
improvements [9] on the ρ parameter.
With the increase of the experimental precision at future colliders, decisive precision
tests of both the SM and the MSSM will become possible (see e.g. the reports [10, 11]).
On the theoretical side, a thorough control of the quantization and the renormalization of
the MSSM as a supersymmetric gauge theory, with spontaneously broken gauge symmetry
and softly broken supersymmetry, is required. This is not only a theoretical question for
establishing a solid and consistent basis but also a matter of practical importance for con-
crete higher-order calculations, where the quantum contributions to the Green functions
have to fulfil the symmetry properties of the underlying theory. An increasing number
of phenomenological applications has been carried out in the Wess-Zumino gauge where
the number of unphysical degrees of freedom is minimal, but where supersymmetry is no
longer manifest. Moreover, a manifestly supersymmetric and gauge-invariant regulariza-
tion for divergent loop integrals is missing. Hence, renormalization and the structure of
counterterms have to be adapted by exploiting the basic symmetries expressed in terms
of the supersymmetric BRS transformations [12, 13]. An additional complication in the
conventional approach assuming an invariant regularization scheme, however, arises from
the modification of the symmetry transformations themselves by higher-order terms.
The method of algebraic renormalization, applied in [14, 15] to the electroweak SM,
avoids the difficulties of the conventional approach. The theory is defined at the classical
as well as the quantum level by the particle content and by the basic symmetries. The
essential features of the algebraic method are the combination of all symmetries into the
BRS transformations leading to the Slavnov-Taylor (ST) identity. In this way, the theory
is defined by symmetry requirements that have to be satisfied after renormalization in
all orders of perturbation theory. In the case of symmetry violation during the explicit
calculation of vertex functions in a given order, additional non-invariant counterterms
would be uniquely determined to restore the symmetry, besides the invariant counterterms
needed for absorbing the divergences and for the normalization of fields and parameters.
Examples are given in [16, 17] for supersymmetric QED and QCD and in [18] for the SM
case.
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In this article we adopt the algebraic method to define the (electroweak part of the)
MSSM as a quantum theory to all orders, including a complete discussion of renormal-
ization. The fundamental symmetries are established in a functional way introducing
the ST and Ward operators, and the invariant and non-invariant counterterms for the
renormalization are discussed, together with a proof of the infrared (IR) finiteness of the
renormalized theory. In section 2 we define the foundations of the MSSM specifying the
field multiplets, the classical action, and the gauge and soft symmetry breakings. Section
3 is devoted to the discussion of quantization and renormalization based on the symme-
try requirements, and of the IR finiteness. In section 4 the on-shell renormalization is
formulated and it is shown that the complete set of on-shell conditions can be fulfilled.
The rather involved structure of the MSSM leads to a series of specific difficulties which
had to be overcome and which will be addressed in the paper:
• In the MSSM supersymmetry is softly broken. Since our approach of algebraic
renormalization relies substantially on symmetries, we couple the soft breaking terms
to external spurion fields such that the combined system is again supersymmetric.
Two different methods which accomplish this have been discussed [13, 19]; here we
use a synthesis of both methods which avoids unphysical counterterms (section 2.2).
• For gauge fixing, we use a variant of the Rξ gauge, which breaks rigid gauge invari-
ance. In order to have a rigid Ward identity, external fields have to be introduced
that restore the invariance. The particular structure of the MSSM Higgs sector
requires two external tensor fields Φa i1 , Φ
a i
2 transforming as ad⊗ T , where T is the
representation of the Higgs fields (section 2.6).
• Since the U(1) gauge field transforms linearly as opposed to its superpartner, al-
gebraic consistency conditions have to be established. Nilpotency of the linearized
Slavnov-Taylor (ST) operator holds only on a suitably defined subspace (section
3.1). In particular, it has to be clarified to what extent the usual cohomology
structure is affected (section 3.3).
• The model has to be formulated in terms of physical fields describing mass eigen-
states. However, the relation of physical and symmetric fields is modified by loop
graphs which implies that the Ward and ST operators — formulated in terms of
physical fields — become ~ dependent. The field reparametrization corresponds to
an additional type of invariant counterterms (section 3.4).
• Several field monomials would give rise to IR-singular insertions and must not be
used for the cancellation of breaking terms. We have to ensure that such counter-
terms can indeed be avoided (section 3.6).
• Since the model possesses many symmetries, there are not enough free parameters to
establish all relevant on-shell normalization conditions. Instead it has to be shown
that some of the normalization conditions are fulfilled automatically due to the ST
and Ward identities (section 4.3).
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• The interpretation of the on-shell conditions for the Higgs fields is complicated by
the mixing of the physical A0 boson and the unphysical longitudinal gauge-boson
degrees of freedom. It has to be clarified whether the on-shell condition for the mass
MA0 really corresponds to the pole of the A
0 propagator (section 4.3.1).
2 Foundations of the MSSM
The MSSM of electroweak interactions is a supersymmetric SU(2)×U(1) gauge theory
where supersymmetry is softly broken by Girardello-Grisaru terms. Its field content com-
prises the following superfields
Vˆ real SU(2) gauge superfield, Vˆ = Vˆ aT a,
Vˆ ′ real U(1) gauge superfield,
Hˆ1, Hˆ2 two SU(2) doublets of chiral Higgs multiplets,
Lˆ SU(2) doublet of the chiral left-handed lepton multiplet,
Rˆ singlet of the chiral right-handed electron multiplet,
Qˆ SU(2) doublet of the chiral left-handed quark multiplet,
Uˆ , Dˆ singlets of chiral right-handed up and down quark multiplets.
We restrict our analysis to one generation of matter fields. As required by anomaly
cancellation, the quark fields appear in three colours, but colour indices are suppressed
throughout. To be close to phenomenological applications we work in the Wess-Zumino
gauge, where the superfield expansions in terms of component fields read
Vˆ = θσµθ¯Vµ + θ¯
2θαλα + θ
2θ¯α˙λ¯
α˙ +
1
2
θ2θ¯2DV , (2.1a)
Vˆ ′ = θσµθ¯V ′µ + θ¯
2θαλ′α + θ
2θ¯α˙λ¯
′α˙ +
1
2
θ2θ¯2D′V , (2.1b)
Hˆi = e
−iθσµθ¯∂µ
(
Hi +
√
2θαhiα + θ
2Fi
)
, i = 1, 2, (2.1c)
Lˆ = e−iθσ
µθ¯∂µ
(
L+
√
2θαlα + θ
2FL
)
, (2.1d)
Rˆ = e−iθσ
µθ¯∂µ
(
R +
√
2θαrα + θ
2FR
)
, (2.1e)
Qˆ = e−iθσ
µθ¯∂µ
(
Q+
√
2θαqα + θ
2FQ
)
, (2.1f)
Uˆ = e−iθσ
µθ¯∂µ
(
U +
√
2θαuα + θ
2FU
)
, (2.1g)
Dˆ = e−iθσ
µθ¯∂µ
(
D +
√
2θαdα + θ
2FD
)
. (2.1h)
An overview of the component fields is given in table 2.1, and our conventions for super-
space and gauge-group generators can be found in appendix A.
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Bosonic fields Fermionic fields Isospin Hypercharge
Gauge V a λa triplet 0
multiplets V ′ λ′ singlet 0
Higgs fields H1 = (H
1
1 , H
2
1 )
T h1 = (h
1
1, h
2
1)
T doublet −1
H2 = (H
1
2 , H
2
2 )
T h2 = (h
1
2, h
2
2)
T doublet 1
Leptons L = (L1, L2)T l = (l1, l2)T doublet −1
R r singlet 2
Quarks Q = (Q1, Q2)T q = (q1, q2)T doublet 1/3
U u singlet −4/3
D d singlet 2/3
Table 2.1: Multiplets and field content of the theory
The defining symmetries of the MSSM are SU(2)×U(1) gauge invariance and super-
symmetry. The transformation laws of both symmetries are formulated in the BRS form
[20] with ghosts c = caT a for local SU(2) gauge symmetry (weak isospin), c′ for local U(1)
gauge symmetry (hypercharge), εα for rigid supersymmetry, and ξµ for rigid translational
transformations. εα is a constant complex bosonic and ξµ a constant imaginary fermionic
ghost (see [16, 21, 12, 22] for details on the BRS formulation of supersymmetry). The
BRS transformation of a field φ out of (2.1) reads
sφ = (δc + δc′ + ε
αQα + Q¯α˙ε¯
α˙ − iξµ∂µ)φ, (2.2)
where δc, δc′ are local gauge transformations with ghosts c, c
′ used as transformation
parameters, and where Qα, Q¯α˙ are the supersymmetry generators. The explicit form of
all BRS transformations can be found in appendix B. Unless we eliminate the auxiliary
D and F fields, the BRS transformations are nilpotent:
s 2φ = 0 for all fields φ. (2.3)
Although BRS invariance includes a substitute for local gauge invariance, rigid gauge
invariance does not necessarily follow from BRS invariance in higher orders and has to be
established in addition. The SU(2)×U(1) gauge transformations δω, δω′ read
δωφ = −igωφ for isospin doublets, (2.4a)
δωφ = 0 for isospin singlets, (2.4b)
δωφ = −ig[ω, φ] for fields in the adjoint representation, (2.4c)
δω′φ = −ig′ω′Y
2
φ for all fields (2.4d)
with constant transformation parameters ω = ωaT a, ω′. The hypercharges Y of the fields
are given in table 2.1 and are related to the electric charge by the Gell-Mann–Nishijima
relation
Qem = T
3 +
Y
2
. (2.5)
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Type CP transformation Fields
Scalar φ
CP−→ φ¯ H i1, H i2, Li, R,Qi, U,D,A,G±, H±, H, h, A1, A2
Real pseudo-scalar φ
CP−→−φ c, c′, c¯, c¯′, B, B′, G0, A0
Vector boson φµ
CP−→−φ¯µ V µ, V ′µ, Aµ, Zµ,W±µ
Weyl spinor φα
CP−→−e−iωCPφ¯α˙ λα, λ′α, hi1α, hi2α, liα, rα, qiα, uα, dα, aα, χ±α , χ0α
φ¯α˙
CP−→ e−iωCPφα
Table 2.2: CP transformations (ωCP is an arbitrary phase)
Furthermore, we assume lepton- and baryon-number conservation, CP invariance, and
continuous R symmetry. The CP transformations are given in table 2.2. The continu-
ous R transformation with transformation parameter α reads (φˆ stands for an arbitrary
superfield):
φˆ(x, θ, θ¯)→ e2inαφˆ(x, e−iαθ, eiαθ¯). (2.6)
For the R weights n of chiral multiplets we choose n = 1/2 for Hˆ1, Hˆ2, n = 1/4 for
Lˆ, Rˆ, Qˆ, Uˆ , Dˆ. The R weights of the other multiplets are zero.
2.1 Classical action in superfield formulation
To construct the most general classical action, it is convenient to start from the superspace
formulation, which is more condensed and incorporates supersymmetry manifestly. The
supersymmetric kinetic and interaction part of the classical action reads
Γsusy =
1
16
∑
i=1,2
∫
d8z
¯ˆ
Hie
2gVˆ+g′Y Vˆ ′Hˆi +
1
16
∫
d8z
¯ˆ
Le2gVˆ +g
′Y Vˆ ′Lˆ
+
1
16
∫
d8z
¯ˆ
Reg
′Y Vˆ ′Rˆ +
1
16
∫
d8z
¯ˆ
Qe2gVˆ+g
′Y Vˆ ′Qˆ
+
1
16
∫
d8z
¯ˆ
Ueg
′Y Vˆ ′Uˆ +
1
16
∫
d8z
¯ˆ
Deg
′Y Vˆ ′Dˆ
− 1
512g2
∫
d6z 2tr[Fˆ αFˆα]− 1
128g′2
∫
d6z Fˆ ′αFˆ ′α −
v′
8
∫
d8z Vˆ ′
+
[
− fR
4
∫
d6z HˆT1 (iσ2)LˆRˆ −
fU
4
∫
d6z HˆT2 (iσ2)QˆUˆ
− fD
4
∫
d6z HˆT1 (iσ2)QˆDˆ +
µ
4
∫
d6z HˆT1 (iσ2)Hˆ2 + c.c.
]
(2.7)
with
Fˆ α = D¯2e−2gVˆ Dαe2gVˆ , Fˆ ′α = D¯2e−g
′Vˆ ′
D
αeg
′Vˆ ′. (2.8)
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Note that we added a Fayet-Iliopoulos term involving v′ to the action. Explicit results of
the classical action in terms of component fields can be found in appendix C.
2.2 Soft supersymmetry breaking
Since so far no supersymmetric partners of the Standard Model particles have been exper-
imentally observed, supersymmetry has to be broken in such a way that the superpartners
acquire a higher mass. Explicit supersymmetry breaking is also necessary to trigger the
spontaneous breakdown of gauge symmetry by the Higgs mechanism. The MSSM restricts
the breaking terms to the soft breaking terms found by Girardello and Grisaru [23]. These
comprise mass terms for scalar fields and gauginos and up to trilinear interactions between
the scalar components of either purely chiral or purely antichiral multiplets. They are
generally believed to be a sufficient starting point for supersymmetry phenomenology.
In order to motivate our strategy how soft supersymmetry breaking can be introduced
in the MSSM, we consider slepton and gaugino mass terms as examples. They can be
written as ∫
d8z θ2θ¯2
¯ˆ
Le2gVˆ +g
′Y Vˆ ′Lˆ ∼
∫
d4x L¯L, (2.9)∫
d6z θ2Fˆ ′αFˆ ′α ∼
∫
d4xλ′αλ′α, (2.10)
A customary tool to control symmetry-breaking terms is to couple them to external
fields in such a way that the total action is again invariant. These external fields must have
inhomogeneous transformation laws such that the breaking terms reappear for vanishing
external fields. For this purpose we choose a chiral scalar spurion field Aˆ as proposed in
[23]:
Aˆ = e−iθσ
µθ¯∂µ
(
A +
√
2θαaα + θ
2FA
)
. (2.11)
By shifting the θ2 component of this field, FA → FA + vA, the desired inhomogeneity is
introduced into the transformation law, and for Aˆ→ θ2vA the above breaking terms are
produced when the field is coupled as∫
d8z Aˆ
¯ˆ
A
¯ˆ
Le2gVˆ +g
′Y Vˆ ′Lˆ
Aˆ→θ2vA−→ v2A
∫
d8z θ2θ¯2
¯ˆ
Le2gVˆ +g
′Y Vˆ ′Lˆ, (2.12)∫
d6z AˆFˆ ′αFˆ ′α
Aˆ→θ2vA−→ vA
∫
d6z θ2F αFα. (2.13)
The BRS transformations of the spurion multiplet are given by
sA =
√
2εαaα − iξµ∂µA, (2.14a)
s aα =
√
2εα(FA + vA) + i
√
2σµαα˙ε¯
α˙∂µA− iξµ∂µaα, (2.14b)
sFA = i
√
2∂µa
ασµαα˙ε¯
α˙ − iξµ∂µFA. (2.14c)
7
The spurion fields provide an adequate characterization of soft supersymmetry breaking
versus soft breaking of gauge invariance. However, since the spurion field is dimensionless,
it can in principle appear in arbitrary powers in the action. In this way infinitely many
new renormalization parameters could appear in higher orders of perturbation theory, but
it has been shown in [19] that the infinite towers of terms in the action are irrelevant for
physical processes and it suffices to include terms up to first order in each Aˆ,
¯ˆ
A and Aˆ
¯ˆ
A.
An alternative approach to soft supersymmetry breaking has been presented in [13],
using no superfield but two ordinary scalar fields of dimension 1 which form a BRS
doublet. Because of their dimension, only finitely many terms can be formed, and since
BRS doublets cannot contribute to the cohomology, it is clear that no new anomaly can
emerge. We can pass over from the chiral spurion field Aˆ to the BRS doublet A1, A2
(originally named u, v) of [13] by identifying
A = 0, aα =
√
2εαA1, FA = A2. (2.15)
The transformation law for the BRS doublet2A1, A2 is
sA1 = A2 + vA − iξµ∂µA1, (2.16a)
sA2 = i2ε
ασµαα˙ε¯
α˙∂µA1 − iξµ∂µA2. (2.16b)
From now on we consider a restricted classical action (and later on the vertex functional)
where the spurion multiplet is always parametrized as in (2.15). Equivalently, it depends
on A1 only through the combination a
α =
√
2εαA1.
Since we have put A = 0 in (2.15), powers of Aˆ vanish and the most general real and
chiral polynomials in Aˆ,
¯ˆ
A are given by
Preal = creal,1(Aˆ +
¯ˆ
A) + creal,2Aˆ
¯ˆ
A, Pchiral = cchiralAˆ. (2.17)
By inserting polynomials of the form (2.17) in Γ wherever possible, we obtain
Γsoft =
1
16
∑
i=1,2
∫
d8zPHi
¯ˆ
Hie
2gVˆ+g′Y Vˆ ′Hˆi +
1
16
∫
d8zPL
¯ˆ
Le2gVˆ+g
′Y Vˆ ′Lˆ
+
1
16
∫
d8zPR
¯ˆ
Reg
′Y Vˆ ′Rˆ +
1
16
∫
d8zPQ
¯ˆ
Qe2gVˆ +g
′Y Vˆ ′Qˆ
+
1
16
∫
d8zPU
¯ˆ
Ueg
′Y Vˆ ′Uˆ +
1
16
∫
d8zPD
¯ˆ
Deg
′Y Vˆ ′Dˆ
+
[
− cV
512g2
∫
d6z Aˆ2tr[Fˆ αFˆα]− cV ′
128g′2
∫
d6z AˆFˆ ′αFˆ ′α
− cHLR
4
∫
d6z AˆHˆT1 (iσ2)LˆRˆ−
cHQU
4
∫
d6z AˆHˆT2 (iσ2)QˆUˆ
− cHQD
4
∫
d6z AˆHˆT1 (iσ2)QˆDˆ +
cHH
4
∫
d6z AˆHˆT1 (iσ2)Hˆ2 + c.c.
]
(2.18)
2Strictly speaking, the BRS doublet is given by A1 and A
′
2 ≡ A2 + vA − iξµ∂µA1, since sA1 = A′2,
sA′2 = 0.
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with
Pφ = cφ1(Aˆ +
¯ˆ
A) + cφ2
¯ˆ
AAˆ, φ = H1, H2, L, R,Q, U,D (2.19)
and cφ1, cφ2 real.
2.3 External fields and elimination of auxiliary fields
The BRS transformations of most of the fields [see eqs. (B.97a)–(B.99i)] are non-linear in
the propagating fields, i.e. they correspond to composite operators in the quantum theory.
Therefore, we couple the non-linear BRS transformations to external source fields Y , y
in such a way that differentiation of the action with respect to these external fields yields
the desired non-linear field expressions. This yields the external field part of the classical
action:
Γext =
∫
d4x
[
2tr
(
Y µV sVµ + y
α
λsλα + y¯λα˙s λ¯
α˙ + Ycs c
)
+ yαλ′sλ
′
α + y¯λ′α˙s λ¯
′α˙
+ Y TL sL+ Y¯Ls L¯
T + yαTl s lα + y¯lα˙s l¯
α˙T + YRsR + Y¯Rs R¯ + y
α
r s rα + y¯rα˙s r¯
α˙
]
+ analogous quark and Higgs terms. (2.20)
We do not introduce Y fields corresponding to the D and F fields as these fields will be
eliminated later. The Y fields are invariant under BRS transformations:
sY = 0, s y = 0. (2.21)
Since s 2 = 0, Γext is BRS invariant, and we obtain
s (Γsusy + Γsoft + Γext) = 0. (2.22)
The definition of the Y fields is such that Γext is bosonic and real.
3 The gauge transfor-
mations of the external fields Y are such that Γext is gauge invariant.
The auxiliary fields can be eliminated from the action and the BRS transformations by
3In our conventions yλ is a bosonic spinor and its complex conjugate is y¯λ. Conversely, YL is a
fermionic scalar and its complex conjugate is Y ∗L = −Y¯L.
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using the equations of motion. The resulting replacements are
DV = − gTa
[
H¯1T
aH1 + H¯2T
aH2 + L¯T
aL+ Q¯TaQ
]− yαλεα + y¯λα˙ε¯α˙
+ cVA1ε
αλα + cV A¯1ε¯α˙λ¯
α˙, (2.23a)
D′V = v
′ − g
′
2
[
H¯1Y H1 + H¯2Y H2 + L¯Y L+ R¯Y R + Q¯Y Q+ U¯Y U + D¯Y D
]
− yαλ′εα + y¯λ′α˙ε¯α˙ + cV ′A1εαλ′α + cV ′A¯1ε¯α˙λ¯′α˙, (2.23b)
F1 = −fR(iσ2)L∗R¯− fD(iσ2)Q∗D¯ + µ(iσ2)H∗2 +
√
2y¯h1α˙ε¯
α˙
− cH11
[
(A2 + vA)H1 +
√
2A1ε
αh1α
]
, (2.23c)
F2 = −fU (iσ2)Q∗U¯ − µ(iσ2)H∗1 +
√
2y¯h2α˙ε¯
α˙
− cH21
[
(A2 + vA)H2 +
√
2A1ε
αh2α
]
, (2.23d)
FL = fR(iσ2)H
∗
1 R¯ +
√
2y¯lα˙ε¯
α˙ − cL1
[
(A2 + vA)L+
√
2A1ε
αlα
]
, (2.23e)
FR = − fRH¯1(iσ2)L∗ +
√
2y¯rα˙ε¯
α˙ − cR1
[
(A2 + vA)R +
√
2A1ε
αrα
]
, (2.23f)
FQ = fD(iσ2)H
∗
1D¯ + fU(iσ2)H
∗
2 U¯ +
√
2y¯qα˙ε¯
α˙
− cQ1
[
(A2 + vA)Q +
√
2A1ε
αqα
]
, (2.23g)
FU = − fUH¯2(iσ2)Q∗ +
√
2y¯uα˙ε¯
α˙ − cU1
[
(A2 + vA)U +
√
2A1ε
αuα
]
, (2.23h)
FD = − fDH¯1(iσ2)Q∗ +
√
2y¯dα˙ε¯
α˙ − cD1
[
(A2 + vA)D +
√
2A1ε
αdα
]
. (2.23i)
After eliminating the auxiliary fields, the nilpotency is respected only on shell, i.e.
s 2φ = 0 + equations of motion. (2.24)
Since the action is stationary with respect to the auxiliary fields after their elimination,
the invariance s (Γsusy + Γsoft + Γext) = 0 still holds if the results (2.23) are used in the
BRS transformations (B.97a)–(B.99i). Furthermore, the bilinear terms in the external
fields introduced in [13, 16, 19, 21, 12] are automatically included in Γext after inserting
(2.23).
2.4 Soft supersymmetry-breaking parameters
After elimination of the auxiliary fields, we can evaluate the physical terms induced by
the shift in the spurion field. We obtain the following contributions in the limit Aˆ = θ2vA
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and Y = 0:
Γsoft|Aˆ=Y=0 = −
∫
d4x
(
m21|H1|2 +m22|H2|2 +m2l˜ |L|2 +m2e˜|R|2
)
−
∫
d4x 1
2
[M22tr (λ
αλα) +M1λ
′αλ′α + c.c.]
−
∫
d4x
[
m23H
T
1 (iσ2)H2 + fRAeH
T
1 (iσ2)LR + c.c.
]
+ analogous quark terms. (2.25)
with the explicit results
m2i = v
2
A
(
c2Hi1 − cHi2
)
+ Y g
′
2
v′, i = 1, 2, (2.26a)
m2
l˜
= v2A
(
c2L1 − cL2
)
+ Y g
′
2
v′, (2.26b)
m2r˜ = v
2
A
(
c2R1 − cR2
)
+ Y g
′
2
v′, (2.26c)
m23 = cHHvA − µvA(cH11 + cH21), (2.26d)
M21 = −2vAc′V , (2.26e)
M22 = −2vAcV , (2.26f)
fRAe = vA(cL1fR + cR1vA + cH11fR − cHLR), (2.26g)
where Y symbolizes the hypercharge of the corresponding field as defined in table 2.1.
The equations (2.26) show that only certain combinations of the spurion parameters are
physical parameters of the MSSM, namely m21, m
2
2, m
2
l˜
, m2e˜, M1, M2, m
2
3, Ae, and similar
parameters m2q˜ , m
2
u˜, m
2
d˜
, Au, Ad for the quark fields. The remaining parameters are
irrelevant for physical observables [19].
2.5 Field parametrization
The question of field parametrization is a central aspect of spontaneously broken gauge
theories. Up to now we have introduced fields which are multiplets under the SU(2)×U(1)
gauge group (symmetric fields). They do not correspond directly to mass eigenstates.
However, we are still free to choose a basis of independent physical fields in terms of
which the vertex functional and the symmetry operators are parametrized.
In this section we introduce a set of fields that correspond to mass eigenstates. Schemat-
ically, we define the physical fields as general linear combinations of the symmetric fields
with ~-dependent coefficients:
φsymi = Rijφ
phys
j , Rij =
∞∑
n=0
R
(n)
ij ~
n. (2.27)
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Later in section 4, it will be shown that by adjusting the R
(n)
ij the mass matrix can be
diagonalized4 to all orders in ~, i.e.
ReΓ
φ
phys
i φ
phys
j
∣∣∣
p2=m2i
= 0, (2.28)
where mi is the mass of the field φ
phys
i . In this way, the φ
phys
i can be identified with mass
eigenstates up to effects due to non-vanishing imaginary parts of self energies.
From the phenomenological point of view it is certainly desirable to work with physical
fields and on-shell normalization conditions. In some cases, we are also forced to use a
specific parametrization due to IR finiteness as we will see in section 3.6. Classically, R(0)
can be chosen as a rotation matrix. Loop corrections lead in general to remixing of the
classically diagonal fields so that the matrix R has to be a general non-singular matrix.
Since mixing is only possible between fields with matching quantum numbers, the general
demixing matrix R can be decomposed into several submatrices Rφ for the various kinds
of fields.
The mass eigenstates of the gauge bosons are the Z boson, W± boson, and the photon.
We write (
V ′µ
V 3µ
)
= RV
(
Aµ
Zµ
)
,
1√
2
(V 1µ ∓ iV 2µ ) =W±µ . (2.29)
Here, RV is a real 2× 2 matrix. Similarly, we write for ghosts and antighosts(
c′
c3
)
= Rc
(
cA
cZ
)
,
1√
2
(c1 ∓ ic2) = c±, (2.30a)(
c¯′
c¯3
)
= Rc¯
(
c¯A
c¯Z
)
,
1√
2
(c¯1 ∓ ic¯2) = c¯± (2.30b)
with real 2× 2 matrices Rc, Rc¯. As usual, we will couple the auxiliary fields B(′) to linear
gauge-fixing functions F (′) = ∂µV (′)µ + · · · in the gauge-fixing term (see section 2.6). For
linear gauge fixing the B fields have no interaction vertices, and they are auxiliary fields.
Thus, independent mixing matrices for B fields are not required and we choose(
B′
B3
)
= R−1TV
(
BA
BZ
)
,
1√
2
(B1 ∓ iB2) = B±. (2.31)
For the scalar Higgs fields, we have three real 2 × 2 matrices RH0 , RH±, and RA0 for
the neutral CP-even, CP-odd, and charged sector, respectively. With the help of the
parametrization
H¯1(iσ2) =
(
φ+1
1√
2
(φ01 + iρ
0
1)
)
, H2 =
(
φ+2
1√
2
(φ02 + iρ
0
2)
)
(2.32)
4To be precise, this diagonalization is not possible for the mixings between Higgs fields and the
unphysical longitudinal gauge bosons and B fields.
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we introduce the matrices RH0 , RA0, RH± as follows:(
φ01
φ02
)
= RH0
(
H0
h0
)
,
(
ρ01
ρ02
)
= RA0
(
G0
A0
)
,
(
φ±1
φ±2
)
= RH±
(
G±
H±
)
. (2.33)
The electric charges of the fields are indicated in the superscript. The neutral fields are
real and the charged ones complex with G− = G¯+, H− = H¯+. Furthermore, the fields A0
and G0 are CP odd. The notation anticipates that the normalization conditions will be
such that the G0,± correspond to the unphysical Goldstone degrees of freedom.
Gauginos and Higgsinos also mix. This requires two complex 2 × 2 matrices for the
charged sector and one complex 4× 4 matrix for the neutral sector:
(
λ+α
h12α
)
= Rχ+
(
χ+1α
χ+2α
)
,
(
λ−α
h21α
)
= Rχ−
(
χ−1α
χ−2α
)
,

λ′α
λ3α
h11α
h22α
 = Rχ0

χ01α
χ02α
χ03α
χ04α
 . (2.34)
In order to respect all normalization conditions in the matter sector of the MSSM (see
section 4), we introduce normalization factors for the left-handed fermions:
q1α = RuLuLα, q
2
α = RdLdLα, (2.35)
l1α = RνLνLα, l
2
α = ReLeLα. (2.36)
Since we consider only one generation, there is no mixing within quarks and leptons.
However, there is in general a mixing of the superpartners of the left- and right-handed
sfermions: (
L2
R¯
)
= Re˜
(
e˜1
e˜2
)
, L1 = ν˜1, (2.37)(
Q1
U¯
)
= Ru˜
(
u˜1
u˜2
)
,
(
Q2
D¯
)
= Rd˜
(
d˜1
d˜2
)
. (2.38)
2.6 Gauge fixing
To quantize the theory, gauge fixing is necessary. We use a gauge-fixing and ghost term
of the general form
Γg.f. =
∫
d4x s
[
2tr
(
c¯F + 1
2
ζc¯B
)
+ c¯′F ′ + 1
2
ζ ′c¯′B′
]
=
∫
d4x 2tr
(
BF + 1
2
ζB2 − c¯sF − iξµ∂µc¯F − iζεασµαα˙ε¯α˙c¯∂µc¯
)
+
∫
d4x
(
B′F ′ + 1
2
ζ ′B′2 − c¯′sF ′ − iξµ∂µc¯′F ′ − iζ ′εασµαα˙ε¯α˙c¯′∂µc¯′
)
(2.39)
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with gauge-fixing functions F = F aT a, F ′. The auxiliary fields B, B′ are introduced
as the BRS transformations of the antighosts c¯, c¯′ (see appendix B). In this way, s 2 = 0
holds also on these fields and the gauge-fixing and ghost action (2.39) is BRS invariant,
sΓg.f. = 0. For perturbative calculations, the B fields can be readily eliminated using their
equations of motion, yielding the usual form of the gauge-fixing term −2tr(F 2)/(2ζ) −
(F ′)2/(2ζ ′).
Analogously to the decomposition of the symmetric gauge-boson fields into mass eigen-
states (2.29) we rewrite the gauge-fixing functions as(
F ′
F 3
)
= RV
(
FA
FZ
)
,
1
2
(F 1 ∓ iF 2) = F±. (2.40)
For the gauge-fixing functions F±, FA, and FZ we choose a linear function in propagating
fields. Especially useful for phenomenological calculations are the gauge-fixing functions
F
± = ∂µW±µ ± iMW (ζG
±
G± + ζH
±
H±), (2.41a)(
FA
FZ
)
=
(
∂µAµ
∂µZµ
)
+MZ
(
ζAG
0
ζAA
0
ζZG
0
ζZA
0
)(
G0
A0
)
, (2.41b)
where MW and MZ are the (real) masses of the W
± and Z bosons.
Such a gauge-fixing condition gives masses to the unphysical Goldstone bosons, and
it allows to eliminate mixing terms between Goldstone bosons and longitudinal gauge
bosons from the action by a suitable choice of the gauge parameters ζG
±
, ζAG
0
, and ζZG
0
.
Furthermore, the physical Higgs bosons H± and A0 can be excluded from the gauge-fixing
functions by defining ζH
±
= ζAA
0
= ζZA
0
= 0. In the actual renormalization analysis of
section 3 we stay general and treat all ζ parameters as independent.
The gauge-fixing functions (2.41) exhibit a severe problem: they are not gauge covari-
ant, and the gauge-fixing term (2.39) is, therefore, not invariant with respect to rigid
gauge transformations. Since rigid invariance is an important ingredient of the definition
of the MSSM, it has to be restored.
The violation of rigid gauge invariance is particularly apparent if F ′, F a are rewritten
in terms of the original Higgs fields
F
a = ∂µV aµ − (iv¯a1H1 + iv¯a2H2 + h.c.), (2.42a)
F
′ = ∂µV ′µ − (iv¯′1H1 + iv¯′2H2 + h.c.) (2.42b)
with fixed isospin doublets v′1,2, v
a
1,2. From comparing (2.42) with (2.41) we get
v11 =
(
0
(v11)
2
)
, v21 =
(
0
i(v11)
2
)
, v31 =
(
(v31)
1
0
)
, v′1 =
(
(v′1)
1
0
)
, (2.43a)
v12 =
(
(v12)
1
0
)
, v22 =
(−i(v12)1
0
)
, v32 =
(
0
(v32)
2
)
, v′2 =
(
0
(v′2)2
)
. (2.43b)
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where the vanishing components are in agreement with electric charge conservation. The
six non-vanishing components are given by(
(v11)
2
(v12)
1
)
=
MW√
2
R−1T
H±
(
ζG
±
ζH±
)
, (2.44a)( −(v′1)1 (v′2)2
−(v31)1 (v32)2
)
=
MZ√
2
R−1
A0
(
ζAG
0
ζAA
0
ζZG
0
ζZA
0
)
RV . (2.44b)
The solution of the non-covariance problem is to make the isovectors vi local, i.e. to
introduce eight external isospin doublets (Φai + v
a
i ), (Φ
′
i + v
′
i) where the vi appear as
constant shifts. Using these external fields, we redefine the gauge-fixing functions into
the final form,
F
a = ∂µV aµ − [i(Φ¯a1 + v¯a1)H1 + i(Φ¯a2 + v¯a2)H2 + h.c.], (2.45a)
F
′ = ∂µV ′µ − [i(Φ¯′1 + v¯′1)H1 + i(Φ¯′2 + v¯′2)H2 + h.c.], (2.45b)
which is used from now on. The point in the replacement vi → (Φi+vi) is that non-trivial
gauge transformation laws can be assigned to the external fields Φi. With the choice
δω′Φ
a
i = −ig′ω′
Y
2
(Φai + v
a
i ), δω′Φ
′
i = −ig′ω′
Y
2
(Φ′i + v
′
i), (2.46a)
δωΦ
a
i = −igω(Φai + vai )− ig(iǫbca)ωb(Φci + vci ), δωΦ′i = −ig ω(Φ′i + v′i), (2.46b)
the two 8-component objects (Φi + vi) for i = 1, 2 transform according to the product of
the adjoint and the fundamental representation of SU(2)×U(1), where the hypercharges
in (2.46) are defined as those of the corresponding Higgs fields (see table 2.1). As a conse-
quence, the gauge-fixing term (2.39) becomes invariant under rigid gauge transformations.
For Φi = 0 the gauge-fixing functions reduce to (2.41).
For the BRS transformations of the Φi, we introduce further external fields Ψ
a
i , Ψ
′
i with
QΦΠ = 1 which form BRS doublets
5 together with Φai , Φ
′
i. The BRS transformations of
the fields Φi, Ψi are defined as follows
sΦai = Ψ
a
i − iξµ∂µΦai , sΨai = 2iεασµαα˙ε¯α˙∂µΦai − iξµ∂µΨai , (2.47a)
sΦ′i = Ψ
′
i − iξµ∂µΦ′i, sΨ′i = 2iεασµαα˙ε¯α˙∂µΦ′i − iξµ∂µΨ′i. (2.47b)
The rigid gauge transformations and hypercharges of Ψi are defined analogously to the
ones of Φi but without vi.
2.7 Classical action
With the gauge fixing introduced in the above section 2.6 we can complete the discus-
sion of the classical approximation of the MSSM. Its building blocks are the manifestly
5Footnote 2 applies also here.
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supersymmetric part, Γsusy (2.7), the soft-supersymmetry breaking part, Γsoft (2.18), the
external-field part, Γext (2.20), and the gauge-fixing term, Γg.f. (2.39). Hence, a classical
action satisfying all symmetries reads
Γcl = Γsusy + Γsoft + Γext + Γg.f.. (2.48)
Although spontaneous symmetry breaking has already been taken into account in the
definition of the gauge-fixing term, the finite vacuum expectation values of the Higgs
bosons have not been introduced so far. Therefore, no physical particle masses are gen-
erated in (2.48). In the present framework, where rigid gauge invariance is ensured by
using the external fields Φi in the gauge-fixing term, the vacuum expectation values arise
along with a new class of free parameters. The situation is similar to the one in [14, 24],
where, however, the multiplet structure of the external fields Φi is simpler.
From the tensor fields Φai , Ψ
a
i we can form SU(2) doublets by contraction with the
generators
Φˆi + vˆi = 2T
a(Φai + v
a
i ), Ψˆ = 2T
aΨai . (2.49)
The external fields (Φˆi + vˆi), (Φ
′
i + v
′
i) have the same quantum numbers and rigid gauge-
transformation laws as the physical Higgs fields Hi. However, the BRS transformations of
the Φ fields prevent them from appearing arbitrarily in the classical action. A possibility
to introduce them into the classical action consists in redefining the BRS transformation
laws of the Higgs fields
sHi → (sHi)|Hi→Heffi − xi(Ψˆi − iξµ∂µΦˆi)− x′i(Ψ′i − iξµ∂µΦ′i) (2.50)
and simultaneously substituting
Hi → Heffi = Hi + xi(Φˆi + vˆi) + x′i(Φ′i + v′) (2.51)
everywhere in the classical action apart from the gauge-fixing term. The new parameters
xi, x
′
i are arbitrary and have to be fixed by normalization conditions. The H
eff
i obey the
BRS transformation law of the original Higgs field. In this way, the complete vacuum
expectation value of the effective Higgs fields Heffi is generated via the fields Φˆi + vˆi,
Φ′i + v
′
i:
〈Heffi 〉 = Heffi |φ→0 = 2xiT avai + x′iv′i ≡ ~vi. (2.52)
According to the form of vai , v
′
i in (2.44), the vacuum expectation values of the effective
Higgs bosons read
~v1 =
(v1
0
)
, ~v2 =
(
0
v2
)
, (2.53)
in agreement with electric charge conservation. CP invariance restricts v1, v2 to be real.
When we perform the replacements (2.50) and (2.51) in Γcl, we obtain another solution
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of the classical action obeying all symmetries. It turns out that this solution contains all
parameters needed for the renormalization. Hence, we adopt this solution and define the
classical action Γcl in this way. x1, x2, x
′
1, x
′
2 are additional free parameters. Owing to
the decomposition (2.52) of ~v1, ~v2, it is equivalent to eliminate x
′
1, x
′
2 in favour of v1, v2
and choose
v1, v2, x1, x2 (2.54)
instead of x′1, x
′
2, x1, x2 as free parameters of the theory.
The appearance of ~vi in H
eff
i accounts for the spontaneous breaking of gauge invariance.
In the following, we sketch the resulting bilinear part of Γcl. The corresponding calcula-
tions are well-known in the literature (see e.g. [3, 25]). Hence we just quote the results.
The minimization conditions yield
− δΓcl
δReH11
∣∣∣∣
φ=0
= 2
[
(m21 + µ
2)v1 +m
2
3v2 +
g2 + g′2
4
v1(v
2
1 − v22)
]
≡
√
2 t1
!
= 0, (2.55a)
− δΓcl
δReH22
∣∣∣∣
φ=0
= 2
[
(m22 + µ
2)v2 +m
2
3v1 −
g2 + g′2
4
v2(v
2
1 − v22)
]
≡
√
2 t2
!
= 0. (2.55b)
The minimization of the Higgs potential is equivalent to vanishing tadpole contributions
t1, t2.
Higgs and gauge-boson sector
The bilinear part of Γcl contains the mass matrices for the symmetric fields. These mass
matrices have to be diagonalized by the demixing matrices Rφ. In the Higgs and gauge-
boson sector, the classical demixing matrices are rotation matrices with three angles θW ,
β, α defined by
tanβ =
v2
v1
, tan 2α = tan 2β
M2A0 +M
2
Z
M2
A0
−M2Z
, cos θW =
MW
MZ
(2.56a)
with −π/2 < α < 0. The shorthands sα = sinα, sβ = sin β, sW = sin θW (and similar for
cosine) are used in the following. Classically, the demixing matrices read
R
(0)
A0,H±
=
(
cβ −sβ
sβ cβ
)
, R
(0)
H0
=
(
cα −sα
sα cα
)
, R
(0)
V =
(
cW −sW
sW cW
)
. (2.57a)
After diagonalizing the mass matrices, the masses of the W± boson, Z boson, and the A0
field result in
M2W =
1
2
g2(v21 + v
2
2), (2.58a)
M2Z =
1
2
(g2 + g′2)(v21 + v
2
2), (2.58b)
M2A0 = sin
2 β
t1√
2v1
+ cos2 β
t2√
2v2
−m23(tanβ + cot β). (2.58c)
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We consider M2W ,M
2
Z , and M
2
A0
as independent parameters in the following. Then the
masses of the remaining Higgs bosons are dependent parameters and are determined in
lowest order by
M2H±
(0) =M2A0 +M
2
W , (2.59a)
M2H0,h0
(0) =
1
2
(
M2A0 +M
2
Z ±
√
(M2
A0
+M2Z)
2 − 4M2ZM2A0 cos2(2β)
)
. (2.59b)
As indicated by the superscript (0), these mass relations are only valid in lowest order. In
general, the mass relations (2.59) are corrected by loop contributions.
In the chargino and neutralino sector, the lowest-order demixing matrices are conven-
tionally denoted by
R
(0)
χ+
= V−1, R(0)
χ−
= U−1, R(0)
χ0
= N−1, (2.60)
where V, U , N are unitary matrices and satisfy
N ∗YN † = diag(mχ01 , . . . , mχ04), U∗XV† = diag(mχ+1 , mχ+2 ) (2.61)
with the neutralino and chargino mass matrices
Y =

M1 0 −MZsW cβ MZsWsβ
0 M2 MZcW cβ −MZcWsβ
−MZsW cβ MZcW cβ 0 −µ
MZsW sβ −MZcW sβ −µ 0
 , (2.62a)
X =
(
M2 MW
√
2sβ
MW
√
2cβ µ
)
. (2.62b)
After defining the Majorana spinors of the neutralinos and the Dirac spinors of the
charginos (with χ¯± = χ∓)
χ0i =
(
χ0iα
χ¯0α˙i
)
, χ±i =
(
χ±iα
χ¯±α˙i
)
, (2.63)
the bilinear part of the classical action contributing to the Higgs and gauge-boson sector
reads
Γcl|bil,Higgs,gauge =
∫
d4x
{
|∂µH+|2 + |∂µG+|2 −M2(0)
H±
|H+|2
+
1
2
[
(∂µH0)2 + (∂µh0)2 + (∂µG0)2 + (∂µA0)2 −M2(0)
H0
(H0)2 −M2(0)
h0
(h0)2 −M2A0(A0)2
]
− 1
4
(
AµνAµν + Z
µνZµν + 2W
+µνW−µν
)
+
1
2
M2ZZ
µZµ +M
2
WW
+µW−µ
−MZZµ∂µG0 + iMW
(
W+µ∂µG
− −W−µ∂µG+
)
+
1
2
4∑
i=1
(
χ¯0i iγ
µ∂µχ
0
i −mχ0i χ¯0iχ0i
)
+
2∑
i=1
(
χ¯−i iγ
µ∂µχ
+
i −mχ+i χ¯
−
i χ
+
i
)}
, (2.64)
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where the linear parts of the field strength tensors are given by V µν = ∂µV ν − ∂νV µ
with V = A,Z,W±. The masses M (0)
H0
, M
(0)
h0
, and M
(0)
H±
and three of the neutralino and
chargino masses are not considered as independent parameters of the MSSM, but they
are functions of the other masses and couplings.
Matter sector
In the matter sector, the quark and lepton masses are given by
mu = − fUv2, md = fDv1, me = fRv1. (2.65)
The mass matrices of the up- and down-type squarks in the basis (Q1, U¯), (Q2, D¯) have
the following form
M2u˜ =
(
m2u +m
2
q˜ +M
2
Zc2β(T3 −Qems2W ) mu (−µ/ tanβ + Au)
mu (−µ/ tanβ + Au) m2u +m2u˜ +M2Zc2βQems2W
)
, (2.66a)
M2
d˜
=
(
m2d +m
2
q˜ +M
2
Zc2β(T3 −Qems2W ) md (−µ tanβ + Ad)
md (−µ tanβ + Ad) m2d +m2d˜ +M2Zc2βQems2W
)
(2.66b)
with the electric charge Qem and c2β = cos(2β). The corresponding mass matrix for the
selectron in the basis (L2, R¯) can be derived from (2.66b) by replacing d→ e and d˜→ e˜.
The demixing matrices Rf˜ have to be chosen in such a way that they satisfy
R
(0)−1
f˜
M2
f˜
R
(0)
f˜
= diag(m2
f˜1
, m2
f˜2
) (2.67)
with f˜ = u˜, d˜, e˜. Since there is no sneutrino mixing the sneutrino mass is given by
m2ν˜ = m
2
l˜
+
1
2
M2Z cos(2β). (2.68)
With the definition of the Dirac spinors
e =
(
l1α
r¯α˙
)
, ν =
(
l2α
0
)
, u =
(
q1α
u¯α˙
)
, d =
(
q2α
d¯α˙
)
, (2.69)
and the lowest-order values R
(0)
νL = R
(0)
eL = R
(0)
uL = R
(0)
dL
= 1, the bilinear part of the matter
sector can be written as
Γcl|bil,matter =
∫
d4x
[
f¯ (iγµ∂µ −mf) f +
∑
i=1,2
|∂µf˜i|2 −m2f˜i|f˜i|
2
]
, (2.70)
where f , f˜ run over all matter fields, i.e. f = e, ν, u, d and f˜i = ν˜i, e˜i, u˜i, d˜i.
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Gauge-fixing sector
We come back to the gauge-fixing and ghost terms already discussed in section 2.6 in
order to evaluate the mass eigenstates of ghosts. For vanishing Φ fields the gauge-fixing
functions of (2.45) reduce to the functions F±, FA, and FZ defined in (2.41). Classically,
evaluating the bilinear ghost terms in (2.39) yields
Γcl|bil,gh =
∫
d4x
{
− (c¯A, c¯Z)
[
✷+M2Z
(
0 ζAG
0
0 ζZG
0
)](
cA
cZ
)
− (c¯−, c¯+)
[
✷+M2W ζ
G±
](c+
c−
)}
(2.71)
with ✷ = ∂µ∂µ and where the lowest-order ghost and antighost demixing matrices are
given by
R(0)c = R
(0)
c¯ = R
(0)
V . (2.72)
An especially convenient choice is the Rξ gauge which corresponds to
ζG
±
= ζZG
0
= ζ ′ = ζ ≡ ξ, ζH± = ζZA0 = ζAG0 = ζAA0 = 0. (2.73)
In the Rξ gauge the gauge-boson–Higgs mixing in (2.64) cancels when the auxiliary B
fields are eliminated by their equations of motion. Furthermore, the ghost and Goldstone-
boson masses are proportional to the masses of the corresponding gauge bosons:
M2cA
(0) = 0, (2.74a)
M2cZ
(0) =M2G0
(0) = ξM2Z , (2.74b)
M2c±
(0) =M2G±
(0) = ξM2W . (2.74c)
2.8 Free parameters of the MSSM
The free parameters of the MSSM can be summarized as follows:
coupling constants g, g′, fR, fU , fD, µ, (2.75a)
soft parameters M1,M2, m1, m2, m3, ml˜, me˜, mq˜, mu˜, md˜, Ae, Au, Ad, (2.75b)
Higgs/Φ parameters v1, v2, x1, x2, (2.75c)
gauge parameters ζ, ζ ′, ζG
±
, ζH
±
, ζZG
0
, ζZA
0
, ζAG
0
, ζAA
0
. (2.75d)
In section 2.7 some of these parameters were related to a set of parameters with a more
direct physical interpretation. Schematically, the relations between the two sets of pa-
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rameters are
g, g′, v1, v2 ↔ e,MZ ,MW , tan β, (2.76)
m1, m2, m3 ↔ MA0 , t1, t2, (2.77)
µ,M1,M2 ↔ mχ±1 , mχ±2 , mχ01 , (2.78)
fR, fU , fD ↔ me, mu, md, (2.79)
ml˜, me˜, mq˜, md˜, mu˜ ↔ mν˜1 , me˜1, mu˜1 , mu˜2, md˜1 , (2.80)
where the electric charge is defined by
e = g sin θW = g
′ cos θW . (2.81)
Of course, the choice of the independent parameters in the neutralino and sfermion sectors
is not unique.
We close with a remark on the mass relations present in the MSSM. In the MSSM
not all masses are independent. The masses of H±, H0, h0, χ02,3,4, and of e˜2, d˜2 are
functions of the free parameters of the MSSM. Accordingly, there is a distinction between
the notions M2H±
(0) and M2H± (and similar for the other dependent masses). M
2
H±
(0)
denotes the result of the lowest-order formula (2.59a) and is thus always to be treated
as an abbreviation for M2
A0
+M2W . In particular, in the renormalization transformation
M2H±
(0) →M2H± (0) + δM2H± , used in section 4, δM2H± is a substitute of δM2A0 + δM2W . On
the other hand, M2
H±
denotes the physical mass of the charged Higgs boson, which can
be calculated order by order as a function of the independent parameters of the MSSM.
3 Renormalization
In this section general aspects of the renormalization of the MSSM are presented. Af-
ter establishing the symmetries in a functional way by introducing the ST and Ward
operators, all defining symmetries of the MSSM are summarized, and all invariant and
symmetry-restoring counterterms required for the renormalization are discussed. The
section is completed with a proof of the IR finiteness of the theory.
3.1 Functional characterization of the symmetries
In order to characterize the MSSM in a regularization-scheme independent way, it is con-
venient to formulate the fundamental symmetries in terms of a set of functional equations
comprising the ST identity for BRS invariance and the Ward identities for rigid gauge
and R invariance.
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ST identity
BRS invariance is expressed in form of a ST identity
S (Γ) = 0 (3.1)
with the ST operator
S (Γ) =
∫
d4x
{
2tr
[
δΓ
δY µV
δΓ
δVµ
+
δΓ
δyλα
δΓ
δλα
+
δΓ
δy¯α˙λ
δΓ
δλ¯α˙
+
δΓ
δYc
δΓ
δc
+ s c¯
δΓ
δc¯
+ sB
δΓ
δB
]
+ sV ′µ
δΓ
δV ′µ
+
δΓ
δyλ′α
δΓ
δλ′α
+
δΓ
δy¯α˙λ′
δΓ
δλ¯′α˙
+ s c′
δΓ
δc′
+ s c¯′
δΓ
δc¯′
+ sB′
δΓ
δB′
+ sA1
δΓ
δA1
+ s A¯1
δΓ
δA¯1
+ sA2
δΓ
δA2
+ s A¯2
δΓ
δA¯2
+ sΦaTi
δΓ
δΦaTi
+ sΦ′Ti
δΓ
δΦ′Ti
+ sΨaTi
δΓ
δΨaTi
+ sΨ′Ti
δΓ
δΨ′Ti
+ s Φ¯ai
δΓ
δΦ¯ai
+ s Φ¯′i
δΓ
δΦ¯′i
+ s Ψ¯ai
δΓ
δΨ¯ai
+ s Ψ¯′i
δΓ
δΨ¯′i
+
δΓ
δYL
δΓ
δLT
+
δΓ
δY¯ TL
δΓ
δL¯
+
δΓ
δylα
δΓ
δlαT
+
δΓ
δy¯α˙Tl
δΓ
δl¯α˙
+
δΓ
δYR
δΓ
δR
+
δΓ
δY¯R
δΓ
δR¯
+
δΓ
δyrα
δΓ
δrα
+
δΓ
δy¯α˙r
δΓ
δr¯α˙
}
+ s ξµ
∂Γ
∂ξµ
+ analogous quark and Higgs terms. (3.2)
For subsequent discussions we introduce the condensed notation
S (Γ) =
∑
a
δΓ
δYa
δΓ
δφa
+
∑
b
sφ′b
δΓ
δφ′b
, (3.3)
where φa runs over all non-linearly transforming fields and φ
′
b over all linearly transforming
ones. Owing to the construction of Γcl, the ST identity S (Γcl) = 0 holds at the classical
level. At higher orders, S (Γ) = 0 will be imposed as a condition on the vertex functional
Γ.
In addition to the ST operator, we define the linearized ST operator
Sγ =
∑
a
(
δγ
δYa
δ
δφa
+
δγ
δφa
δ
δYa
)
+
∑
b
sφ′b
δ
δφ′b
, (3.4)
which obeys the relation
S (γ +∆) = S (γ) + Sγ∆+O(∆2), (3.5)
where γ, ∆ are arbitrary field polynomials.
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For the algebraic characterization of possible anomalies the nilpotency relations of the
ST operator
SγS (γ) = 0 for all γ, (3.6a)
SΓclSΓcl = 0, (3.6b)
have to be realized. These nilpotency relations are important ingredients for the algebraic
proof of the renormalizability discussed later in section 3.3.
However, a short calculation shows that (3.6a) is in general not true:
SγS (γ) =
∑
b
(Sγsφ
′
b)
δγ
δφ′b
= (SγsV
′
µ)
δγ
δV ′µ
. (3.7)
The non-vanishing r.h.s. of (3.7) originates from the different treatment of linear and non-
linear BRS transformations in the ST operator (3.2). BRS transformations of the linearly
transforming fields are ”hard coded” in S while those of the non-linearly transforming
ones are coupled to source fields Y , y and, therefore, obtain higher-order corrections. We
ensure (3.6a) for γ = Γ by imposing the requirement
SΓsV
′
µ = 0, (3.8)
which holds in particular for Γ = Γcl. In terms of the linear functional differential operator
wλ
′
µ = ε
ασµαα˙
δ
δy¯λ′α˙
− δ
δyλ′α
σµαα˙ε¯
α˙, (3.9)
the requirement (3.8) can be rewritten as the linear equation
wλ
′
µ Γ = 2iε
ασναα˙ε¯
α˙F ′µν + iξ
ν∂ν
(
εασµαα˙λ¯′
α˙
+ λ′ασµαα˙ε¯
α˙
)
. (3.10)
Also the second nilpotency condition is in general violated. Using S (Γcl) = 0 and
(3.8), the square of SΓcl yields the non-vanishing result
SΓclSΓcl = −
δ(sV ′µ)
δλ′α
δΓcl
δV ′µ
δ
δyλ′α
+
δ(sV ′µ)
δλ¯′α˙
δΓcl
δV ′µ
δ
δy¯λ′α˙
. (3.11)
However, it is possible to define a space of constrained functionals on which the linearized
ST operator is nilpotent. Since the r.h.s. of (3.11) is proportional to wλ
′
µ , the operator
SΓcl is nilpotent on the kernel of w
λ′
µ , i.e.
S
2
Γcl
γ = 0 if wλ
′
µ γ = 0. (3.12)
This is a weaker but sufficient form of (3.6b). The constraint wλ
′
µ γ = 0 means simply that
γ depends not arbitrarily on y′λ, y¯
′
λ but only on a certain combination,
γ(yλ′, y¯λ′) = γ(Υ), Υ = ε
αy′λα − ε¯α˙y¯′λα˙. (3.13)
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Ward identities
Rigid gauge invariance is formulated in the form of Ward identities
W (ω)Γ = 0, W ′(ω′)Γ = 0, (3.14)
where the Ward operators for rigid SU(2), W , and for rigid U(1) gauge invariance, W ′,
are defined by
W (ω) =
∫
d4x
[∑
a
δωφ
′
a
δ
δφ′a
+
∑
b
(
δωφb
δ
δφb
+ δωYb
δ
δYb
)]
, (3.15a)
W
′(ω′) =
∫
d4x
[∑
a
δω′φ
′
a
δ
δφ′a
+
∑
b
(
δω′φb
δ
δφb
+ δω′Yb
δ
δYb
)]
. (3.15b)
The Ward operators for lepton-number conservation, WL, for quark-number conservation,
WQ, and for R symmetry, W
R are defined in an obvious way. Explicit expressions for the
Ward operators are given in appendix D.
Since the gauge group of the MSSM is non-semisimple not all couplings of the classi-
cal action are fixed by the algebra of the gauge group. The abelian couplings, i.e. the
hypercharges of matter couplings to V ′µ, are not determined by (3.15b) but have to be
determined by an additional symmetry, either by the local U(1) Ward identity or by the
corresponding ghost equation [14, 26, 27]. For the classical action the hypercharges of the
MSSM are determined by the Gell-Mann–Nishijima relation (2.5). At higher orders, the
functional analog of the Gell-Mann–Nishijima relation holds for the Ward operators:
1
e
Wem(ωem) =
[
1
g
W (T 3ωem) +
1
g′
W
′(ωem)
]
, (3.16)
where the Ward operator of electromagnetic symmetry Wem is defined similar to (3.15)
with δωem = −ieωemQem.
We choose to determine the abelian couplings by the local Ward identity corresponding
to the abelian operator W ′, which can be derived also in supersymmetric models [16]:
W
′
localΓ = ✷(B
′ + iξµ∂µc¯
′) (3.17)
with the Ward operator
W
′
local =
1
g′
[∑
a
δω′φ
′
a
δ
δφ′a
+
∑
b
(
δω′φb
δ
δφb
+ δω′Yb
δ
δYb
)]
− ∂µ δ
δV ′µ
. (3.18)
If (3.17) is established to all orders, the hypercharges are fixed in such a way that elec-
tromagnetic symmetry is gauged and that the Adler-Bardeen anomaly is cancelled to all
orders.
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Due to parity non-conservation and due to supersymmetry, invariant regularization
schemes of the MSSM probably do not exist. Hence one has to construct the MSSM
by algebraic renormalization restoring the defining symmetries by (scheme-dependent)
non-invariant counterterms order by order in perturbation theory. For this purpose one
needs a complete algebraic characterization of invariant counterterms and breaking terms,
which is governed by the algebra of defining symmetry operators. Hence, we conclude
this section by listing the commutation relations of the ST and Ward operators:
[W (ω1),W (ω2)] = W ([ω1, ω2]), (3.19a)
[W1,W2] = 0, (3.19b)
[W (ω),W1] = 0, (3.19c)
[W ′local,W1] = 0, (3.19d)
W (ω)S (Γ)−SΓW (ω)Γ = 0, (3.19e)
W1S (Γ)−SΓW1Γ = 0, (3.19f)
W
′
localS (Γ)−SΓW ′localΓ = −2iεασµαα˙ε¯α˙∂µ
δΓ
δc′
+ iξν∂ν∂
µ δΓ
δV ′µ
, (3.19g)
where W1, W2 stand for the Ward operators W
′(ω′), WL, WQ, W R.
3.2 Defining symmetries
To define a quantum theory in the framework of algebraic renormalization, a suitable set
of requirements has to be imposed on the vertex functional Γ. Γ is calculated order by
order in perturbation theory starting from the classical action. In higher orders, inter-
mediate results for regularized loop diagrams and counterterms are regularization-scheme
dependent, but the final results for observables are regularization-scheme independent and
unique if the requirements are chosen appropriately.
A complete set of conditions for the MSSM is given in the following, where symmetric
fields are understood to be expressed by the physical fields. We will see that this set
fixes Γ uniquely up to the usual freedom of mass, coupling-constant, and wave-function
renormalizations.
The conditions express the symmetries, the minimization of the Higgs potential as well
as constraints for the gauge fixing and the ξµ dependence.
• CP invariance (see table 2.2).
• Γ depends on A1 only through the combination εαA1.
• ST identity with the ST operator (3.2):
S (Γ) = 0. (3.20)
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• Nilpotency condition for the ST operator:
wλ
′
µ Γ = 2iε
ασναα˙ε¯
α˙F ′µν + iξ
ν∂ν
(
εασµαα˙λ¯′
α˙
+ λ′ασµαα˙ε¯
α˙
)
, (3.21)
where wλ
′
µ is defined in (3.9).
• Rigid SU(2)×U(1) gauge invariance:
W Γ = 0, W ′Γ = 0. (3.22)
• Lepton- and quark-number conservation:
WLΓ = 0, WQΓ = 0. (3.23)
• Continuous R symmetry:
W
RΓ = 0. (3.24)
• Local U(1) gauge invariance:
W
′
localΓ = ✷(B
′ + iξµ∂µc¯
′). (3.25)
• Gauge-fixing conditions:
δΓ
δBa
= F a + ζBa,
δΓ
δB′
= F ′ + ζ ′B′, (3.26)
where F a, F ′ are defined in (2.45).
• Translational-ghost equation:
δΓ
δξµ
= −i
∑
a
Ya∂
µφa. (3.27)
• Minimum requirement for the Higgs potential:∫
d4x
δΓ
δHi(x)
∣∣∣∣
φ→0
= 0. (3.28)
3.3 Cohomology and symmetry-restoring counterterms
The general strategy of calculating radiative corrections to a given order in perturbation
theory for a renormalizable model consists of three steps:
• In the first step all loop diagrams of order ~n are calculated within a chosen regu-
larization scheme.
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• In general the result does not satisfy the defining symmetry properties. To re-
store the symmetry identities symmetry-restoring counterterms Γ
(n)
ct,restore have to
be added. One contribution to Γct,restore originates from the non-invariance of the
regularization scheme. Another contribution to Γct,restore is given by products of
lower-order counterterms involving for instance δg(n−m)δz(m) with 0 < m < n.
• Finally, invariant counterterms Γ(n)ct,inv are added to cancel UV singularities and to
establish the normalization conditions.
The classical action, the invariant counterterms Γct,inv (see section 3.4), and the symmetry-
restoring counterterms Γct,restore add up to
Γeff = Γcl +
∞∑
n=1
(
Γ
(n)
ct,inv + Γ
(n)
ct,restore
)
(3.29)
from which the Feynman rules are derived. The full vertex functional Γ differs from Γeff
by non-local loop contributions.
In the following, we give a few comments to the symmetry-restoring counterterms and
possible anomalies. The third step is treated in detail in section 3.4.
We consider the ST identity (3.20) and the nilpotency requirement (3.21) as an example.
Assuming that all symmetry identities have already been established up to order ~n−1 the
symmetry identities yield
wλ
′
µ Γ− r.h.s. of (3.21) = ~n∆wλ′µ +O(~n+1), (3.30)
S (Γ) = ~n∆ST +O(~n+1). (3.31)
Owing to the quantum action principle [28], ∆wλ′ , ∆ST are local functionals. They have
to be absorbed by adding symmetry-restoring counterterms of order ~n to Γeff . In this
way, the symmetry properties can be restored in the given order.
Since the nilpotency condition (3.21) is the basis for the restoration of the ST identity,
(3.30) has to be recovered as a first step. It can be shown that ∆wλ′ can be written as a
variation
∆wλ′µ = w
λ′
µ ∆ˆwλ′ (3.32)
with a local, power-counting renormalizable functional ∆ˆwλ′ , we can add −∆ˆwλ′ to Γ and
recover (3.30) in order ~n.
Similarly, the breaking of the ST identity can be absorbed, if ∆ST can be written as
∆ST = SΓcl∆ˆST. (3.33)
The question whether any ∆ST can be written in the form of (3.33) can be reduced to the
algebraic problem to find the cohomology of SΓcl . In our case, the nilpotency of the ST
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operator SΓcl has to be established by restricting ∆ST and ∆ˆST to the kernel of w
λ′
µ or
equivalently to functionals depending on yλ′ , y¯λ′ only through Υ defined in (3.13). Indeed,
if the nilpotency condition (3.21) holds we find
0 = wλ
′
µ S (Γ) = w
λ′
µ ∆ST +O(~n+1), (3.34)
0 = SΓS (Γ) = SΓcl∆ST +O(~n+1), (3.35)
which implies that ∆ST lies in the kernel of w
λ′
µ and satisfies the consistency condition for
possible anomalies:
SΓcl∆ST = 0. (3.36)
Since S 2Γclγ = 0 for w
λ′
µ γ = 0 as shown in section 3.1, the most general solution of the
consistency condition can be written as follows
∆ST =
∑
i
riAi + SΓcl∆ˆST with w
λ′
µ ∆ˆST = 0, (3.37)
where SΓcl∆ˆST is a trivial solution of (3.36). The breaking terms Ai satisfy SΓclAi = 0,
but cannot be written as SΓclAˆi, i.e. they span the cohomology of SΓcl on the kernel of
wλ
′
µ . Hence, Ai constitute possible anomalies.
We assume that the only possible anomaly is the Adler-Bardeen anomaly in its super-
symmetric version, whose coefficient ri vanishes in the MSSM owing to the choice of the
matter field representations. So we are left with the breaking terms SΓcl∆ˆST. ∆ST can be
cancelled by adding the counterterms −∆ˆST to Γ. Because of (3.37) they do not destroy
the nilpotency relation and both symmetry requirements can be satisfied simultaneously.
The remaining symmetries can be restored in a similar manner.
3.4 Invariant counterterms
Having established the defining symmetries of the model by adding suitable symmetry-
restoring counterterms, we are still free to add invariant counterterms which are in agree-
ment with all symmetry properties. There are two fundamental types of invariant counter-
terms: the first type is required for the cancellation of UV singularities, while the second
type comprises finite field reparametrizations as discussed in section 2.5.
Invariant counterterms of the first type have to respect all symmetry properties of the
MSSM (see section 3.2). In particular, the counterterms of order ~n are restricted by
SΓclΓ
(n)
ct,inv = 0, w
λ′
µ Γ
(n)
ct,inv = 0, WΓ
(n)
ct,inv = 0, (3.38a)
δΓ
(n)
ct,inv
δB
= 0,
δΓ
(n)
ct,inv
δB′
= 0,
δΓ
(n)
ct,inv
δξµ
= 0, (3.38b)
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where the Ward operator W runs over W ,W ′,WL,WQ,W R. If the vertex functional Γ
satisfies all symmetry identities, Γ + Γct,inv satisfy the symmetries as well. Since SΓcl is
nilpotent on the kernel of wλ
′
µ , the counterterms Γ
(n)
ct,inv can be rewritten into the form
Γ
(n)
ct,inv = Γ
(n)
ct,inv,1a + SΓclΓˆ
(n)
ct,inv,1b, (3.39)
where SΓclΓ
(n)
ct,inv,1a = 0 but Γ
(n)
ct,inv,1a cannot be written as a SΓcl variation.
The strategy to find all invariant counterterms of the first type is the following: we
first neglect the soft and spontaneous symmetry breaking and determine the most general
contribution to Γct,inv,1a. Then it is shown that the soft and spontaneous symmetry
breaking contribute only to Γct,inv,1b. In a second step, the most general form of Γct,inv,1b
is constructed.
The structure of Γ
(n)
ct,inv,1a can be derived from the supersymmetric SU(2)×U(1) gauge
theory without spontaneous and soft-symmetry breaking, where the spurion fields and the
Φ fields are absent. The invariant counterterms Γ
(n)
ct,inv,1a correspond to the free parameters
of Γsusy (2.7) [21]. In the MSSM, Γ
(n)
ct,inv,1a can be written as a combination of parameter
renormalizations of the supersymmetric and gauge-invariant couplings g, fR,U,D, µ, v
′ and
of a combined field and parameter renormalization of V ′µ, λ′, yλ′, c′, c¯′, B′, ζ ′, g′ as in [16].
The counterterm for g′ is not independent but governed by the field renormalization of
V ′µ owing to the requirement of the local U(1) Ward identity (3.25). Note that V ′µ is
the only propagating, linearly transforming field of the MSSM. The field renormalizations
of the propagating, non-linearly transforming fields are included in Γct,inv,1b due to the
presence of Γext. Hence, Γ
(n)
ct,inv,1a takes the form
Γ
(n)
ct,inv,1a =
(
δ(n)g
∂
∂g
+ δ(n)fR
∂
∂fR
+ δ(n)fU
∂
∂fU
+ δ(n)fD
∂
∂fD
+ δ(n)µ
∂
∂µ
+ δ(n)v′
∂
∂v′
)
Γcl
+
1
2
δ(n)zV ′
[ ∫
d4x
(
V ′µ
δ
δV ′µ
+ λ′α
δ
δλ′α
− yαλ′
δ
δyαλ′
+ λ¯′α˙
δ
δλ¯′α˙
− y¯λ′ α˙ δ
δy¯λ′ α˙
+ c′
δ
δc′
− c¯′ δ
δc¯′
−B′ δ
δB′
)
− g′ ∂
∂g′
+ 2ζ ′
∂
∂ζ ′
]
Γcl. (3.40)
Special attention has to be drawn to the spurion parameters. These parameters are
introduced in section 2.2 with the help of the spurion superfield, and the spurion superfield
is replaced later by the BRS doublet (A1, A2 + vA) [c.f. (2.15)]. This replacement does
not invalidate the conditions (3.38), but it excludes certain counterterms involving A, aα.
As a special property of BRS doublets, all counterterms involving BRS doublets are SΓcl
variations and thus included in Γ
(n)
ct,inv,1b, which follows from the well-known theorems (see
e.g. section 5.2 of [29]) implying that the cohomology of SΓcl is isomorphic to a subspace
of the cohomology of SΓcl |doublets=0 in the space where the doublets are set to zero.
Similar arguments hold also for the invariant counterterms involving the other BRS
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doublets (Φi+vi,Ψ), (Φ
′
i+v
′
i,Ψ
′), (c¯, B), (c¯′, B′). In particular, the invariant counterterms
including these fields contribute to Γct,inv,1b.
In a second step, the most general form of Γ
(n)
ct,inv,1b = SΓcl Γˆ
(n)
ct,inv,1b is obtained by
writing down all possible local field polynomials with dimension 4 and QΦΠ = −1 whose
SΓcl variation satisfies all symmetry requirements. Apart from the global symmetries,
the requirement that Γ
(n)
ct,inv depends on A1 only through the combination aα =
√
2ǫαA1
is important and reduces the number of possible spurion counterterms strongly.
As shown in appendix E, one part of the resulting invariant counterterms can be iden-
tified with the renormalization of parameters and fields in Γcl. This part of Γct,inv,1b
comprises the field renormalization of all non-linearly transforming fields, the counter-
terms to all soft-breaking parameters, and the renormalization of x1, x2, v1, v2. Due to
the presence of Γext and Γg.f., the field renormalizations must be compensated by similar
renormalizations for the Y fields, B fields, and gauge parameters ζ, ζ ′. The remaining
part of the counterterms in Γct,inv,1b is irrelevant for physical quantities and discarded in
the following.
Combining the results for Γ
(n)
ct,inv,1a and Γ
(n)
ct,inv,1b shows that the relevant counterterms
of the first type are generated by renormalization of the fields and parameters in Γcl. The
parameter renormalization in Γct,inv can be obtained by applying the following renormal-
ization transformations on Γcl
gi → gi +
∑
n
δ(n)gi (3.41)
for the free parameters gi of the MSSM listed in (2.75a)–(2.75c). The general renormal-
ization transformations for the fields are given by
{V µ, Y µV , B, c¯, ζ} → {
√
zV V
µ,
√
zV
−1
YV ,
√
zV
−1
B,
√
zV
−1
c¯, zV ζ},
{λ, yλ} → {√zλλ,√zλ−1yλ},
{c, Yc} → {√zcc,√zc−1Yc},
{V ′µ, λ′, yλ′, c′, B′, c¯′, ζ ′, g′} →
{ √
zV ′V
′µ,
√
zV ′λ
′,
√
zV ′
−1yλ′,√
zV ′c
′,
√
zV ′
−1B′,
√
zV ′
−1c¯′, zV ′ζ ′,
√
zV ′
−1g′
}
,
{Hi, YHi} → {
√
zHiHi,
√
zHi
−1YHi},
{hi, yhi} → {
√
zhihi,
√
zhi
−1yhi},
(Φai + v
a
i ,Ψ
a
i ) →
√
zV
√
zHi
−1(Φai + v
a
i ,Ψ
a
i ),
(Φ′i + v
′
i,Ψ
′
i) →
√
zV ′
√
zHi
−1(Φ′i + v
′
i,Ψ
′
i),
{L, YL} → {√zLL,√zL−1YL},
(and analogously for the sfermions R,Q, U,D),
{l, yl} → {√zll,√zl−1Yl},
(and analogously for the fermions r, q, u, d). (3.42)
The second type of invariant counterterms differs substantially from the first type. From
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the algebraic point of view, Γct,inv is sufficient to cancel all UV singularities. However, we
are still free to choose a basis of independent physical fields in terms of which the vertex
functional is parametrized.
This parametrization is defined by the choice of finite demixing matrices R. Indeed,
changing these matrices R = R(0)(1 +
∑
n δ
(n)R) simultaneously in the vertex functional
Γ and the ST and Ward identities preserves all symmetries. Since the validity of the
symmetries is not affected, these new contributions satisfy
δ(n)S (Γcl) + SΓcl Γ
(n)
ct,inv,finite = 0, (3.43a)
δ(n)WΓcl +W
(0) Γ
(n)
ct,inv,finite = 0. (3.43b)
In accordance with (2.27), the invariant counterterms Γ
(n)
ct,inv,finite and the counterterms of
the symmetry operators δ(n)S , δ(n)W are equivalently generated by the replacement
φphysj → δ(n)Rjiφphysi . (3.44)
Symbolically, Γ
(n)
ct,inv,finite is given by
Γ
(n)
ct,inv,finite = δ
(n)Rji
(∫
d4xφphysi
δ
δφphysj
)
Γcl, (3.45)
where φphysi runs over all propagating fields. The matrix R has a block structure since
mixing is only possible between fields with equal quantum numbers. The different sub-
matrices R
(0)
φ are already introduced in section 2.5.
The net result for the invariant counterterms is very simple. The invariant counterterms
of order ~n correspond to the renormalization of all free parameters and fields of the
classical action. They can be generated if the following transformations and replacements
are performed in the classical action:
gi → gi +
∑
n
δ(n)gi, (3.46a)
φsym →√z φsym, (3.46b)
φsym = Rφphys, (3.46c)
and by extracting the pure δ(n) part. This shows that the classical action we started with
was complete and that the theory is multiplicatively renormalizable.
3.5 Masslessness of the photon
The MSSM contains exactly one unbroken gauge symmetry, and this implies that there
is exactly one massless gauge boson. For completeness, we will give a simple proof of this
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well-known statement, relying only on the ST identity. In addition, we will show that
there is one massless Faddeev-Popov ghost and that there are three massless directions
of the Higgs potential.
The results of this section hold in all orders of perturbation theory and are important
for the physical interpretation as well as for the theoretical considerations of the following
sections. They will be of particular importance for the discussion of the IR finiteness and
of the renormalization scheme.
For convenience, we use the condensed notation V a = (V 1, V 2, V 3, V ′) and similarly for
ca, c¯a, Ba. Field derivatives are denoted by subscripts, i.e. Γφ = δΓ/δφ etc.
Using δ2S (Γ)/(δcaδHjl ) = 0 we obtain
0 = ΓcaY ki ΓHjlHki
+ ΓcaY¯ ki ΓHjl H¯ki
+ Γ
caY
bµ
V
Γ
H
j
l
V bµ
, (3.47)
where the last term vanishes for p = 0 since both factors are proportional to pµ. Combining
(3.47) with a similar identity involving H¯jl we derive the following identity at p = 0:
0 = (ΓcaY ki ,ΓcaY¯ ki )
(
Γ
H
j
l
Hki
Γ
H¯
j
l
Hki
Γ
H
j
l H¯
k
i
Γ
H¯
j
l H¯
k
i
)
. (3.48)
If the vector (ΓcaY ki ,ΓcaY¯ ki ) is non-vanishing for fixed a, it constitutes an eigenvector of the
Higgs self-energy matrix to the eigenvalue zero. Thus, to each non-vanishing (ΓcaY ki ,ΓcaY¯ ki )
there is a massless direction of the Higgs self-energy matrix.
In the case of gauge bosons, the ST identity δ2S (Γ)/(δcaδV bµ) reads
0 = ΓcaY ki ΓV bµHki + ΓcaY¯ ki ΓV bµH¯ki + ΓcaY
c
V ν
ΓV bµV cν . (3.49)
Suppose there is a non-trivial linear combination of the four vectors (ΓcaY ki ,ΓcaY¯ ki ) that
satisfies ∑
a=1,2,3,′
ba(ΓcaY ki ,ΓcaY¯ ki ) = 0. (3.50)
After contracting with ba and performing the derivative ∂/∂p
µ at p = 0, (3.49) reduces to
0 =
∑
a,c=1,2,3,′
baDac Γ
1
V bV c , (3.51)
where the Lorentz decompositions ΓcaY cV ν = pνDac and ΓV bµV cν = gµνΓ
1
V bV c
+pµpνΓ
2
V bV c
are
used. Since Dac is invertible, Γ
1
V bV c
∝ p2. After defining the transverse and longitudinal
parts of the gauge-boson self energy
ΓV bµV cν = −
(
gµν − pµpν
p2
)
ΓTV bV c −
pµpν
p2
ΓLV bV c , (3.52)
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we find ΓT
V bV c
= Γ1
V bV c
∝ p2. This proves that there is a massless gauge boson corre-
sponding to the linear combination (3.50).
Similarly, contracting the identity δ2S (Γ)/(δcaδBb) with ba yields
0 =
∑
a=1,2,3,′
ba Γcac¯b, (3.53)
proving that there is a massless ghost.
As a result, each non-vanishing vector (ΓcaY i
k
,ΓcaY¯ i
k
) corresponds to a broken symmetry
and implies the existence of a massless Goldstone direction of the Higgs potential. Fur-
thermore, a vanishing linear combination (3.50) corresponds to an unbroken symmetry
and implies the existence of a massless gauge boson and a massless ghost.
In the MSSM, the five physical Higgs bosons and the W± and Z bosons are massive in
lowest order and thus also in higher orders. Therefore, the four eigenvectors (ΓcaY i
k
,ΓcaY¯ i
k
),
a = 1, 2, 3, ′ of the Higgs self-energy matrix are linearly dependent, and there exists at least
one vanishing, non-trivial linear combination (3.50) and at least one unbroken symmetry.
On the other hand, there is at most one massless gauge boson and thus at most one
unbroken symmetry in higher orders.
Combining both results we find that to all orders there is exactly one unbroken and
three broken symmetries, and there are one massless gauge boson, one massless ghost,
and three massless would-be Goldstone modes.
3.6 Off-shell infrared finiteness
Since our model contains massless fields, infrared (IR) singularities can appear in loop
diagrams. Partly, these IR singularities are of physical origin and well understood [30].
They originate from soft photons and cancel in combination with the corresponding con-
tributions from the bremsstrahlung processes. On the other hand, additional artificial IR
singularities without any physical meaning can appear in principle. Such IR singularities
would arise already in off-shell amplitudes and would destroy the mathematical consis-
tency of the model. The purpose of the present section is to prove the absence of such
unphysical IR singularities to all orders. In the following, we restrict our discussion only
to these artificial IR singularities.
While the appearance or non-appearance of IR singularities is not specific to any regu-
larization scheme, we adopt Lowenstein’s generalization of the BPHZ subtraction scheme
[31] because it provides a very systematic way to deal with IR singularities. This BPHZL
scheme assigns to massless fields an auxiliary mass M(s − 1) that regularizes all IR sin-
gularities in intermediate steps. At the end the limit s → 1 is taken. The Bogoliubov R
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operation for a renormalization part γ reads
Rγ =
(
1− tρ(γ)−1p,s−1
)(
1− tδ(γ)p,s
)
γ, (3.54)
where tdx is the Taylor expansion operator in the variable x up to degree d. The subtrac-
tions are performed in the external momenta p as well as in the parameter s (resp. s−1).
ρ(γ), δ(γ) are the IR resp. UV degrees of divergence of the diagram γ, given by the usual
power-counting law in terms of the IR and UV dimensions of the fields. While we use the
canonical dimensions for the UV dimensions, the freedom in assigning IR degrees has to
be used to meet some basic requirements.
The two subtractions in (3.54) are compatible if the following inequalities are satisfied:
dimIRφi ≥ dimUVφi, (3.55a)
dimIRφi + dimIRφj ≤ 4 + rij , (3.55b)
where rij is the scaling exponent of the propagator ∆ij = 〈φiφj〉,
∆ij(λp, λ(s− 1)) ∼ λrij for λ→ 0, s→ 1. (3.56)
The BPHZL procedure then yields finite results at non-exceptional momenta for all
diagrams that contain an arbitrary number of integrated vertices of IR dimension dimIR ≥
4. In addition, a diagram is allowed to contain one single integrated vertex of dimension
4 > dimIR ≥ 5/2. As a consequence, if all interaction vertices in Γeff — the classical
action plus counterterms — have dimIR ≥ 4, then all diagrams contributing to Γ are IR
finite. There is an exception: the IR degree of terms that are linear in propagating fields
is irrelevant as such terms cannot occur in one-particle-irreducible (1PI) loop diagrams.
In addition to the IR finiteness of Γ, there is a more subtle requirement. The application
of Ward and ST operators on the vertex functional yields an insertion which has to be
off-shell IR finite, since otherwise the notion of “symmetry transformation” would be
meaningless. If Γeff has dimIR = 4, an operator
∫
d4xφiδ/δφj leads to an insertion with
dimIR = 4 + dimIRφi − dimIRφj . The insertions resulting from rigid symmetry operators
must have dimIR ≥ 5/2. Again, there is the exception that linear contributions to an
insertion are allowed to have arbitrarily low IR dimension. Moreover, local Ward operators
yield non-integrated insertions and can have arbitrary IR dimensions.
In order to prove the IR finiteness, we have to find a choice of IR dimensions that meets
the requirements (3.55). Then it has to be shown that only the IR-safe terms listed above
appear in Γeff and the Ward and ST operators. For this proof it is important to exploit
the freedom in assigning the IR dimensions in such a way that all IR dimensions are as
high as possible, otherwise forbidden terms in Γeff or the symmetry operators cannot be
avoided.
A possible choice of IR dimensions is as follows. The dynamical fields
W±µ, Zµ, G0, G±, A0, H±, H0, h0, χ±α , χ
0
α, L, R, l
2
α, rα, Q, U,D, qα, uα, dα (3.57)
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Field Aµ cA BA c¯A cZ BZ c¯Z c± B± c¯± l1α
dimIR 1 0 2 2 1 2 3 1 2 3 3/2
Table 3.3: Exceptional IR dimensions of propagating fields
have dimIR = 2 as usual for massive fields. The assignments for the remaining propagating
fields are collected in table 3.3. For the constant ghosts ξµ, εα we assign the UV and IR
dimension zero, and we set the ultraviolet dimensions of all non-constant external fields to
their canonical dimension. To the external source fields Y, y we assign IR dimensions that
equal their canonical dimensions. For the external fields Φ, A2 we distinguish between the
components appearing with a shift in some Ward or ST operator and the remaining ones.
In the SU(2) Ward identity there are three shifted components, which can be identified
in the spirit of external Goldstone modes as∑
i=1,2
−ig δ
δΦai
(
T bvai + iǫ
bcavci
)− ig′ δ
δΦ′i
T bv′i + c.c. ∼
δ
δG b
. (3.58)
In the same way we define an external Goldstone mode G R corresponding to R symmetry
by requiring that this field carries the whole shift contribution of the R Ward identity,∑
i=1,2
i
δ
δΦai
vai + i
δ
δΦ′i
v′i − 2i
δ
δA2
vA + c.c. ∼ δ
δG R
. (3.59)
We consider G 1, G 2, G 3, G R, A2 and 28 independent components of Φ, Φ
′ as our basis
fields. The G modes have dimIR = 1, the remaining fields have dimIR = 2. These
exceptional assignments as well as the IR dimensions for the constant ghosts can be
found in table 3.4.
Using these assignments we will show in the following that the vertex functional as well
as the insertions produced by Ward and ST operators are off-shell IR finite. We begin by
decomposing Γeff into a part Γ
dyn
eff that is at least quadratic in propagating fields and an
at most linear part Γtriveff . By requiring dimIRΓ
dyn
eff = 4 we ensure IR finiteness of all Green
functions. Γdyneff leads to a vertex functional Γ
dyn, and the full vertex functional is given
by
Γ = Γdyn + Γtriveff , (3.60)
since the terms in Γtriveff cannot contribute to non-trivial 1PI diagrams. Applying a Ward
operator yields
W Γ = W Γdyn + W Γtriveff = [W Γeff ] · Γdyn + W Γtriveff = [W Γeff ] · Γ + W Γtriveff . (3.61)
Clearly, the IR dimension of W Γeff must be dimIR ≥ 5/2 while the IR dimension of W Γtriveff
is irrelevant. Dangerous contributions to the Ward operator are e.g.
Aµ
δ
δZµ
, cA
δ
δcZ
,
δ
δG b
. (3.62)
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Field εα ξµ A1 A2 G
b, G R Φ,Φ′ (remnant) Ψ,Ψ′
dimIR 0 0 1 2 1 2 2
Table 3.4: IR dimensions of non-propagating fields
Owing to the choices of the IR dimensions, the operators in (3.62) lead to insertions with
dimIR = 3, which are allowed. This explains in particular the choices for the G modes.
Indeed, it is easy to check that our choice of IR dimensions guarantees that all Ward
operators lead to IR-finite insertions. In the same way we can show the IR finiteness of
the ST identity. Our decomposition of Γ yields three contributions
S (Γ) = S (Γdyn) + SΓdynΓ
triv
eff +
∫
d4x
δΓtriveff
δYa
δΓtriveff
δφa
, (3.63)
the last of which is IR harmless. The first contribution S (Γdyn) corresponds to an inser-
tion6 whose IR dimension is determined by the quantum action principle [28], which as-
signs a degree of 8−dimIRY −dimIRφ to the term (δΓdyn/δY )(δΓdyn/δφ) and dimIR(sφ′)+
4−dimIRφ′ to sφ′(δΓ/δφ′). Owing to the choice of the IR dimensions, dimIR(S (Γdyn)) ≥
5/2.
These simple arguments are sufficient to show the IR finiteness of S (Γdyn) because Γdyneff
contains only contributions with dimIR ≥ 4. They cannot be extended to the complete
vertex functional, since we have allowed for terms with dimIR < 4 in Γ
triv
eff . Instead, we
discuss the second contribution in (3.63) separately. It reads explicitly
SΓdynΓ
triv
eff =
∫
d4x
δΓdyn
δYa
δΓtriveff
δφa
+
∫
d4x
δΓtriveff
δYa
δΓdyn
δφa
+
∫
d4x sφ′b
δΓtriveff
δφ′b
. (3.65)
The third term in (3.65) is trivial, since it involves no loop contributions. The first two
terms have the form of a Ward identity with local, at most linear field transformations
δ˜Ya = δΓ
triv
eff /δφa, δ˜φa = δΓ
triv
eff /δYa. By explicitly inspecting all possible terms in Γ
triv
eff
we find that this leads to an insertion with dimIR ≥ 5/2. Thus we have shown that our
choice of IR dimensions of the fields indeed leads to finite Ward and ST identities.
It remains one problem to be solved: for the restoration of the Ward and ST identities
we might be forced to use IR-forbidden symmetry-restoring counterterms in Γeff . The
6This can be seen by temporarily introducing the generating functional Z of general Green functions
by Legendre transformation introducing sources ja, j
′
b and exponentiation. In contrast to the ST identity
on Γ, the insertions of the ST operator on Z have the explicit form
S (Z) =
[
δΓeff
δYa
ja + sφ
′
bj
′
b
]ρ
δ
· Z, (3.64)
where the required degree of subtraction can be read off.
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complete list of such IR-dangerous counterterms involving at least two propagating fields
reads
AµAµ, A
µZµ, cAc¯A, cAc¯Z , cZ c¯A. (3.66)
All other IR-dangerous terms are excluded from Γeff by lepton-number conservation for
terms involving neutrinos, and due to CP conservation for terms involving G b, G R, like
AµAµG
b and cAc¯AG
b.
None of the terms in (3.66) appears in the classical action. If these terms can also
be excluded from the counterterm part of Γeff , the BPHZL scheme guarantees the IR
finiteness of the vertex functional Γ. This is a special property of the BPHZL scheme
since loop corrections corresponding to terms in (3.66) vanish automatically at p = 0
due to the special form of the subtraction operator (3.54). In general, IR finiteness of Γ
follows from the conditions
ΓAA|p=0 = ΓAZ |p=0 = ΓcAc¯A|p=0 = ΓcAc¯Z |p=0 = ΓcZ c¯A|p=0 = 0. (3.67)
It remains to be shown that the IR-dangerous counterterms are not required for the
restoration of the symmetry identities.
Firstly we discuss the term AµZµ. Using the results of section 2.5 we find that among the
invariant counterterms of the first type there are the parameters from field reparametriza-
tion[
(δ(n)RV )ZAAµ
δ
δZµ
+ (δ(n)RV )ZZZµ
δ
δZµ
]
1
2
(
M2ZZ
µZµ
)
= (δ(n)RV )ZAM
2
ZA
µZµ + (δ
(n)RV )ZZM
2
ZZ
µZµ (3.68)
at our disposal. Clearly, (δ(n)RV )ZA can be adjusted such that ΓAµZν |p=0. Similarly,
the constants (δ(n)Rc)ZA and (δ
(n)Rc¯)ZA, corresponding to the field reparametrization of
c, c¯, can be used to cancel the counterterms cAc¯Z , cZ c¯A and equivalently to establish
ΓcAc¯Z |p=0 = ΓcZ c¯A|p=0 = 0.
The remaining conditions in (3.67) cannot be established by a field reparametrization.
Instead, we show that they are satisfied owing to the result of section 3.5 that there is
exactly one unbroken gauge symmetry in the MSSM.
We turn to the term AµAµ. As shown in section 3.5, the determinant of the gauge-boson
self energy vanishes at p = 0. Since ΓZZ|p=0,ΓW+W−|p=0 6= 0, and since the off-diagonal
elements ΓAZ |p=0 vanish, the photon is massless, i.e. ΓAA|p=0 = 0. In the same way it is
shown that ΓcAc¯A|p=0 = 0.
This completes our proof that the conditions (3.67) can be satisfied without destroying
the symmetries. Hence, in the BPHZL scheme the counterterm contributions to the
forbidden terms in (3.66) vanish, and the IR finiteness is proven.
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In schemes that are different from the BPHZL scheme, the counterterm contributions
to Γeff might be different, but since Γ is a regularization-scheme independent quantity,
the infrared finiteness of Γ holds for all schemes. For example, in dimensional regulariza-
tion the loop and counterterm contributions to the IR-dangerous terms need not vanish
individually but the net result for Γ is the same as in the BPHZL scheme.
4 Renormalization scheme
In this section we specify a renormalization scheme for the MSSM. We use an on-shell
scheme where all normalization conditions are formulated at the physical particle masses,
and where transitions between different fields are avoided for on-shell momenta as far as
possible. As a consequence, up to effects due to the finite widths, every field corresponds
either to a mass eigenstate or to an unphysical degree of freedom with simple formal
properties.
Before we start with the discussion of the renormalization scheme, we introduce some
notations. The complex mass Mφ of an unstable particle φ corresponds to the location of
the particle pole in the complex invariant-mass plane and is decomposed into a real mass
Mφ and a finite width Γφ as follows
M
2
φ =M
2
φ − iΓφMφ. (4.1)
Since the complex particle pole is gauge independent, it is a proper quantity for the
definition of normalization conditions.
4.1 Normalization conditions
The on-shell normalization conditions are listed separately for the different sectors of the
MSSM.
Gauge-boson and Higgs sector
Since the W± and Z bosons are unstable particles, the poles of their propagators are
complex. Since we require that all tadpole contributions vanish, the poles M 2W,Z are
determined by the normalization conditions
det
(
ΓTAA Γ
T
AZ
ΓTZA Γ
T
ZZ
)∣∣∣∣
p2=M 2Z
= 0, ΓTW+W−|p2=M 2W = 0, (4.2)
where ΓT is the transverse part of the gauge-boson self energy defined in (3.52). The
real masses MW , MZ are adopted as the two free parameters in the gauge-boson sector.
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The imaginary parts of M 2W,Z are determined as functions of MW,Z . To establish the
masslessness of the photon and to avoid mixing of gauge-bosons as far as possible, we
require the conditions at the real masses:
ΓTAA|p2=0 = 0, ΓTAZ|p2=0 = 0, (4.3a)
ReΓTZA|p2=M2Z = 0. (4.3b)
The normalization conditions for the residua of the full gauge-boson propagators are given
by
∂p2Γ
T
AA|p2=0 = 1, Re∂p2ΓTZZ |p2=M2Z = 1, (4.4a)
Re∂p2Γ
T
W+W−|p2=M2W = 1. (4.4b)
In the Higgs sector, the real mass MA0 of the neutral CP-odd Higgs boson A0 is chosen
as the only free parameter. Accordingly, we require the normalization condition
det
(
ΓG0G0 ΓG0A0
ΓA0G0 ΓA0A0
)∣∣∣∣
p2=M 2
A0
= 0. (4.5)
with ReM 2
A0
= M2
A0
. The masses of the Higgs bosons H0, h0, H± are no free parameters
of the MSSM. These masses MH0, Mh0, MH± are defined by
det
(
ΓH0H0 ΓH0h0
Γh0H0 Γh0h0
)∣∣∣∣
p2=M 2
H0
,M 2
h0
= 0, det
(
ΓG+G− ΓG+H−
ΓH+G− ΓH+H−
)∣∣∣∣
p2=M 2
H±
= 0. (4.6)
In this way, the complex masses of the Higgs bosons H0, h0, H± can be calculated order
by order as a function of MA0 and the other MSSM parameters (c.f. section 2.8). The
demixing conditions in the Higgs sector are given by
ReΓA0BA|p2=M2
A0
= 0, ReΓA0BZ |p2=M2
A0
= 0, (4.7a)
ReΓA0G0 |p2=M2
A0
= 0, ReΓH+H− |p2=M2
H±
= 0, (4.7b)
ReΓH+G−|p2=M2
H±
= 0, ReΓH+B− |p2=M2
H±
= 0, (4.7c)
ReΓH0h0 |p2=M2
H0
= 0, ReΓh0H0 |p2=M2
h0
= 0. (4.7d)
The demixing between Higgs bosons and longitudinal gauge bosons is not realized in (4.7).
The effects of this mixing are controlled by the ST identity as shown later in section 4.3.
The residua of the Higgs propagators are fixed by
Re∂p2ΓA0A0 |p2=M2
A0
= 1, Re∂p2ΓH0H0 |p2=M2
H0
= 1, (4.8a)
Re∂p2Γh0h0|p2=M2
h0
= 1, Re∂p2ΓH+H− |p2=M2
H±
= 1, (4.8b)
∂p2ΓG0G0 |p2=0 = 1, ∂p2ΓG+G−|p2=0 = 1. (4.8c)
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Chargino and neutralino sector
In the chargino and neutralino sector, we adopt the three real masses mχ±1 , mχ
±
2
, mχ01 as
the free parameters and require
det
(
Γfif¯j
) |p2=M 2
fk
= 0, (4.9)
where the Dirac spinors fi run either over the charginos χ
±
i with i = 1, 2 or over the
neutralinos χ0i with i = 1, 2, 3, 4. By this equation also the imaginary parts of M
2
χ±1 ,χ
±
2 ,χ
0
1
and the complex masses M 2
χ02,3,4
are defined as functions of the MSSM input parameters.
At the real masses, we require the demixing conditions (i 6= j)
R˜eΓfif¯j ufj |p2=m2fj = 0 (4.10)
and normalization conditions for the residua
lim
p2→m2fi
1
/p−mfi
R˜eΓfif¯i ufi = ufi, (4.11)
where the spinors ufi are solutions of the Dirac equation (/p−mfi)ufi = 0 for p2 = m2fi, and
R˜e takes the real part of the loop integrals but not of the couplings and the γ matrices.
Matter sector
Since our matter representation is restricted to one generation, we choose the three real
masses me, mu, md as the free parameter of the quark and lepton sector. As in the
chargino and neutralino sector, we require the following on-shell conditions:
det
(
Γff¯
) |p2=M 2
f
= 0, (4.12)
where f runs over the massive fermions e, u, d. The residua of the quark and lepton
propagators are fixed by
lim
p2→m2
f
1
/p−mf R˜eΓff¯uf = uf , (4.13)
where f runs over all Dirac spinors ν, e, u, d, and the spinors uf satisfy (/p − mf)uf = 0
for p2 = m2f .
In the squark and slepton sector, we choose the real masses of the sfermions u˜1, u˜2, d˜1,
ν˜1, e˜1 as input parameters. The on-shell conditions for the squark and slepton sector read
det
(
Γ
f˜if˜
†
j
)∣∣∣
p2=M
f˜k
= 0 (4.14)
with f˜i = u˜i, d˜i, ν˜i, e˜i and i, j, k = 1, 2. The masses of the sfermions d˜2, e˜2 are depen-
dent parameters. The normalization conditions of the demixing and the residua of the
propagators are given by (i 6= j)
ReΓ
f˜if˜
†
j
|p2=M2
f˜j
= 0, Re∂p2Γf˜if˜†i
|p2=M2
f˜i
= 1. (4.15)
Gauge-fixing sector
The unphysical Goldstone bosons are characterized as the three massless directions of the
scalar potential:
ΓG0G0 |p2=0 = 0, ΓA0G0 |p2=0 = 0, (4.16a)
ΓG+G−|p2=0 = 0, ΓG+H−|p2=0 = 0. (4.16b)
The on-shell conditions in the ghost sector read
det
(
ΓcAc¯A ΓcAc¯Z
ΓcZ c¯A ΓcZ c¯Z
)∣∣∣∣
p2=M 2cZ
= 0, Γc+c¯−|p2=M 2
c±
= 0. (4.17)
The demixing conditions are split into normalization conditions required for the IR finite-
ness of the MSSM (see section 3.6)
ΓcAc¯A|p2=0 = 0, ΓcAc¯Z |p2=0 = 0, (4.18a)
ΓcZ c¯A|p2=0 = 0, (4.18b)
and the remaining demixing conditions
ReΓcAc¯Z |p2=M2cZ = 0, ReΓcZ c¯A|p2=M2cZ = 0. (4.19a)
M2cZ ,M
2
c± are no free parameters of the MSSM and depend on the gauge-fixing parameters.
The conditions for the residua of the ghost propagators are given by
∂p2ΓcAc¯A|p2=0 = 1, Re∂p2ΓcZ c¯Z |p2=M2cZ = 1, (4.20a)
Re∂p2Γc+c¯−|p2=M2
c±
= 1. (4.20b)
Comments on the normalization conditions
The normalization conditions (4.3a) and (4.18a) are necessary for the IR finiteness of the
MSSM [c.f. (3.66)] as discussed in detail in section 3.6.
Since not all masses of the MSSM are independent parameters, there is a conceptual
difference between the on-shell conditions concerning real masses that are free parameters
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of the MSSM, like MA0 in (4.5), and masses that are dependent parameters, like MH± in
(4.6). The former serve as normalization conditions for the respective self energies, while
the latter are simply definitions for the masses MH± etc.
We have not established the demixing between the physical Higgs fields A0, H±, the
Goldstone bosons G0, G±, the longitudinal gauge bosons ∂µAµ, ∂µZµ, ∂µW±µ , and the
auxiliary B fields. Therefore, the propagators in this sector have to be determined by
inverting the full matrix of the 2-point functions between the Higgs, gauge-boson, and B
fields. It is not obvious whether M 2
A0,H±
as defined by (4.5), (4.6) coincide with the poles
of the propagators. That they actually do is shown in section 4.3 using the ST identity.
For unstable particles, a complete demixing is generally not possible due to the non-
vanishing of the imaginary parts of the self-energy corrections. The demixing is realized
only up to terms of the order of the finite widths of unstable particles. On the other hand,
unstable particles appear, in a strict sense, only as resonances in scattering processes and
do not contribute to asymptotic states.
4.2 Generating invariant counterterms
In this section, the consequences of section 3.4 for generating the invariant counterterms
in practice are drawn. In section 3.4, we have seen that all invariant counterterms are
generated by applying three kinds of renormalization transformations to the classical
action corresponding to the renormalization of the free parameters of the model, the field
renormalization of symmetric fields, and the finite field reparametrizations of symmetric
fields by physical fields. Schematically, the transformations read
gi → gibare = gi + δgi, (4.21a)
φsym → √zφsym, (4.21b)
φsym = Rφphys. (4.21c)
where gi stands for an arbitrary invariant counterterm. Clearly, there is an overlap
between the renormalization of the symmetric fields by the counterterm
√
z and the
reparametrization in terms of physical fields involving the demixing matrices R. In Γ and
Γeff the counterterms
√
z and R appear only in the combination
√
zR. Both counterterms√
z and R can be simply combined to one general matrix valued field renormalization.
Applying the transformations (4.21) on the classical action yields a bare action,
Γcl → Γbare, (4.22)
Γbare is introduced only as an auxiliary quantity to generate invariant counterterms and
does not necessarily coincide with Γeff (3.29) from which the Feynman rules are derived.
The invariant counterterms of order ~n can be obtained by expanding all counterterms in
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Γbare, i.e. gibare = gi+
∑
n δ
(n)gi, omitting all contributions involving products of counter-
terms, and taking only the pure δ(n) contributions:
Γ
(n)
ct,inv ≡ δ(n)Γ = Γbare|1st order in δ(n). (4.23)
The structure of Γ
(n)
ct,inv is identical for all n and, in particular, coincides with the one of
Γ
(1)
ct,inv.
Two possibilities exist how the classical action can be parametrized. Either Γcl can be
formulated in terms of the symmetric fields or in terms of physical fields:
Γcl = Γ
sym
cl (gi, φ
sym) = Γphyscl (gi, φ
phys). (4.24)
Both parametrizations are related by
Γphyscl (gi, φ
phys) = Γsymcl (gi, R
(0)φphys), (4.25)
where R(0) denotes the lowest-order demixing matrix. Depending on whether Γsymcl or
Γphyscl is used as a starting point, different but equivalent parametrizations of Γct,inv are
obtained. We sketch in the following both possibilities in the general case before applying
them to the individual sectors of the MSSM.
It is closer to section 3.4 to start with Γsymcl (gi, φ
sym). The transformations (4.21) yield
Γbare = Γ
sym
cl (gibare,
√
zRφphys). (4.26)
As a result only the combination
√
zR appears in Γsymcl . It will be useful to split off the
lowest-order part and define
√
Z1st param. = (R
(0))−1
√
zR, (4.27)
where
√
Z is a general field renormalization matrix. This kind of parametrization for the
Z factors will be used in the sfermion sector and in the neutralino-chargino sector.
An equivalent but different parametrization can be obtained by using Γphyscl as the
starting point. For the fields φphys the renormalization transformation (4.21) yields
φphys = (R(0))−1φsym → (R(0)bare)−1
√
zRφphys, (4.28)
where R
(0)
bare is obtained from R
(0), which is a function of the parameters gi, by replacing
gi → gibare. In agreement with (4.25) and (4.26), the bare action can be written as
Γbare = Γ
phys
cl
(
gibare, (R
(0)
bare)
−1√zRφphys
)
. (4.29)
In this case, the combination
√
Z2nd param. = (R
(0)
bare)
−1√zR (4.30)
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appears naturally, and thus the renormalization transformations amount simply to
gi → gi + δgi, (4.31a)
φphys →
√
Zφphys. (4.31b)
The renormalization constants
√
Z introduced in both parametrizations differ. The two
parametrizations can be related by
√
Z2nd param. = (R
(0)
bare)
−1R(0)
√
Z1st param.. (4.32)
The second parametrization is most useful in cases in which the analytic form of R(0) is
explicitly known, and where the form of Γphyscl has a simple structure. We will use it in
the gauge-boson, Higgs, and ghost sector.
4.3 Evaluation of the normalization conditions
The general structure of the invariant counterterms is discussed in detail in sections 3.4
and 4.2. As the net result, there are counterterms to all independent parameters as well
as general matrix valued field renormalizations.
Assuming that the vertex functional is already renormalized up to order ~n−1, the
normalization condition have to be fulfilled by a proper choice of the genuine invariant
counterterms of order ~n, since the lower-order counterterms are already fixed. In this
section, we want to verify whether the normalization conditions can be satisfied.
Gauge-boson sector
The invariant counterterms of the gauge-boson sector are obtained from the classical
action by performing the following renormalization transformations:
MW →MWbare =MW + δMW , (4.33)
MZ →MZbare = MZ + δMZ , (4.34)
W±µ →
√
zVW
±
µ , (4.35)(
Aµ
Zµ
)
→
√
ZV
(
Aµ
Zµ
)
. (4.36)
The field-renormalization matrix
√
ZV reads√
ZV =
(
cos θWbare sin θWbare
− sin θWbare cos θWbare
)( √
zV ′ 0
0
√
zV
)
RV , (4.37)
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where the second parametrization (4.30) is used. According to (2.56a), the bare weak
mixing angle is defined by
cos θWbare =
MWbare
MZbare
. (4.38)
Working out the pure δ(n) part of Γbare, we obtain the invariant counterterms of order ~
n:
Γ
(n)
ct,inv|gauge =
∫
d4x
{
− 1
4
(Aµν , Zµν)δ(n)ZV
(
Aµν
Zµν
)
− 1
2
δ(n)zVW
+µνW−µν
+
1
2
(Aµ, Zµ)
[(
0 0
0 M2Z
)
δ(n)ZV +
(
0 0
0 δ(n)M2Z
)](
Aµ
Zµ
)
+
(
δ(n)zVM
2
W + δ
(n)M2W
)
W+µW−µ
}
, (4.39)
where Aµν , Zµν ,W±µν are defined as in (2.64). This yields the following contributions to
the vertex functions appearing in the normalization conditions:
δ(n)ΓTAA|p2=0 = 0, (4.40a)
δ(n)ΓTAZ |p2=0 = −12(δ(n)ZV )ZAM2Z , (4.40b)
δ(n)ΓTZZ|p2=M2Z = −δ(n)M2Z , (4.40c)
δ(n)ΓTZA|p2=M2Z = 12(δ(n)ZV )AZM2Z , (4.40d)
δ(n)ΓTW+W−|p2=M2W = −δ(n)M2W , (4.40e)
∂p2δ
(n)ΓTAA|p2=0 = (δ(n)ZV )AA, (4.40f)
∂p2δ
(n)ΓTZZ|p2=M2Z = (δ(n)ZV )ZZ , (4.40g)
∂p2δ
(n)ΓTW+W−|p2=M2W = δ(n)zV . (4.40h)
The notation δ(n)Γ is used for the contributions of the invariant counterterms of order ~n.
The counterterm contribution to the determinant appearing in (4.2) is not given explicitly,
but it is obvious that (4.2) can be satisfied by adjusting δ(n)MW,Z . The structure of
(4.40) shows that the demixing and residua conditions fix the counterterms δ(n)zV , δ
(n)ZV .
However, there is no counterterm available for the on-shell condition of the photon. As
already discussed in section 3.6, (4.40a) is a direct consequence of the ST identity and of
the demixing normalization condition (4.40b).
As a result, all normalization conditions in the gauge-boson sector can be satisfied.
Ghost sector
The complete field-renormalization transformations in the ghost sector read(
cA
cZ
)
→
√
Zc
(
cA
cZ
)
,
(
c¯A
c¯Z
)
→
√
Zc¯
(
c¯A
c¯Z
)
, (4.41)
c± →√zcc±, c¯± → √zV −1c¯± (4.42)
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and the renormalization of the gauge-fixing parameters are given by
ζφiφj → ζφiφj + δ(n)ζφiφj . (4.43)
As in the gauge-boson sector, the second parametrization of section 4.2 is used:√
Zc =
(
cos θWbare sin θWbare
− sin θWbare cos θWbare
)( √
zV ′ 0
0
√
zc
)
Rc, (4.44)√
Zc¯ =
(
cos θWbare sin θWbare
− sin θWbare cos θWbare
)( √
zV ′
−1 0
0
√
zV
−1
)
Rc¯. (4.45)
The result for the invariant counterterms of order ~n reads
Γ
(n)
ct,inv|gh =
∫
d4x
{
− (c¯A, c¯Z)
[
✷
δ(n)Zc¯
T + δ(n)Zc
2
+
1
2
δ(n)Zc¯
(
0 ζAG
0
0 ζZG
0
)
M2Z
+
(
0 ζAG
0
0 ζZG
0
)
1
2
δ(n)ZcM
2
Z +
(
0 ζAG
0
0 ζZG
0
)
δ(n)M2Z +M
2
Z
(
0 δ(n)ζAG
0
0 δ(n)ζZG
0
)](
cA
cZ
)
− (c¯−, c¯+)
[(
✷+ ζG
±
M2W
) δ(n)zc − δ(n)zV
2
+ δ(n)ζG
±
M2W + ζ
G±δ(n)M2W
](
c+
c−
)}
.
(4.46)
Using the classical value ζAG
0
= 0 corresponding to the Rξ gauge (see section 2.7) the
contributions to the self energies appearing in the normalization conditions read
δ(n)ΓcAc¯A|p2=0 = 0, (4.47a)
δ(n)ΓcAc¯Z |p2=0 = −12ζZG
0
M2Z(δ
(n)Zc)ZA, (4.47b)
δ(n)ΓcZ c¯A|p2=0 = −12ζZG
0
M2Z(δ
(n)Zc¯)ZA − δ(n)ζAG0M2Z , (4.47c)
δ(n)ΓcZ c¯Z |p2=M2cZ = −ζ
ZG0δ(n)M2Z − δ(n)ζZG
0
M2Z , (4.47d)
δ(n)ΓcAc¯Z |p2=M2cZ =
1
2
(δ(n)Zc¯)AZζ
ZG0M2Z , (4.47e)
δ(n)ΓcZ c¯A|p2=M2cZ =
1
2
(δ(n)Zc)AZζ
ZG0M2Z − δ(n)ζAG
0
M2Z , (4.47f)
δ(n)Γc+c¯−|p2=M2
c±
= −δ(n)ζG±M2W − ζG
±
δ(n)M2W , (4.47g)
∂p2δ
(n)ΓcAc¯A|p2=0 = 12
[
(δ(n)Zc)AA + (δ
(n)Zc¯)AA
]
, (4.47h)
∂p2δ
(n)ΓcZ c¯Z |p2=M2cZ =
1
2
[
(δ(n)Zc)ZZ + (δ
(n)Zc¯)ZZ
]
, (4.47i)
∂p2δ
(n)Γc+c¯−|p2=M2
c±
= 1
2
(
δ(n)zc − δ(n)zV
)
. (4.47j)
As in the case of the photon, there is no invariant counterterm that can be adjusted
in order to satisfy the normalization condition (4.47a). However, ΓcAc¯A|p2=0 = 0 holds
automatically as a consequence of the ST identity if ΓcAc¯Z |p2=0 = 0 and ΓcZ c¯A|p2=0 = 0.
The gauge parameters ζAG
0
, ζZG
0
, ζG
±
and their counterterms are fixed by the gauge-
fixing conditions (3.26). Since there are no free counterterms available in (4.47d) and
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(4.47g), the values of M 2cZ , M
2
c± are dependent parameters. They are determined via the
conditions ΓcZ c¯Z |p2=M 2cZ = 0 and Γc+c¯−|p2=M 2c± = 0.
In this way all desired normalization conditions in the ghost sector can be satisfied.
4.3.1 Scalar and longitudinal gauge-boson sector
Furthermore, we consider the normalization conditions in the sector of neutral, CP-odd,
and charged Higgs bosons, of longitudinal gauge bosons, and of B fields.
Using the renormalization transformations
M2A0 →M2A0 + δM2A0 , (4.48)(
G0
A0
)
→
√
ZA0
(
G0
A0
)
, (4.49)(
G±
H±
)
→
√
ZH±
(
G±
H±
)
(4.50)
in the classical action, we obtain the invariant counterterms of order ~n. We use the
second parametrization (4.30):√
ZA0,H± =
(
cos βbare sin βbare
− sin βbare cos βbare
)( √
zH1 0
0
√
zH2
)
RA0,H±. (4.51)
Dividing the present sector into a pure Higgs-boson part Γct,inv|HH , a Higgs–gauge-boson
part Γct,inv|HV , and a Higgs–B-field part Γct,inv|HB, we obtain for the respective counter-
term contributions:
Γ
(n)
ct,inv|HH =
∫
d4x
{
− 1
2
(G0, A0)✷δ(n)ZA0
(
G0
A0
)
− (G0, A0)
[(
0 0
0 M2
A0
)
δ(n)ZA0 +
(
0 0
0 δ(n)M2
A0
)](
G0
A0
)
+(G−, H−)
[
− ✷δ
(n)ZTH± + δ
(n)ZH±
2
−
(
0 0
0 δ(n)M2
H±
)
−1
2
(
δ(n)ZTH±
(
0 0
0 M
2(0)
H±
)
+
(
0 0
0 M
2(0)
H±
)
δ(n)ZH±
)](
G+
H+
)}
+tadpoles, (4.52)
Γ
(n)
ct,inv|HV =
∫
d4x
{
− (∂µG0, ∂µA0)
[
δ(n)ZT
A0
2
(
0 MZ
0 0
)
+
(
0 MZ
0 0
)
δ(n)ZV
2
+
(
0 δ(n)MZ
0 0
)](
Aµ
Zµ
)
+
[
− i(∂µG+, ∂µH+)
[
δ(n)ZTH± + δ
(n)zV
2
(
MW
0
)
+
(
δ(n)MW
0
)]
W−µ + c.c.
]}
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+ tadpoles. (4.53)
The part Γct,inv|HB involving B fields will be discussed separately later.
The tadpole contributions contain the counterterms δ(n)t1, δ
(n)t2, which are fixed by
the conditions δΓ/δH0 = 0 and δΓ/δh0 = 0. Since tadpole contributions contain no other
adjustable counterterms, they are not written explicitly.
The constant δ(n)M2
H±
(0) is not a free parameter, but it is determined by the lowest-
order relation M2H±
(0) = M2A0 +M
2
W (2.59a) and hence δ
(n)M2H±
(0) = δ(n)M2A0 + δ
(n)M2W
(see section 2.8).
The counterterms contribute in the following way to the vertex functions involving the
physical Higgs bosons A0, H± (up to tadpoles):
δ(n)ΓA0A0 |p2=M2
A0
= −δ(n)M2A0 , (4.54a)
δ(n)ΓA0G0 |p2=M2
A0
= 1
2
M2A0(δ
(n)ZA0)AG, (4.54b)
δ(n)ΓA0Aµ|p2=M2
A0
= 0, (4.54c)
δ(n)ΓA0Zµ|p2=M2
A0
= −ipµ 1
2
(δ(n)ZA0)AGMZ , (4.54d)
δ(n)ΓH+H−|p2=M2
H±
= −δ(n)M2H± , (4.54e)
δ(n)ΓH+G−|p2=M2
H+
= 1
2
(δ(n)ZH±)HGM
2
H±
(0), (4.54f)
δ(n)ΓH+W−µ |p2=M2H± = p
µ 1
2
(δ(n)ZH±)HGMW . (4.54g)
The contributions to the vertex functions involving would-be Goldstone bosons read
δ(n)ΓG0G0 |p2=0 = 0, (4.55a)
δ(n)ΓA0G0 |p2=0 = −M2A0(δ(n)ZA0)GH , (4.55b)
δ(n)ΓG+G−|p2=0 = 0, (4.55c)
δ(n)ΓG+H−|p2=0 = −M2H± (0)(δ(n)ZH±)GH . (4.55d)
Clearly, the demixing conditions for ΓA0G0, ΓH+G− can be satisfied by a suitable choice
of the non-diagonal elements of δ(n)ZA0,H±, and the on-shell condition for ΓA0A0 can be
satisfied by choosing δ(n)M2A0 appropriately.
However, in the sector of the charged scalars H±, G±, the counterterm δ(n)M2H± is not
independent as discussed above, and hence M2H± is not a free parameter.
We turn to an important question mentioned already at the end of section 4.1. It is
posed by the mixings between the scalars and the longitudinal gauge bosons: between A0
and Aµ, A0 and Zµ, and H± and W±µ. No counterterms are available to cancel these
mixings. Therefore, the Higgs propagators are not obtained from inverting only the Higgs
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self-energy matrix but by inverting the larger matrix
ΓHVB =
 Γhihj ΓhiV bΓV ahj ΓV aV b ΓhiBbΓV aBb
ΓBahj ΓBaV b ΓBaBb
 , (4.56)
where for simplicity hi, V
a, Ba have been written for all Higgs, gauge-boson, and B-
field degrees of freedom. It is not obvious whether M 2A0, M
2
H± as defined by (4.5), (4.6)
coincide with the poles of the propagators, i.e. with the zeros of det(ΓHV B). The ST
identity answers this question (c.f. [32]). We need the ingredients
0 = ΓccY bV ΓV aV b + Γc
cYhj
ΓV ahj , (4.57)
0 = ΓccY b
V
ΓhiV b + ΓccYhjΓhihj , (4.58)
and the fact that ΓccY
V b
is invertible for p 6= 0 since Γ
ccY
bµ
V
(p,−p) = −ipµδcb + O(~).
The relations (4.57), (4.58) follow from the ST identities 0 = δ2S (Γ)/(δV aδcc) and
0 = δ2S (Γ)/(δhiδc
c), respectively.
Firstly we consider the restrictions of gauge invariance on the submatrix ΓHV , defined
in analogy to (4.56). From (4.57), (4.58) we obtain
ΓHV d
(c) = 0 with d(c) =
(
ΓccYhj
ΓccY b
V
)
, (4.59)
so for every generator of the gauge group there is a zero mode of ΓHV for any p
2. However,
if we suppose p2 is chosen such that det(Γhihj) = 0, then there are coefficients d
(0)
j with
Γhihjd
(0)
j = 0. Using (4.58), Γhihjd
(0)
j = 0 implies also ΓV ahjd
(0)
j = 0. Thus
ΓHV d
(0) = 0 with d(0) =
(
d
(0)
j
0
)
, (4.60)
i.e. there is an additional zero mode of ΓHV . Owing to the invertibility of ΓccY
V b
, the d(c)
with c = 0, . . . , n constitute n+ 1 linearly independent vectors, where n is the number of
gauge-group generators.
For ΓHV B this implies that there are n+ 1 linearly independent vectors with
ΓHV B
(
d(c)
0
)
=
(
0
xa
)
, (4.61)
where the non-zero entries xa are confined to the lower n rows corresponding to the Ba
[c.f. (4.56)]. Hence, there must be a non-trivial linear combination of the d(c) which is
annihilated by ΓHV B, so that det(ΓHVB) = 0 holds as was to be shown.
Thus, det(Γhihj) = 0 for p
2 6= 0 implies det(ΓHVB) = 0. Therefore, the conditions
(4.5), (4.6) really characterize M 2
A0,H±
as poles of the Higgs propagators. It is noteworthy
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that in this argument the form of the gauge fixing and thus the B-dependent terms are
irrelevant.
In the Goldstone sector there are also no free renormalization constants available to
satisfy the diagonal normalization conditions ΓG0G0 = ΓG+G− = 0 at p = 0. Again
these conditions hold automatically as a consequence of the ST identity. As shown in
section 3.5, the eigenvalue zero of the Higgs self-energy matrix at p = 0 is threefold
degenerate, corresponding to the three spontaneously broken gauge symmetries. Since
also ΓG0A0 = ΓG+H− = 0 at p = 0, this implies that ΓG0G0 = ΓG+G− = 0 at p = 0. The
three fields G0,± thus correspond to the three massless directions of the scalar potential.
In appendix F the characterization of the Goldstone modes is discussed in more detail,
and explicit results for the derivatives δ/δGa are given.
The conditions for the residues of the propagators can be satisfied by a suitable choice
of the diagonal field-renormalization constants:
δ(n)∂p2ΓA0A0|p2=M2
A0
= (δ(n)ZA0)GG, (4.62a)
δ(n)∂p2ΓH+H−|p2=M2
H±
= (δ(n)ZH±)GG, (4.62b)
δ(n)∂p2ΓG0G0 |p2=0 = (δ(n)ZA0)AA, (4.62c)
δ(n)∂p2ΓG+G− |p2=0 = (δ(n)ZH±)HH . (4.62d)
We come back to the part of the vertex functional involving the B fields ΓHB. There
are no loop contributions to this part of the vertex functional, and this part is completely
governed by the gauge-fixing conditions (3.26) and the form of the gauge-fixing functions
(2.45). Clearly, the demixing requirements involving B fields, ΓH+B− = ΓA0BA = ΓA0BA =
0, have to be compatible with the gauge-fixing functions.
In fact, we have anticipated these normalization conditions in section 2.6 by requiring
that F a,′|Φ=0 depend only on the Goldstone fields but not on the physical Higgs fields H±,
A0. This requirement forced us to introduce the background Higgs multiplets Φa,′i and
the construction of section 2.6. On the other hand, it guarantees the demixing conditions
ΓH+B− = ΓA0BA = ΓA0BA = 0 so that the H
±, A0 fields are as close to mass eigenstates
as possible.
CP-even Higgs bosons
In the former sectors the ST identity is always required for the proof that all normalization
conditions can be satisfied. In the remaining sectors, there are enough counterterms at
our disposal, and the ST identity need not be considered. Therefore, we discuss this
sections only briefly and emphasize the common structure of all sectors.
We continue with the CP-even part of the Higgs sector. The renormalization transfor-
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mation reads (
H0
h0
)
→
√
ZH0
(
H0
h0
)
(4.63)
with √
ZH0 =
(
cosαbare sinαbare
− sinαbare cosαbare
)( √
zH1 0
0
√
zH2
)
RH0 . (4.64)
The generated invariant counterterms are
Γ
(n)
ct,inv|Hh =
∫
d4x
1
2
(H0, h0)
[
−✷δ(n)ZH0 −
(
δ(n)M2
H0
0
0 δ(n)M2
h0
)
+
(
M2
H0
(0) 0
0 M2
h0
(0)
)
δ(n)ZH0
](
H0
h0
)
+ tadpoles. (4.65)
The mass parameters appearing in (4.65) are not free parameter of the MSSM. Thus the
on-shell conditions ReΓH0H0 |p2=M 2
H0
= 0 and ReΓh0h0|p2=M 2
h0
= 0 determine the values of
M 2H0, M
2
h0. The remaining on-shell conditions in this sector can be satisfied by adjusting
the field-renormalization matrix δ(n)ZH0 .
Charginos and neutralinos
In the chargino-neutralino sector, it is more convenient to apply the first kind of field
renormalization as discussed in section 4.2. Thus, we use the parametrization of the
classical action in terms of symmetric fields and parameters and perform the following
renormalization transformations:
X → X + δX , Y → Y + δY , (4.66)(
λ+α
h12α
)
→
( √
zλλ
+
α√
zh2h
1
2α
)
,
(
λ+α
h12α
)
= Rχ+
(
χ+1α
χ+2α
)
, (4.67)(
λ−α
h21α
)
→
( √
zλλ
−
α√
zh1h
2
1α
)
,
(
λ−α
h21α
)
= Rχ−
(
χ−1α
χ−2α
)
, (4.68)
λ′α
λ3α
h11α
h22α
→

√
zV ′λ
′
α√
zλλ
3
α√
zh1h
1
1α√
zh2h
2
2α
 ,

λ′α
λ3α
h11α
h22α
 = Rχ0

χ01α
χ02α
χ03α
χ04α
 . (4.69)
This transformations reflect directly the results of section 3.4. The matrices X , Y are
defined in (2.62a) and (2.62b). Combining both field transformations, we can write in
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agreement with (4.27) (
λ+α
h12α
)
→ R(0)
χ+
√
Zχ+
(
χ+1α
χ+2α
)
, (4.70)(
λ−α
h21α
)
→ R(0)
χ−
√
Zχ−
(
χ−1α
χ−2α
)
, (4.71)
λ′α
λ3α
h11α
h22α
→ R(0)χ0√Zχ0

χ01α
χ02α
χ03α
χ04α
 . (4.72)
In the following U , V, N denote the inverse lowest-order demixing matrices (R(0)
χ+,−,0
)−1 [c.f.
(2.60)]. Applying the transformations to the classical action yield the following invariant
counterterms in the chargino-neutralino sector:
Γ
(n)
ct,inv|χ± =
∫
d4x
{ 2∑
i,j=1
χ¯−i iγ
µ∂µ
1
2
(
δ(n)Zχ+ + δ
(n)ZTχ+
)
ij
PLχ
+
j
+ χ¯+i iγ
µ∂µ
1
2
(
δ(n)Zχ− + δ
(n)ZTχ−
)
ij
PRχ
−
j
−
(
χ¯−i
[
U∗δ(n)XV† + 1
2
(
δ(n)ZTχ−Mχ± +Mχ±δ
(n)Zχ+
)]
ij
PLχ
+
j + c.c.
)}
,
(4.73)
Γ
(n)
ct,inv|χ0 =
∫
d4x
{
1
2
χ¯0i iγ
µ∂µ
1
2
(
δ(n)Zχ0 + δ
(n)ZTχ0
)
ij
χ0j
− χ¯0i
[
N ∗δ(n)YN † + 1
2
(
δ(n)ZTχ0Mχ0 +Mχ0δ
(n)Zχ0
)]
ij
PLχ
0
j + c.c.
}
.
(4.74)
The left- and right-handed projectors are denoted by PL,R = (1±γ5)/2. The diagonal mass
matrices are Mχ0 = N ∗YN † = diag(mχ01 , . . . , mχ04), Mχ± = U∗XV† = diag(mχ±1 , mχ±2 ).
In δ(n)X and δ(n)Y there appear on the one hand the three independent renormalization
constants δ(n)µ, δ(n)M1, δ
(n)M2. On the other hand, δ
(n)X and δ(n)Y depend on further
renormalization constants, namely δ(n)MW,Z and δ
(n) tan β. The latter constants are fixed
in other sectors — δ(n)MW,Z have been fixed in the gauge-boson sector, and δ
(n) tanβ has
not been fixed yet, but as it is a physical parameter we choose not to dispose of it via an
on-shell or demixing condition.
Hence, the three on-shell conditions for the poles at M 2
χ+1,2,χ
0
1
can be satisfied by choosing
δ(n)µ, δ(n)M1, δ
(n)M2 appropriately. In this way, all masses in the chargino-neutralino
sector are determined.
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The remaining normalization conditions in this sector are the demixing conditions and
the conditions for the residua. It is easy to see that these conditions can all be satisfied
by one unique choice of the δ(n)Zχ+,−,0.
4.3.2 Quarks and leptons
The renormalization of the quarks and the charged leptons is identical, so we consider the
up-quark u as an example. The relevant renormalization transformations are
mu → mu + δmu, (4.75)
u → √ZuLPLu+√ZuRPRu, (4.76)√
ZuL =
√
zqRuL , (4.77)√
ZuR =
√
zu. (4.78)
These transformations result in the following counterterms of order ~n:
Γ
(n)
ct,inv|u =
∫
d4x u¯
[
iγµ∂µ(δ
(n)ZuLPL + δ
(n)ZuRPR)
− δ(n)mu −mu δ
(n)ZuL + δ
(n)ZuR
2
]
u. (4.79)
Obviously, the on-shell condition for the mass and for the residue can be satisfied by
adjusting the renormalization constants δ(n)mu and δ
(n)ZuL,R.
4.3.3 Squarks and sleptons
In the squark-slepton sector we apply the first kind of parametrization discussed in section
4.2, like in the chargino-neutralino sector. The renormalization transformations read
M2
f˜
→M2
f˜
+ δM2
f˜
, f˜ = e˜, d˜, u˜, (4.80)(
Q1
U †
)
→ R(0)u˜
√
Zu˜
(
u˜1
u˜2
)
, (4.81)(
Q2
D†
)
→ R(0)
d˜
√
Zd˜
(
d˜1
d˜2
)
, (4.82)(
L2
R†
)
→ R(0)e˜
√
Ze˜
(
e˜1
e˜2
)
, (4.83)
L1 =
√
zLν˜1, (4.84)
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where
R
(0)
u˜
√
Zu˜ =
( √
zQ 0
0
√
zU
)
Ru˜, (4.85)
R
(0)
d˜
√
Zd˜ =
( √
zQ 0
0
√
zD
)
Rd˜, (4.86)
R
(0)
e˜
√
Ze˜ =
( √
zL 0
0
√
zR
)
Re˜ (4.87)
in agreement with the general formula (4.30). Applying these transformations to the
classical action, the following counterterm contributions are obtained:
Γ
(n)
ct,inv|f˜ =
∫
d4x
∑
f˜=u˜,d˜,e˜,ν˜
−(f˜ †1 , f˜ †2)
[
1
2
(δ(n)ZT
f˜
+ δ(n)Zf˜ )✷
+R
(0)
f˜
T δ(n)M2
f˜
R
(0)
f˜
+
1
2
(δ(n)ZT
f˜
M2
f˜
+M2
f˜
δ(n)Zf˜)
](
f˜1
f˜2
)
, (4.88)
where in the case of the sneutrino ν˜ the matrix δ(n)Zf˜ degenerates to δ
(n)Zν˜ = δ
(n)zL and
δ(n)M2ν˜ has to be replaced by δ
(n)m2ν˜ .
The counterterms, which are already determined in other sectors, are δ(n)µ, δ(n)me,d,u,
δ(n)MW,Z , δ
(n) tanβ, and the A parameters δ(n)Ae,d,u. The remaining five counterterms
appearing in δ(n)M2
f˜
are δ(n)m2
l˜,e˜,q˜,d˜,u˜
. These free mass counterterms are sufficient to satisfy
the five on-shell conditions (4.14) for the sfermions f˜ = u˜1, u˜2, d˜1, ν˜, e˜1. After fixing these
five counterterms, all masses in this sector are determined. The on-shell conditions for
f˜ = d˜2, e˜2 can only be fulfilled by choosing M
2
d˜2
, M 2e˜2 appropriately.
The demixing conditions and the conditions for the residua fix uniquely the values of
the field renormalization constants δ(n)Zu˜,d˜,e˜, δ
(n)zL.
4.3.4 Summary
The evaluation of the normalization conditions shows that all normalization conditions
of section 4.1 can be satisfied. However, two non-trivial aspects of the normalization
conditions are remarkable.
For the IR and Goldstone normalization conditions ΓTAA = ΓcAc¯A = ΓG0G0 = ΓG+G− = 0
at p = 0, there are no free invariant counterterms available. Rather, these conditions
hold automatically as a consequence of the ST identity and the corresponding demixing
conditions at p = 0. Furthermore, owing to the scalar-vector mixing, the definition of
M 2A0,H± by itself does not guarantee that M
2
A0,H± correspond to the poles of the Higgs
propagators. Again the ST identity has been used to prove this correspondence.
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As a result of the normalization conditions, the counterterms to the following quanti-
ties are determined: M2W,Z , M
2
A0
, t1,2, µ, M1,2, me,d,u, ml˜,e˜,q˜,d˜,u˜, all field renormalization
constants
√
Zφ,
√
zφ (see section 3.4) except for certain combinations of
√
Zc,
√
Zc¯,
√
zc.
The normalization conditions of section 4.1 do not determine the counterterms to the
parameters e, tan β, Ae,d,u. These physical parameters can be fixed via five additional
normalization conditions.
Discussion and outlook
In this paper we have presented the renormalization of the MSSM. The main results
are the formulation of the Ward and ST identities, the Rξ gauge conditions and the on-
shell normalization conditions. We have shown that all these conditions can be satisfied
simultaneously and that the MSSM is multiplicatively renormalizable and infrared finite.
More in detail, the elements of the construction are the following. The basic structure of
the symmetry identities is similar to the one in the Standard Model [14], supersymmetry
being treated as in [13, 16, 19, 21]. Supersymmetry and gauge invariance are formulated
in terms of a ST identity that involves supersymmetry and translational ghosts in addition
to the usual Faddeev-Popov ghosts; the Abelian subgroup is specified by a local Ward
identity, and soft breaking is introduced via an external chiral supermultiplet. In order
to account for the spontaneous breaking of gauge invariance, we reparametrize all fields
in terms of physical fields with a more direct correspondence to mass eigenstates. The
vacuum expectation values of the Higgs fields themselves are extended to external fields
(Φ+v), since otherwise the Rξ gauge fixing would explicitly break global gauge invariance.
However, unlike in the simpler models studied in [14, 24], it is impossible in the MSSM
to use external fields with the multiplet structure of the dynamical Higgs fields, i.e. two
isospin doublets (Φ+v)1,2. The reason is the mixing of the Goldstone fields G
0,± with the
physical Higgs fields A0, H±, which would inevitably lead to the appearance of A0, H± in
the gauge-fixing term. Instead, we choose two 8-component external fields transforming
according to the product of the adjoint and the fundamental representation.
Further complications arise in the proof of the infrared finiteness and the discussion
of the normalization conditions. In order to prove the infrared finiteness, we use on the
one hand the ST identity like in [14] to constrain the appearance of the massless fields
in the Green functions. On the other hand, in the symmetry identities also the external
fields could cause infrared problems, and we have to use a special reparametrization to
obtain the optimal assignment of the infrared dimensions. In the case of the normalization
conditions, the ST identity is necessary to show that the on-shell conditions at p2 = 0 can
be satisfied. Owing to the mixing of the physical Higgs fields with unphysical Goldstone
and longitudinal gauge fields, it is not directly obvious that the on-shell condition forM2
A0
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really corresponds to the pole of the A0 propagator. This correspondence can again be
proven via the ST identity.
There is an interesting difference between the on-shell conditions in the SM and the
ones in the MSSM. In the SM all particle masses can be chosen as free input parameters
and, conversely, all parameters except for the electric charge are fixed via the on-shell
conditions. In the MSSM, however, the masses of H0, h0, H±, χ02,3,4, and of d˜2, e˜2 are
not free. They are fixed via the symmetries as functions of the free input parameters.
Moreover, the free parameters tan β and Au,d,e are usually not fixed via on-shell conditions
but via other conditions, e.g. in the interaction sector.
On the practical side, the results of the present paper yield the basis for the deter-
mination of the counterterms in the MSSM. Since no consistent symmetry-preserving
regularization is known, in general symmetry-restoring counterterms are needed. They
are determined by the symmetry identities and can be calculated using the same methods
as in [16, 17] in the case of supersymmetric QED and QCD. The invariant counterterms
are determined by the normalization conditions presented in section 4.
In the present approach to the renormalization of the MSSM the non-renormalization
theorems [33] and the relations between the renormalization constants of soft-breaking
and supersymmetric parameters [34] escaped the algebraic treatment since they are — as
it is well known — not a direct consequence of supersymmetry. In order to derive these
improved renormalization properties in the framework of algebraic renormalization one
has to use the methods of [35, 36] with an extended version of the classical action. The
non-renormalization theorems of the MSSM would yield stringent tests of concrete loop
calculations, and they would make visible the improved renormalization behaviour — one
of the main motivations to study supersymmetry at all — in terms of explicit equations.
A Notations and conventions
We use the following conventions for the metric tensor gµν and the generators of the SU(2)
gauge group T a:
gµν = diag(1,−1,−1,−1), Ta = 1
2
σa, (A.89)
where the Pauli matrices are denoted by σa, a = 1, 2, 3. Hence, the generators of the
SU(2) gauge group obey the following relations:
[Ta,Tb] = iǫabcTc, 2tr(TaTb) = δab (A.90)
with ǫ123 = +1. Spinorial derivatives are defined as follows
∂
∂θα
θβ = δα
β ,
∂
∂θ¯α˙
θ¯β˙ = δα˙
β˙ (A.91)
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and the superspace integrations read∫
d8z =
∫
d4xD2D¯2,
∫
d6z =
∫
d4xD2 (A.92)
with
Dα =
∂
∂θα
− iσµαα˙θ¯α˙∂µ, D¯α˙ = −
∂
∂θ¯α˙
+ iθασµαα˙∂µ. (A.93)
Furthermore, we use the following notations:
σµναβ =
i
2
(σµαα˙σ¯
να˙
β − σναα˙σ¯µα˙β), σ¯µνα˙β˙ =
i
2
(σ¯µαα˙ σ
ν
αβ˙
− σ¯ναα˙ σµαβ˙). (A.94)
The field-strength tensors and covariant derivatives are defined by
Fµν = ∂µVν − ∂νVµ + ig[Vµ, Vν ], (A.95a)
F ′µν = ∂µV
′
ν − ∂νV ′µ, (A.95b)
Dµφ =

∂µφ+ ig[Vµ, φ] adjoint representation,
∂µφ+ igVµφ+ ig
′V ′µ
Y
2
φ isospin doublet,
∂µφ+ ig
′V ′µ
Y
2
φ isospin singlet.
(A.95c)
In our conventions, the rules for complex conjugation are
sφ = sφ for bosonic φ, (A.96a)
sφ = −sφ for fermionic φ. (A.96b)
B BRS transformations
The BRS transformations of the field components of the MSSM read:
Gauge multiplets:
sVµ = Dµc+ ε
ασµαα˙λ¯
α˙ + λασµαα˙ε¯
α˙ − iξν∂νVµ, (B.97a)
sλα =
1
2
εβσµνβαFµν − ig{λα, c}+ εαDV − iξµ∂µλα, (B.97b)
s λ¯α˙ = −1
2
σ¯µν
α˙β˙
ε¯β˙Fµν − ig{λ¯α˙, c} − ε¯α˙DV − iξµ∂µλ¯α˙, (B.97c)
sDV = iDµλ
ασµαα˙ε¯
α˙ − iDµεασµαα˙λ¯α˙ + ig[DV , c]− iξµ∂µDV , (B.97d)
sV ′µ = ∂µc
′ + εασµαα˙λ¯
′α˙ + λ′ασµαα˙ε¯
α˙ − iξν∂νV ′µ, (B.97e)
sλ′α =
1
2
εβσµνβαF
′
µν + εαD
′
V − iξµ∂µλ′α, (B.97f)
s λ¯′α˙ = −
1
2
σ¯µν
α˙β˙
ε¯β˙F ′µν − ε¯α˙D′V − iξµ∂µλ¯′α˙, (B.97g)
sD′V = i∂µλ
′ασµαα˙ε¯
α˙ − i∂µεασµαα˙λ¯′α˙ − iξµ∂µD′V . (B.97h)
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Matter Fields (The Higgs and quark fields transform analogously to L, l, FL):
sL = −igcL− ig′Y
2
c′L+
√
2εαlα − iξµ∂µL, (B.98a)
s lα = −igclα − ig′Y
2
c′lα +
√
2εαFL + i
√
2σµαα˙ε¯
α˙
DµL− iξµ∂µlα, (B.98b)
sFL = −igcFL − ig′Y
2
c′FL − 2gε¯α˙λ¯α˙L− g′Y ε¯α˙λ¯′α˙L+ i
√
2Dµl
ασµαα˙ε¯
α˙
− iξµ∂µFL, (B.98c)
sR = −ig′Y
2
c′R +
√
2εαrα − iξµ∂µR, (B.98d)
s rα = −ig′Y
2
c′rα +
√
2εαFR + i
√
2σµαα˙ε¯
α˙
DµR− iξµ∂µrα, (B.98e)
sFR = −ig′Y
2
c′FR − g′Y ε¯α˙λ¯′α˙R + i
√
2Dµr
ασµαα˙ε¯
α˙ − iξµ∂µFR. (B.98f)
Ghosts, Antighosts, and Lagrange multipliers:
s c = −igcc+ 2iεασµαα˙ε¯α˙Vµ − iξµ∂µc, (B.99a)
s c¯ = B − iξµ∂µc¯, (B.99b)
sB = 2iεασµαα˙ε¯
α˙∂µc¯− iξµ∂µB, (B.99c)
s c′ = 2iεασµαα˙ε¯
α˙V ′µ − iξµ∂µc′, (B.99d)
s c¯′ = B′ − iξµ∂µc¯′, (B.99e)
sB′ = 2iεασµαα˙ε¯
α˙∂µc¯
′ − iξµ∂µB′, (B.99f)
s ξµ = 2εασµαα˙ε¯
α˙, (B.99g)
s εα = 0, (B.99h)
s ε¯α˙ = 0. (B.99i)
Y represents the hypercharge of the respective field as given in table 2.1.
The commutation relations of the generators are encoded in the transformations of the
ghosts in (B.99a)–(B.99i): cc in s c contains the commutator [T a, T b] of SU(2) generators
due to the anticommuting nature of c. The additional term εασµαα˙ε¯
α˙Vµ in s c corresponds
to the supersymmetry anticommutator {Qα, Q¯α˙} and reflects the fact that in the Wess-
Zumino gauge supersymmetry transformations are accompanied by field dependent gauge
transformations. The usual well-known part of the supersymmetry anticommutator is
found in s ξµ.
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C Explicit results for the classical action
The results of the classical action in terms of component fields are listed in the following:
1
16
∫
d8z
¯ˆ
Le2gVˆ+g
′Y Vˆ ′Lˆ =
∫
d4x
(
DµLD
µL+ ilασµαα˙Dµl
α˙ + F¯LFL + gL¯DV L
−
√
2gl¯α˙λ¯
α˙L−
√
2gL¯λαlα + g
′Y
2
L¯D′V L− g′
Y
2
√
2l¯α˙λ¯
′α˙L− g′Y
2
√
2L¯λ′αlα
)
, (C.1a)
1
16
∫
d8z
¯ˆ
Reg
′Y Vˆ ′Rˆ =
∫
d4x
(
DµRD
µR + irασµαα˙Dµr
α˙ + F¯RFR + g
′Y
2
R¯D′VR
− g′Y
2
√
2r¯α˙λ¯
′α˙R− g′Y
2
√
2R¯λ′αrα
)
, (C.1b)
− 1
512g2
∫
d6z 2tr[Fˆ αFˆα] =
∫
d4x 2tr
[
− 1
4
FµνF
µν + iλασµαα˙Dµλ¯
α˙ +
1
2
D2V
]
, (C.1c)
− 1
512g2
∫
d6z Aˆ2tr[Fˆ αFˆα] =
∫
d4x 2tr
[
− A1εαλαDV + 1
2
A1λ
ασµνα
βεβFµν
+
1
2
(A2 + vA)λ
αλα
]
, (C.1d)
− 1
128g′2
∫
d6z Fˆ ′αFˆ ′α =
∫
d4x
(
− 1
4
Fˆ ′µνFˆ
′µν + iλ′ασµαα˙∂µλ¯
′α˙ +
1
2
D′2V
)
, (C.1e)
− 1
128g′2
∫
d6z AˆFˆ ′αFˆ ′α =
∫
d4x
[
−A1εαλ′αD′V +
1
2
A1λ
′ασµνα
βεβF
′
µν
+
1
2
(A2 + vA)λ
′αλ′α
]
, (C.1f)
− 1
4
∫
d6z HˆT1 (iσ2)LˆRˆ =
∫
d4x
[
−HT1 (iσ2)lr +HT1 (iσ2)FLR +HT1 (iσ2)LFR
− hTα1 (iσ2)lαR − hTα1 (iσ2)Lrα + F T1 (iσ2)LR
]
, (C.1g)
1
4
∫
d6z HˆT1 (iσ2)Hˆ2 =
∫
d4x
[
−HT1 (iσ2)F2 − F T1 (iσ2)H2 + hTα1 (iσ2)h2α
]
(C.1h)
with
Fˆ α = 4ge−iθσ
µθ¯∂µ
(−2λα − 2θαDV + σµναβθβFµν − 2iσµαα˙Dµλ¯α˙θ2) , (C.2a)
Fˆ ′α = 2g′e−iθσ
µθ¯∂µ
(−2λ′α − 2θαD′V + σµναβθβF ′µν − 2iσµαα˙D ′µλ¯′α˙θ2) . (C.2b)
The remaining terms of the classical action can be derived by obvious substitutions or by
the fact, that a product of chiral superfields is again a chiral superfield. For instance, the
results involving a chiral superfield AˆLˆ can be simply obtained from the corresponding
result with a chiral field Lˆ if we substitute
L→ 0, lα →
√
2εαA1L, FL → (A2 + vA)L−
√
2A1ε
αlα. (C.3)
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D Explicit form of Ward operators
W (ω) =
∫
d4x
{
2tr
[
−ig[ω, V µ] δ
δV µ
− ig[ω, λα] δ
δλα
− ig[ω, λ¯α˙] δ
δλ¯α˙
− ig[ω, c] δ
δc
+ ig[ω, Y µV ]
δ
δY µV
+ ig[ω, yαλ ]
δ
δyαλ
+ ig[ω, y¯λα˙]
δ
δy¯λα˙
+ ig[ω, Yc]
δ
δYc
−ig[ω,B] δ
δB
− ig[ω, c¯] δ
δc¯
]
− ig [ω(Φai + vai ) + (iǫbca)ωb(Φci + vci )]T δδΦaTi − ig ω(Φ′i + v′i)T δδΦ′Ti
+ ig
[
ω(Φ¯ai + v¯
a
i ) + (iǫ
bca)ωb(Φ¯ci + v¯
c
i )
] δ
δΦ¯ai
+ ig ω(Φ¯′i + v¯
′
i)
δ
δΦ¯′i
− ig [ωΨai + (iǫbca)ωbΨci]T δδΨaTi − ig ωΨ′Ti δδΨ′Ti
+ ig
[
ωΨ¯ai + (iǫ
bca)ωbΨ¯ci
] δ
δΨ¯ai
+ ig ωΨ¯′i
δ
δΨ¯′i
− ig(ωL)T δ
δLT
+ igωL¯
δ
δL¯
− ig(ωlα)T δ
δlαT
− igωl¯α˙ δ
δl¯α˙
+ ig(ωYL)
T δ
δY TL
− igωY¯L δ
δY¯L
+ ig(ωyαl )
T δ
δyαTl
+ igωy¯lα˙
δ
δy¯lα˙
− igωR δ
δR
+ igωR¯
δ
δR¯
− igωrα δ
δrα
− igωr¯α˙ δ
δr¯α˙
+igωYR
δ
δYR
− igωY¯R δ
δY¯R
+ igωyαr
δ
δyαr
+ igωy¯rα˙
δ
δy¯rα˙
}
+ analogous quark and Higgs terms, (D.1a)
W
′(ω′) =
∫
d4x
[
−ig′ω′Y
2
(Φai + v
a
i )
T δ
δΦaTi
− ig′ω′Y
2
(Φ′i + v
′
i)
T δ
δΦ′Ti
+ ig′ω′
Y
2
(Φ¯ai + v¯
a
i )
δ
δΦ¯ai
+ ig′ω′
Y
2
(Φ¯′i + v¯
′
i)
δ
δΦ¯′i
− ig′ω′Y
2
ΨaTi
δ
δΨaTi
− ig′ω′Y
2
Ψ′Ti
δ
δΨ′Ti
+ ig′ω′
Y
2
Ψ¯ai
δ
δΨ¯ai
+ ig′ω′
Y
2
Ψ¯′i
δ
δΨ¯′i
− ig′Y
2
ω′LT
δ
δLT
+ ig′
Y
2
ω′L¯
δ
δL¯
− ig′Y
2
ω′lαT
δ
δlαT
− ig′Y
2
ω′l¯α˙
δ
δl¯α˙
+ ig′
Y
2
ω′Y TL
δ
δY TL
− ig′Y
2
ω′Y¯L
δ
δY¯L
+ ig′
Y
2
ω′yαTl
δ
δyαTl
+ ig′
Y
2
ω′y¯lα˙
δ
δy¯lα˙
− ig′Y
2
ω′R
δ
δR
+ ig′
Y
2
ω′R¯
δ
δR¯
− ig′Y
2
ω′rα
δ
δrα
− ig′Y
2
ω′r¯α˙
δ
δr¯α˙
+ig′
Y
2
ω′YR
δ
δYR
− ig′Y
2
ω′Y¯R
δ
δY¯R
+ ig′
Y
2
ω′yαr
δ
δyαr
+ ig′
Y
2
ω′y¯rα˙
δ
δy¯rα˙
]
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+ analogous quark and Higgs terms, (D.1b)
WL =
∫
d4x
[
LT
δ
δLT
− L¯ δ
δL¯
+ lαT
δ
δlαT
+ l¯α˙
δ
δl¯α˙
−Y TL
δ
δY TL
+ Y¯L
δ
δY¯L
− yαTl
δ
δyαTl
− y¯lα˙ δ
δy¯lα˙
]
+ analogous terms for right-handed leptons, (D.1c)
WQ =
∫
d4x
[
QT
δ
δQT
− Q¯ δ
δQ¯
+ qαT
δ
δqαT
+ q¯α˙
δ
δq¯α˙
−Y TQ
δ
δY TQ
+ Y¯Q
δ
δY¯Q
− yαTq
δ
δyαTq
− y¯qα˙ δ
δy¯qα˙
]
+ analogous terms for right-handed quarks, (D.1d)
W
R =
∫
d4x
{
2tr
[
−iλα δ
δλα
− igλ¯α˙ δ
δλ¯α˙
+ iyαλ
δ
δyαλ
+ iy¯λα˙
δ
δy¯λα˙
]
− iλ′α δ
δλ′α
− igλ¯′α˙
δ
δλ¯′α˙
+ iyαλ′
δ
δyαλ′
+ iy¯λ′α˙
δ
δy¯λ′α˙
− 2iA2 δ
δA2
+ 2iA¯2
δ
δA¯2
+ i(Φai + v
a
i )
δ
δΦaTi
+ i(Φ′i + v
′
i)
T δ
δΦ′Ti
− i(Φ¯ai + v¯ai )
δ
δΦ¯ai
− i(Φ¯′i + v¯′i)
δ
δΦ¯′i
+ iΨai
δ
δΨaTi
+ iΨ′Ti
δ
δΨ′Ti
− iΨ¯ai
δ
δΨ¯ai
− iΨ¯′i
δ
δΨ¯′i
+ iHT1
δ
δHT1
− iH¯1 δ
δH¯1
+ iHT2
δ
δHT2
− iH¯2 δ
δH¯2
− iY T1
δ
δY T1
+ iY¯1
δ
δY¯1
− iY T2
δ
δY T2
+ iY¯2
δ
δY¯2
+
i
2
LT
δ
δLT
− i
2
L¯
δ
δL¯
− i
2
lαT
δ
δlαT
− i
2
l¯α˙
δ
δl¯α˙
− i
2
Y TL
δ
δY TL
+
i
2
Y¯L
δ
δY¯L
+
i
2
yαTl
δ
δyαTl
+
i
2
y¯lα˙
δ
δy¯lα˙
+
i
2
R
δ
δR
− i
2
R¯
δ
δR¯
− i
2
rα
δ
δrα
− i
2
r¯α˙
δ
δr¯α˙
− i
2
YR
δ
δYR
+
i
2
Y¯R
δ
δY¯R
+
i
2
yαr
δ
δyαr
+
i
2
y¯rα˙
δ
δy¯rα˙
}
− iεα ∂
∂εα
− iε¯α˙ ∂
∂ε¯α˙
+ analogous quark terms. (D.1e)
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E Cohomologically trivial invariant counterterms
In this section we sketch the determination of the most general form of the cohomologically
trivial contribution SΓcl Γˆct,inv,1b to the invariant counterterms. This contribution satisfies
the first of the conditions in (3.38) automatically since SΓcl is nilpotent. The remaining
conditions in (3.38) restrict the form of SΓclΓˆinv2. In addition, the counterterms have to
depend on the field A1 only through the combination aα =
√
2ǫαA1.
• Gauge-fixing sector: this sector contains the field monomials depending on c¯, c¯′, B,
and B′. These terms are fixed to all orders by the gauge-fixing condition.
• Field monomials involving the translational ghost ξµ: these monomials are fixed to
all orders by the translation ghost equation.
• Field renormalization: counterterms corresponding to field renormalization arise as
SΓcl
∫
d4xYφiφi = ±
∫
d4x
(
φi
δ
δφi
− Yφi
δ
δYφi
)
Γcl, (E.2)
where φi, Yφi run through all pairs of fields and corresponding Y fields. The ± signs
hold for bosonic and fermionic φi, respectively. In order not to invalidate the gauge-
fixing conditions, the field renormalizations of the gauge bosons and Higgs fields
have to be supplemented by suitable renormalizations of the gauge-fixing terms.
• Renormalization of x1, x2, x′1, x′2: these renormalizations are generated by the fol-
lowing SΓcl variations:
SΓcl
∫
d4xY Ti
(
Φˆi + vˆi
)
=
∫
d4x
[(
Φˆi + vi
)T δ
δHi
− Y Ti Ψˆi
]
Γcl (E.3)
and similar for (Φˆi + vˆi)→ (Φ′i + v′i).
• Field monomials including spurion fields: only combinations of the following invari-
ant counterterms obey the requirement that A1 appears only in the combination
A1ǫα.
– Counterterms related to the soft-breaking parameters cHH , cV ′, cV , cHLR, cHQD,
cHQU :
SΓcl
∫
d4x [A1[H
eff
1
T (iσ2)H
eff
2 ], SΓcl
∫
d4x [A1λ
′αλ′α], (E.4)
SΓcl
∫
d4x [A1tr(λ
αλα)], SΓcl
∫
d4x [A1H
eff
1
T (iσ2)LR], (E.5)
SΓcl
∫
d4x [A1H
eff
1
T (iσ2)QD], SΓcl
∫
d4x [A1H
eff
2
T (iσ2)QU ]. (E.6)
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– Counterterms causing field and BRS redefinitions:
SΓcl
∫
d4x
[
A1y
Tα
l ǫαL
]
, SΓcl
∫
d4x [A1y
α
r ǫαR] , (E.7)
SΓcl
∫
d4x
[
A1y
Tα
q ǫαQ
]
, SΓcl
∫
d4x [A1y
α
u ǫαU ] , (E.8)
SΓcl
∫
d4x [A1y
α
d ǫαD] , SΓcl
∫
d4x
[
A1y
Tα
i ǫαH
eff
i
]
, (E.9)
SΓcl
∫
d4x
[
A1y
Tα
i ǫα(Φˆi + vˆi)
]
, SΓcl
∫
d4x
[
A1y
Tα
i ǫα(Φ
′
i + v
′
i)
]
. (E.10)
These counterterms correspond to the renormalization of cHi1, cL1, cR1, cQ1,
cU1, cD1 apart from the counterterms (E.10). The counterterms (E.10) are de-
fined analogous to the counterterm (E.7) with Heffi replaced by the Φ fields, but
do not correspond to parameters in the classical action. All of these counter-
terms (E.10) are of the type of the u3 counterterms discussed in [19].
– Additional unphysical counterterm:
SΓcl
∫
d4x
[
A1ǫ
ασµαα˙tr(Vµy¯
α˙
λ )
]
. (E.11)
This counterterm corresponds to the v3 counterterms discussed in [19]. An
analogous counterterm involving the abelian gauge field V ′µ is not invariant
since it violates the nilpotency condition wλ
′
µ Γct,inv = 0.
– Counterterms corresponding to the soft-breaking parameters cHi2, cL2, cR2, cQ2,
cU2, cD2:
SΓcl
∫
d4x
{
A¯1H¯
eff
i
[
(A2 + vA)H
eff
i − A1
√
2ǫαhiα
]}
, (E.12)
SΓcl
∫
d4x
{
A¯1L¯
[
(A2 + vA)L− A1
√
2ǫαlα
]}
, (E.13)
SΓcl
∫
d4x
{
A¯1R¯
[
(A2 + vA)R− A1
√
2ǫαrα
]}
, (E.14)
SΓcl
∫
d4x
{
A¯1Q¯
[
(A2 + vA)Q−A1
√
2ǫαqα
]}
, (E.15)
SΓcl
∫
d4x
{
A¯1U¯
[
(A2 + vA)U − A1
√
2ǫαuα
]}
, (E.16)
SΓcl
∫
d4x
{
A¯1D¯
[
(A2 + vA)D −A1
√
2ǫαdα
]}
. (E.17)
An explicit term-by-term analysis shows that no further invariant counterterm exists
that involves at least one dynamical field. The remaining counterterms consist
purely of external fields and are therefore unphysical.
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F Characterization of the Goldstone Modes
In the physical part of the classical action, only the combination Hi+ xiΦˆi+ x
′
iΦ
′
i occurs.
In this section we investigate the relation between 2-point functions of Hi, Φˆi and Φ
′
i in
higher orders and demonstrate how the definition of Goldstone fields has to be adjusted.
Classically, the Goldstone modes correspond to the flat directions of the potential and
can be algebraically characterized as
2∑
i=1
(
−ig δ
δHi
T a~vi + c.c.
)
∼ δ
δGa
. (F.18)
This characterization implies ΓGaX |p=0 = 0 for all fields φ 6= B at the classical level.
On the quantum level, a characterization of the Goldstone modes can be derived from
the Ward and ST identities.
The rigid Ward identity, differentiated w.r.t. a field φ (φ 6= B), yields at p = 0∑
a=1,2,3,′
(
δbv
aj
i ΓφΦaji
+ δbv¯
aj
i ΓφΦ¯aji
)
= 0, (F.19)
where δωv
aj
i = (δωΦ
aj
i )|Φ=0, δωv′ij = (δωΦ′ij)|Φ′=0. Using the Φ fields defined in eq. (3.58)
this results in
ΓφG b |p=0 = 0, (F.20)
i.e. the modes G b, whose definition (3.58) contains no higher-order contributions, corre-
spond to flat directions of the scalar potential.
(F.19) does not characterize the dynamical Goldstone modes. To obtain such a char-
acterization, it has to be supplemented with a relation of 2-point functions involving Φ
fields and the corresponding ones involving the Higgs fields H1,2. Such a relation can be
derived from the ST identity.
Differentiating the ST identity w.r.t. Ψa (a = 1, 2, 3,′) and an arbitrary physical field φ
(φ 6= B) we obtain
ΓΨaji Y sr
ΓφHsr + ΓΨaji Y¯ sr
ΓφH¯sr + ΓφΦaji
= 0. (F.21)
A similar identity can be derived for Γ
φΦ¯aji
.
Using these relations of the 2-point functions in (F.19) yields at p = 0
0 =
∑
a=1,2,3,′
[
δbv
aj
i
(
ΓΨaji Y sr
ΓφHsr + ΓΨaji Y¯ sr
ΓφH¯sr
)
+δbv¯
aj
i
(
ΓΨ¯aji Y sr
ΓφHsr + ΓΨ¯aji Y¯ sr
ΓφH¯sr
)]
. (F.22)
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This identity characterizes the Goldstone modes as
δ
δGb
∼
∑
a=1,2,3,′
[(
δbv
aj
i ΓΨaji Y sr
+ δbv¯
aj
i ΓΨ¯aji Y sr
)∣∣∣
p=0
δ
δHsr
+
(
δbv
aj
i ΓΨaji Y¯ sr
+ δbv¯
aj
i ΓΨ¯aji Y¯ sr
)∣∣∣
p=0
δ
δH¯sr
]
. (F.23)
With this characterization, we obtain
ΓGbφ|p=0 = 0, (F.24)
so that the Gb indeed correspond to the flat directions of the potential. For φ = B (F.21)
is replaced by
ΓΨaji Y sr
ΓBbHsr + ΓΨaji Y¯ sr
ΓBbH¯sr + ΓBbΦaji
+ ΓΨaji c¯b
= 0, (F.25)
which results in
ΓBbGa |p=0 6= 0. (F.26)
In section 4.3 we have seen that there are exactly three linearly independent modes Gb =
G0, G± which satisfy (F.24). (F.23) supplements this result with an explicit formula for
the Goldstone modes and correspondingly with the first column of the matrices RA0 , RH± .
However, in contrast to the characterization of the Φ fields, (F.23) contains contributions
of higher orders.
Finally, we evaluate the characterization (F.23) at the classical level. In lowest-order,
we have
ΓΨaji Y sr
= −2xiδirT asj, ΓΨ′ji Y sr = −x
′
iδirδ
js (F.27)
and thus obtain
δ
δGb
∼ δb [2xi(T avai )s + x′iv′is]
δ
δHsi
+ c.c. (F.28)
Owing to the decomposition (2.52) for ~vi, this is identical to equation (F.18).
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