To investigate the detection of students' behavioral engagement (On-Task vs. OffTask), we propose a two-phase approach in this study. In Phase 1, contextual logs (URLs) are utilized to assess active usage of the content platform. If there is active use, the appearance information is utilized in Phase 2 to infer behavioral engagement. Incorporating the contextual information improved the overall F1-scores from 0.77 to 0.82. Our cross-classroom and cross-platform experiments showed the proposed generic and multi-modal behavioral engagement models' applicability to a different set of students or different subject areas.
Introduction
Monitoring students' face and upper body (appearance) as well as their interactions with the learning platform on the digital device (context) provide important cues to accurately understand different dimensions of students' states during learning. In this study, our goal is to detect students' behavioral engagement [5] (i.e., On-Task vs. Off-Task states) [7, 8, 4] in 1:1 digital learning scenarios. Towards this end, we aim to address two research questions: (1) What level of behavioral engagement detection performance can we achieve by using a scalable multi-modal approach (i.e., camera and URL logs)? (2) How would this performance change when considering cross-subjects or cross-content platforms (Math vs. English as a Second Language (ESL))?
Methodology
Monitoring students' face and upper body (appearance) as well as their interactions with the learning platform (context) provide important cues to accurately understand different dimensions of students' states during learning. To detect behavioral engagement, we propose a two-phase system: 1. Phase 1: Contextual data (URL logs) is processed to assess whether the student is actively using the content platform. If not (Off-Platform), the student's state is predicted as Off-Task.
Phase 2:
If content platform is active in learner's device, then the appearance information is utilized to predict whether the student is On-Task or Off-Task.
We trained generic appearance classifiers by employing Random Forests [3] in Phase 2. The framewise raw video data is used to extract face location, head position and pose, 78 facial landmark localizations, 22 facial expressions, and 7 basic facial emotions. For instance-wise feature extraction, conventional time series analysis methods were applied, such as robust statistical estimators, motion and energy measures, frequency domain features. More details regarding the appearance modality and feature extraction can be found in our previous study [1] . Instances are sliding windows of 8-sec with 4-sec overlaps.
Experimental Results
170 hours of multi-modal data were collected through authentic classroom pilots, from 28 9 th grade students (two different classrooms) in 22 sessions (40 minutes each), using laptops with a 3D camera. Online content platforms for two subject areas were used: (1) Math (watching videos), (2) ESL (reading articles). To obtain ground truth labels, we employed HELP [2] with 3 expert labelers. We experimented with two test cases: (1) Cross-classroom, where trained models were tested on a different classroom's data; (2) Cross-platform, where the data collected in different subject areas were utilized in training and testing, respectively. The results for these two experiments are summarized in Table 1 and Table 2 , respectively. 
Conclusion
To explore scalable multi-modal approach for behavioral engagement detection, we proposed a twophase system incorporating both visual and contextual cues. Using the context information even in the form of URL logs is rewarding for improving the overall system performance. The promising overall F1-scores show the cross-subject and cross-platform applicability of our models.
