INTRODUCTION
Earlier researchers dealt with the problem of
Multi-Component Deterministic Opportunistic Replacement
Problem [ 6 ] . The problem was originally introduced by Jorgenson and Radner [ 8 ] for stochastically failing components which incur extensive maintenance cost upon
failure. An extension of the problem was studied by Epstein and Wilamowsky [ 3, 4, 5, 6 ] . A new variation of the problem was introduced by George et.al [ 7 ] . They considered a purely deterministic opportunistic replacement problem. Epstein and Wilamowsky [ 6 ] made an analysis of the two component deterministic problem.
They showed that for a two component problem with different life-limits, each individual scheduled replacement point offers potential opportunity for monetary saving. They proved that in this deterministic situation, only a limited number of the possible replacement points need be considered. An algorithm to generate these points was also given. Dickman, Epstein and Wilamowsky [ 1 ] presented a mixed integer linear programming formulation for any n-component system. However, the problem size becomes large.
In this paper, an alternative method for finding the optimal replacement point is given. A dynamic programming formulation of the problem for a two component situation is given. This can easily be extended to K-component problem.
PROBLEM FORMULATION FOR A 2 COMPONENT SITUATION
The formulation is as per [ 6 ] with slight modification.
Let us denote the two components by A and B. 
ALTERNATIVE METHOD OF SOLUTION
We first find the condition for local optimum for C(x) and then find the condition for global optimum. Similar procedure will be followed for finding the condition for global optimum for C(y). The minimum of these two global optimums will give the optimum for the problem. Similarly, it follows that
Thus for local optimum , x should satisfy
Mote: Obviously, K(x+l) > K(x) and
Substituting x-l for x, we get
If x is a local optimum, then K(x+l) * K(x) + 1.
Proofs
Suppose for a local optimum x , K(x+1) -K(x). Then,
Result: 2:
If x is a local optimal, then K(x-l) = K(x).
Proof:
Hence, -x+K(x)<l, which is a contradiction. Thus,
These conditions for optimal x are diagrammatically represented below:
The global minimum for C(x) will be among the A-replacement points x which satisfy the above conditions.
Condition for global optimum of C(x):
Let x x and x 2 be two local optimal for C(x) with x a < x 2 .
Then if C( x x ) -C(x 2 ) > 0 # then obviously we can drop point x x from consideration. This condition after simplification reduces to
Similarly^ if
then # we can drop x 2 from consideration of global optimal • Thus, for any sequence of points x which satisfy the
we need to compare the successive points x, the quantity # (x 2 K(Xi) -Xx K(x 2 ))/(x 2 -Xi) with C/(C+C B ) and then select one of the points. This will lead us to the minimum of
Similar analysis is done for the cost function C(y) as shown below:
The i.e. L(y) -(r+1) y < 1 which is a contradiction.
The global minimum for C(y) will be among the B -replacement points y which satisfy the above conditions.
Condition for global optimum of C(y):
Let y x and y 2 be two local optimal for C(y) with y x < y 2 . Thus # for any sequence of points y which satisfy the
we need to compare the successive points y, the quantity, 
COHPUTIONAL RESULTS

Several finite time horizon problems were solved by dynamic programming as well as by integer linear
programming. In all 42 problems were solved using dynamic programming and 10 problems were solved using integer linear programming. Ten problems were solved by integer linear programming using the formulation suggested by Dickman, Epstein, and Wilamowky (DEW) and using our formulation (RR). The software used was HYPER LINDO Table 2 (a) gives the approximate total time and the number of pivots required to solve the problems by *ach of the methods. Table 2 (b) gives the optimal objective function values. In addition, the same table gives the number of pivots that were completed when the integer solution that was obtained is actually optimal but not certified to be so. As mentioned earlier, the total number of pivots required to solve the entire problem is given in Table 2 (a). relaxation. In addition, the number of pivots required to solve the LP relaxation is also given in the same Table. A study of the tables shows that the three component problem can be solved efficiently by dynamic programming.
Our formulation of mixed integer programming is more efficient than the DEW formulation. 
