Abstract. In this paper we study gradient Ricci-Harmonic soliton with structure of warped product manifold. We obtain some triviality results for the potential function, warping function and the harmonic map which reaches maximum or minimum. In order to obtain nontrivial examples of warped product gradient Ricci-harmonic soliton, we consider the base and fiber conformal to a semi-Euclidean space which is invariant under the action of a translation group of co-dimension one. This approach provide infinitely many geodesically complete examples in the semi-Riemannian context, which is not contemplated in the Riemannian case by the Theorem 1.2 in [17] .
Introduction and main results
Let (M n , g) and (N m , g ′ ) be two semi-Riemannian manifolds, u : M → N a differential map. If there is a nonnegative constant θ, a smooth function h : M → R and λ ∈ R such that Ric g + Hessh − θ∇u ⊗ ∇u = λg τ g u − g(∇u, ∇h) = 0, (1) where Ric g(t) is the Ricci curvature of the (M, g(t)) and τ g(t) u = trac g (∇du) is the tension field of u, then ((M, g), (N, g ′ ), u, h, λ) is called a gradient Ricci-Harmonic soliton. For convenience we will call it GRHS. We have that GRHS is shrinking, steady or expanding for λ > 0, λ = 0 or λ < 0, respectively. If h occurs as a constant the soliton is called trivial. The function u is called harmonic map, and for u = constant the equation (1) defines a gradient Ricci soliton metric, which was very important in the Thurston's Geometrization Conjecture studied by Perelman [8] . For more details on gradient Ricci soliton see [6, 9, 14, 15] . If (N, g ′ ) = (R, dr 2 ) and u, h are constants, then (1) defines a Einstein metric, and if h is constant and u is harmonic, then (1) defines a harmonic-Einstein metric, which is a natural generalization of Einstein metrics.
After the introduction of the GRHS, much efforts have been devoted to understanding its geometry. For instance, in [17] the authors obtain that any shrinking or steady GRHS is a gradient Ricci soliton if the sectional curvature of N is bounded from above by a constant. On the other hand, in [10] the authors provide triviality results for the potential function and harmonic map by means of compactness of M .
In recent works on soliton, the notion of warped product introduced in ( [3] ), has become an important tool in the construction of manifolds with certain geometric properties [1, 5, 12] . Definition 1.1. Let M = (B n , g B ), (F m , g F ) two semi-Riemannian manifolds and f > 0 on B. The product manifold M = B × F furnished with the metric tensor
is called warped product. We denote it by B n × f F m . where * is the pullback of canonical projections π : B n × F m → B, σ : B n × F m → F which are projections on the first and second manifold, respectively. The function f is called warping function, B is called the base and F the fiber.
The authors in [4] studied gradient Ricci soliton on warped product and proved that either the warping function is constant or the potential function satisfies
In this paper, we will consider the harmonic map as a real function u : M → R. Our first result characterize locally the harmonic map u by means of the potential function h. More precisely, we obtain the following
Motivated by the above proposition, we will consider the study of harmonic map in two cases, u = u B • π or u = u F • σ. As a result we obtained the necessary and sufficient conditions for existence of the GRHS on warped product.
is a GRHS if, and only if f, h, u, λ verify:
F is Einstein with Ric gF = µg F ,
F is Einstein-harmonic with
Where Ric gB , Ric gF are the Ricci tensors of B, F respectively, and ∆ ω = ∆− < ∇, ∇ω > and ω = h − m∇log(f ). Remark 1.4. Note that the Theorem 1.3 is a generalization of corollary 3 obtained in [11] .
In sequel, we obtain some triviality results for the warping function, potential function and harmonic map by means of the maximum principle.
(1) If u B , u F reaches the maximum or minimum in B, F respectively, then
If λ ≥ 0, h B reaches the maximum or minimum in B and In order to obtain infinitely many examples of geodesically complete steady GRHS we will use as a tool warped products semi-Riemannian metric conformal to Euclidean space as used in [16] in which the authors to expose a family of geodesically complete steady gradient Yamabe soliton.
In the case where u = u B • π, we consider the warped product semi-Riemannian GRHS with the base conformal to an n−dimensional semi-Euclidean space, invariant under the action of an (n−1)-dimensional translation group, that is, we take (R n , ϕ −2 g 0 )× f F m , where g 0 is the canonical semi-Riemannian metric and ϕ is the conformal factor. More precisely, consider the semi-Riemannian metric (g 0 ) ij = ǫ i δ ij in local coordinates x = (x 1 , ..., x n ) of R n , where ǫ i = ±1. For an arbitrary choice of non zero vector α = (α 1 , ..., α n ) we define the function ξ : R n → R by
In the next we obtain conditions for the functions h • ξ, f • ξ, u • ξ and ϕ • ξ to satisfy (1) with M = R n × F m and metric tensor
We will omit the composition of these functions above with the translation functions. Moreover, the next result gives us a necessary and sufficient condition for the existence of GRHS warped product with base conformal to a semi-Euclidean space invariant by action of an (n − 1)-dimensional translation group when u = u B • π.
and only if, the functions verify the system below:
Example 1.9. In Theorem 1.6 consider ||α|| 2 = 1, m, n = 1 and k 2 > 1 then the functions
When u = u F •σ we consider warped product GRHS with the base and fiber conformal to an n−dimensional and m−dimensional semi-Euclidean spaces, invariants under the action of an (n − 1)-dimensional and (m − 1)-dimensional translation group respectively, that is
where τ is conformal factor of the fiber. In this way, similarly we define ζ : R m → R by ζ(x n+1 , ..., x n+m ) = β n+1 x n+1 + ... + β n+m x n+m for an arbitrary choice of non zero vector β = (β n+1 , ..., β n+m ) and y = (x n+1 , ..., x n+m ) in R m with semiRiemannian metric g 0 .
In the next result, we obtain conditions for the functions h
Corollary 1.11. Under the hypotheses of Theorem 1.10 if
In the next results we describe all the solutions of Theorem 1.10
0 is a steady GRHS, i.e., λ = 0, and (R m , τ −2 g 0 ) is a steady Einsteinharmonic manifold, i.e., ρ = 0. Theorem 1.12. Under considerations of Theorem 1.10 the R n × f R m is a steady GRHS with u non-constant and F Einstein-harmonic steady(i.e ρ = 0), n > 1, m ≥ 3, furnished with the metric tensor g = ϕ −2 g 0 + f 2 τ −2 g 0 if, and only if, the functions
where
is defined for (17) , and
These solutions are defined on the half space defined by ζ > −
is a smooth non constant function, the function ϕ(ξ), f (ξ), h(ξ) are obtained by integrating the system
, where a, k, c 6 ∈ R, with k, c 6 ≥ 0 and a = and g 2 = −dx
defines a family of geodesically complete steady GRHS on (R n , ϕ
Which describes a family of steady GRHS defined in half-space ξ > −b with metric tensor
Proof of the main results
Proof of Proposition 1.2 : Let L(B), L(F ) the spaces of lifts of vector fields on B and F to B × F , respectively. Consider X, Y ∈ L(B) and V, W ∈ L(F ). We have by the well known formula of Ricci curvature and hessian tensor on warped product B n × f F m [13] that
for all X, Y ∈ L(B) and V, W ∈ L(F ). Suppose u can be represented as u = u B • π or u = u F • σ, then using (1)
follow that by [4] that h = h B • π. On the other hand assume (3), then the equation (1) applied to X, V is
because the metric tensor (2) applied to X, V is null. By hypothesis the harmonic map is not constant, it follows that there is a field
of (26) we have to
Therefore, ∇u(X) = 0 or ∇u(Y ) = 0 in V.
Proof of Theorem 1.3 : Assuming u = u B • π, by (25) and (1) aplied in X, Y ∈ L(B) we get (4) . Similarly, applying (1) in V, W ∈ L(F ) combined with (25) we have to
For all V, W ∈ L(F ). Now, we obtain the Hessian expression Hessh(V, W )
Substituting (30) in (29) it follows that Ric gF = µg F were
Therefore, F is Einstein manifold. The reciprocal is immediate. When u = u F • σ the proof is similar. Proof of Theorem 1.5 : Case 1) Using Proposition 35 of [13] we have that
Then applying the maximum principle(or minimum) (see [7] ) to (34) we obtain that u F is constant, thus u = u F • σ is constant and B n × f F m is gradient Ricci soliton. Denoting ∆ ω := ∆ − g(∇ω, ∇·) the equation (33) becomes
where ω = h B − mlog(f ). It follows from the maximum principle(or minimum) that u B is constant and therefore u = u B • π is constant.
Case 2) Using (25) for X, Y ∈ L(B) in (1) follow that
taking trace in relation to metric of B on both sides gives
Therefore, using the hypotheses follow that ∆ gB h B ≥ 0 and maximum principle we have that h B is constant, consequently h = h B • π is constant function. 
By the (5) and (7) of Theorem 1.3 follow that
Therefore, by hypothesis and strong maximum(or minimum) principle follow the result. Proof of Theorem 1.6 : The Theorem 1.3 gives us necessary and sufficient condition to B n × f F m be a GRHS, thus we will use it combined with invariant solution technique to obtain equations (8), (9), (10) and (11) .
First, for an arbitrary choice of a non zero vector α = (α 1 , . . . , α n ), consider ξ : R n → R given by ξ(x 1 , . . . , x n ) = α 1 x 1 + · · · + α n x n . Since we are assuming that ϕ(ξ), h(ξ), u(ξ) and f (ξ) are functions of ξ, then we have
Remember that we are
It is well known that for the conformal metric g B = ϕ −2 g 0 , the Ricci curvature is given by [2] :
Computing the Hess(h) relatively to g B we have
where the Christoffel symbol Γ k ij for distinct i, j, k are given by
Therefore,
And the Laplacian
On the other hand, the expression of ∇(f )h, |∇f | 2 and (∇u ⊗ ∇u) ij on conformal metric g B are given by
Then substituting (39), (40) and (42) for i = j into (4) we obtain (9) . Now, for i = j we obtain by (38) and (40) that
If there exist i, j, i = j such that α i α j = 0, then we get
which is equation (8) . Now, we need to consider the case α i α j = 0, ∀i = j. For this consider k 0 fixed and α k0 = 1, α k = 0 for k = k 0 . In this case, substituting (39), (40) and (42) into (4) we obtain the equation (9) for i = k 0 , that is, α i = 0. And we obtain the (8) when i = k 0 , that is, α k0 = 1.
Substituting (41), (42) in (5) we obtain (10). Finally, consider the second equation of the (1) combined with (32) we have
Using (41), (42) in (43) we obtain (11) , and this completes the demonstration. Proof of Theorem 1.10 : Now, we will be using the technique of invariant solutions in both the base and the fiber, thus by replacing the equation (38) and (42) in (6) for i = j we obtain similarly the proof of above theorem the equation (12) and if i = j it is sufficient to use (39), (42) in (6) for obtain (13) . We know by Theorem 1.3 that F is Einstein-harmonic manifold, this is
Where θ > 0 and
For arbitrary choice of a non zero vector β = (β 1 , ..., β m ) consider τ : R m → (0, ∞), ζ : R m → R the conformal factor of the fiber and invariant function respectively. Since we are assuming u(ζ) then we have
Using (42) in (45) we have
Substituting (38), (39), (46) and (47) in (44) we obtain the equations (14) and (15) 
this way, it is easy to see that these equations are (17), (18). Case 2): By hypothesis ||β|| 2 = 1, ||α|| 2 = 0, λ = 0 and Theorem 1.10 we have
Integrating (48) and substituing in (49) or (50) we obtain (19) and (20). Case 3): Sice ||α|| 2 = 1, ||β|| 2 = 0, λ = 0 we have by equations (12), (13), (14) and (15) of Theorem 1.10
The first three equations of system involving ϕ, f, h was solved by [4] . While from the last equation of system (51) we obtain (21). Case 4): It follows immediately from previous cases. Proof of completeness of example 1.13 : Definition 2.2. A semi-Riemannian manifold for which every geodesic is defined on the entire real line is said to be geodesically complete, or just complete.
Given a curve γ in M × f F , we can write γ(s) = (γ B (s), γ F (s)), where γ B = π • γ and γ F = σ • γ. The following proposition guarantees a condition for curve γ to be geodesic. 
Let (R n , g 1 ), (R m , g 2 ) be the standard semi-Euclidean spaces as in the Example 1.13. Take A ∈ R \ {0}, k > 0, and consider the functions
Where the function f, ϕ, h are defined in (R n , g 1 ), end τ, u are defined in (R m , g 2 ).
We have to g B := ϕ −2 g 1 = ke −2Aξ g 1 , then the gradient ∇ gB f is given by
Since α 1 = α 2 = 1, α i = 0, for i ≥ 3, and ε 1 = −1, ε i = 1, for i ≥ 2, we obtain
Then, considering γ B (s) = (y 1 (s), . . . , y n (s)) and γ F (s) = (y n+1 , . . . , y n+p (s)) in Proposition 2.3, we have if c 1 = 0 where c 3,l , c 4,l ∈ R. Therefore, for each l ∈ {1, . . . , m}, the functions y n+l (s) are defined on the entire real line R. Notice that the solutions of (III) are given by y r (s) = c 5,r + c 6,r s, for c 5,r , c 6,r ∈ R, whose domain is also the real line, it is only necessary to prove that the solutions of (I) and (II) are also defined in R, for this, we will explain g F (γ ′ F , γ ′ F ) in function of the s parameter.
Since g F = τ −2 g 1 , β n+1 = β n+2 = 1, β n+j = 0, for j ≥ 3, and ε n+1 = −1, ε n+j = 1, for j ≥ 2, we obtain
replacing (53) 
