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1. Introduction
Let (Xθt )t∈[0,T ] be a solution of the (one-dimensional) stochastic differential
equation
dXt = a(Xt, θ)dt+ σdBt, X0 = x0, t ∈ [0, T ]. (1.1)
Here,X0 = x0 ∈ R is an initial condition, {a(·, θ′) | θ′ ∈ Θ} is a parametrized
family of drift coefficients, Θ is an open subset of Rm, σ 6= 0 is a diffusion
coefficient and B = (Bt)t∈[0,T ] is a fractional Brownian motion with Hurst
parameter H ∈ (0, 1) (later we restrict ourselves to the case where H ∈
(1/4, 1/2)).
We are interested in estimating θ ∈ Θ from the completely observed data
(Xθt )t∈[0,T ] when T →∞. It is natural to consider the maximum likelihood
estimation, which is successful in the case of ergodic diffusion processes (see
Kutoyants (2004)). Kleptsyna and Le Breton (2002) proved strong consis-
tency of the maximum likelihood estimator and derived explicit formulas for
the asymptotic bias and mean square error when the observed process is the
fractional Ornstein-Uhlenbeck process with Hurst parameter H ∈ [1/2, 1). In
the fractional Ornstein-Uhlenbeck case, Brouste and Kleptsyna (2010) and
Bercu et al. (2011) proved asymptotic normality of the maximum likelihood
estimator in a different way. In the case where the drift coefficient a is of the
form a(x, θ) = θa0(x) for some function a0, Tudor and Viens (2007) proved
strong consistency of the maximum likelihood estimator.
These results used an explicit expression for the maximum likelihood es-
timator. However, it is not available for a general drift coefficient a. As is
done in Kutoyants (2004), we rely on Ibragimov and Has’minski˘ı’s framework
when θ 7→ a(·, θ) is nonlinear. That is, we can derive asymptotic properties
of maximum likelihood estimator (and Bayes estimator) from weak conver-
gence of likelihood ratio fields. Therefore, it is important to specify the weak
limit of likelihood ratio fields. In many cases, the limit of the likelihood ratio
fields (Zǫ,θ)ǫ>0 is of the form
Z0,θ(u) = exp
(
u⋆∆(θ)− 1
2
u⋆I(θ)u
)
,
where u ∈ Rm (u⋆ denotes the transpose of u), I(θ) is an m ×m-positive
definite symmetric matrix, and ∆(θ) is an m-dimensional Gaussian random
variable with mean zero and variance I(θ). Local asymptotic normality en-
sures finite-dimensional convergence of (Zǫ,θ)ǫ>0 to Z0,θ, that is, Zǫ,θ(u)→d
Z0,θ(u) as ǫ → 0 for each u ∈ Rm. This is the reason to investigate local
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asymptotic normality in this paper. Note that, to bridge local asymptotic
normality and convergence of estimators, it is necessary to investigate fur-
ther the properties of the likelihood ratio field (e.g., modulus of continuity
and large deviation inequality). This will be investigated in a future work.
For details of Ibragimov and Has’minski˘ı’s theory, we refer to Ibragimov and
Has’Minski˘ı (1981) and Yoshida (2011).
Although we are motivated by the maximum likelihood estimator in this
paper, there are many papers investigating other estimators. We mention
some literature. Properties of the least-square type estimators are inves-
tigated in, for example, Hu and Nualart (2010); Hu et al. (2017, 2018);
Neuenkirch and Tindel (2014). For the problem of estimating the drift pa-
rameter of fractional diffusion processes, we also refer to monographs Ku-
bilius et al. (2017); Mishura (2008); Rao (2011).
Recently Liu et al. (2015) proved local asymptotic normality in the case
of H ∈ (1/2, 1). However, it is still unknown whether local asymptotic nor-
mality holds or not when H is less than 1/2. We partially solve this problem.
More precisely, let (µTθ )θ∈Θ be the probability measures on the space of con-
tinuous functions induced by the solution of the equation (1.1). The main
aim of this paper is to prove local asymptotic normality of the probability
measures (µTθ )θ∈Θ when H ∈ (1/4, 1/2). In order to do this, it is necessary
to derive a likelihood ratio formula for the probability measures (µTθ )θ∈Θ.
We will derive a likelihood ratio formula in Section 4. Our proof of local
asymptotic normality, which is given in Section 5, relies on properties of the
stationary solution of the equation (1.1). We will investigate some properties
of the stationary solution of the equation (1.1) in Section 3. The results are
summarized in Section 2.
2. Main results
First we recall a definition of fractional Brownian motion (abbreviated fBM ).
Definition 2.1. Let (Ω,F ,P) be a probability space and I be an interval
[0, T ] (T > 0) (resp. the real line R). For H ∈ (0, 1), a centered Gaussian
process B = (Bt)t∈I with covariance
E{BsBt} = 1
2
(|s|2H + |t|2H − |s − t|2H) (s, t ∈ I)
is called a (standard) fractional Brownian motion (resp. two-sided fractional
Brownian motion) with Hurst parameter H ∈ (0, 1). In the following, we
always assume H ∈ (0, 1/2).
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As we explained in Section 1, we assume that the continuously observed
data (Xθt )t∈[0,T ] is available and is generated by the stochastic differential
equation (1.1). We impose the following assumptions on the coefficients in
(1.1).
Assumption 2.2. Let the parameter space Θ be an open subset of Rm. We
assume that the initial value X0 is a deterministic constant x0 ∈ R and the
diffusion coefficient σ is not equal to zero.
Furthermore, we impose the following conditions on the drift coefficient
a : R×Θ→ R.
(A1) All the partial derivatives of a appearing below exist.
(A2) For each θ ∈ Θ, there exists a positive constant α = α(θ) > 0 such
that
−α−1 ≤ ∂xa(x, θ) ≤ −α
for all x ∈ R.
(A3) For each θ ∈ Θ, there are a positive constant C = C(θ) > 0 and a
nonnegative integer p = p(θ) such that
|∂θa(x, θ)| ≤ C(1 + |x|p).
and
|∂θa(x, θ)− ∂θa(x, θ′)| ≤ C(1 + |x|p)|θ − θ′|
for all x ∈ R and θ′ ∈ Θ.
(A4) For each θ ∈ Θ, the function ∂x∂θa(x, θ) is uniformly bounded in x.
Without loss of generality, we can assume
sup
x∈R
|(∂xa)(x, θ)|+ sup
x∈R
|(∂x∂θa)(x, θ)| ≤ α−1, (2.1)
where α is from the condition (A2). In the following, we assume (2.1).
Remark 2.3. Since x 7→ a(x, θ) is assumed to be differentiable, the condition
(A2) is equivalent to the one-sided dissipative Lipshcitz condition plus the
uniform boundedness of ∂xa(·, θ). Recall that a function f : Rn → Rn sat-
isfies the one-sided dissipative Lipshcitz condition if there exists a constant
L > 0 such that
〈f(x)− f(y), x− y〉Rn ≤ −L|x− y|2
for all x and y in Rn. The one-sided dissipative Lipschitz condition is of-
ten imposed to ensure the ergodicity of the solution of the equation (1.1),
see Cohen and Panloup (2011); Garrido-Atienza et al. (2009); Hairer et al.
(2005) for example.
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Notation. Let D1,p (p > 0) denote the Sobolev space of random variables
X that are Malliavin differentiable and satisfy
‖X‖D1,p := E∗{|X|p}+ E∗{‖DX‖pH} <∞.
HereH is a real separable Hilbert space associated with a two-sided standard
fBM. The precise definition of the space H is given in Section 3.
We can ensure the existence and uniqueness of the solution for the equa-
tion (1.1) under Assumption 2.2.
Theorem 2.4. Suppose that Assumption 2.2 is in force. Then there exists
a (complete) probability space (Ω∗,F∗,P∗) such that
(1) there exists a two-sided standard fBM B = (Bt)t∈R on (Ω
∗,F∗,P∗),
and
(2) the SDE (1.1) has a unique pathwise solution Xx0,θ = (Xx0,θt )t≥0 for
each θ ∈ Θ and x0 ∈ R that is continuous and satisfies
sup
t≥0
E
∗{|Xx0,θt |p} <∞ (2.2)
for all p > 0.
Furthermore, for each θ ∈ Θ, there exists a unique stationary stochastic
process X¯θ = (X¯θt )t∈R on (Ω
∗,F∗,P∗) with the following properties.
(3) The process X¯θ satisfies
X¯θt (ω)− X¯θs (ω) =
∫ t
s
a(X¯θr (ω), θ) dr + σ(Bt(ω)−Bs(ω)) (2.3)
for all s < t and ω ∈ Ω∗.
(4) For any t ∈ R, the random variable X¯θt is in
⋂
p>0D
1,p, and its Malli-
avin derivative DX¯θt is given by
(D·X¯
θ
t )(ω) = σ exp
(∫ t
·
∂xa(X¯
θ
r (ω), θ) dr
)
1(−∞,t](·). (2.4)
The proof of Theorem 2.4 is given in Section 3.
Notation. Let C[0, T ] be the space of R-valued continuous functions on
[0, T ] with the sup-norm ‖ · ‖∞ and π = (πt)t∈[0,T ] be the canonical process,
i.e., πt(x) = x(t). The σ-field generated by (πs)s∈[0,t] is denoted by Bt. Note
that BT coincides with the Borel σ-field generated by the sup-norm.
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Thanks to Theorem 2.4, we can consider the probability distribution on
(C[0, T ],B(C[0, T ])) induced by the solution of the equation (1.1). Let us
consider the family of statistical experiments (ET )T>0, where
ET = (C[0, T ],BT , (µTθ )θ∈Θ).
Here we consider the probability measures (µTθ )θ∈Θ on (C[0, T ],BT ) satisfy-
ing the following properties.
(1) The process Bθ = (Bθt )t∈[0,T ] defined by
Bθt (x) = σ
−1
(
πt(x)− π0(x)−
∫ t
0
a(πs(x), θ) ds
)
is a standard fBM on [0, T ] under the measure µTθ .
(2) It holds that µTθ {π0 = x0} = 1.
Notation. Let m be a positive integer. For a vector u ∈ Rm, we denote
the transpose of u by u⋆. Let µ be in Rm and Σ be a positive semi-definite
m × m matrix. The m-dimensional normal distribution with mean µ and
variance Σ is denoted by Nm(µ,Σ).
The aim of this paper is to prove local asymptotic normality (LAN) of the
probability measures (µTθ )θ∈Θ. Let us briefly recall the definition of LAN.
Definition 2.5. A family (µTθ )θ∈Θ is called locally asymptotically normal
(LAN ) at a point θ ∈ Θ if there exists some nondegenerate m ×m matrix
ϕT (θ) such that for any u ∈ Rm the likelihood ratio process
ZTθ (u) =
dµTθ+ϕT (θ)u
dµTθ
can be represented as
ZTθ (u) = exp
(
u⋆∆Tθ −
1
2
u⋆I(θ)u+ rTθ,u
)
,
where the matrix I(θ) is positive definite m×m matrix (the Fisher informa-
tion matrix), the random variable ∆Tθ converges in distribution (with respect
to µTθ ) to Nm(0, I(θ)) as T →∞, and rTθ,u satisfies
lim
T→∞
µTθ {|rTθ,u| > ǫ} = 0
for any ǫ > 0.
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Before stating our main theorem, we define a stochastic process which
appears in the expression of the likelihood ratio process.
Definition 2.6. Let βt(θ) denote the process
βt(θ) = d
−1
H Γ(1/2 −H)−1σ−1tH−1/2
∫ t
0
(t− s)−1/2−Hs1/2−Ha(πs, θ) ds
= d¯−1H σ
−1tH−1/2
∫ t
0
(t− s)−1/2−Hs1/2−Ha(πs, θ) ds,
where we set dH =
√
2HΓ(3/2−H)Γ(H+1/2)
Γ(2−2H) and d¯H = Γ(1/2 −H)dH .
Remark 2.7. 1. We have
d¯H =
√
2HB(3/2 −H, 1/2−H)B(1/2 +H, 1/2 −H).
2. The process βt(θ)(X
θ) coincides with the process Qt defined in Propo-
sition 1 of Tudor and Viens (2007) up to constant multiples.
Notation. We denote the n× n identity matrix and the p× q zero matrix
by Jn and 0p,q.
Here is our main result.
Theorem 2.8. Suppose that Assumption 2.2 is in force. Furthermore, we
assume H ∈ (1/4, 1/2) in (2).
(1) The family (µTθ )θ∈Θ is mutually absolutely continuous and its Radon-
Nikodym derivative is given by
dµTθ′
dµTθ
= exp
(∫ T
0
(βt(θ
′)− βt(θ)) dW θt −
1
2
∫ T
0
(βt(θ
′)− βt(θ))2 dt
)
(2.5)
for all θ, θ′ ∈ Θ. Here the process W θ is a (Bt)-Brownian motion under
the measure µTθ (for the precise definition of W
θ, see (4.3) below).
(2) Assume that
• E∗{∂θia(X¯θ0 , θ)} = 0 for i = 1, . . . ,m0(θ), and
• E∗{∂θia(X¯θ0 , θ)} 6= 0 for i = m0(θ) + 1, . . . ,m.
Then the family (µTθ )θ∈Θ is LAN at a point θ ∈ Θ, with a normalizing
matrix
ϕT (θ) =
(
T−1/2Jm0(θ) 0m0(θ),m−m0(θ)
0m−m0(θ),m0(θ) T
−(1−H)Jm−m0(θ)
)
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and the Fisher information matrix I(θ) = (Ii,j(θ))i,j=1...,m, where
Ii,j(θ)
= σ−2d¯−2H
∫ ∞
0
dr
∫ ∞
0
du r−H−1/2u−H−1/2E∗{∂θia(X¯θr , θ)∂θja(X¯θu, θ)}
for i, j = 1, . . . ,m0(θ),
Ii,j(θ) = σ
−2d′HE
∗{∂θia(X¯θ0 , θ)}E∗{∂θja(X¯θ0 , θ)}
for i, j = m0(θ) + 1, . . . ,m, and
Ii,j(θ) = 0
else. Here the constant d′H is
d′H = d¯
−2
H B(1/2−H, 3/2 −H)2(2− 2H)−1.
Remark 2.9. Theorem 2.8 also states that the double integral∫ ∞
0
dr
∫ ∞
0
du r−H−1/2u−H−1/2E∗{∂θia(X¯θr , θ)∂θja(X¯θu, θ)}
is well-defined. More precisely, we will prove that∫ ∞
0
dr
∫ ∞
0
du r−H−1/2u−H−1/2|E∗{∂θia(X¯θr , θ)∂θja(X¯θu, θ)}| <∞
holds.
The proof of the first part of Theorem 2.8 is given in Section 4, and the
second part in Section 5.
Remark 2.10. Let us consider the case where the parameter space is one-
dimensional, the diffusion coefficient σ equals to 1, and the drift coefficient
a(θ, x) is of the form θb(x) for some function b. In this case, we can explicitly
calculate the MLE θˆT for the true parameter θ by the formula (2.5). An
explicit calculation yields
ϕT (θ)
−1(θˆT − θ) =
ϕT (θ)
∫ T
0 (∂θβ)t(θ) dW
θ
t
ϕT (θ)2
∫ T
0 (∂θβ)t(θ)
2 dt
.
As a consequence of (the proof of) Theorem 2.8, we have
ϕT (θ)
−1(θˆT − θ)→d N1(0, I(θ)−1) (2.6)
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as T →∞, where ϕT (θ) = T−1/2 and
I(θ) = σ−2d¯−2H
∫ ∞
0
dr
∫ ∞
0
du r−H−1/2u−H−1/2E∗{b(X¯θr )b(X¯θu)}
in the case of E∗{b(X¯θ0 )} = 0, and ϕT (θ) = TH−1 and
I(θ) = σ−2d′HE
∗{b(X¯θ0 )}2
in the case of E∗{b(X¯θ0 )} 6= 0. In particular, the MLE defined in Tudor and
Viens (2007) is asymptotically normal when H ∈ (1/4, 1/2).
Using this example, we try to explain the idea of the proof of the local
asymptotic normality in the Section 2.1.
In the case of fractional Ornstein-Uhlenbeck process (i.e., the case where
a(x, θ) = −θx for θ ∈ (0,∞)), we can calculate the Fisher information
explicitly.
Proposition 2.11. Suppose that a(x, θ) = −θx for θ ∈ (0,∞). Then As-
sumption 2.2 is fulfilled and hence Theorem 2.8 holds with ϕT (θ) = T
−1/2
and
I(θ) =
1
2θ
.
The proof of Proposition 2.11 is given in Section 2.2.
Remark 2.12. By Remark 2.10 and Proposition 2.11, we see that the asymp-
totic variance of the MLE is 2θ. This is consistent with the asymptotic be-
havior of the MLE observed in Proposition 3 of Tudor and Viens (2007).
Notation. Let a and b be real numbers. We denote a . b if there is a
positive constant C which depends only on H, σ, θ and α (see Assumption
2.2) such that
a ≤ Cb (2.7)
holds. If a and b are random variables, then we denote a . b when the
inequality (2.7) holds in a.s. sense.
2.1. The idea for the proof of the LAN property
Using the example in Remark 2.10, we try to explain the idea of the proof
of the local asymptotic normality.
To prove (2.6), it suffices to show the limit
ϕT (θ)
2
∫ T
0
(∂θβ)t(θ)(X
x0,θ)2 dt→ I(θ) (2.8)
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in probability as T →∞ by the martingale central limit theorem.We remark
that showing this kind of limit is the essential difficulty when we prove the
local asymptotic normality. Indeed, as we shall see later, the likelihood ratio
field ZTθ (u) = (dµ
T
θ+ϕT (θ)u
/dµTθ ) can be decomposed as
logZTθ (u) = u
⋆ϕT (θ)
∫ T
0
∂θβt(θ) dW
θ
t
− 1
2
u⋆ϕT (θ)
∫ T
0
∂θβt(θ)(∂θβt(θ))
⋆ dt ϕT (θ)u+ op(1).
As in Theorem 2.4, there exists the stationary solution X¯θ of the equa-
tion (1.1). Furthermore, we can prove |Xx0,θt − X¯θt | converges exponentially
to zero as t → ∞ under Assumption 2.2. As a consequence, the quantities
ϕT (θ)
2
∫ T
0 (∂θβ)t(θ)(X
x0,θ)2 dt and ϕT (θ)
2
∫ T
0 (∂θβ)t(θ)(X¯
θ)2 dt are asymp-
totically equivalent under P∗. In particular, we reduce (2.8) to the limit
IT (θ) := ϕT (θ)
2
∫ T
0
(∂θβ)t(θ)(X¯
θ)2 dt→ I(θ) (2.9)
in probability as T →∞.
First let us consider the case of E∗{b(X¯θ0 )} = 0. In this case, ∂θβt(θ)(X¯θ)
can be decomposed as follows:
∂θβt(θ)(X¯
θ) = σ−1d¯−1H t
H−1/2
∫ t
0
(t− r)−H−1/2r1/2−Hb(X¯θr ) dr
= σ−1d¯−1H
∫ t
0
r−1/2−Hb(X¯θt−r) dr
+ σ−1d¯−1H
∫ t
0
r−1/2−H
{(
1− r
t
)1/2−H
− 1
}
b(X¯θt−r) dr
=: γ2t (θ) + γ
3
t (θ)
(the term γ1t (θ) appears when E
∗{b(X¯θ0 )} 6= 0). Hence
IT (θ) =
∑
p,q=2,3
T−1
∫ T
0
γpt (θ)γ
q
t (θ) dt
=:
∑
p,q=2,3
JTp,q(θ).
holds (note that ϕT (θ) = T
−1/2 when E∗{b(X¯θ0 )} = 0). We expect that
the term JT2,2(θ) = T
−1
∫ T
0 γ
2
t (θ)γ
2
t (θ) dt only affects the limit and the other
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terms are negligible. The problem is that we can not apply the ordinary
ergodic theorem to JTp,q(θ). Instead of using the ergodic theorem, we calculate
the limit of JTp,q(θ) in two steps: first we calculate the limit of the expectation
lim
T→∞
E
∗{JTp,q(θ)}
and second show that
lim
T→∞
E
∗{|JTp,q(θ)− E∗{JTp,q(θ)}|2} = 0.
Let us focus on the limit limT→∞ E
∗{JT2,2(θ)}. The expectation E∗{JT2,2(θ)}
can be represented as
E
∗{JT2,2(θ)}
= σ−2d¯−2H T
−1
∫ T
0
dt
∫ t
0
dr
∫ t
0
du r−H−1/2u−H−1/2E∗{b(X¯θ|r−u|)b(X¯θ0 )}
= σ−2d¯−2H
∫ 1
0
dt
∫ tT
0
dr
∫ tT
0
du r−H−1/2u−H−1/2E∗{b(X¯θ|r−u|)b(X¯θ0 )}
(here we used the stationarity of X¯θ). Let us set
c(t) = Cov{b(X¯θt ), b(X¯θ0 )}.
It is shown in Cheridito et al. (2003) that c(t) = O(t2H−2) as t → ∞ if
b(x) = −x. It is plausible to expect that c(t) decays fast as t → ∞ even in
the nonlinear case. In fact, we can prove the estimate
|c(t)| . tH−3/2 (2.10)
for t ≥ 1 (Lemma 5.3). In contrast to the fractional Ornstein-Uhlenbeck
case, where the stationary solution has the explicit expression, we can not
calculate c(t) directly. However, the Malliavin derivative of the stationary
solution has the explicit expression (2.4). To obtain the inequality (2.10),
we use an integration by parts formula from Malliavin calculus:
c(t) = E∗{〈Db(X¯θt ),−DL−1b(X¯θ0 )〉H} = E∗{b˙(X¯θt )〈DX¯θt ,−DL−1b(X¯θ0 )〉H}.
Therefore it is necessary to investigate Malliavin calculus for the stationary
solution X¯θ, and this is done in Section 3.
Once we obtain the inequality (2.10), it is easy to show that∫ ∞
0
dr
∫ ∞
0
du r−H−1/2u−H−1/2|c(|r − u|)| <∞
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and the dominated convergence theorem yields limT→∞ E
∗{JT2,2(θ)} = I(θ).
The dominated converegence theorem also shows limT→∞ E
∗{JT3,3(θ)} = 0.
In particular, we have limT→∞ E
∗{|IT (θ)−JT2,2(θ)|} = 0 by Ho¨lder’s inequal-
ity.
The remaining problem is to show the limit
lim
T→∞
E
∗{|JT2,2(θ)− E∗{JT2,2(θ)}|2} = 0. (2.11)
We again use Malliavin calculus to show the limit (2.11): we have
E
∗{|JT2,2(θ)− E∗{JT2,2(θ)}|2} ≤ E∗{‖DJT2,2(θ)‖2H} (2.12)
by the Poincare´ inequality. We can prove limT→∞ E
∗{‖DJT2,2(θ)‖2H} = 0 if
H ∈ (1/4, 1/2) (Lemma 5.4). We remark that the assumption H > 1/4 is
used only here. After all, we obtain limT→∞ E
∗{|IT (θ) − I(θ)|} = 0 when
H ∈ (1/4, 1/2). Hence the limit (2.9) holds when E∗{b(X¯θ0 )} = 0.
Next we consider the case where E∗{b(X¯θ0 )} 6= 0. In this case, ∂θβt(θ)(X¯θ)
can be decomposed as:
∂θβt(θ)(X¯
θ)
= σ−1d¯−1H t
H−1/2
∫ t
0
(t− r)−H−1/2r1/2−Hb(X¯θr ) dr
= σ−1d¯−1H B(3/2−H, 1/2 −H)E∗{b(X¯θ0 )}t1/2−H
+ σ−1d¯−1H
∫ t
0
r−1/2−H(b(X¯θt−r)− E∗{b(X¯θ0 )}) dr
+ σ−1d¯−1H
∫ t
0
r−1/2−H
{(
1− r
t
)1/2−H
− 1
}
(b(X¯θt−r)− E∗{b(X¯θ0 )}) dr
=: γ1t (θ) + γ
2
t (θ) + γ
3
t (θ).
Hence
IT (θ) =
∑
p,q=1,2,3
T 2H−2
∫ T
0
γpt (θ)γ
q
t (θ) dt
=:
∑
p,q=1,2,3
JTp,q(θ)
(recall that ϕT (θ) = T
H−1 when E∗{b(X¯θ0 )} 6= 0). A straightforward calcu-
lation yields JT1,1(θ) = I(θ). As we saw in the previous case, we have
E
∗
∫ T
0
γ2t (θ)
2 dt = E∗
∫ T
0
γ3t (θ)
2 dt = o(T 2H−2).
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Ho¨lder’s inequality yields limT→∞ E
∗{|IT (θ) − I(θ)|} = 0. Hence the limit
(2.9) also holds when E∗{b(X¯θ0 )} 6= 0.
2.2. Proof of Proposition 2.11
Note that the stationary solution is given by
X¯θt = σ
∫ t
−∞
e−θ(t−u) dBu
and hence
E
∗{∂θa(X¯θ0 , θ)} = −E∗{X¯θ0} = 0
holds (see Cheridito et al. (2003)). In particular, ϕT (θ) = T
−1/2. It is also
known that
E
∗{X¯θr X¯θu} = σ2
Γ(2H + 1) sin(πH)
2π
∫ ∞
−∞
dx ei(r−u)x
|x|1−2H
θ2 + x2
holds (see Cheridito et al. (2003)). We set
I =
∫ ∞
0
dr
∫ ∞
0
du r−H−1/2u−H−1/2
∫ ∞
−∞
dx ei(r−u)x
|x|1−2H
θ2 + x2
and
IT =
∫ T
0
dr
∫ T
0
du r−H−1/2u−H−1/2
∫ ∞
−∞
dx ei(r−u)x
|x|1−2H
θ2 + x2
.
First we calculate the double integral I. Let us consider the following de-
composition:
IT = 2
∫ ∞
0
dx
|x|1−2H
θ2 + x2
∫ T
0
dr
∫ T
0
du r−H−1/2u−H−1/2 cos((r − u)x)
= 4
∫ ∞
0
dx
|x|1−2H
θ2 + x2
∫ T
0
du cos(ux)
∫ T
u
dr r−H−1/2(r − u)−H−1/2
= 4
∫ ∞
0
dx
|x|1−2H
θ2 + x2
∫ T
0
du cos(ux)
∫ ∞
u
dr r−H−1/2(r − u)−H−1/2
− 4
∫ ∞
0
dx
|x|1−2H
θ2 + x2
∫ T
0
du cos(ux)
∫ ∞
T
dr r−H−1/2(r − u)−H−1/2
= 4
∫ ∞
1
dr r−H−1/2(r − 1)−H−1/2
∫ ∞
0
dx
x1−2H
θ2 + x2
∫ ∞
0
duu−2H cos(ux)
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− 4
∫ ∞
1
dr r−H−1/2(r − 1)−H−1/2
∫ ∞
0
dx
x1−2H
θ2 + x2
∫ ∞
T
duu−2H cos(ux)
− 4
∫ ∞
0
dx
|x|1−2H
θ2 + x2
∫ T
0
du cos(ux)
∫ ∞
T
dr r−H−1/2(r − u)−H−1/2
=: I′ − I1T − I2T .
Lemma 2.13. We have limT→∞ |I1T | = limT→∞ |I2T | = 0.
Proof. The integration by parts formula yields the following decompositions:
I
1
T
= 4
∫ ∞
1
dr r−H−1/2(r − 1)−H−1/2
∫ ∞
0
dx
x1−2H
θ2 + x2
∫ ∞
T
duu−2H cos(ux)
= −4T−2H
∫ ∞
1
dr r−H−1/2(r − 1)−H−1/2
∫ ∞
0
dx
x−2H
θ2 + x2
sin(Tx)
+ 8H
∫ ∞
1
dr r−H−1/2(r − 1)−H−1/2
∫ ∞
0
dx
x−2H
θ2 + x2
∫ ∞
T
duu−2H−1 sin(ux)
= −I1,1T + I1,2T
and
I
2
T = 4
∫ ∞
0
dx
x1−2H
θ2 + x2
∫ ∞
T
dr r−H−1/2
∫ T
0
du cos(ux)(r − u)−H−1/2
= 4
∫ ∞
0
dx
x−2H
θ2 + x2
∫ ∞
T
dr r−H−1/2(r − T )−H−1/2 sin(Tx)
− 4(H + 1/2)
∫ ∞
0
dx
x−2H
θ2 + x2
∫ ∞
T
dr r−H−1/2
×
∫ T
0
du (r − u)−H−3/2 sin(ux)
=: I2,1T − I2,2T .
Using these representations, we can easily verify that
|Ii,jT | = O(T−2H)
as T →∞ for i, j = 1, 2.
By Lemma 2.13 above, we have limT→∞ |I1T | = limT→∞ |I2T | = 0 and
hence I = limT→∞ IT = I
′. The integrals in I′ can be calculated explicitly:∫ ∞
1
dr r−H−1/2(r − 1)−H−1/2 = B(1/2−H, 2H)
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(see p.441 of Zwillinger (2012)),∫ ∞
0
duu−2H cos(ux) = x2H−1
π
2Γ(2H) cos(πH)
(see (613) in p.332 of Zwillinger (2012)) and∫ ∞
0
dx
1
θ2 + x2
=
π
2θ
(see (597) in p.330 of Zwillinger (2012)). Therefore we have
I
′ = 4B(1/2 −H, 2H)× π
2θ
× π
2Γ(2H) cos(πH)
.
Now let us turn to calculate the Fisher information I(θ):
I(θ) = σ−2d¯−2H × σ2
Γ(2H + 1) sin(πH)
2π
× I
=
1
2θ
× B(1/2−H, 2H) sin(πH)π
B(3/2−H, 1/2 −H)B(1/2 +H, 1/2−H) sin(π(H + 1/2)) .
Euler’s reflection formula gives
I(θ) =
1
2θ
× B(1/2 −H, 2H)π
B(3/2−H, 1/2 −H)B(1/2 +H, 1/2 −H)B(H, 1−H) .
By applying the duplication formula after rewriting I(θ) using the Gamma
function, we get
I(θ) =
1
2θ
× Γ(2H)Γ(2 − 2H)
Γ(H)Γ(1 −H) ×
π
Γ(1/2 +H)Γ(3/2 −H)
=
1
2θ
× Γ(H + 1/2)Γ(3/2 −H)
(
√
π21−2H)(
√
π21−(2−2H))
× π
Γ(1/2 +H)Γ(3/2 −H)
=
1
2θ
.
This completes the proof.
3. On the stationary solution of the equation (1.1)
In this section, we investigate some properties of the stationary solution of
the equtaion (1.1). In particular, we provide the proof of Theorem 2.4. First
we specify the probability space (Ω∗,F∗,P∗) in Theorem 2.4.
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Let Ω∗ = C0(R) be the set of continuous function ω with ω(0) = 0.
We consider the topology of compact convergence and the corresponding
Borel σ-algebra on Ω∗. We denote this Borel σ-algebra as F∗0 . Then there
exists a probability measure P∗0 on (Ω
∗,F∗0 ) such that the canonical process
π = (πt)t∈R is a two-sided fBM under P
∗
0. We define a σ-algebra F∗ as the
completion of F∗0 with respect to P∗0. The probability measure P∗0 can be
naturally extended to the probability measure on (Ω∗,F∗). This extension
is denoted by P∗.
It is known that there exists a set Ω∗0 ∈ F∗0 such that P∗0{Ω∗0} = 1 and for
each ω ∈ Ω∗
|πt(ω)| ≤ K(ω)(1 + |t|2)
holds for all t ∈ R, where K(ω) > 0 is a random constant. For the proof of
this fact, see Lemma 3.3 of Gess et al. (2011). We define Bt : Ω
∗ → R by
Bt(ω) = πt(ω)1Ω∗0(ω) for each t ∈ R. We set B = (Bt)t∈R.
Remark 3.1. Note that the process B is also a two-sided fBM under P∗0 and
P
∗. As is done in Garrido-Atienza et al. (2009), we would rather regard B
as the driving fBM than the canonical process π.
We start with showing that the equation (1.1) has a unique continuous
solution for a given initial condition X0. The next proposition gives the proof
of Theorem 2.4(2).
Proposition 3.2. Suppose that Assumption 2.2 holds. Let s be a real num-
ber and ξ be a random variable on (Ω∗,F∗). Then the equation
Xt = ξ +
∫ t
s
a(Xr, θ) dr + σ(Bt −Bs), t ∈ [s,∞)
has a unique continuous solution Xξ,θ,s = (Xξ,θ,st )t∈[s,∞) for each ω ∈ Ω∗.
Furthermore, if ξ is a constant, then Xξ,θ,s satisfies
sup
t∈[s,∞)
E
∗{|Xξ,θ,st |p} <∞. (3.1)
Proof. The existence and uniqueness of the solution is due to a standard
Picard iteration argument. Therefore we omit the proof.
The inequality (3.1) can be proved by the same argument as in the proof
of Proposition 2.2 of Neuenkirch and Tindel (2014).
In order to investigate the properties of the stationary solution of the
equtaion (1.1), we use the theory of random dynamical systems and random
attractors. In the sequel, we follow the terminologies of Garrido-Atienza
et al. (2009) for random dynamical systems and random attractors.
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Definition 3.3. Let (Ω,F ,P) be a probability space.
1. Suppose that a family of transformations {ϑt : Ω→ Ω; t ∈ R} satisfies
that
• (t, ω) 7→ ϑtω is (B(R)⊗F ;F)-measurable,
• ϑ0ω = ω for all ω ∈ Ω,
• ϑt ◦ ϑs = ϑt+s for all s, t ∈ R and
• Pϑt = P for all t ∈ R.
Then the quadruple ϑ = (Ω,F ,P, {ϑt; t ∈ R}) is called a (continuous)
metric dynamical system (MDS).
2. A map φ : R≥0 × Ω× Rd → Rd is called a cocycle mapping if
• φ is (B(R≥0)⊗F ⊗ B(Rd);B(Rd))-measurable,
• φ(0, ω, x) = x, for all ω ∈ Ω and x ∈ Rd, and
• φ(t+ s, ω, x) = φ(s, ϑtω, φ(t, ω, x)) for all t, s ∈ R≥0, x ∈ Rd and
ω ∈ Ω.
3. The pair (ϑ, φ) of a (continous) MDS and a cocycle mapping is called
a (continuous) random dynamical system (RDS).
4. A universe D is a collection of nonempty random sets (D(ω))ω∈Ω of
R
d which is closed with respect to set inclusion: if D ∈ D and D′(ω) ⊂
D(ω) for all ω ∈ Ω, then D′ ∈ D.
5. A random set (A(ω))ω∈Ω is called a random attractor if it is
• compact for all ω ∈ Ω,
• φ-invariant : φ(t, ω,A(ω)) = A(ϑtω) for all t ∈ R≥0, and
• pathwise pullback attracting : for all D ∈ D
d∗(φ(t, ϑ−tω,D(ϑ−tω)), A(ω))→ 0
as t→∞. Here d∗ denotes the Hausdorff semi-distance on Rd.
We define the shift operator ϑt : Ω→ Ω for each t ∈ R by ϑt(ω)s = ωs+t−
ωt. It is known that the set Ω
∗
0 is shift-invariant: we have {ϑt ∈ Ω∗0} = Ω∗0 for
all t ∈ R (for the proof, see Gess et al. (2011)). Note that B(ϑtω) = ϑtB(ω)
holds for all t ∈ R and ω ∈ Ω∗.
We set φ(t, ω, x) = Xx,θt (ω), where X
x,θ
t (ω) denotes the solution of the
stochastic differential equation
Xt(ω) = x+
∫ t
0
a(Xs(ω), θ) ds + σBt(ω), t ≥ 0
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on (Ω∗,F∗0 ,P∗0).
In Garrido-Atienza et al. (2009), it is proved that
• the pair (ϑ, φ) defines a continuous RDS, and
• this RDS has a random attractor consists of a random element {X¯θ0 (ω)}
assuming that the universe D consists of the tempered random sets (see
Garrido-Atienza et al. (2009) for detail).
We set
X¯θt (ω) = X¯
θ
0 (θtω)
for all t ∈ R. Since (P∗0)ϑt = P∗0 holds for all t ∈ R, the process X¯θ = (X¯θt )t∈R
is stationary.
Remark 3.4 (Some measurability issues). 1. The map ω 7→ X¯θ0 (ω) is F∗0 -
measurable. This is because X¯θ0 (ω) can be written as
X¯θ0 (ω) = limt→∞
φ(t, ϑ−tω, 0).
Note that a (deterministic) one-point set D = {p} is a tempered random
set.
2. It is clear that (t, ω) 7→ X¯θt (ω) is B(R) ⊗ F∗0 -measurable (and hence
B(R)⊗F∗-measurable) by Definition 3.3.
3. The shift operator ϑt is also (F∗;F∗)-measurable for each t ∈ R. In-
deed, A ∈ F∗ if and only if there are A′, A′′ ∈ F∗0 such that A′ ⊂ A ⊂ A′′
with P∗0{A′′ \ A′} = 0. The claim follows because {ϑt ∈ A′} ⊂ {ϑt ∈ A} ⊂
{ϑt ∈ A′′} and P∗0{{ϑt ∈ A′′} \ {ϑt ∈ A′}} = P∗0{A′′ \ A′} = 0.
4. We can easily verify that P∗{ϑt ∈ A} = P∗{A} for all A ∈ F∗. Hence
(P∗)ϑt = P∗ holds. In particular, the process X¯θ is again stationary under
the probability measure P∗.
Let us check that the process X¯θ satisfies the equation (1.1). The following
proposition gives the proof of Theorem 2.4 (3).
Proposition 3.5. The stationary process X¯θ = (X¯θt )t∈R satisfies
X¯θt (ω)− X¯θs (ω) =
∫ t
s
a(X¯θr (ω), θ) dr + σ(Bt(ω)−Bs(ω)) (3.2)
for all s < t and ω ∈ Ω∗.
Proof. By φ-invariance of a random attractor, we have
X¯θt (ω) = φ(t, ω, X¯
θ
0 (ω)) = X¯
θ
0 (ω) +
∫ t
0
a(X
X¯θ0 (ω),θ
s (ω), θ) ds + σBt(ω)
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for all t ≥ 0 and ω ∈ Ω∗. Since the (pathwise) solution of the equation (1.1)
is unique, we have X
X¯θ0 (ω),θ
t (ω) = X¯
θ
t (ω) for all t ≥ 0 and ω ∈ Ω∗, i.e., we
obtain
X¯θt (ω) = X¯
θ
0 (ω) +
∫ t
0
a(X¯θs (ω), θ) ds + σ(Bt(ω)−B0(ω)) (3.3)
for all t ≥ 0 and ω ∈ Ω∗. We can replace ω by ϑ−tω. Then we have
X¯θ0 (ω) = X¯
θ
−t(ω) +
∫ 0
−t
a(X¯θs (ω), θ) ds + σ(B0(ω)−B−t(ω)) (3.4)
for all t ≥ 0 and ω ∈ Ω∗. Combining (3.3) and (3.4), we obtain (4.2).
Let us consider applying Malliavin calculus to the stationary solution X¯θ.
First we introduce some fractional operators (for detail, see Samko et al.
(1993)).
Definition 3.6. Let H be in (0, 1/2) and ϕ ∈ C∞c (R).
1. We define a fractional integral of order 1/2−H of a function ϕ by
(I
1/2−H
± ϕ)(x) =
1
Γ(1/2 −H)
∫ ∞
0
t−H−1/2ϕ(x∓ t) dt
for x ∈ R. Note that, by Theorem 5.3 of Samko et al. (1993), the
operator I
1/2−H
− can be extended to a bounded operator from L
2(R)
to L1/H(R).
2. Let ψ be in I
1/2−H
− (L
2(R)). We define a (Marchaud) fractional deriva-
tive of order 1/2−H of a function ψ by
(D
1/2−H
± ψ)(x) = L
2− lim
ǫ→0
1/2−H
Γ(H + 1/2)
∫ ∞
ǫ
ψ(x)− ψ(x∓ t)
t3/2−H
dt
for x ∈ R. By Theorem 6.1 of Samko et al. (1993), we have
D
1/2−H
− I
1/2−H
− f = f
for f ∈ L2(R).
Let H denote the space I1/2−H− (L2(R)) with the inner product
〈f, g〉H = eH〈D1/2−H− f,D1/2−H− g〉L2(R),
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where eH = Γ(2H + 1) sin(πH). It is shown in Pipiras and Taqqu (2000)
that the space H is a Hilbert space. Then the process B defines an isonormal
Gaussian process over H (see also Cheridito and Nualart (2005)).
Let L2(Ω∗;H) be the set of H-valued random variables that are square
integrable: if h ∈ L2(Ω∗;H), then E∗{‖h‖2H} <∞. The subset of L2(Ω∗;H),
which consists of H-valued random variables of the form
φ =
n∑
i=1
Ziφi,
where Zi ∈ L2(P∗) and φi ∈ I1/2−H− (C∞c (R)) for i = 1, . . . , n, is denoted by
G. Here C∞c (R) denotes the set of smooth functions of compact support on
R. Note that the set G is dense in L2(Ω∗;H).
Now we turn to show the Malliavin differentiability of the stationary so-
lution X¯θ. The following lemma reduces the Malliavin differentiability of X¯θt
to that of X¯θ0 .
Lemma 3.7. We set τs : H → H by (τsf)(t) = f(t − s) for s ∈ R and
f ∈ H. Suppose that F is in D1,2. Then we have F ◦ ϑs ∈ D1,2 and
D(F ◦ ϑs) = τs(DF ) ◦ ϑs. (3.5)
Proof. Let 1˜(a,b] denote the extended indicator function:
1˜(a,b] =
{
1(a,b], if a ≤ b
−1(b,a], if a > b.
Then we have
D((Bb −Ba) ◦ ϑs) = 1˜(a+s,b+s] = τs1˜(a,b]
for any real numbers a, b and s. Therefore, by linearity of τs and D, we have
D(B(φ)◦ϑs) = τsφ for a real number s and a step function φ. Since the set of
step functions is dense in (H, ‖ · ‖H) (see Theorem 3.3 of Pipiras and Taqqu
(2000)), for each φ ∈ H there exists a sequence of step functions (φn) such
that ‖φ−φn‖H → 0 as n→∞. It is clear that E∗{(B(φn)◦ϑs−B(φ)◦ϑs)2} =
E
∗{(B(φn)−B(φ))2} = ‖φn−φ‖2H → 0 as n→∞. Since τs and D1/2−H− are
commutative (see (5.61) in p.111 of Samko et al. (1993)) and the Lebesgue
measure is translation invariant, we have E∗{‖D(B(φn) ◦ ϑs)−D(B(φm) ◦
ϑs)‖2H} = ‖τs(φn−φm)‖2H = ‖φn−φm‖2H → 0 as n,m→∞. Hence we have
D(B(φ) ◦ ϑs) = τsφ for all φ ∈ H.
Kohei Chiba/LAN for SDE driven by fBM of Hurst parameter H ∈ (1/4, 1/2) 21
Let S denote the set of the random variables F of the form
F = f(B(φ1), . . . , B(φn))
for some positive integer n where φi ∈ H (i = 1, . . . , n) and f is an infinitely
continuously differentiable function such that all its partial derivatives are
of polynomial growth. For F ∈ S, we have
D(F ◦ ϑs) =
m∑
i=1
(∂if)(B(φ
1) ◦ ϑs, . . . , B(φm) ◦ ϑs)τsφi
= τs(DF ) ◦ ϑs
and hence
E
∗{‖D(F ◦ ϑs)‖2H} = E∗{‖DF‖2H}. (3.6)
For each F ∈ D1,2, we can choose (Fn)n ⊂ S such that ‖Fn − F‖D1,2 → 0
as n→∞. It is clear that E∗{(Fn ◦ ϑs − F ◦ ϑs)2} → 0 as n→∞. We also
have E∗{‖D(Fn◦ϑs)−D(Fm◦ϑs)‖2H} = E∗{‖DFn−DFm‖2H} → 0 as n→∞
by (3.6). On the other hand, we have E∗{‖D(Fn ◦ ϑs) − τs(DF ) ◦ ϑs‖2H} =
E
∗{‖DFn − DF‖2H} → 0 as n → ∞. Hence we have F ◦ ϑs ∈ D1,2 and
(3.5).
The next proposition gives the proof of Theorem 2.4 (4).
Proposition 3.8. It holds that X¯θt ∈ ∩p>0D1,p for all t ∈ R and its Malli-
avin derivative DX¯θt is given by (2.4).
Since X¯0 is defined by the pathwise limit X¯
θ
0 (ω) = limt→∞(X¯
θ
t ◦ ϑ−t)(ω),
the Malliavin differentiablity of X¯θ0 is inherited from X
θ
t ◦ ϑ−t. Therefore,
we begin with an analysis of the Malliavin derivative of Xθt .
Lemma 3.9. Let ξ ∈ D1,2 ∩
(⋂
p>0 L
p(P∗)
)
and Y θ,ξ,s be a solution of the
equation
Yt = ξ +
∫ t
s
a(Yr, θ) dr + σ(Bt −Bs), t ∈ [s,∞).
Then Y θ,ξ,st is in D
1,2 and
DY θ,ξ,st = e
∫ t
s
(∂xa)(Y
θ,ξ,s
u ,θ) duDξ + σ1(s,t]e
∫ t
·
(∂xa)(Y
θ,ξ,s
u ,θ) du (3.7)
for each t ∈ [s,∞).
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Proof. Let us consider the Picard approximation Y 0t ≡ ξ for t ∈ [s,∞) and
Y nt = ξ +
∫ t
s
a(Y n−1r , θ) dr + σ(Bt −Bs)
for a positive integer n. We have
DY nt = Dξ +
∫ t
s
(∂xa)(Y
n−1
r , θ)DY
n−1
r dr + σ1(s,t]
and
DY n+1t −DY nt =
∫ t
s
D(a(Y nr , θ)− a(Y n−1r , θ)) dr.
We consider a continuous version of H-valued process (t, ω) 7→ DY nt (ω). We
can bound ‖DY nt ‖H independent of n. Indeed, we have
‖DY nt ‖H ≤ ‖Dξ‖H + |σ|(t− s)H + |α|−1
∫ t
s
‖DY n−1r1 ‖H dr1
≤ ‖Dξ‖H + |σ|(t− s)H + |α|−1
∫ t
s
dr1
(‖Dξ‖H + |σ|(r1 − s)H)
+ |α|−2
∫ t
s
dr1
∫ r1
s
dr2 ‖DY n−2r2 ‖H
≤ (‖Dξ‖H + |σ|(t− s)H) (1 + |α|−1(t− s))
+ |α|−2
∫ t
s
dr1
∫ r1
s
dr2 ‖DY n−2r2 ‖H.
By iterating this procedure, we obtain
‖DY nt ‖H ≤
(‖Dξ‖H + |σ|(t− s)H) e|α|−1(t−s).
Next we bound ‖DY n+1t −DY nt ‖H. Since ‖DY nt ‖H is bounded by a con-
stant independent of n, we have
‖D(a(Y nr , θ)− a(Y n−1r , θ))‖H
=
∥∥∥∥∥
∫ 1
0
(∂x∂xa)((1 − ǫ)Y n−1r + ǫY nr , θ)((1 − ǫ)DY n−1r + ǫDY nr ) dǫ
× (Y nr − Y n−1r ) +
∫ 1
0
(∂xa)((1− ǫ)Y n−1r + ǫY nr , θ) dǫ(DY nr −DY n−1r )
∥∥∥∥∥
H
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≤ |α|−1 (‖Dξ‖H + |σ|(t− s)H) e|α|−1(t−s)|Y nr − Y n−1r |
+ |α|−1‖DY nr −DY n−1r ‖H.
Therefore, we obtain
‖DY n+1t −DY nt ‖H
≤
∫ t
s
‖D(a(Y nr , θ)− a(Y n−1r , θ))‖H dr
≤ |α|−1 (‖Dξ‖H + |σ|(t− s)H) e|α|−1(t−s)
∫ t
s
dr1 |Y nr1 − Y n−1r1 |
+ |α|−1
∫ t
s
dr1 ‖DY nr1 −DY n−1r1 ‖H
≤ |α|−1 (‖Dξ‖H + |σ|(t− s)H) e|α|−1(t−s)
×
(∫ t
s
dr1 |Y nr1 − Y n−1r1 |+ |α|−1
∫ t
s
dr1
∫ r1
s
dr2 |Y n−1r2 − Y n−2r2 |
)
+ |α|−2
∫ t
s
dr1
∫ r1
s
dr2 ‖DY n−1r2 −DY n−2r2 ‖H.
By iterating this estimate, we have
‖DY n+1t −DY nt ‖H
≤ |α|−1 (‖Dξ‖H + |σ|(t − s)H) e|α|−1(t−s)
×
n−1∑
k=0
|α|−k
∫ t
s
dr1
∫ r1
s
dr2 · · ·
∫ rk
s
drk+1 |Y n−krk+1 − Y n−k−1rk+1 |
+ |α|−n
∫ t
s
dr1
∫ r1
s
dr2 · · ·
∫ rn−1
s
drn ‖DY 1r −DY 0r ‖H
=: In1 (t) + I
n
2 (t).
Since
|Y n+1t − Y nt | ≤ (|a(ξ, θ)|(t − s) + |σ||Bt −Bs|)
(|α|−1(t− s))n
n!
holds, the term In1 (t) is bounded as
I
n
1 (t) ≤ |α|−1
(‖Dξ‖H + |σ|(t− s)H) e|α|−1(t−s)
× (|a(ξ, θ)|(t − s) + |σ| sup
s≤r≤t
|Bt −Bs|)
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×
n−1∑
k=0
|α|−k
∫ t
s
dr1
∫ r1
s
dr2 · · ·
∫ rk
s
drk+1
(|α|−1(rk+1 − s))n−k−1
(n − k − 1)!
≤ |α|−1 (‖Dξ‖H + |σ|(t− s)H) e|α|−1(t−s)
× (|a(ξ, θ)|(t − s) + |σ| sup
s≤r≤t
|Br −Bs|)(t− s)(|α|
−1(t− s))n−1
(n− 1)! .
The term In2 (t) can be bounded as
I
n
2 (t) ≤ (|α|−1‖Dξ‖H(t− s) + |σ|(t− s)H)
(|α|−1(t− s))n
n!
.
Therefore we have, for each T > s,
sup
s≤t≤T
‖DY nt −DY mt ‖H → 0
pointwisely and in L2(P∗) as n,m→∞. Hence Y θ,ξ,st ∈ D1,2.
A continuous version of (DY θ,ξ,st )t∈[s,∞) satisfies
DφY θ,ξ,st = D
φξ +
∫ t
s
(∂xa)(Y
θ,ξ,s
r , θ)D
φY θ,ξ,sr dr +
∫ t
s
b(r) dr (3.8)
for all t ∈ [s,∞) and φ ∈ I1/2−H− (C∞c (R)), where
b(r) = σ(D
1/2−H
+ D
1/2−H
− φ)r.
Here we used the integration by parts formula for fractional derivatives (see
p.129 of Samko et al. (1993)):
σ〈1(s,t], φ〉H =
∫
R
(D
1/2−H
− 1(s,t])s(D
1/2−H
− φ)s ds
= σ
∫ t
s
(D
1/2−H
+ D
1/2−H
− φ)sds.
Solving the equation (3.8), we have
DφY θ,ξ,st = 〈e
∫ t
s
(∂xa)(Y
θ,ξ,s
u ,θ) duDξ + σ1(s,t]e
∫ t
·
(∂xa)(Y
θ,ξ,s
u ,θ) du, φ〉H
for all φ ∈ I1/2−H− (C∞c (R)). Since I1/2−H− (C∞c (R)) is dense in H, we obtain
the identity (3.7).
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Lemma 3.10. There is a positive constant C > 0 such that, for all t ≥ 0,
‖DX0,θt ‖2H ≤ C (3.9)
holds P∗-a.s.
Proof. Thanks to Lemma 3.9, we have X0,θt ∈ D1,2 and
DX0,θt = σ1(0,t](·)e
∫ t
·
(∂xa)(X
0,θ
u ,θ) du.
We set Φ(t, s) = σ1(0,t](s)e
∫ t
s
∂xa(X¯θv ,θ)dv . Therefore ‖DX0,θt ‖H = ‖Φ(t, ·)‖H
holds P∗-a.s., and so that it suffices to show that there is a positive constant
C > 0 such that ‖Φ(t, ·)‖H ≤ C holds for all t ≥ 0.
First we consider the following decomposition:
‖Φ(t, ·)‖2H =
∫ 0
−∞
ds
∣∣∣∣
∫ −s+t
−s
dξ ξH−3/2Φ(t, s+ ξ)
∣∣∣∣
2
+
∫ t
0
ds
∣∣∣∣
∫ ∞
0
dξ ξH−3/2(Φ(t, s)− Φ(t, s+ ξ))
∣∣∣∣
2
=: I1(t) + I2(t).
The term I1(t) can be bounded from above as follows:
I1(t) = |σ|2
∫ 0
−∞
ds
∣∣∣∣
∫ t
0
dξ (ξ − s)H−3/2e
∫ t
ξ ∂xa(X
θ
v ,θ)dv
∣∣∣∣
2
≤ |σ|2
∫ 0
−∞
ds
∣∣∣∣
∫ t
0
dξ (ξ − s)H−3/2eα(t−ξ)
∣∣∣∣
2
= |σ|2
∫ t
0
dξ
∫ t
0
dη e−α(t−ξ)e−α(t−η)
∫ 0
−∞
ds (ξ − s)H−3/2(η − s)H−3/2
≤ (2− 2H)−1|σ|2
∣∣∣∣
∫ t
0
dξ ξH−1e−α(t−ξ)
∣∣∣∣
2
.
Here the last inequality is due to Ho¨lder’s inequality. In order to obtain an
upper bound for I2(t), we further decompose I2(t) as follows:
I2(t) ≤ 2
∫ t
0
ds
∣∣∣∣
∫ −s+t
0
dξ ξH−3/2(Φ(t, s)− Φ(t, s+ ξ))
∣∣∣∣
2
+ 2
∫ t
0
ds
∣∣∣∣
∫ ∞
−s+t
dξ ξH−3/2Φ(t, s)
∣∣∣∣
2
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=: I2,1(t) + I2,2(t).
For the term I2,1, we have
I2,1(t) ≤ 4
∫ t
0
ds
∣∣∣∣∣
∫ (s+1)∧t
s
dξ (ξ − s)H−3/2(Φ(t, s)−Φ(t, ξ))
∣∣∣∣∣
2
+ 4
∫ t
0
ds
∣∣∣∣∣
∫ t
(s+1)∧t
dξ (ξ − s)H−3/2(Φ(t, s)− Φ(t, ξ))
∣∣∣∣∣
2
≤ 4|σα−1|2
∫ t
0
ds
∣∣∣∣∣
∫ (s+1)∧t
s
dξ (ξ − s)H−1/2e−α(t−ξ)
∣∣∣∣∣
2
+ 4|σ|2
∫ t
0
ds
∣∣∣∣∣
∫ t
(s+1)∧t
dξ (ξ − s)H−3/2e−α(t−ξ)
∣∣∣∣∣
2
= 4|σα−1|2
∫ (t−1)∨0
0
ds
∣∣∣∣
∫ s+1
s
dξ (ξ − s)H−1/2e−α(t−ξ)
∣∣∣∣
2
+ 4|σα−1|2
∫ t
(t−1)∨0
ds
∣∣∣∣
∫ t
s
dξ (ξ − s)H−1/2e−α(t−ξ)
∣∣∣∣
2
+ 4|σ|2
∫ (t−1)∨0
0
ds
∣∣∣∣∣
∫ t
(s+1)∧t
dξ (ξ − s)H−3/2e−α(t−ξ)
∣∣∣∣∣
2
=: I2,1,1(t) + I2,1,2(t) + I2,1,3(t)
If t ∈ [0, 1], then only the term I2,1,2(t) appears and this is finite. If t > 1,
we have
I2,1,1(t) ≤ 4(H + 1/2)−2|σα−1|2
∫ t−1
0
ds e−2α((t−1)−s),
I2,1,2(t) ≤ 4|σα−1|2
∫ t
t−1
ds
∣∣∣∣
∫ t
s
dξ (ξ − s)H−1/2
∣∣∣∣
2
= |σα−1|2(H + 1/2)−2(2H + 2)−1
and
I2,1,3(t) = 4|σ|2
∫ t−1
0
ds
∣∣∣∣e−α(t−s)
∫ t−s
1
dξ ξH−3/2eαξ
∣∣∣∣
2
. 4|σ|2
∫ t−1
0
ds (t− s)2H−3.
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Here we used Lemma 3.11 below. On the other hand, for the term I2,2(t),
we have
I2,2(t) = 2(1/2 −H)−2
∫ t
0
ds
∣∣∣Φ(t, s)(−s+ t)H−1/2∣∣∣2
≤ 2|σ|2(1/2 −H)−2
∫ t
0
ds e−2α(t−s)(t− s)2H−1
= 2|σ|2(1/2 −H)−2
∫ t
0
ds s2H−1e−2αs.
All these bounds are finite even if we take the supremum over t ≥ 0.
Lemma 3.11. Let α > 0 and β > 0 be positive constants. For x ≥ 1, there
exists a positve constant C > 0 which depends only on α and β such that
e−αx
∫ x
1
dξ ξ−βeαξ ≤ Cx−β (3.10)
holds.
Proof. Let us set Iα,β(x) = e
−αx
∫ x
1 dξ ξ
−βeαξ . We have
Iα,β(x) = e
−αx
(
α−1x−βeαx − α−1eα + α−1β
∫ x
1
dξ ξ−β−1eαξ
)
1(2,∞)(x)
+ e−αx
∫ x
1
dξ ξ−βeαξ1[1,2](x)
≤ e−αx(α−1x−βeαx + α−1β(β−1e(α/2)x + eαx(x/2)−β))1(2,∞)(x)
+ eα1[1,2](x)
This completes the proof.
Proof of Proposition 3.8. First we show that X¯θt ∈ D1,2. By Lemma 3.7,
it suffices to show that X¯θ0 ∈ D1,2. Since a random attractor is pathwise
pullback attracting, we have
|X0,θt (ϑ−tω)− X¯θ0 (ω)| → 0
as n→∞ for all ω ∈ Ω∗. Note that for p > 0 it holds that E∗{|X0,θt (ϑ−t)|p} =
E
∗{|X0,θt |p} ≤ cp with a positive constant cp > 0, which is independent of
t ≥ 0. Therefore the family (|X0,θt ◦ ϑ−t|p)t≥0 is uniformly integrable for all
p > 0 and in particular Lp(P∗)-convergence X0,θt ◦ϑ−t → X¯θ0 as t→∞ holds
for all p > 0. Therefore, in order to prove that X¯θ0 ∈ D1,2, it suffices to show
sup
t≥0
E
∗{‖D(X0,θt ◦ ϑ−t)‖2H} <∞
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(see Lemma 1.2.3 of Nualart (2006)). By Lemma 3.7, it suffices to prove
supt≥0 E
∗{‖DX0,θt ‖2H} <∞, and this inequality follows from Lemma 3.10.
Next we show that DX¯θt is given by (2.4). Let φ ∈ G. By (3.7), we have
DφX¯θt = e
∫ t
s (∂xa)(X¯
θ
r ,θ)drDφX¯θs + σ
∫ t
s
e
∫ t
r (∂xa)(X¯
θ
u,θ) du(D
1/2−H
+ D
1/2−H
− φ)r dr
(3.11)
P
∗-a.s., for each s < 0. By Assumption 2.2 and Lemma 3.7, the first term in
(3.11) converges to zero in L2(P∗) as s→ −∞. Moreover, since
(D
1/2−H
+ D
1/2−H
− φ)r = 0
for sufficiently small r, the second term in (3.11) coincides with
σ
∫ t
−∞
e
∫ t
r (∂xa)(X¯
θ
u,θ)du(D
1/2−H
+ D
1/2−H
− φ)r dr
if s is sufficiently small. Hence we obtain
DφX¯θt = σ
∫
R
D
1/2−H
− (1(−∞,t](·)e
∫ t
·
(∂xa)(X¯θu,θ) du)r(D
1/2−H
− φ)r dr (3.12)
P
∗-a.s. Let us denote the function r 7→ σ1(−∞,t](r)e
∫ t
r (∂xa)(X¯
θ
u,θ) du by r 7→
Ψ(t, r) for simplicity. Taking the expectation of the both sides in (3.12),
we have 〈DX¯θt , φ〉L2(Ω;H) = 〈Ψ(t, ·), φ〉L2(Ω;H). Since the set G is dense in
L2(Ω;H), we obtain (2.4).
Finally we prove E∗{‖DX¯θt ‖pH} <∞ for all p > 0. It suffices to show that
there is a deterministic constant C > 0 such that
‖Ψ(0, ·)‖2H ≤ C (3.13)
holds. A straightforward calculation yields
(D
1/2−H
− Ψ(0, ·))t =
(
σ
∫ −t
0
dξ ξH−3/2
(
e
∫ 0
t
(∂xa)(X¯θr ,θ) dr − e
∫ 0
t+ξ(∂xa)(X¯
θ
r ,θ) dr
)
+ σ
∫ ∞
−t
dξ ξH−3/2e
∫ 0
t (∂xa)(X¯
θ
r ,θ)dr
)
1(−∞,0](t)
=: I1(t) + I2(t).
By a simple calculation, we have
|I1(t)|1[−1,0](t) ≤ |α−1σ|(H + 1/2)−1(−t)H+1/21[−1,0](t),
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|I1(t)|1(−∞,−1)(t)
≤
∣∣∣∣∣σ
∫ 1
0
dξ ξH−3/2
(
e
∫ 0
t
(∂xa)(X¯θr ,θ) dr − e
∫ 0
t+ξ(∂xa)(X¯
θ
r ,θ) dr
)
+ σ
∫ −t
1
dξ ξH−3/2
(
e
∫ 0
t
(∂xa)(X¯θr ,θ)dr − e
∫ 0
t+ξ(∂xa)(X¯
θ
r ,θ) dr
)∣∣∣∣∣1(−∞,−1)(t)
≤
(
|α−1σ|eαt
∫ 1
0
dξ ξH−1/2eαξ + |σ|eαt
∫ −t
1
dξ ξH−3/2eαξ
)
1(−∞,−1)(t)
and
|I2(t)| ≤ |σ|(1/2 −H)eαt(−t)H−1/21(−∞,0](t).
After all, we obtain the inequality
|(D1/2−H− Ψ(0, ·))t| . ((−t)H−1/21[−1,0](t) + (−t)H−3/21(−∞,−1)(t)). (3.14)
This upper bound is in L1(R) ∩ L2(R).
4. Proof of the first part of Theorem 2.8
First we introduce some transformations related to fBM.
Definition 4.1. (1) Let K∗H : I
1/2−H
T− (L
2[0, T ]) → L2[0, T ] be a map de-
fined by
(K∗Hh)s = dHs
1/2−HD
1/2−H
T− (·H−1/2h·)s
=
dHs
1/2−H
Γ(1− (1/2 −H))
(
sH−1/2hs
(T − s)1/2−H
+ (1/2 −H)
∫ T
s
sH−1/2hs − rH−1/2hr
(r − s)3/2−H dr
)
.
Note that the inverse K∗,−1H : L
2[0, T ] → I1/2−HT− (L2[0, T ]) of K∗H is well-
defined and given by
(K∗,−1H g)s = d
−1
H s
1/2−HI
1/2−H
T− (·H−1/2g·)s
= d¯−1H s
1/2−H
∫ T
s
rH−1/2(r − s)−1/2−Hgr dr.
For properties of the operators K∗H and K
∗,−1
H , we refer to Alo´s et al. (2001)
and Nualart (2006).
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(2) We define a Volterra kernel KH(t, s) by
KH(t, s) = (K
∗
H1[0,t])s.
Here the symbol 1A(x) denotes an indicator function which is 1 if x ∈ A and
0 otherwise. For explicit expressions of the kernel KH(t, s), see Decreusefond
and U¨stu¨nel (1999), Alo´s et al. (2001) and Nualart (2006).
(3) Let KH : L
2[0, T ]→ I1/2−H0+ (L2[0, T ]) be such that
(KHg)t =
∫ T
0
KH(t, s)gs ds
for g ∈ L2[0, T ]. Then KH defines an isomorphism between L2[0, T ] and
I
1/2−H
0+ (L
2[0, T ]). The operator KH can be expressed as
(KHg)t = dHI
2H
0+ (·1/2−HI1/2−H0+ (·H−1/2g·)·)t,
and hence its inverse K−1H : I
1/2−H
0+ (L
2[0, T ])→ L2[0, T ]
(K−1H h)t = d
−1
H t
1/2−HD
1/2−H
0+ (·H−1/2(D2H0+ h·)·)t
for h ∈ I1/2−H0+ (L2[0, T ]). For properties of the operators KH and K−1H , we
refer to Decreusefond and U¨stu¨nel (1999) and Nualart and Ouknine (2002).
Remark 4.2. If h is absolutely continuous, then
(K−1H h)t = d
−1
H t
H−1/2I
1/2−H
0+
(
·1/2−H h˙
)
t
= d¯−1H t
H−1/2
∫ t
0
s1/2−H(t− s)−1/2−H h˙s ds. (4.1)
holds (see Nualart and Ouknine (2002)).
To derive the likelihood ratio formula (2.5), we follow the approach of
Tudor and Viens (2007) (see also Nualart and Ouknine (2002)).
By the definition of Bθ, we have
σ−1(πt − π0) =
∫ t
0
σ−1a(πs, θ) ds +B
θ
t (4.2)
for each t ∈ [0, T ]. As in Tudor and Viens (2007), we define (Bt)-Brownian
motion W θ = (W θt ) by the Wiener integral
W θt =
∫ t
0
(K∗,−1H 1[0,t])s dB
θ
s . (4.3)
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Then we obtain
σ−1(πt − π0) =
∫ t
0
KH(t, s) dZ
θ
s , (4.4)
where
Zθt =W
θ
t +
∫ t
0
K−1H
(∫ ·
0
σ−1a(πr, θ) dr
)
s
ds.
Note that we have
K−1H
(∫ ·
0
σ−1a(πr, θ) dr
)
s
= βs(θ)
by the equation (4.1).
Hence the process Zθ is a Brownian motion with drift under µTθ . Now we
apply the Girsanov theorem. We can check the Novikov condition is satisfied.
Lemma 4.3. Suppose that Assumption 2.2 holds. Then the Novikov condi-
tion holds:
E
µ
(T )
θ
{
exp
(
1
2
∫ T
0
β2t (θ) dt
)}
< +∞. (4.5)
Proof. See the proof of Proposition 1 of Tudor and Viens (2007).
Therefore the process Zθ is a Brownian motion under the probability
measure νTθ defined by dν
(T )
θ = z
θ
T dµ
(T )
θ , where
zθT = exp
(
−
∫ T
0
βt(θ) dW
θ
t −
1
2
∫ T
0
β2t (θ) dt
)
.
We can easily show that µTθ {zθT = 0} = 0, and therefore it holds that
µTθ ≪ νTθ (absolutely continous) and
dµTθ
dνTθ
= (zθT )
−1. (4.6)
The probability measure νTθ actually is independent of θ ∈ Θ by (4.4).
Therefore we have
dµTθ′
dµTθ
= exp
(∫ T
0
βt(θ
′) dW θ
′
t −
∫ T
0
βt(θ) dW
θ
t +
1
2
∫ T
0
(βt(θ
′)2 − βt(θ)2) dt
)
(4.7)
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under the measure µTθ . By (4.3) and (4.2), we have
W θ
′
t =W
θ
t +
∫ t
0
σ−1(a(πs, θ)− a(πs, θ′))(K∗,−1H 1[0,t])s ds.
and∫ t
0
σ−1(a(πs, θ)− a(πs, θ′))(K∗,−1H 1[0,t])s ds
= d¯−1H σ
−1
∫ t
0
ds s1/2−H
∫ t
s
dr (a(πs, θ)− a(πs, θ′))rH−1/2(r − s)−H−1/2
= d¯−1H σ
−1
∫ t
0
dr rH−1/2
∫ r
0
ds (a(πs, θ)− a(πs, θ′))s1/2−H(r − s)−H−1/2
=
∫ t
0
(βr(θ)− βr(θ′)) dr.
Hence
W θ
′
t =
∫ t
0
(βs(θ)− βs(θ′)) ds +W θt (4.8)
holds. Plugging (4.8) into (4.7), we obtain the formula (2.5). This completes
the proof.
5. Local asymptotic structure of the likelihood ratio process
The aim of this section is to prove the second part of Theorem 2.8. Before
proceeding to the proof, we recall the martingale central limit theorem.
Let (Ω,F ,P) be a complete probability space and (Ft)t∈[0,T ] be a filtration.
The class of (Ft)-progressively measurable process h satisfying
P
{∫ T
0
h2t dt <∞
}
= 1
is denoted by MT . We assume that there is a d2-dimensional Brownian
motion W = (W 1, . . . ,W d2) on (Ω,F ,P), and the random processes
(hT,(i,j)(θ))i=1,...,d1,j=1,...,d2
are in MT for each T > 0 and θ ∈ Θ. We define
IT (θ) = (I1T (θ), . . . ,Id1T (θ))⋆,
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where
I iT (θ) =
d2∑
j=1
∫ T
0
h
T,(i,j)
t (θ) dW
j
t .
The next result is taken from Kutoyants (2004).
Theorem 5.1. Suppose that there exists a (nonrandom) positive definite
matrix I(θ) = (Ii,j(θ))i,j=1,...,d1 such that the following convergence takes
place:
d1∑
l=1
∫ T
0
h
T,(i,l)
t (θ)h
T,(j,l)
t (θ) dt→p Ii,j(θ).
Then it holds that
IT (θ)→d Nd1(0, I(θ)).
Here these limits are taken with respect to the measure P.
5.1. Proof of the second part of Theorem 2.8
For each u ∈ Rm, the likelihood ratio process (dµTθ+ϕT (θ)u/dµTθ ) is denoted
by ZTθ (u). Let us define
RTt (θ, u) = u
⋆ϕT (θ)
∫ 1
0
(∂θβt(θ + ǫϕT (θ)u)− ∂θβt(θ)) dǫ,
then we have
logZTθ (u) = u
⋆ϕT (θ)
∫ T
0
∂θβt(θ) dW
θ
t −
1
2
u⋆I(θ)u
− 1
2
u⋆
(
ϕT (θ)
∫ T
0
∂θβt(θ)(∂θβt(θ))
⋆ dt ϕT (θ)− I(θ)
)
u
+
∫ T
0
RTt (θ, u) dW
θ
t +
∫ T
0
u⋆ϕT (θ)∂θβt(θ)R
T
t (θ, u) dt
− 1
2
∫ T
0
(RTt (θ, u))
2 dt.
The first two terms are said to be the principal part, and the last four terms
the negligible part.
First we identify the limit of the principal part. Let us rewrite the condi-
tions of Theorem 5.1 in terms of our setting. We can choose the probability
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space (Ω∗,F∗,P∗) from Theorem 2.4 as underlying probability space. We
consider the filtration generated by the fBM B, which is denoted by (F∗t )t≥0.
A Brownian motion W in consideration is defined by W = W θ(Xθ), and
hence d2 = 1. The m-dimensional process
(∂θβ(θ))(X
θ) = ((∂θ1β(θ))(X
θ), . . . , (∂θmβ(θ))(X
θ))⋆
corresponds to the random processes (hT,(i,j)(θ))i=1,...,d1,j=1,...,d2 with d1 = 1
and d2 = m.
We set
κ(i, θ) =
{
−1/2 if i = 1, . . . ,m0(θ)
−(1−H) if i = m0(θ) + 1, . . . ,m.
Proposition 5.2. Let θ ∈ Θ. It holds that for any ǫ > 0
P
∗
{∣∣∣∣T κ(i,θ)+κ(j,θ)
∫ T
0
(∂θiβt(θ))(X
θ)(∂θjβt(θ))(X
θ) dt− Ii,j(θ)
∣∣∣∣ > ǫ
}
→ 0
as T →∞ for each i, j = 1 . . . ,m. In particular, We have
ϕT (θ)
∫ T
0
∂θβt(θ) dW
θ
t →d Nm(0, I(θ))
as T →∞. Here the limit is taken with respect to µTθ . Recall that the Fisher
information matrix I(θ) = (Ii,j(θ))i,j=1,...,m is defined in Theorem 2.8.
Proof. We set
ITi,j(θ)(x) = T
κ(i,θ)+κ(j,θ)
∫ T
0
(∂θiβt(θ))(x)(∂θjβt(θ))(x) dt (5.1)
for x ∈ C[0, T ].
Step 1. We approximate ITi,j(θ)(X
θ) by ITi,j(θ)(X¯
θ|[0,T ]). For simplicity, we
omit the restriction |[0,T ] in the following. Let ∆(i)t (θ) denote ∂θiβt(θ)(Xθ)−
∂θiβt(θ)(X¯
θ). Then we have
ITi,j(θ)(X
θ) = ITi,j(θ)(X¯
θ) + T κ(i,θ)+κ(j,θ)
∫ T
0
∆
(i)
t (θ)(∂θjβt(θ))(X¯
θ)dt
+ T κ(i,θ)+κ(j,θ)
∫ T
0
∆
(j)
t (θ)(∂θiβt(θ))(X¯
θ)dt
+ T κ(i,θ)+κ(j,θ)
∫ T
0
∆
(i)
t (θ)∆
(j)
t (θ)dt.
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For t > 0, the quantity ∆
(i)
t (θ) can be written as
∆
(i)
t (θ) = d¯
−1
H σ
−1tH−1/2
∫ t
0
ds
∫ 1
0
dǫ (t− s)−1/2−Hs1/2−H
× (∂x∂θia)(X¯θs + ǫ(Xθs − X¯θs ))(Xθs − X¯θs ).
Since |Xθs − X¯θs | ≤ |Xθ0 − X¯θ0 |e−αs holds under Assumption 2.2 (for a proof,
see Garrido-Atienza et al. (2009) or Neuenkirch and Tindel (2014)), we have
|∆(i)t (θ)| . |Xθ0 − X¯θ0 |tH−1/2
∫ t
0
ds (t− s)−1/2−Hs1/2−He−αs
= |Xθ0 − X¯θ0 |
∫ t
0
ds s−1/2−H
(
1− s
t
)1/2−H
e−α(t−s)
≤ |Xθ0 − X¯θ0 |
∫ t
0
ds s−1/2−He−α(t−s).
In particular, we obtain
E
∗
∫ T
0
∆
(i)
t (θ)
2dt ≤ C
for some constant C > 0 that is independent of T > 0.
On the other hand, as we shall see in (5.3) below, it holds that
E
∗{ITi,j(θ)(X¯θ)} → Ii,j(θ)
as T →∞ for all i, j = 1, . . . ,m. Hence it holds that
P
∗{|ITi,j(θ)(Xθ)− ITi,j(θ)(X¯θ)|} → 0 (5.2)
as T →∞ for all i, j = 1, . . . ,m.
Step 2. Now we calculate the limit of ITi,j(θ)(X¯
θ) when T → ∞. In the
following, we show that the limit
lim
T→∞
E
∗
{∣∣∣ITi,j(θ)(X¯θ)− Ii,j(θ)∣∣∣} = 0 (5.3)
holds.
First we decompose ∂θiβt(θ)(X¯
θ) into three terms:
∂θiβt(θ)(X¯
θ)
= σ−1d¯−1H t
H−1/2
∫ t
0
(t− r)−H−1/2r1/2−H(∂θia)(X¯θr , θ) dr
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= σ−1d¯−1H t
H−1/2
E
∗{(∂θia)(X¯θ0 , θ)}
∫ t
0
(t− r)−H−1/2r1/2−H dr
+ σ−1d¯−1H t
H−1/2
∫ t
0
(t− r)−H−1/2r1/2−H
×
(
(∂θia)(X¯
θ
r , θ)− E∗{(∂θia)(X¯θ0 , θ)}
)
dr
= σ−1d¯−1H B(−H + 1/2,−H + 3/2)t1/2−HE∗{(∂θia)(X¯θ0 , θ)}
+ σ−1d¯−1H
∫ t
0
r−1/2−H
(
(∂θia)(X¯
θ
t−r, θ)− E∗{(∂θia)(X¯θ0 , θ)}
)
dr
+ σ−1d¯−1H
∫ t
0
r−1/2−H
{(
1− r
t
)1/2−H
− 1
}
×
(
(∂θia)(X¯
θ
t−r , θ)− E∗{(∂θia)(X¯θ0 , θ)}
)
dr
=: γ1,it (θ) + γ
2,i
t (θ) + γ
3,i
t (θ).
The next lemma plays a crucial role to prove (5.3).
Lemma 5.3. We set
ci,j(t)
= E∗{(∂θia(X¯θt , θ)− E∗{∂θia(X¯θ0 , θ)})(∂θja(X¯θ0 , θ)− E∗{∂θja(X¯θ0 , θ)})}.
for t ≥ 0 and i, j = 1, . . . , d.
1. We have ∫ ∞
0
dr
∫ ∞
0
du r−H−1/2u−H−1/2|ci,j(|r − u|)| <∞ (5.4)
for all i, j = 1, . . . ,m.
2. It holds that
lim
T→∞
E
∗
{
T−1
∫ T
0
γ2,it (θ)γ
2,j
t (θ) dt
}
= σ−2d¯−2H
∫ ∞
0
dr
∫ ∞
0
du r−H−1/2u−H−1/2ci,j(|r − u|)
(5.5)
for all i, j = 1, . . . ,m.
3. We obtain
lim
T→∞
E
∗
{
T−1
∫ T
0
γ3,it (θ)
2 dt
}
= 0 (5.6)
for all i = 1, . . . ,m.
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We postpone the proof of Lemma 5.3 until Section 4.2. In the following,
we consider the following three cases:
(a) i = 1, . . . ,m0(θ) and j = 1, . . . ,m0(θ),
(b) i = 1, . . . ,m0(θ) and j = m0(θ) + 1, . . . ,m (or j = 1, . . . ,m0(θ) and
i = m0(θ) + 1, . . . ,m), and
(c) i = m0(θ) + 1, . . . ,m and j = m0(θ) + 1, . . . ,m.
Case (a). Let us assume that i = 1, . . . ,m0(θ) and j = 1, . . . ,m0(θ). Note
that E∗{(∂θia)(X¯θ0 , θ)} = 0 and κ(i, θ) = κ(j, θ) = −1/2 in this case, and so
that ITi,j(θ)(X¯
θ) becomes
ITi,j(θ)(X¯
θ) = T−1
∫ T
0
(γ2,it (θ) + γ
3,i
t (θ))(γ
2,j
t (θ) + γ
3,j
t (θ)) dt.
Hence
E
{∣∣∣∣ITi,j(θ)(X¯θ)− T−1
∫ T
0
γ2,it (θ)γ
2,j
t (θ) dt
∣∣∣∣
}
≤
∑
(p,q)∈{2,3}2
(p,q)6=(2,2)
(
T−1E∗
∫ T
0
γp,it (θ)
2 dt
)1/2(
T−1E∗
∫ T
0
γq,jt (θ)
2 dt
)1/2
.
(5.7)
Let us set J
(a),T
i,j (θ) = T
−1
∫ T
0 γ
2,i
t (θ)γ
2,j
t (θ) dt. By Lemma 5.3, the right hand
side of (5.7) tends to 0 as T →∞. Furthermore, we have
E
{∣∣∣J (a),Ti,j (θ)− E∗{J (a),Ti,j (θ)}∣∣∣2
}
≤ E∗{‖DJ (a),Ti,j (θ)‖2H} (5.8)
by the Poincare´ inequality. The next lemma shows the law of large numbers
for J
(a),T
i,j (θ).
Lemma 5.4. Suppose that H ∈ (1/4, 1/2) and i, j = 1, . . . ,m0(θ). Then we
have
E
∗{‖DJ (a),Ti,j (θ)‖2H} → 0 (5.9)
as n→∞.
The proof of Lemma 5.4 is given in Section 4.2. On the other hand,
limT→∞ E
∗J
(a),T
i,j (θ) = Ii,j(θ) by (5.5). Therefore the limit (5.3) holds in
this case.
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Case (b). We assume i = 1, . . . ,m0(θ) and j = m0(θ) + 1, . . . ,m. The case
where j = 1, . . . ,m0(θ) and i = m0(θ)+1, . . . ,m can be dealt with similarly.
In this case, κ(i, θ) = −1/2, κ(j, θ) = H − 1, and
ITi,j(θ)(X¯
θ) = TH−3/2
∫ T
0
(γ2,it (θ) + γ
3,i
t (θ))(γ
1,j
t (θ) + γ
2,j
t (θ) + γ
3,j
t (θ)) dt.
Therefore we obtain
E
{∣∣∣∣ITi,j(θ)(X¯θ)− TH−3/2
∫ T
0
(γ2,it (θ) + γ
3,i
t (θ))γ
1,j
t (θ) dt
∣∣∣∣
}
≤ TH−3/2
∑
(p,q)∈{2,3}2
(
E
∗
∫ T
0
γp,it (θ)
2 dt
)1/2(
E
∗
∫ T
0
γq,jt (θ)
2 dt
)1/2
.
(5.10)
Let us set J
(b),T
i,j (θ) = T
H−3/2
∫ T
0 (γ
2,i
t (θ) + γ
3,i
t (θ))γ
1,j
t (θ) dt. As in the case
(a), by Lemma 5.3, we have
E
{∣∣∣ITi,j(θ)(X¯θ)− J (b),Ti,j (θ)∣∣∣}→ 0
as T →∞. The Poincare´ inequality gives
E{|J (b),Ti,j (θ)− E∗{J (b),Ti,j (θ)}|2} ≤ E∗{‖DJ (b),Ti,j (θ)‖2H}. (5.11)
As in the case (a), the following lemma holds.
Lemma 5.5. Suppose that i = 1, . . . ,m0 and j = m0(θ) + 1, . . . ,m. Then
we have
E
∗{‖DJ (b),Ti,j (θ)‖2H} → 0 (5.12)
as n→∞.
The proof of Lemma 5.5 is given in Section 4.2. The right hand side of
(5.11) tends to 0 as T →∞ thanks to Lemma 5.5. Since E∗{J (b),Ti,j (θ)} = 0,
we obtain (5.3).
Case (c). Let us consider the case where i = m0(θ) + 1, . . . ,m and j =
m0(θ) + 1, . . . ,m. In this case, we have κ(i, θ) = κ(j, θ) = H − 1 and
ITi,j(θ)(X¯
θ)
= T 2H−2
∫ T
0
(γ1,it (θ) + γ
2,i
t (θ) + γ
3,i
t (θ))(γ
1,j
t (θ) + γ
2,j
t (θ) + γ
3,j
t (θ)) dt.
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Note that Ii,j(θ) = T
2H−2
∫ T
0 γ
1,i
t (θ)γ
1,j
t (θ) dt. Therefore we can directly
obtain
E
∗{|ITi,j(θ)(X¯θ)− Ii,j(θ)|}
≤ T 2H−2
∑
(p,q)∈{1,2,3}2
(p,q)6=(1,1)
(
E
∗
∫ T
0
γp,it (θ)
2 dt
)1/2 (
E
∗
∫ T
0
γq,jt (θ)
2 dt
)1/2
(5.13)
in this case. Lemma 5.3 implies the right hand side of (5.13) converges to 0
as T →∞. This completes the proof.
Next we show that the negligible part is indeed negligible. We start with
the following estimation for RTt (θ, u).
Lemma 5.6. Let K be a compact subset of Rm. Then there exists a positive
constant C = C(H,σ, θ,K) > 0 depending only on σ,H, θ and K such that
E
∗
{
sup
u∈K∩(ϕT (θ)−1(Θ−θ))
|RTt (θ, u)(Xθ)|2
}
≤ CT−2t1−2H .
Proof. Since
|∂θβt(θ + ǫϕT (θ)u)(x)− ∂θβt(θ)(x)|
≤ d¯−1H |σ|−1tH−1/2
∫ t
0
ds (t− s)−1/2−Hs1/2−H
× |∂θa(xs, θ + ǫϕT (θ)u)− ∂θa(xs, θ)|
. ǫT−1/2|u|
∫ t
0
ds (t− s)−1/2−Hs1/2−H(1 + |xs|p),
holds by Assumption 2.2, we have
|RTt (θ, u)|
≤ T−1/2|u|
∫ 1
0
dǫ |∂θβt(θ + ǫϕT (θ)u)− ∂θβt(θ)|
. T−1|u|2tH−1/2
∫ t
0
ds (t− s)−1/2−Hs1/2−H(1 + |Xθs |p).
Therefore, we obtain
E
∗
{
sup
u∈K∩(ϕT (θ)−1(Θ−θ))
|RTt (θ, u)(Xθ)|2
}
Kohei Chiba/LAN for SDE driven by fBM of Hurst parameter H ∈ (1/4, 1/2) 40
≤ C(H,σ, θ,K)T−2t2H−1
∫ t
0
ds
∫ t
0
dv (t− s)−1/2−H
× (t− v)−1/2−Hs1/2−Hv1/2−HE∗{(1 + |Xθs |p)(1 + |Xθv |p)}
≤ T−2C(H,σ, θ,K)t1−2H .
Note that we used (2.2) in the last inequality.
Let us denote the four terms in the negligible part by NTi (θ, u) (i =
1, 2, 3, 4) in order.
Proposition 5.7. Let K be a compact subset of Rm. Then we have, for
each i = 1, 2, 3, 4,
|NTi (θ, uT )| →p 0 (5.14)
as T →∞ for any sequence uT ∈ K ∩ (ϕT (θ)−1(Θ− θ)).
Proof. For i = 1, the limit (5.14) follows from Proposition 5.2. The term
NT2 (θ, uT ) can be bounded in L
2(P∗):
E
∗
{|NT2 (θ, uT )|2} =
∫ T
0
dt E∗{|RTt (θ, uT )|2}
≤ C(H,σ, θ,K)T−2H .
Therefore we have |NT2 (θ, uT )| = op(1). For the term NT3 (θ, uT ), we have
|NT3 (θ, uT )| ≤ (u⋆IT (θ)u)1/2
(∫ T
0
dt |RTt (θ, uT )|2
)1/2
(5.15)
by Ho¨lder’s inequality. Here IT (θ) denotes the matrix (ITi,j(θ))i,j=1,...,m (see
(5.1)). We have |NT3 (θ, uT )| = op(1) since u⋆IT (θ)u = Op(1) holds by Propo-
sition 5.2. Finally, |NT4 (θ, uT )| = op(1) is obvious.
By Propositions 4.2 and 4.7, we complete the proof of the second part of
Theorem 2.8.
5.2. Proof of lemmas in Section 5.1
First we prove Lemma 5.3. Finding a good upper bound of ci,j(t) is a key
ingredient for the proof of Lemma 5.3.
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Lemma 5.8. There exists a constant C > 0 that is independent of t such
that
|ci,j(t)| ≤ CtH−3/2
for all t ≥ 1 and i, j = 1, . . . , d.
Notation. We denote the Ornstein-Uhlenbeck semigroup and its generater
by (Pt)t≥0 and L. The operator L
−1 denotes the pseudo-inverse of L. See
Chapter 2 of Nourdin and Peccati (2012) for detail.
We start with the following general lemma.
Lemma 5.9. Let F and G be in D1,2 with E∗{F} = E∗{G} = 0. Then the
equality
E
∗{FG} =
∫ ∞
0
dτ e−τ
∫
Ω∗
P
∗(dω)
∫
Ω∗
P
∗(dω′)
× 〈(DG)(ω), (DF )(e−τω +
√
1− e−2τω′)〉H (5.16)
holds.
Proof. By an integration by parts formula for Malliavin calculus (see The-
orem 2.9.1 of Nourdin and Peccati (2012)), we have
E
∗{FG} = E∗{〈DG,−DL−1F 〉}.
By Proposition 2.9.3 of Nourdin and Peccati (2012), the random variable
−DL−1F can be represented as
−DL−1F =
∫ ∞
0
dτ e−τPτ (DF ).
Hence Mehler’s formula yields (5.16) for simple random variables F ∈ S. By
an approximation argument, we obtain (5.16) for all F ∈ D1,2.
Proof of Lemma 5.8. Using Lemma 5.9, we have
ci,j(t) =
∫ ∞
0
dτ e−τ
∫
Ω∗
P
∗(dω)
∫
Ω∗
P
∗(dω′)(∂x∂θia)(X¯
θ
t (ω), θ)
× (∂x∂θja)(X¯θ0 (e−τω +
√
1− e−2τω′), θ)
× 〈(DX¯θt )(ω), (DX¯θ0 )(e−τω +
√
1− e−2τω′)〉H
=
∫ ∞
0
dτ e−τ
∫
Ω∗
P
∗(dω)
∫
Ω∗
P
∗(dω′)(∂x∂θia)(X¯
θ
t (ω), θ)
× (∂x∂θja)(X¯θ0 (e−τω +
√
1− e−2τω′), θ)
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× 〈Ψ(t, ·)(ω),Ψ(0, ·)(e−τω +
√
1− e−2τω′)〉H.
Recall that the random function Ψ(t, ·) is defined by
Ψ(t, r) = σ1(−∞,t](r)e
∫ t
r (∂xa)(X¯
θ
u,θ) du.
The random function (D
1/2−H
− Ψ(t, ·))s is decomposed as
(D
1/2−H
− Ψ(t, ·))s =
∫ ∞
0
dξ ξH−3/2(Ψ(t, s)−Ψ(t, s+ ξ))
=
∫ t−s
0
dξ ξH−3/2(Ψ(t, s)−Ψ(t, s + ξ))
+
∫ ∞
t−s
dξ ξH−3/2Ψ(t, s)
= 1(t−1,t](s)
∫ t−s
0
dξ ξH−3/2(Ψ(t, s)−Ψ(t, s+ ξ))
+ 1(−∞,t−1](s)
∫ t−s
0
dξ ξH−3/2(Ψ(t, s)−Ψ(t, s+ ξ))
+ (1/2 −H)−1(t− s)1/2−HΨ(t, s)
= 1(t−1,t](s)
∫ t−s
0
dξ ξH−3/2(Ψ(t, s)−Ψ(t, s+ ξ))
+ 1(−∞,t−1](s)
∫ 1
0
dξ ξH−3/2(Ψ(t, s)−Ψ(t, s+ ξ))
+ 1(−∞,t−1](s)
∫ t−s
1
dξ ξH−3/2(Ψ(t, s)−Ψ(t, s+ ξ))
+ (1/2 −H)−1(t− s)1/2−HΨ(t, s).
Hence if s ≤ 0 and t ≥ 1, then
|(D1/2−H− Ψ(t, ·))s| ≤ 1(−∞,t−1](s)
∫ 1
0
dξ ξH−3/2(Ψ(t, s + ξ)−Ψ(t, s))
+ 1(−∞,t−1](s)
∫ t−s
1
dξ ξH−3/2Ψ(t, s+ ξ)
+ (1/2 −H)−1(t− s)H−1/2Ψ(t, s)
. (e−αt1(−∞,t−1](s) + (t− s)H−3/21(−∞,t−1](s)
+ (t− s)H−1/2e−α(t−s)1(−∞,t](s))
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holds. Therefore we have, for t ≥ 1,
|〈Ψ(t, ·)(ω),Ψ(0, ·)(e−τω +
√
1− e−2τω′)〉H|
≤
∫
R
|(D1/2−H− Ψ(t, ·)(ω))s||(D1/2−H− Ψ(0, ·)(e−τω +
√
1− e−2τω′))s| ds
.
(
e−αt
∫ 0
−∞
|D1/2−H− Ψ(0, ·)(e−τω +
√
1− e−2τω′)s| ds
+
∫ 0
−∞
|D1/2−H− Ψ(0, ·)(e−τω +
√
1− e−2τω′)s|(t− s)H−3/2 ds
+ e−αt
∫ 0
−∞
|D1/2−H− Ψ(0, ·)(e−τω +
√
1− e−2τω′)s|(t− s)H−1/2eαs ds
)
.
(∫ 0
−∞
|D1/2−H− Ψ(0, ·)(e−τω +
√
1− e−2τω′)s| ds
)
tH−3/2
. tH−3/2.
Note that we used the inequality (3.14) in the last line. This completes the
proof.
Proof of Lemma 5.3. (1) We have∫ ∞
0
dr
∫ ∞
0
du r−H−1/2u−H−1/2|ci,j(|r − u|)|
= 2
∫ ∞
0
du
∫ u
0
dr r−H−1/2u−H−1/2|ci,j(u− r)|
= 2
∫ ∞
0
du
∫ u
0
dr (u− r)−H−1/2u−H−1/2|ci,j(r)|
= 2
∫ ∞
0
dr |ci,j(r)|
∫ ∞
r
du (u− r)−H−1/2u−H−1/2
= 2
∫ ∞
0
dr |ci,j(r)|r−2H
∫ ∞
1
du (u− 1)−H−1/2u−H−1/2.
The integral
∫∞
0 dr |ci,j(r)|r−2H converges by Lemma 5.8.
(2) By the change of variable, we obtain
E
∗
{
T−1
∫ T
0
γ2,it (θ)γ
2,j
t (θ) dt
}
= σ−2d¯−2H T
−1
∫ T
0
dt
∫ t
0
dr
∫ t
0
du r−H−1/2u−H−1/2ci,j(|r − u|)
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= σ−2d¯−2H
∫ 1
0
dt
∫ tT
0
dr
∫ tT
0
du r−H−1/2u−H−1/2ci,j(|r − u|).
By (5.4) and the dominated convergence theorem, we obtain (5.5).
(3) As in the proof of (5.5), we have
E
∗
{
T−1
∫ T
0
γ3,it (θ)
2 dt
}
= σ−2d¯−2H
∫ 1
0
dt
∫ tT
0
dr
∫ tT
0
du r−H−1/2u−H−1/2
{
1−
(
1− r
tT
)1/2−H}
×
{
1−
(
1− r
tT
)1/2−H}
ci,j(|r − u|).
Again by (5.4) and the dominated convergence theorem, (5.6) follows.
Now we turn to prove Lemmas 5.4 and 5.5. The proofs are by straight-
forward calculation.
Proof of Lemma 5.4. By a straightforward calculation, we obtain
‖DJ (a),Ti,j (θ)‖2H
= σ−4d¯−4H T
−2
∫ T
0
dt1
∫ T
0
dt2
∫ t1
0
dr1
∫ t1
0
du1
∫ t2
0
dr2
∫ t2
0
du2
{
(∂x∂θia)(X¯
θ
r1 , θ)(∂θja)(X¯
θ
u1 , θ)(∂x∂θia)(X¯
θ
r2 , θ)(∂θja)(X¯
θ
u2 , θ)
× 〈DX¯θr1 ,DX¯θr2〉H
+ (∂x∂θia)(X¯
θ
r1 , θ)(∂θja)(X¯
θ
u1 , θ)(∂x∂θja)(X¯
θ
u2 , θ)(∂θia)(X¯
θ
r2 , θ)
× 〈DX¯θr1 ,DX¯θu2〉H
+ (∂x∂θja)(X¯
θ
u1 , θ)(∂θia)(X¯
θ
r1 , θ)(∂x∂θia)(X¯
θ
r2 , θ)(∂θja)(X¯
θ
u2 , θ)
× 〈DX¯θu1 ,DX¯θr2〉H
+ (∂x∂θja)(X¯
θ
u1 , θ)(∂θia)(X¯
θ
r1 , θ)(∂x∂θja)(X¯
θ
u2 , θ)(∂θia)(X¯
θ
r2 , θ)
× 〈DX¯θu1 ,DX¯θu2〉H
}
× (t1 − r1)−H−1/2(t1 − u1)−H−1/2(t2 − r2)−H−1/2(t2 − u2)−H−1/2.
Let us set c˜(t) = E∗{|〈DX¯θt ,DX¯θ0 〉H|2}1/2. As in the proof of Lemma 5.8,
there exists a positive constant C that is independent of t such that the
inequality
c˜(t) ≤ CtH−3/2
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holds for each t ≥ 1. Hence it holds that
E
∗{‖DJ (a),Ti,j (θ)‖2H}
. T−2
∫ T
0
dt1
∫ T
0
dt2
∫ t1
0
dr1
∫ t1
0
du1
∫ t2
0
dr2
∫ t2
0
du2
{
c˜(|r1 − r2|) + c˜(|r1 − u2|) + c˜(|u1 − r2|) + c˜(|u1 − u2|)
}
× (t1 − r1)−H−1/2(t1 − u1)−H−1/2(t2 − r2)−H−1/2(t2 − u2)−H−1/2
= 4T−2
∫ T
0
dt1
∫ T
0
dt2
∫ t1
0
dr1
∫ t1
0
du1
∫ t2
0
dr2
∫ t2
0
du2 c˜(|r1 − r2|)
× (t1 − r1)−H−1/2(t1 − u1)−H−1/2(t2 − r2)−H−1/2(t2 − u2)−H−1/2
= 4(1/2 −H)−2T−2
∫ T
0
dt1
∫ T
0
dt2 t
1/2−H
1 t
1/2−H
2
×
∫ t1
0
dr1
∫ t2
0
dr2(t1 − r1)−H−1/2(t2 − r2)−H−1/2c˜(|r1 − r2|)
= 4(1/2 −H)−2T−2
∫ T
0
dr1
∫ T
0
dr2 c˜(|r1 − r2|)
×
∫ T
r1
dt1 (t1 − r1)−H−1/2t1/2−H1
∫ T
r2
dt2 (t2 − r2)−H−1/2t1/2−H2
≤ 4(1/2 −H)−4T−1−2H
∫ T
0
dr1
∫ T
0
dr2 c˜(|r1 − r2|)
× (T − r1)1/2−H(T − r2)1/2−H
= 8(1/2 −H)−4T−1−2H
∫ T
0
dr2
∫ r2
0
dr1 c˜(r2 − r1)r1/2−H1 r1/2−H2
= 8(1/2 −H)−4T−1−2H
(∫ 1
0
dr2
∫ r2
0
dr1 c˜(r2 − r1)r1/2−H1 r1/2−H2
+
∫ T
1
dr2
∫ r2−1
0
dr1 c˜(r2 − r1)r1/2−H1 r1/2−H2
+
∫ T
1
dr2
∫ r2
r2−1
dr1 c˜(r2 − r1)r1/2−H1 r1/2−H2
)
.
Let us denote the last three terms by I
(a),T
1 (θ), I
(a),T
2 (θ) and I
(a),T
3 (θ). It
is clear that the term I
(a),T
1 (θ) = O(T
−1−2H). The term I
(a),T
2 (θ) can be
bounded as
I
(a),T
2 (θ) . T
−1−2H
∫ T
1
dr2 r
1−2H
2
∫ r2−1
0
dr1 (r2 − r1)H−3/2
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= O(T 1−4H).
Finally, the term J
(a),T
3 (θ) is bounded as
I
(a),T
3 (θ) . T
−1−2H
∫ T
0
dr2 r
1−2H
2
= O(T 1−4H).
Since we assume H ∈ (1/4, 1/2), we obtain the limit (5.9).
Proof of Lemma 5.5. For notational simplicity, we set
C(σ,H, θ) = σ−2d¯−2H B(−H + 1/2,−H + 3/2)E∗{(∂θja)(X¯θ0 , θ)}.
As in the proof of Lemma 5.4, we have
‖DJ (b),Ti,j (θ)‖2H
=
C(σ,H, θ)2
T 3−2H
∫ T
0
dt1
∫ T
0
dt2
∫ t1
0
dr1
∫ t2
0
dr2 (t1 − r1)−H−1/2r1/2−H1
× (t2 − r2)−H−1/2r1/2−H2 (∂x∂θia)(X¯θr1 , θ)(∂x∂θia)(X¯θr2 , θ)〈DX¯θr1 ,DX¯θr2〉H.
Therefore we obtain
E
∗{‖DJ (b),Ti,j (θ)‖2H}
≤ C(σ,H, θ)
2
T 3−2H
∫ T
0
dt1
∫ T
0
dt2
∫ t1
0
dr1
∫ t2
0
dr2 (t1 − r1)−H−1/2r1/2−H1
× (t2 − r2)−H−1/2r1/2−H2 c˜(|r1 − r2|)
=
(1/2 −H)2C(σ,H, θ)2
T 3−2H
∫ T
0
dr1
∫ T
0
dr2 (T − r1)1/2−H(T − r2)1/2−H
× r1/2−H1 r1/2−H2 c˜(|r1 − r2|)
≤ (1/2 −H)
2C(σ,H, θ)2
T 2
∫ T
0
dr1
∫ T
0
dr2 r
1/2−H
1 r
1/2−H
2 c˜(|r1 − r2|)
≤ o(1) + 2(1/2 −H)
2C(σ,H, θ)2
T 2
∫ T
1
dr2
∫ r2
1
dr1 (r2 − r1)1/2−H
× r1/2−H2 rH−3/21
≤ o(1) + 2(1/2 −H)
2C(σ,H, θ)2
T 2
(2− 2H)−1T 2−2H .
This completes the proof.
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