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Abstract
This article presents a new method for calculating square roots in
GF (p) by exponentiating in GF (p3) or equivalently modulo irreducible
cubic polynomials. This algorithm is in some ways similar to the Cipolla-
Lehmer algorithm which is based on exponentiating in GF (p2). Another
less well known square root algorithm based on quadratic sums is also
given. In addition to this, several conjectures about the output of this
GF (p3) square root algorithm are mentioned.
Keywords: modular square root, GF (p3) square root algorithm, Cipolla-
Lehmer, quadratic sums, cubic reciprocity, Diffie-Hellman problem
1. Introduction
The two most well-known algorithms for calculating square roots in GF (p) are
the Cipolla-Lehmer and the Tonelli-Shanks algorithms, both of which are de-
scribed in [9]. Some variations of the Tonelli-Shanks algorithm are described
in [6]. The Cipolla-Lehmer algorithm is asymptotically the fastest and runs
in O(M(p) log p) time where M(p) is the amount of time it takes to calcu-
late one multiplication modulo p. The Tonelli-Shanks is slower and runs in
O(M(p) v log p) time where v is the greatest integer such that 2v divides p− 1.
However, if v is small, the Tonelli-Shanks algorithm is generally faster since it
is based on exponentiation in GF (p) whereas the Cipolla-Lehmer exponentiates
in GF (p2) which is less efficient.
Most of the other algorithms for calculating square roots in GF (p) are in
some way based on one of these two algorithms. A few algorithms, however are
not in any way related to either of these two algorithms. Two examples are
the algorithms of Schoof [10] or of Sze [11], both of which use elliptic curves
in different ways to calculate square roots in GF (p). Another example is the
algorithm mentioned in [1] which uses quadratic sums in GF (p) in order to
calculate square roots in certain cases.
A new algorithm presented in this paper uses exponentiation in GF (p3)
in order to calculate square roots in GF (p). While this algorithm is signifi-
cantly different from previously known methods, it is more closely related to
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the Cipolla-Lehmer than it is to the Tonelli-Shanks method. Part of this algo-
rithm depends on calculating cube roots. A standard method for calculating
cube roots based on Tonelli-Shanks results in an O(M(p)(t+1) log p) algorithm
where t is the greatest integer such that 3t divides p−1. However more efficient
methods for calculating cube roots exist, for example see [2] or [9]. This means
that this GF (p3) square root algorithm can actually be implemented to run in
O(M(p) log p) time. This square root algorithm for the case p ≡ 5 (mod 6) is
presented in Section 4 as Algorithm 2.
In this paper two previously known methods for calculating square roots in
GF (p) will be mentioned. First in Section 2 the quadratic sum method is given.
Then in Section 3 the Cipolla-Lehmer algorithm is mentioned. In Section 4, a
new algorithm based on exponentiation in GF (p3) is presented and in Section
5, some conjectures that are related to this algorithm are given.
2. The Quadratic Sum Method
In [1] Bach and Huber describe a method for calculating square roots in GF (p)
in certain cases based on quadratic sums, which can be considered to be a
generalization of quadratic Gauss sums. Quadratic Gauss sums are based on
primitive nth roots of unity. The famous formula of Gauss for these sums is the
following:
Gn =
n∑
k=1
exp(2piik2/n)
if n ≡ 0 (mod 4) then Gn = (1 + i)
√
n
if n ≡ 1 (mod 4) then Gn =
√
n
if n ≡ 2 (mod 4) then Gn = 0
if n ≡ 3 (mod 4) then Gn = i
√
n
However, these sums can be generalized to any finite field. As is shown in [1],
in the case of GF (p) we can define an analogous version of these sums which
we refer to as quadratic sums in GF (p). Then the following theorem is true for
any prime p and integer g with gcd(g, p) = 1.
Q(g, p) =
n∑
k=1
gk
2
(mod p)
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where n is the minimum positive integer such that
gn ≡ 1 (mod p)
if n ≡ 0 (mod 4) then Q(g, p) ≡ (√n+√−n) (mod p)
if n ≡ 1 (mod 4) then Q(g, p) ≡ √n (mod p)
if n ≡ 2 (mod 4) then Q(g, p) ≡ 0 (mod p)
if n ≡ 3 (mod 4) then Q(g, p) ≡ √−n (mod p)
Using the formula for quadratic sums in GF (p) one can calculate square
roots of certain integers modulo p in certain cases. For example, if n is a divisor
of p− 1 and if n ≡ 1 (mod 4) then if given a primitive nth root of unity for the
multiplicative group of GF (p) one can calculate the square root of n modulo p.
The following is an example of this.
Example 1
Suppose that one wishes to calculate the square root of 5 modulo 41. In this
case, 18 generates a subgroup of order 5 modulo 41. Thus using the previously
mentioned formula, we have the following result:
Q(18, 41) ≡ 181 + 184 + 189 + 1816 + 1825 (mod 41)
≡ 18 + 16 + 16 + 18 + 1 ≡ 28 (mod 41)
And thus 28 is a square root of 5 modulo 41.
The problem with this method is that adding up the n terms of the quadratic
sum one by one is inefficient and should actually be considered an exponential
time algorithm. In this previous example, it was practical because n = 5 was
a reasonably small integer. However for most values of n this method would
be totally impratical, unless there is a more efficient algorithm for computing
quadratic sums in GF (p).
This brings up an interesting question: Is there a polynomial time algorithm
for calculating these types of sums? If so, it would have implications for the
security of cryptosystems based on the Diffie-Hellman problem in finite fields.
The following section gives a generalization of the function Q(g, p) and shows
how it is closely related to the Diffie-Hellman problem.
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2.1 Quadratic Sums and Diffie-Hellman
One generalization of the function Q(g, p) is the following which we also refer
to as a quadratic sum in GF (p):
Q(g, h, p) =
p−1∑
k=1
gk
2
hk (mod p)
One of the most important unsolved problems in number theory or cryp-
tography is to find an efficient algorithm, i.e. a polynomial time algorithm, for
calculating the function Q(g, h, p). The most obvious way to calculate Q(g, h, p)
would be to calculate each of the p− 1 terms seperately and then add them to-
gether. This would result in an O(p log3p) algorithm which is an exponential
time algorithm and very inefficient. By polynomial time, we would mean as a
polynomial function of log p.
While there is currently no known algorithm for calculating the function
Q(g, h, p) in polynomial time, a related case has been solved by Hiary, that of
calculating truncated theta functions.
Fd(a, b, n) =
d∑
k=0
exp(2pii(ak2 + bk)/n)
In [4] and [5] Hiary gives a polynomial time algorithm for calculating the theta
function Fd(a, b, n) as this is useful for calculating the Riemann zeta function in
certain cases. In [7] Kuznetzov simplifies Hiary’s algorithm using the Mordell
integral. The function Fd(a, b, n) is quite similar to the function Q(g, h, p). The
main difference is that the first is based on exponentiation involving primitive
nth roots of unity and the second is based on exponentiation in GF (p).
The function Q(g, h, p) has applications for calculating square roots via the
algorithm described in [1]. But more importantly it has potential applications
concerning the integer factorization problem and the discrete logarithm prob-
lem in GF (p). However the most obvious application is to the Diffie-Hellman
problem in GF (p) which has been conjectured to be equivalent to the discrete
logarithm problem. The following explains how the function Q(g, h, p) can be
used to solve the Diffie-Hellman problem in GF (p).
Theorem 1
let n be the minimum positive integer such that
gn ≡ 1 (mod p)
if n 6≡ 2 (mod 4) and
if h ≡ ga (mod p) then
ga
2 ≡ Q(g, 1, p)(Q(g, h2, p))−1 (mod p)
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The Diffie-Hellman problem or the Computational Diffie-Hellman problem in
GF (p) is to calculate the value of gab (mod p) if given the following three
values: (g, ga mod p, gb mod p). The following formula explains how given that
one can calculate the value of ga
2
(mod p) that this can be used to calculate the
value of g2ab (mod p).
g2ab ≡ (g(a+b)2)(ga2)−1(gb2)−1 (mod p)
The solution to the Diffie-Hellman problem gab (mod p) can be determined by
calculating the two square roots of g2ab (mod p) and then determining which
square root represents the correct solution. What this means is that if one could
calculate the quadratic sum Q(g, h, p) in polynomial time given any values g, h,
and p then one could also solve the Diffie-Hellman problem in GF (p) in poly-
nomial time.
3. The Cipolla-Lehmer Square Root Algorithm
The following explains the algorithm for calculating the function CL(c, b, p).
This definition differs slightly from the algorithm in [9] in that this algorithm
returns a square root of a quadratic residue c in GF (p) or it returns 0 if the
quadratic polynomial selected by the algorithm is not irreducible. The algo-
rithm in [9] keeps selecting a random quadratic polynomial until an irreducible
one is found.
Algorithm 1
The Cipolla-Lehmer square root algorithm
Input: a prime p where p > 2, a quadratic residue c in GF (p) and an in-
teger b where 0 < b < p
Output: y where CL(c, b, p) = y. The output y will be 0 or a square root of c
in GF (p).
(1) h := (b2 − 4c)(p−1)/2 (mod p)
(2) if h ≡ 1 (mod p) or if h ≡ 0 (mod p) then s := 0
(3) if h ≡ −1 (mod p) then s := 1
(4) q(x) := x(p+1)/2 mod 〈x2 − bx+ c〉 where q(x) = c1x+ c0 for integers c0, c1
(5) y := sc0
(6) Return y as the output
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Example 2
The following is an example of using Algorithm 1 to calculate CL(20, 2, 31)
(1) h = (22 − (4)(20))15 (mod 31) ≡ 1715 ≡ −1 (mod 31)
(2) Not applicable since h ≡ −1 (mod 31)
(3) s := 1
(4) q(x) := x16 mod 〈x2 + 29x+ 20〉 ≡ 0x+ 19 mod 〈x2 + 29x+ 20〉
(5) y := (1)(19)
(6) Return 19 as the output
Thus CL(20, 2, 31) = 19 which means that 19 is a square root of 20 mod 31.
4. The New Square Root Algorithm
This new algorithm calculates a function S(d, b, p) which calculates the square
root of a quadratic residue d in GF (p) based on a random parameter b or it
returns the value of 0. Given a fixed quadratic residue d and a fixed prime p
where p ≡ 5 (mod 6) consider the following set of p− 1 values for 0 < k < p :
yk = S(d, k, p). For approximately 1/3 of these values this algorithm will return
0. About 1/3 of the time it will return c and about 1/3 of the time it will return
−c (mod p) where c is the minimum positive integer such that c2 ≡ d (mod p).
As an example of this, consider the output of S(5, k, 11) for 0 < k < 11 which
calculates a square root of 5 in GF (11) or returns a value of 0 based on the
parameter k. If k = 1 or if k = 10 then S(5, k, 11) = 0. If k = 2, 4, 5, or 8 then
S(5, k, 11) = 7. If k = 3, 6, 7, or 9 then S(5, k, 11) = 4.
The algorithm is based on exponentiating modulo a cubic polynomial f(x)
in GF (p3) where f(x) = x3 + ax + b and where the integer values d, b and p
are given: p is any prime greater than or equal to 5, d is any nonzero quadratic
residue modulo p, and b is any integer. Then the integer a is selected such that
d ≡ −(4a3 + 27b2) (mod p). The variable d thus refers to the discriminant of
the cubic polynomial f(x).
If p ≡ 1 (mod 6) then in some cases no such value for the variable a exists,
in which case this algorithm will not work. However, approximately 1/3 of the
time for randomly selected d, b and p a value of a does exist and so this algorithm
will work. If p ≡ 5 (mod 6) then in all cases a value for a does exist since all
integers modulo p are cubic residues. The following is the main theorem upon
which the algorithm for calculating S(d, b, p) is based.
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Theorem 2
Given two integers a and b and a prime p ≥ 5 such that gcd(a, p) = 1
Such that the cubic polynomial x3 + ax+ b is irreducible modulo p
Then the following congruence is true:
t2 ≡ −(4a3 + 27b2) (mod p)
where t ≡ (3a)(c2)−1 (mod p)
where c0, c1 and c2 are defined as any integers
such that xp ≡ c2x2 + c1x+ c0 mod 〈x3 + ax+ b〉
Example 3
The following is an example of using Theorem 2 to calculate the square root of
23 in GF (101). Consider the following polynomial:
x3 + 37x+ 26
This polynomial is irreducible modulo 101, thus its discriminantD is a quadratic
residue. Using Theorem 2 it follows that:
D ≡ t2 ≡ −((4)(37)3 + (27)(26)2) (mod 101)
≡ −(6 + 72) ≡ 23 (mod 101)
by exponentiating in GF (1013) it follows that:
x101 ≡ (68x2 + 22x+ 95) mod 〈x3 + 37x+ 26〉
thus
t ≡ (3a)(c2)−1 ≡ (3)(37)(68)−1 ≡ 15 (mod 101)
and thus 15 is a square root of 23 modulo 101.
The following theorem is a generalization of Theorem 2 that applies to any
irreducible cubic polynomial.
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Theorem 3
Given three integers b, c and d and a prime p ≥ 5 such that gcd(b2 − 3c, p) = 1
and such that the cubic polynomial x3 + bx2 + cx+ d is irreducible mod p then
the following congruence is true:
t2 ≡ ((18bcd− 4b3d+ b2c2)− (4c3 + 27d2)) (mod p)
where t ≡ (b2 − 3c)(c2)−1 (mod p)
where c0, c1 and c2 are defined as any integers
such that xp ≡ c2x2 + c1x+ c0 mod 〈x3 + bx2 + cx+ d〉
Both Theorem 2 and Theorem 3 show that by exponentiating in GF (p3), that
is, exponentiating modulo irreducible cubic polynomials where the coefficients
are taken modulo some prime p, that the square root of the discriminant of the
cubic polynomial can be determined. Both theorems define a value for t where
t2 ≡ D (mod p) and where D is the cubic polynomial’s discriminant. See [8] for
more information on the discriminant.
Example 4
The following is an example of using Theorem 3 to calculate the square root of
2 in GF (47). Consider the following polynomial:
x3 + 5x2 + 7x+ 19
This polynomial is irreducible modulo 47, thus its discriminant D is a quadratic
residue. Using Theorem 3 it follows that:
D ≡ t2 ≡ ((18)(5)(7)(19)−4(5)3(19)+(5)2(7)2)−((4)(7)3+(27)(19)2) (mod 47)
≡ ((32− 6 + 3)− (9 + 18)) ≡ 2 (mod 47)
by exponentiating in GF (473) it follows that:
x47 ≡ (14x2 + 2x+ 13) mod 〈x3 + 5x2 + 7x+ 19〉
thus
t ≡ (b2 − 3c)(c2)−1 ≡ ((5)2 − 3(7))(14)−1 ≡ (4)(37) ≡ 7 (mod 47)
and thus 7 is a square root of 2 modulo 47.
Based on Theorem 2, we will next define a function S(d, b, p) that calculates
square roots in GF (p) and give an algorithm for calculating it.
8
Definition 1
Definition of S(d, b, p) for p ≡ 5 (mod 6)
Let p be a prime such that p ≡ 5 (mod 6) and let a be the unique solution
to the following congruence:
d ≡ −(4a3 + 27b2) (mod p)
If x3 + ax+ b is not irreducible modulo p then let S(d, b, p) = 0. Otherwise, let
S(d, b, p) = t where t is defined in Theorem 2.
Definition 2
Definition of S(d, b, p) for p ≡ 1 (mod 6)
Let p be a prime such that p ≡ 1 (mod 6) and let a be any solution to the
following congruence (if a solution exists):
d ≡ −(4a3 + 27b2) (mod p)
If no solution a to the above congruence exists or if a solution does exist and
x3 + ax + b is not irreducible modulo p then let S(d, b, p) = 0. Otherwise, let
S(d, b, p) = t where t is defined in Theorem 2.
It might appear that Definition 2 is ambiguous since p ≡ 1 (mod 6) if a so-
lution a to the previous congruence exists, there will be three possible values
for a and this definition does not specify which of these three values to use.
However, regardless of which cubic root is used for a the same value will be
computed for S(d, b, p).
Next we will give an algorithm for calculating the function S(d, b, p) for
p ≡ 5 (mod 6) based on Definition 1 and using Theorem 2. The most time
consuming parts of this algorithm are steps 2, 3 and 4. Step 2 calculates a
cube root in GF (p) and step 3 exponentiates in GF (p3) and step 4 calculates a
multiplicative inverse in GF (p). All three of these steps each take O(M(p) log p)
time to calculate. Thus the whole algorithm runs in O(M(p) log p) time.
The algorithm could be modified to work in the case that p ≡ 1 (mod 6) by
checking if j from step 1 is a cubic residue. If j is a cubic nonresidue, the algo-
rithm should return 0, otherwise step 2 should be replaced with an algorithm
for calculating cube roots in GF (p) for p ≡ 1 (mod 6) such as the algorithm in
[9]. The rest of the algorithm would remain the same.
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Algorithm 2
The GF (p3) square root algorithm for p ≡ 5 (mod 6)
Input: a prime p where p ≡ 5 (mod 6), a quadratic residue d in GF (p) and an
integer b where 0 < b < p
Output: t where S(d, b, p) = t. The output t will be 0 or a square root of d in
GF (p).
(1) j := (d+ 27b2)(−4)−1 (mod p)
(2) a := j(2p−1)/3 (mod p)
(3) q(x) := xp mod 〈x3 + ax+ b〉 where q(x) = c2x2 + c1x+ c0
for some integers c0, c1 and c2
(4) If x3 + ax+ b is irreducible in GF (p) then t := (3a)(c2)
−1 (mod p)
(5) If x3 + ax+ b is not irreducible in GF (p) then t := 0
(6) Return t as the output
Example 5
The following is a specific example of using Algorithm 2 to calculate S(21, 10, 41)
(1) j := ((21 + 27(10)2)(−4)−1 (mod 41) ≡ (21 + 27(18))(10) ≡ 27 (mod 41)
(2) a := 2727 ≡ 3 (mod 41)
(3) q(x) := x41 mod 〈x3 + 3x+ 10〉 ≡ 30x2 + 34x+ 19 mod 〈x3 + 3x+ 10〉
(4) Since x3 + 3x+ 10 is irreducible in GF (41)
let t = (3)(3)(30)−1 ≡ 29 (mod 41)
(5) Not applicable
(6) Return 29 as the output
thus S(21, 10, 41) = 29 which means that 29 is a square root of 21 mod 41.
5. Conjectures involving the function S(d,b,p)
The following are four conjectures concerning the function S(d, b, p). Based on
calculations that have been done with an implementation of Algorithm 2 writ-
ten in C, it seems probable that these conjectures are true in most if not all cases.
Conjecture 1
If p is a prime such that p ≡ 5 (mod 6) and if d1 is a nonzero quadratic residue
modulo p and if
d2 ≡ 729(d1)−1 (mod p)
then
(a) if S(d1, 1, p) = 0 then S(d2, 1, p) = 0
(b) if S(d1, 1, p) 6= 0 then S(d1, 1, p)S(d2, 1, p) ≡ −27 (mod p)
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Conjecture 2
If p is a prime such that p ≡ 5 (mod 6) and d2 ≡ b2d1(mod p) where b is
any integer and d1 and d2 are nonzero quadratic residues in GF (p) then
(b)(S(d1, 1, p)) ≡ S(d2, b, p) (mod p)
Conjecture 3
If p is a prime such that p ≡ 5 (mod 6) then
(a) if p ≡ 2 (mod 9) then S(9, 1, p) ≡ −3 (mod p)
and S(81, 1, p) ≡ 9 (mod p)
(b) if p ≡ 5 (mod 9) then S(9, 1, p) ≡ 3 (mod p)
and S(81, 1, p) ≡ −9 (mod p)
(c) if p ≡ 8 (mod 9) then S(9, 1, p) = 0
and S(81, 1, p) = 0
The following theorem is due to L.E. Dickson [3] (also see [2] and [9]) and
gives criteria that can be used to determine whether or not a cubic polynomial
of the form x3 + ax+ b is irreducible in GF (p).
Theorem 4
If p is a prime ≥ 5 and if f(x) = x3 + ax + b for any integers a and b then
f(x) is irreducible in GF (p) if and only if the following two conditions are true:
(a) D is a nonzero quadratic residue in GF (p) where D = −(4a3 + 27b2)
(b) (d1x+ d2)
(p2−1)/3 6≡ 1 mod 〈x2 + 3〉
where d1 ≡ 18−1t (mod p) and t2 ≡ D ≡ −(4a3 + 27b2) (mod p)
and d2 ≡ −2−1b (mod p)
The following conjecture shows how the function S(d, b, p) can give more specific
information about Theorem 4
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Conjecture 4
If p is a prime such that p ≡ 5 (mod 6) and if f(x) = x3 + ax + b for any
integers a and b such that gcd(ab, p) = 1 then the following two conditions are
true:
(a) S(−(4a3 + 27b2), b, p) = 0 if and only if
f(x) is not irreducible in GF (p)
(b) if f(x) is irreducible in GF (p) then
(d1x+ d2)
(p2−1)/3 ≡ −2−1(x+ 1) mod 〈x2 + 3〉
where d1 ≡ 18−1t (mod p) and t2 ≡ D ≡ −(4a3 + 27b2) (mod p)
where t is defined as t = S(D, b, p)
and d2 ≡ −2−1b (mod p)
5.1 Two Cubic Residuosity Conjectures
We define the concept of a residuosity theorem as the following: given two
primes p and q, and a function f(q, p) that is computed modulo p, a residuosity
theorem is any theorem that shows a relationship between the output of the
function f(q, p) and the value of p(q−1)/c (mod q) where c > 1 and q ≡ 1 (mod c).
If c = 2 this would be a quadratic residuosity theorem. If c = 3, this would be
a cubic residuosity theorem.
Using this definition the most well-known residuosity theorem would be the
law of quadratic reciprocity which given two odd primes p and q shows a rela-
tionship between the value of p(q−1)/2 (mod q) and the value of q(p−1)/2 (mod p).
In this case, the function f(q, p) would be defined as f(q, p) = q(p−1)/2 (mod p).
In the following section we will present two cubic residuosity conjectures con-
cerning the function S(d, b, p) for b = 1 and for b = 2 that seem to be true based
on computational evidence.
Conjecture 5
If p is a prime such that p ≡ 5 (mod 6) and if d ≡ 81e2 (mod p) for some
integer e such that gcd(e, p) = 1 with d 6≡ 9 (mod p) and d 6≡ 81 (mod p)
And suppose that the following criteria are met for any positive integers x and y:
(1) x ≡ (e− 1)(2)−1 (mod p)
(2) y ≡ (e+ 1)(2)−1 (mod p)
(3) x ≡ 1 (mod 3)
(4) y ≡ 2 (mod 3)
(5) q is a prime where q = x2 + xy + y2
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Then the following three statements are true:
(a) S(d, 1, p) = 0 if and only if p(q−1)/3 ≡ 1 (mod q)
(b) S(d, 1, p) ≡ 9e (mod p) if and only if p(q−1)/3 ≡ xy−1 (mod q)
(c) S(d, 1, p) ≡ −9e (mod p) if and only if p(q−1)/3 ≡ x−1y (mod q)
Example 6
Suppose that p is a prime p ≡ 5 (mod 6) and that d ≡ 729 (mod p)
thus e2 ≡ 9 (mod p)
Using criteria (1) - (4) in Conjecture 5 we could choose x = 1 and y = 2
and thus by (5) q = 12 + (1)(2) + 22 = 7
The output of S(d, 1, p) would depend on the value of p(7−1)/3 ≡ p2 (mod 7)
Thus items a, b and c from Conjecture 5 would imply the following:
(a) S(d, 1, p) = 0 if and only if p ≡ ±1 (mod 7)
(b) S(d, 1, p) ≡ 27 (mod p) if and only if p ≡ ±2 (mod 7)
(c) S(d, 1, p) ≡ −27 (mod p) if and only if p ≡ ±4 (mod 7)
Conjecture 6
If p is a prime such that p ≡ 5 (mod 6) and if d ≡ 81e2 (mod p) for some
integer e such that gcd(e, p) = 1 with d 6≡ 9 (mod p) and d 6≡ 81 (mod p)
And suppose that the following criteria are met for any positive integers x and y:
(1) x ≡ (e− 2) (mod p)
(2) y ≡ (e+ 2) (mod p)
(3) x ≡ 1 (mod 3)
(4) y ≡ 2 (mod 3)
(5) q is a prime where q = x2 + xy + y2
Then the following three statements are true:
(a) S(d, 2, p) = 0 if and only if p(q−1)/3 ≡ 1 (mod q)
(b) S(d, 2, p) ≡ 9e (mod p) if and only if p(q−1)/3 ≡ xy−1 (mod q)
(c) S(d, 2, p) ≡ −9e (mod p) if and only if p(q−1)/3 ≡ x−1y (mod q)
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Example 7
Suppose that p is a prime p ≡ 5 (mod 6) and that d ≡ 729 (mod p)
thus e2 ≡ 9 (mod p)
Using criteria (1) - (4) in Conjecture 6 we could choose x = 1 and y = 5
and thus by (5) q = 12 + (1)(5) + 52 = 31
The output of S(d, 2, p) would depend on the value of p(31−1)/3 ≡ p10 (mod 31)
The following are three specific examples of what items a, b and c from Conjec-
ture 6 would imply:
(a) S(d, 2, 23) = 0 since 2310 ≡ 1 (mod 31)
(b) S(d, 2, 59) ≡ 27 (mod 59) since 5910 ≡ (1)(5)−1 ≡ 25 (mod 31)
(c) S(d, 2, 41) ≡ −27 (mod 41) since 4110 ≡ (1)−1(5) ≡ 5 (mod 31)
One may notice that both Conjectures 5 and 6 are very similar to each other.
Conjecture 5 pertains to the case b = 1 and Conjecture 6 to the case b = 2.
This could be extended to the cases of b = p − 1 and b = p − 2 if one notes
the identity: S(d, b, p) ≡ −S(d, p − b, p)(mod p). One might suspect that it
could be possible to give a generalization for other values of b. In fact such a
generalization does exist which will be mentioned in the next section 5.2. This
generalization can be considered to be a cubic reciprocity formula.
Also one should note that both Examples 6 and 7 considered the simplest
case of d ≡ 729 (mod p) which allowed for the smallest possible value of q which
was 7 for Conjecture 5 and 31 for Conjecture 6.
5.2 Cubic Reciprocity
Both conjectures 5 and 6 can be generalized and these generalizations can be
considered to be cubic reciprocity identities. By cubic reciprocity identity we
would mean that if given two primes p and q the problem of determining whether
or not q is a cubic residue in GF (p) can be shown to be equivalent to making
some determination about an element of a group that uses arithmetic modulo q
instead of arithmetic modulo p. One of the oldest examples is Jacobi’s rational
cubic reciprocity theorem which is mentioned in [12]. What is meant by rational
cubic reciprocity theorem is that it can be used to determine whether or not
q is a cubic residue mod p. However in the case that q is a cubic nonresidue
in GF (p) the theorem gives no indication as to which primitve cubic root of
unity the value q(p−1)/3 (mod p) is equal to. The following is a slightly changed
version of Jacobi’s rational cubic reciprocity theorem as presented in [12].
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Theorem 5
If p and q are primes where p ≡ 1 (mod 3) and q ≡ 1 (mod 3), q 6= p and
4p = L2 + 27M2 and 4q = A2 + 27B2 then q is a cubic residue in GF (p) if and
only if (LB −AM)(LB +AM)−1 is cubic residue in GF (q)
Theorem 5 can be generalized so that it is a full cubic reciprocity theorem
instead of just a rational cubic reciprocity identity. The following is an example
of this from [12].
Theorem 6
If p and q are primes where p ≡ 1 (mod 3) and q ≡ 1 (mod 3), q 6= p and
4p = L2+27M2 and 4q = A2+27B2 where A is defined so that A ≡ 1 (mod 3)
then q(p−1)/3 ≡ ((−1− L/(3M))2−1)i (mod p) if and only if
((LB −AM)(LB +AM)−1)(q−1)/3 ≡ ((−1 −A/(3B))2−1)i (mod q)
Both Theorem 5 and it’s generalization Theorem 6 represent very efficient
cubic reciprocity identities. Determining whether or not q is a cubic residue
mod p which would normally require O(log3 p) time to calculate can instead be
translated into determining whether or not a certain element is a cubic residue
mod q which runs in O(log3 q) time. If q much smaller than p then this can
be significantly more efficient. The problem is that both theorems require that
q ≡ 1 (mod 3) and so cannot be used if the prime q ≡ 2 (mod 3).
There are some cubic reciprocity theorems that can be used in the case that
q ≡ 2 (mod 3) such as the rational cubic reciprocity theorem due to Emma
Lehmer which is stated as Theorem 1.2 in [13] or the similar but more general
full cubic reciprocity Theorem 1.2 in [12]. Another very interesting example is
given by Zhi-Hong Sun in [12] which is based on exponentiation in a unique type
of group called C(q) which is defined on the set of all integers modulo q with
the exception of the two square roots of q − 3 if q ≡ 1 (mod 3) plus an identity
element which we denote by e. The group operation ∗ where x and y refer to
any two elements of the group both not equal to e is defined as the following:
(1) e ∗ e = e
(2) e ∗ x = x ∗ e = x
(3) if x ≡ −y (mod q) then x ∗ y = e
(4) if x 6≡ −y (mod q) then x ∗ y = (xy − 3)(x+ y)−1 (mod q)
Using the definition of C(q) we have the following Theorem from [12].
Theorem 7
Let p and q be distinct primes both greater than 3 and suppose p ≡ 1 (mod 3)
and that 4p = L2 + 27M2 then q is a cubic residue if GF (p) if and only if c is
a cube in C(q) where c ≡ L(3M)−1 (mod q)
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The order of the group C(q) where q is prime greater than 3 is q − 1 if
q ≡ 1 (mod 3) and is q + 1 if q ≡ 2 (mod 3). Thus determining whether or
not an element is a cubic residue involves exponentiating to the (q − 1)/3 or
(q+1)/3 power depending on the value of q mod 3. One should notice that the
group operation ∗ involves calculating a multiplicative inverse in GF (p) which
takes O(log3 q) time. Thus exponentiating in the group C(q) takes O(log4 q)
time.
In all the previously mentioned cubic reciprocity formulas, it was required
to know solutions L and M to the equation 4p = L2 + 27M2. In the next
cubic reciprocity formula based on the GF (p3) square root function S(d, b, p)
the formula requires knowing the values of x and y where x2 + xy + y2 = p.
However these two equations are essentially equivalent. Any prime p that is
congruent to 1 (mod 3) can be written in the form x2 + xy + y2. Without loss
of generality we can assume that x and y are both positive integers and that
there are only three cases to consider: (1) x ≡ 1 (mod 3) and y ≡ 2 (mod 3)
(2) x ≡ 0 (mod 3) and y ≡ 1 (mod 3) or (3) x ≡ 0 (mod 3) and y ≡ 2 (mod 3).
If case 1 is true then L = |y − x| and M = (x + y)/3. If cases 2 or 3 are true
then L = x+ 2y and M = x/3.
Both conjectures 5 and 6 can be considered to be cubic reciprocity identi-
tiies but only apply to certain cases. For example, conjecture 5 corresponds
to the case y − x = 1 where p = x2 + xy + y2 and where x ≡ 1 (mod 3) and
y ≡ 2 (mod 3). The following is an example of how this can be generalized to
be a cubic reciprocity identity for all possible values of x and y.
Conjecture 7
Suppose that p is a prime where p ≡ 1 (mod 6) and that p = x2 + xy + y2
where x and y are both positive integers and suppose d ≡ 81(x + y)2 (mod q)
and b ≡ y−x (mod q) and that x2 6≡ y2 (mod q) where q is any prime such that
q ≡ 5 (mod 6) then
Case 1: x ≡ 1 (mod 3) and y ≡ 2 (mod 3)
(a) S(d, b, q) = 0 if and only if q(p−1)/3 ≡ 1 (mod p)
(b) S(d, b, q) ≡ 9(x+ y) (mod q) if and only if q(p−1)/3 ≡ xy−1 (mod p)
(c) S(d, b, q) ≡ −9(x+ y) (mod q) if and only if q(p−1)/3 ≡ x−1y (mod p)
Case 2: x ≡ 0 (mod 3) and y ≡ ±1 (mod 3)
Let t = ((q + 1)/3) mod 3
If S(d, b, q) = 0 then c = 0
If S(d, b, q) ≡ 9(x+ y) (mod q) then c = 1
If S(d, b, q) ≡ −9(x+ y) (mod q) then c = 2
Let z = (t+ c) mod 3
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(a) z = 0 if and only if q(p−1)/3 ≡ 1 (mod p)
(b) z = 1 if and only if q(p−1)/3 ≡ xy−1 (mod p)
(c) z = 2 if and only if q(p−1)/3 ≡ x−1y (mod p)
Conjecture 7 only covers the case q ≡ 5 (mod 6). It can be generalized to
cover the other case q ≡ 1 (mod 6). However this generalization will not be
mentioned here since we did not give a specific method for calculating S(d, b, q)
if q ≡ 1 (mod 6). One should note that the same exact algorithm applies as for
the case q ≡ 5 (mod 6). except that a different algorithm for calculating cube
roots has to be applied. Also one should note that the Conjecture 7 algorithm
gives essentially the same output as the method based on the group C(q) but is
somewhat faster running in O(log3 q) time as opposed to O(log4 q) time.
6. Conclusion
We presented two previously known methods for calculating square roots in
GF (p): the quadratic sum method and the Cipolla-Lehmer method. Also we
showed how quadratic sums are related to the Diffie-Hellman problem in GF (p)
and how efficient methods for calculating the function Q(g, h, p) might lead to
efficient methods for solving the Diffie-Hellman problem in GF (p).
We also presented a new method for calculating square roots in GF (p) based
on exponentiation in GF (p3). A function S(d, b, p) was defined and an algorithm
for calculating this function was given. In addition to this, seven conjectures
relating to the output of the square root function S(d, b, p) were given. The
seventh conjecture mentioned was a very efficient new cubic reciprocity identity.
This new GF (p3) square root algorithm like the Cipolla-Lehmer algorithm was
shown to run in O(M(p) log p) time where M(p) is the amount of time it takes
to calculate one multiplication modulo p.
Python 3 and C implementations [14] of the GF (p3) square root algorithm
are available at https://github.com/davidsknight/NumberTheory. The pro-
gram modsqrt.py contains both the GF (p3) algorithm as well as the Cipolla-
Lehmer algorithm. The program modsqrt2.c is a C implementation of these
two algorithms. The Python progam cubicreciprocity.py checks the correctness
of conjecture 7. And cubicsqrt.py is a polynomial time deterministic algorithm
based on Theorem 3 for determining the square root in GF (p) of the discrimi-
nant of a given cubic polynomial that is irreducible mod p.
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