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Abstract
The existence theorems of critical points due to M. Schechter [M. Schechter, The saddle point alternative,
Amer. J. Math. 117 (1995) 1603–1626] are developed to the case of sign-changing critical points. A new
relationship between the linking without value-splitting property and the sign-changing (weak) Palais–
Smale sequence is established. The new abstract theorems are applied to find nodal solutions to elliptic
equations under rather weak hypotheses.
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1. Introduction
A fundamental method of finding critical points of a C1 functional on a Banach space E
consists of finding two subsets A and B of E such that A links B in the sense of Schechter [17]
(or Rabinowitz [11]) and satisfy the value-splitting condition
a0 := sup
A
G b0 := inf
B
G. (1.1)
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3348 W. Zou, S. Li / Journal of Functional Analysis 258 (2010) 3347–3361In [17] it was shown the existence of a sequence {uk} in E with G(uk) → a  b0 and
G′(uk) → 0. This kind sequence is called Palais–Smale sequence ((PS) sequence, for short).
The (PS) sequence usually can deduce a critical point (a solution of the equations) in case that
additional hypotheses are imposed. However, if (1.1) is violated, the existence of the (PS) se-
quence is not assured. In Schechter’s paper [14], he considered this situation in which there is a
sequence {Ak} in E such that Ak links B for each k and (1.1) is violated. He got the following
alternative: Either (1) a (PS) sequence exists, or (2) there exists a sequence {uk} such that
G(uk) → a, ‖uk‖ → ∞, G(uk)‖uk‖θ → 0,
G′(uk)
‖uk‖θ−1 → 0,
where θ  1 is a constant. The usefulness of this alternative theorem lies in the fact that the
kind of arguments which are used in showing the boundedness of the (PS) sequences can be
used to eliminate option (2) from the alternative. By this way, the existence of critical points can
also be deduced. The abstract theorems of [14] are successfully applied to solve the existence
of solutions to a series of semilinear elliptic equations with very weak assumptions, where the
standard linking methods are usually ineffective.
However, when ones want to study the existence of sign-changing (nodal) solutions to el-
liptic equations, Schechter’s theorems in [14] fail. The aim of the present paper is to develop
Schechter’s theory and establish new theorems where (1.1) is not needed and sign-changing crit-
ical points can be obtained. Roughly speaking, I introduce some new linking sets A and B . If
(1.1) is violated, we either get a sequence such that
{uk} is sign-changing, G(uk) → a and G′(uk) → 0,
or show that there exists a sequence {uk} such that
{uk} is sign-changing, G(uk)‖uk‖β → 0 and
G′(uk)
‖uk‖β−1 → 0,
where β  1. The new saddle point alternative theorem may also produce the sign-changing crit-
ical points. Moreover, in this paper, a series of new theorems on the existence of sign-changing
(PS) (or weak) sequence for various linkings will be established when (1.1) does not hold. Even
if (1.1) holds, we shall build new theorems on the existence of sign-changing weak (PS) se-
quences. We illustrate this method with several applications to semilinear elliptic boundary value
problems.
2. On Schechter’s linking theorems
Let E be a Hilbert space endowed with an inner product 〈·,·〉 and the associated norm ‖ · ‖.
Suppose that there is another norm ‖ · ‖∗ of E such that ‖u‖∗  C∗‖u‖ for all u ∈ E, here C∗ > 0
is a constant. Moreover, we assume that ‖un −u∗‖∗ → 0 whenever un ⇀ u∗ weakly in (E,‖ · ‖).
For example, in the Sobolev space H 10 (Ω), we may choose ‖ · ‖∗ = ‖ · ‖p , the usual Lp-norm
(see [12,21,22]). A functional G ∈ C1(E,R) maps bounded sets to bounded sets. Let K := {u ∈
E: G′(u) = 0}, E˜ := E\K, K[a, b] := {u ∈ K: G(u) ∈ [a, b]}, Ga := {u ∈ E: G(u) a}. As in
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E as follows:
Φ :=
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Γ :
Γ (·,·) ∈ C([0,1] ×E,E), Γ (0, ·) = id,
for each t ∈ [0,1),Γ (t, ·) is a homeomorphism of E
onto itself and Γ −1(t, ·) is continuous on [0,1)×E;
there exists an x0 ∈ E such that Γ (1, x) = x0
for each x ∈ E and that Γ (t, x) → x0 as t → 1
uniformly on bounded subsets of E
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
. (2.1)
Obviously, Γ (t, u) = (1 − t)u ∈ Φ . Let A ⊂ E be a bounded subset of E.
Definition 2.1. (See [17,19].) A subset A of E is linked to a subset B of E if A∩B = ∅ and, for
every Γ ∈ Φ , there is a t ∈ [0,1] such that Γ (t,A)∩B = ∅.
Since Φ = ∅ and A is bounded, we may choose a β > 0 such that
ΦA,β :=
{
Γ ∈ Φ: Γ ([0,1],A)⊂ Gβ} = ∅. (2.2)
Definition 2.2. Subset A of E is called ΦA,β -linked to a subset B of E if A ∩ B = ∅ and, for
every Γ ∈ ΦA,β , there is a t ∈ [0,1] such that Γ (t,A)∩B = ∅.
Obviously, if A links B in the sense of Definition 2.1, then we may find a β > 0 such that A is
ΦA,β -linked to B . The following linking is different from the classical ones in Rabinowitz [11].
Proposition 2.1. Let E = M ⊕ Y , where M,Y are closed subspaces and Y is of finite dimen-
sional. Choose R > 0, ρ > 0 and y0 ∈ M\{0} with R‖y0‖ = ρ and ‖y0‖∗ = 1. Set
A := {u = v + sy0: v ∈ Y, s  0, ‖u‖ = R}∪ {u ∈ Y : ‖u‖R},
B := {u ∈ M: ‖u‖∗ = ρ},
then A links B in the sense of Definition 2.1 and hence, of Definition 2.2 for some β > 0.
Remark 2.1. The choice of B is essential since in applications, dist(B ∩ Gβ,±P) > 0 and
this plays an important role in getting sign-changing solutions (see [12]). However, in classical
case, B = {u ∈ M: ‖u‖ = ρ} and dist(B,±P) = 0 in applications, hence we can not be applied
directly to get sign-changing critical points.
Proof. We first let Q = {sy0 + v: v ∈ Y, s  0, ‖sy0 + v‖ R}. Then A = ∂Q in RN+1. Let
u = v+w with v ∈ Y , w ∈ M , we define Fu = v+‖w‖∗y0. Then F |Q = id and B = F−1(ρy0).
We can apply Proposition 2.6.2 of Schechter [17] to conclude that A links B in the sense of
Definition 2.1. Hence, A is ΦA,β -linked to B for some β > 0. 
As in [12,22], we make the following assumption.
(A1) B ∩Gc = ∅ ⇒ dist(B ∩Gc,±P) > 0.
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(A1) is satisfied. For μ0 > 0, define Dμ0 := {u ∈ E: dist(u,P) < μ0}. Set D := Dμ0 ∪ (−Dμ0),
Sβ = E\D. Noting (A1) and B∩Gβ = ∅, we may assume μ0 small enough so that B∩Gβ ⊂ Sβ .
Define
a0 := sup
A∩Sβ
G, b0 := inf
B
G, a := inf
Γ ∈ΦA,β
sup
Γ ([0,1],A)∩Sβ
G(u). (2.3)
If A ∩ Sβ = ∅, we set a0 = −∞. Note that a is well defined if A is ΦA,β -linked to B . Further,
we make the following hypotheses.
(A2) Assume G′ is of the form G′(u) = u − G(u), where G : E → E is a continuous operator
and G(±Dμ0) ⊂ ±Dμ for some μ ∈ (0,μ0); K ∩ (E\{−P ∪ P}) ⊂ Sβ .
Theorem 2.1. Assume (A1)–(A2) and A is ΦA,β -linked to B . Assume that a0  b0. Then a ∈
[b0, β] and there exists a sequence {uk} such that
{uk} ∈ Sβ, G(uk) → a, G′(uk) → 0. (2.4)
If a = b0, then we may require that dist(uk,B) → 0.
Proof. Obviously, a ∈ [b0, β]. We first consider the case of a > b0. If (2.4) were false, there
would exist a positive constant ε¯ ∈ (0,1/8) such that ‖G′(u)‖  √8ε¯ for u ∈ T1 := {u ∈
Sβ : |G(u)− a| 3δ} for some δ ∈ (0, ε¯/2)∩ (0, a− b0). Note that T1 = ∅. Let V0 : E˜ → E be a
pseudo-gradient vector field of G with V0(u) = u−L0(u) and L0(±Dμ0 ∩E˜) ⊂ (±Dμ) for some
μ ∈ (0,μ0). The construction of such V0 and L0 can be found in [22]. Let Y0(u) := V0(u)1+‖V0(u)‖ .
Then Y0(u) is locally Lipschitz continuous and 〈G′(u),Y0(u)〉  ε¯ on T1. Let T2 := {u ∈ Sβ :
|G(u)− a| 2δ}, T3 := {u ∈ Sβ : |G(u)− a| δ}. Define ξ(u) = dist(u,T2)dist(u,T3)+dist(u,T2) . We remark
that T3 = ∅. If T2 = ∅, we set ξ ≡ 1. Consider the Cauchy problem: dω (t,u)dt = −ξ(ω)Y0(ω),
ω(0, u) = u ∈ E. Then ω(t,±Dμ0) ⊂ ±Dμ0 for all t  0 (cf. [20,22]); and d G(ω(t, u))/dt −ε¯ξ(ω(t, u)) if ω(t, u) ∈ Sβ . Let u ∈ Ga+δ . If ω(t1, u) /∈ T3 for some t1 ∈ [0,1], then ei-
ther G(ω(1, u))  G(ω(t1, u)) < a − δ or ω(t1, u) /∈ Sβ (hence, ω(t, u) ∈ D for all t  t1).
On the other hand, if σ(t, u) ∈ T3 for all t ∈ [0,1], then G(ω(1, u))  a − δ. Summing up,
we have ω(1,Ga+δ) ⊂ Ga−δ ∪ D. By the definition of a, we have a Γ ∈ ΦA,β such that
Γ ([0,1],A) ⊂ Ga+δ ∪ D. Set Γ1(s, u) = ω(2s, u) if s ∈ [0,1/2] and = ω(1,Γ (2s − 1, u)) for
all s ∈ [1/2,1]. Then Γ1 ∈ ΦA,β . It is easy to check that Γ1(s,A) ⊂ Ga−δ ∪ D, which con-
tradicts the definition of a. Next we consider the case of a = b0. Here we have to construct
different vector field and need a careful analysis of the flow. If it were not true, there would
exist positive numbers ε, δ, T such that ‖G′(u)‖  √8ε for u ∈ T4 := {u ∈ Sβ : dist(u,B) 
4T , |G(u)−a| < 3δ} for some δ < T ε/2. Let T5 := {u ∈ Sβ : dist(u,B) 3T , |G(u)−a| < 2δ},
T6 := {u ∈ Sβ : dist(u,B)  2T , |G(u) − a|  δ}. Then we observe that T6 = ∅. Define
ζ(u) = dist(u,E\T5)dist(u,E\T5)+dist(u,T6) . Consider the similar Cauchy problem as above, where ξ is replaced
by ζ and we get a new flow ω satisfying ω(t,±Dμ0) ⊂ ±Dμ0 for all t  0. Take any u ∈ Ga+δ ,
if there exists a t1  T such that ω(t1, u) /∈ T6, then either ω(t1, u) ∈ D or ω(t1, u) < a − δ
or dist(ω(t1, u),B) > 2T . For the last case, since ‖ω(t, u) − ω(s,u)‖  |t − s|, we see that
dist(ω(t, u),B) > T for all t ∈ [0, T ]. On the other hand, if ω(t, u) ∈ T6 for all t ∈ [0, T ],
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ω([0, T ],A) ∩ B ∩ Sβ = ∅. Otherwise, we have an ω(t, u) ∈ B ∩ Sβ , u ∈ A ∩ Sβ . Note that
G(ω(t, u)) a0 −ε
∫ t
0 ζ(ω(s,u)) ds and G(ω(t, u)) b0, hence ζ(ω(s,u)) = 0 for all s ∈ [0, t]
hence ω(s,u) ∈ E\T5, that is, either G(ω(s,u)) < a−δ for all s ∈ [0, t] or dist(ω(s,u),B) > 2T
for all s ∈ [0, t] or ω(s,u) ∈ D for all s ∈ [0, t]. These are absurd. Then our claim is correct. By
the definition of a, we have a Γ ∈ ΦA,β such that Γ ([0,1],A) ⊂ Ga+δ ∪ D. Define Γ1 such that
Γ1 = ω(2sT ,u) for s ∈ [0,1/2] and = ω(T ,Γ (2s − 1, u)) if s ∈ [1/2,1]. We have Γ1 ∈ ΦA,β .
But Γ1([0,1],A)∩B ∩ Sβ = ∅, also a contradiction. 
Remark 2.2. If we replace (A1) by “B ⊂ Sβ”, then Theorem 2.1 is still true (see [20,22]).
Lemma 2.1. Assume (A2). If for any Γ ∈ ΦA,β , there holds
SΓ :=
{
v = Γ (s,u): s ∈ (0,1], u ∈ A, v ∈ Sβ, v /∈ A, G(v) a0
} = ∅,
then there is a sequence {uk} ∈ Sβ such that G(uk) → a and G′(uk) → 0 as k → ∞.
Proof. We set B0 :=⋃Γ ∈ΦA,β SΓ . Then A ∩ B0 = ∅, B0 ⊂ Sβ and A is ΦA,β -linked to B0. In
particular a0  infB0 G. By Theorem 2.1 and Remark 2.2, we get the conclusion. 
Lemma 2.2. Assume (A2) and either (A1) or B ⊂ Sβ . If a0 = a, then there is a sequence {uk} ∈
Sβ such that G(uk) → a and G′(uk) → 0 as k → ∞.
Proof. Note that A ∩ Sβ ⊂ Γ ([0,1],A) ∩ Sβ , we see that a > a0. Hence, for any Γ ∈ ΦA,β ,
there exists a u ∈ A, s ∈ (0,1] such that G(Γ (s,u)) > a0, Γ (s,u) ∈ Sβ , hence SΓ = ∅. By the
above Lemma 2.1, we get the conclusion. 
Theorem 2.2. Let A,a0 be as above. Then the sufficient and necessary condition of SΓ = ∅ for
all Γ ∈ ΦA,β is there exists a B0 ⊂ Sβ such that A is ΦA,β -linked to B0 and a0  infB0 G.
Proof. If SΓ = ∅, then B0 =⋃Γ ∈ΦA,β SΓ is what we want. If SΓ = ∅ for some Γ ∈ ΦA,β , then
for any B0 ⊂ Sβ with A ∩ B0 = ∅ and a0  infB0 G, we must have Γ ([0,1],A) ∩ B0 = ∅, a
contradiction. 
Theorem 2.3. If for each Γ ∈ ΦA,β , supΓ ([0,1],A)∩Sβ G is attained at w /∈ A, then there is a
sequence {uk} ⊂ Sβ such that G(uk) → a and G′(uk) → 0 as k → ∞.
Proof. For any Γ ∈ ΦA,β , supΓ ([0,1],A)∩Sβ G a0. If for each Γ ∈ ΦA,β , supΓ ([0,1],A)∩Sβ G is
attained at w /∈ A, then w = Γ (s, e) ∈ Sβ , G(w)  a0. Hence, SΓ = ∅. By Lemma 2.1, we get
the conclusion. 
Set A˜ := {u ∈ A ∩ Sβ : G(u) > b0}. Then A˜ = ∅ if and only if a0  b0. Let α := dist(A˜,B).
If A˜ = ∅, we take α = ∞. Let φ(t) be a positive nondecreasing function on [0,∞) such that
a0 − b0 < 1
∫ T φ(t)2
dt for some T  α.4 0 1+φ(t)
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is a uε ∈ E such that
uε ∈ Sβ, b0 − ε G(uε) a + ε,
∥∥G′(uε)∥∥< φ(dist(uε,B)).
Proof. By Lemma 2.2, we may assume a = a0. By negation, we assume that there is an ε > 0
such that ε < φ(dist(u,B))  ‖G′(u)‖ for all u ∈ Q := {u ∈ Sβ : b0 − 3ε  G(u)  a + 3ε}.
We note that Q = ∅ for such an ε. We may choose ε < 1 small enough and let T < α such
that a − b0 + ε < 14
∫ T
0
φ2(t)
1+φ(t) dt and ε <
φ2(0)
4(1+φ(0))T . Let Q0 := {u ∈ Q: either b0 − 2ε G(u)
or G(u) a+2ε}, Q1 := {u ∈ Q: b0 −ε G(u) a+ε}, and η(u) = dist(u,Q0)dist(u,Q1)+dist(u,Q0) . Then
Q1 = ∅. If Q0 = ∅, we let η ≡ 1. Consider dσdt = −η(σ )Y0(σ ), σ(0, u) = u. Then σ(t, u)− u =
− ∫ t0 η(σ )Y0(σ ) dt , σ([0,∞),±Dμ0) ⊂ ±Dμ0 (cf. [22]) and
dist(u,B)− t  dist(σ(t, u),B) dist(u,B)+ t ∀u ∈ E, t  0. (2.5)
Further, d G(σ(t,u))
dt
− 14η(σ ) φ
2(dist(σ,B))
1+φ(dist(σ,B)) if σ(t, u) ∈ Sβ and
G
(
σ(t, u)
)
G(u)− 1
4
t∫
0
η
(
σ(s,u)
) φ2(dist(σ (s, u),B))
1 + φ(dist(σ (s, u),B)) ds if σ(t, u) ∈ Sβ.
Assume for the moment that σ(T ,A) ∩ Sβ = ∅ and let W1 := {u ∈ A: σ(T ,u) ∈ Sβ}. Then for
each u ∈ W1, we have that σ(t, u) ∈ Sβ for all t ∈ [0, T ]. In particular, Sβ ∩A = ∅. Now we con-
sider u ∈ W1. If there is a t1 ∈ [0, T ] such that σ(t1, u) /∈ Q1, then G(σ(T ,u))G(σ(t1, u)) <
b0 − ε. On the other hand, if σ(t, u) ∈ Q1 for all t ∈ [0, T ], then
G
(
σ(T ,u)
)
G(u)− 1
4
T∫
0
φ2(dist(σ (s, u),B))
1 + φ(dist(σ (s, u),B)) ds
G(u)− 1
4
T∫
0
φ2(dist(u,B)− s)
1 + φ(dist(u,B)− s) ds.
If u ∈ A˜∩W1, then dist(u,B) dist(A˜,B) = α > T, then
G
(
σ(T ,u)
)
 a − 1
4
dist(u,B)∫
dist(u,B)−T
φ2(τ )
1 + φ(τ) dτ  a −
1
4
T∫
0
φ2(τ )
1 + φ(τ) dτ.
It implies that G(σ(T ,u)) < b0 − ε. If u ∈ W1\A˜, then G(u)  b0, then G(σ(T ,u)) < b0 − ε.
Let A1 = σ(T ,A), a10 = supA ∩S G. If A1 ∩ Sβ = ∅, i.e., W1 = ∅, we set a10 = −∞. Then1 β
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= ∅. Indeed, take
Γ ∈ ΦA,β . Set
Γ1(s, u) =
{
σ(2sT ,u)−1, s ∈ [0,1/2],
Γ (2s − 1, σ (T ,u)−1), s ∈ (1/2,1].
Then Γ1 ∈ Φ and
G
(
Γ1
(
s, σ (T ,A)
))=
{
G(σ(T − 2sT ,A)), s ∈ [0,1/2],
G(Γ (2s − 1,A)), s ∈ (1/2,1].
Thus supΓ1([0,1],A1) G  supΓ ([0,1],A) G  β . It follows that Γ1 ∈ ΦA1,β . Define a1 :=
infΓ ∈ΦA1,β supΓ ([0,1],A1)∩Sβ G. To show that a1 is well defined, we have to show that A1 is
ΦA1,β -linked to B . To this aim, we first prove σ([0, T ],A) ∩ B = ∅. Recall A ⊂ Gβ , then
σ([0, T ],A) ⊂ Gβ . If it were not true, then there would be σ(t0, u0) ∈ B ∩ Gβ ⊂ Sβ for some
t0 ∈ [0, T ] and u0 ∈ A (hence, u0 ∈ Sβ ). If u0 ∈ A˜, by (2.5), we see that dist(σ (t0, u0),B) 
α − t0  α − T > 0, a contradiction. Then we must have u0 ∈ A ∩ Sβ\A˜ and then G(u0) b0,
hence G(σ(t0, u0)) < b0. Unless η(σ (s, u0)) = 0 for all s ∈ [0, t0], i.e., σ(s,u0) ∈ Q¯0. But then
G(σ(t0, u0)) b0 − 2ε. Hence G(σ(t0, u0)) < b0, a contradiction. Let Γ be any map in ΦA1,β .
Set
Γ1(s, u) =
{
σ(2sT ,u), s ∈ [0,1/2],
Γ (2s − 1, σ (T ,u)), s ∈ (1/2,1].
Then Γ1([0,1],A) ⊂ Gβ . Then Γ1 ∈ ΦA,β . Since A is ΦA,β -linked to B , there is an s1 ∈ [0,1]
such that Γ1(s1,A) ∩ B = ∅. Since σ(2sT ,A) ∩ B = ∅ for all s ∈ [0,1/2], we must have s1 >
1/2. Hence, Γ (2s1 − 1, σ (T ,A)) ∩ B = ∅. Then, A1 is ΦA1,β -linked to B . Thus, a1 is well
defined. Next, we show that a10 < b0  a1  a. Let Γ ∈ ΦA,β . Set
Γ1(s, u) =
{
σ(2sT ,u)−1, s ∈ [0,1/2],
Γ (2s − 1, σ (T ,u)−1), s ∈ (1/2,1].
Then Γ1 ∈ Φ and
G
(
Γ1
(
s, σ (T ,u)
))=
{
G(σ(T − 2sT ,u), s ∈ [0,1/2],
G(Γ (2s − 1, u)), s ∈ (1/2,1].
Thus Γ1 ∈ ΦA1,β and a1  supΓ1([0,1],A1)∩Sβ G supΓ ([0,1],A)∩Sβ G. It follows that a1  a. Ob-
viously, we have known b0  a1. Finally, by the previous arguments, we have a10 < b0. We now
apply Theorem 2.1 to A1 and B , there exists a sequence {uk} such that {uk} ⊂ Sβ , G(uk) → a1
and G′(uk) → 0. If a1 = b0, then we may require that dist(uk,B) → 0. However, this contradicts
the assumptions at the beginning of the proof. 
Let {Ak,Bk} be a sequence of pairs of subsets of E, where each Ak is bounded. Assume that
there is a βk > 0 such that
(A3) ΦAk,βk := {Γ ∈ Φ: Γ ([0,1],Ak) ⊂ Gβk } = ∅, ∀k ∈ N. Moreover, Ak is ΦAk,βk -linked to
Bk and Bk ∩Gβk ⊂ Sβ .k
3354 W. Zou, S. Li / Journal of Functional Analysis 258 (2010) 3347–3361Let ak,0 := supAk∩Sβk G and bk,0 := infBk G. Define ak = infΓ ∈ΦAk,βk supΓ ([0,1],Ak)∩Sβk G. Set
A˜k = {u ∈ Ak ∩ Sβ : G(u) > bk,0} and αk = dist(A˜k,Bk).
Theorem 2.5. Assume (A2)–(A3) and bk,0 ∈ R. Suppose that αk → ∞ and there exists a θ  0
such that ak,0−bk,0
(αk)
θ+1 → 0 as k → ∞. Then there exists a sequence {uk} such that uk ∈ Sβk ⊂
E\(−P ∪ P) and that
bk,0 − 1
k
G(uk) ak + 1
k
,
G′(uk)
(1 + dist(uk,Bk))θ → 0, k → ∞.
Proof. Let
h(t) := 4(θ + 1)(ak,0 − bk,0)(1 + t)θ /(αk)θ+1, φ(t) := h(t)+
√
h2(t)+ 4h(t)
2
.
Then we may check that
∫ αk
0
φ2(t)
1+φ(t) dt > 4(ak,0 − bk,0). We may assume that bk,0 < ak,0 for
each k. We now apply Theorem 2.4 for each k there is a uk ∈ E such that uk ∈ Sβk , bk,0 − 1k 
G(uk) ak + 1k and ‖G′(uk)‖ < φ(dist(uk,Bk)), which implies the conclusion. 
An immediate consequence of Theorem 2.5 is the following corollary.
Corollary 2.1. Assume that αk → ∞ and there exist a ρ1 > −∞ and ρ2 < ∞ such that bk,0  ρ1,
ak,0  ρ2. Then there exists a sequence {uk} such that uk ∈ Sβk and that G(uk) → c ∈ [ρ1,∞),
G′(uk) → 0, k → ∞.
Let E,M,Y,A and B be as in Proposition 2.1.
Theorem 2.6. Assume (A1)–(A2). Assume there is a constant c0 such that G(u)  c0 for all
u ∈ Y and G(u)  c0 for all u ∈ {u ∈ M: ‖u‖∗ = ρ}. Further, G(sy0 + v)  Ck for s  0,
v ∈ Y and ‖sy0 + v‖ = k, here y0 ∈ M with ‖y0‖∗ = 1 and ρ > 0. If there is a θ  0 such that
limk→∞ Ckkθ+1 = 0, then there exists a sequence {um} such that um ∈⊂ E\(−P ∪ P) and that
G(um) → c ∈ [c0,∞], G
′(um)
(1 + ‖um‖)θ → 0, m → ∞.
Proof. Let Ak := {sw0 + v = u: s  0, v ∈ Y, ‖u‖ = k} ∪ {u ∈ Y : ‖u‖  k} and B := Bk :=
{u ∈ M: ‖u‖∗ = ρ}. Then A˜k ⊂ {sw0 + v = u: s  0, v ∈ Y, ‖u‖ = k}. Note that ‖sw0 + v −
u‖∗  CY ‖sw0 + v‖ − ρ = CY k − ρ, where CY > 0 is a constant depending on Y only. Then
we observe that αk = dist(A˜k,Bk) (CY k − ρ)/C∗ → ∞. On the other hand, we may assume
that ak,0 > bk,0 (otherwise, we are done!), then ak,0−bk,0
αθ+1k
→ 0. Then by Theorem 2.5, we get the
conclusion. 
In particular, if Ck is uniformly bounded (this is indeed true for superlinear cases), then we
have
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that um ∈ E\(−P ∪ P) and that G(um) → c ∈ [c0, c∗], G′(um) → 0, m → ∞.
Next we consider the existence of sign-changing Cerami’s sequence.
Theorem 2.8. Assume (A1)–(A2). Assume that A is bounded and A is ΦA,β -linked to B and
a0  b0. Let φ(t) be a positive nonincreasing function on (0,∞) such that
∫∞
1 φ(t) dt = ∞.
Then there exists a sequence {uk} such that
{uk} ⊂ Sβ, G(uk) → a, G
′(uk)
φ(‖uk‖) → 0.
Proof. We note that if the theorem were false, there would be an ε > 0 and a φ(t) satis-
fying ‖G′(u)‖  φ(‖u‖) when u ∈ Q := {u ∈ Sβ : |G(u) − a|  3ε} = ∅. Assume b0 < a
and 3ε < a − b0. Let Q0 := {u ∈ Sβ : |G(u) − a|  2ε} and Q1 := {u ∈ Sβ : |G(u) − a| 
ε}, Q2 := E\Q0, η(u) = dist(u,Q2)dist(u,Q1)+dist(u,Q2) . Consider
d γ (t,u)
dt
= −η(γ )Y (γ ), γ (0, u) = u,
where Y(u) = V0(u)/‖V0(u)‖, V0 is as that in the proof of Theorem 2.1. Then d G(γ )dt 
− 14η(γ (t, u))φ(‖u‖ + t) and γ ([0,∞),±Dμ0) ⊂ ±Dμ0 . By the definition of a, there is a
Γ ∈ ΦA,β such that G(Γ ([0,1],A) ∩ Sβ) < a + ε. Set ξ := sup{‖Γ (s,u)‖: s ∈ [0,1], u ∈ A}.
Choose a T > 0 such that 8ε <
∫ ξ+T
ξ
φ(t) dt . Let W := {v: v = Γ (s,u) ∈ Sβ for some s ∈
[0,1], u ∈ A}. Next, we only consider those v ∈ W satisfying γ (T , v) ∈ Sβ . If there is a
t0  T such that γ (t0, v) /∈ Q1, then we must have G(γ (T , v)) < a − ε. If γ (t, v) ∈ Q1 for
all t ∈ [0, T ], then we have G(γ (T , v))  a + ε − 14
∫ T
0 φ(ξ + t) dt < a − ε. Summing up,
we see that G(γ [T ,Γ ([0,1],A) ∩ Sβ ] ∩ Sβ) < a − ε. Now we define Γ ∗(t, u) = γ (2tT , u)
if t ∈ [0,1/2] and Γ ∗(t, u) = γ (T ,Γ (2t − 1, u)) if t ∈ [1/2,1]. Then Γ ∗ ∈ Φ . Obviously,
G(Γ ∗([0,1],A)∩ Sβ) a − ε and G(Γ ∗([0,1],A)) β . This contradicts the definition of a.
Next we consider the case of b0 = a. For each u ∈ A ∩ Sβ, we note that G(γ (t, u))  a0 −
1
4
∫ t
0 η(γ (s, u))φ(‖γ (s, u)‖) ds. We show that γ (t,A) ∩ B ∩ Sβ = ∅ for all t  0. Otherwise,
there is a γ (t, u) ∈ B ∩ Sβ with u ∈ A ∩ Sβ . Then G(γ (s,u))  b0 for all s ∈ [0, t], hence
η(γ (s, u)) = 0 which implies that γ (s, u) ∈ Q2 and then G(γ (s,u)) a − ε = b0 − ε and thus
γ (s, u) /∈ B for all s ∈ [0, t]. Similar to the first case, γ (T ,Γ ([0,1],A)∩ Sβ)∩B ∩ Sβ = ∅. Let
Γ ∗ be defined as in the first case, we know that Γ ∗([0,1],A) ∩ B = ∅, this contradicts the fact
that A is ΦA,β -linked to B . 
We have the following immediate consequence on the existence of the sign-changing Cerami’s
sequence.
Theorem 2.9 (Sign-changing Cerami’s sequence). Assume (A1)–(A2). Suppose that A is
bounded and A is ΦA,β -linked to B , a0  b0. Then there exists a sequence {uk} such that
{uk} ⊂ Sβ, G(uk) → a,
(
1 + ‖uk‖
)
G′(uk) → 0.
Let a0, b0, a, A˜ and α be defined as before. We shall establish the following alternative theo-
rems.
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Assume a, b0 ∈ R and let φ be a positive nondecreasing function on [0,+∞) such that a0 −b0 <
1
4
∫ T
0 φ(t) dt for some T ∈ (0, α). Then the following alternative holds: Either
(a) there is a sequence {uk} such that
{uk} ⊂ Sβ, G(uk) → c ∈ [b0, a], G′(uk) → 0;
or
(b) for each ε > 0 there is a uε ∈ Sβ such that
b0 − ε G(uε) a + ε, dist(uε, A˜) T + ε,
∥∥G′(uε)∥∥< φ(dist(uε,B)).
Proof. By Theorem 2.1 and Lemma 2.2, we may assume that a = a0 and b0 < a0. Hence, A˜ = ∅
and α > 0. If option (b) were false, there would be an ε > 0 such that φ(dist(u,B)) ‖G′(u)‖
for all u in the set
Q := {u ∈ Sβ : b0 − 3ε G(u) a + 3ε, dist(u, A˜) T + 3ε}. (2.6)
We remark that Q is nonempty as long as ε small enough. We assume that a − b0 + ε <∫ T
0 φ(t) dt , ε <
1
4φ(0)T . Let
Q0 :=
{
u ∈ Q: b0 − 2ε G(u) a + 2ε and dist(u, A˜) T + 2ε
}
,
Q1 :=
{
u ∈ Q: b0 − ε G(u) a + ε and dist(u, A˜) T + ε
}
,
Q2 := E\Q0, η(u) = dist(u,Q2)/
[
dist(u,Q1)+ dist(u,Q2)
]
.
Consider dσ
dt
= −η(σ )Y (σ ) with σ(0, u) = u, where Y comes from the proof of Theorem 2.8.
Then σ([0,∞),±Dμ0) ⊂ ±Dμ0 .
dist(u,B)− t  dist(σ(t, u),B) dist(u,B)+ t; ∀u ∈ E, t  0, (2.7)
and d G(σ(t,u))
dt
 − 14η(σ (t, u))‖G′(σ )‖  − 14η(σ )φ(dist(σ,B)). It follows that G(σ(t, u)) 
G(u) − 14
∫ t
0 η(σ (s, u))φ(dist(σ (s, u),B)) ds. Now we consider D := {u ∈ A: σ(T ,u) ∈ Sβ}.
Then for each u ∈ D, σ(t, u) ∈ Sβ for all t ∈ [0, T ]. Suppose that u ∈ A˜. If there is a t1 ∈ [0, T ]
such that σ(t1, u) /∈ Q1, then G(σ(T ,u)) < b0 − ε. On the other hand, if σ(t, u) ∈ Q1 for all
t ∈ [0, T ], then we have G(σ(T ,u))G(u)− 14
∫ T
0 φ(dist(σ (t, u),B)) dt . Hence
G
(
σ(T ,u)
)
 a − 1
4
T∫
0
φ
(
dist(u,B)− t)dt  a − 1
4
dist(u,B)∫
dist(u,B)−T
φ(s) ds
 a − 1
4
T∫
φ(s) ds < b0 − ε.0
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a1,0 = supA1∩Sβ G, a1,0 = −∞ if D = ∅. As in the proof of Theorem 2.4, ΦA1,β = ∅. Define
d := infΓ ∈ΦA1,β supΓ ([0,1],A1])∩Sβ G. We now show that A1 is ΦA1,β links B . First as in the proof
of Theorem 2.4, we know that σ(t,A) does not intersect B for any t ∈ [0, T ]. Now we let Γ
be any map in ΦA1,β and let Γ ∗(t, u) = σ(2tT , u) for t ∈ [0,1/2] and Γ ∗(t, u) = Γ (2t − 1,
σ (T ,u)) for all s ∈ [1/2,1]. Then Γ ∗ ∈ Φ . Since A is ΦA,β -linked to B , we may find a
t1 ∈ [0, T ] such that Γ ∗(t1,A) ∩ B = ∅. Since σ(2tT ,A) ∩ B = ∅ for [0,1/2], we must have
Γ (2t1 − 1, σ (T ,A))∩B = ∅ showing that A1 is ΦA1,β links B . Next we show that a1,0 < b0 
d  a. Define Γ1(t, u) = σ(2tT , u)−1 for t ∈ [0,1/2] and Γ1(t, u) = Γ (2t−1, σ (T ,u)−1) for all
t ∈ [1/2,1]. Then Γ1 ∈ Φ and G(Γ1(t, σ (T ,u)))G(u) if t ∈ [0,1/2] and G(Γ (2t − 1, u))
for all t ∈ (1/2,1]. This show that d  a. Finally, a1,0 < b0  d are obvious. Applying Theo-
rem 2.1 to A1,B and d we get the conclusion (a). 
Corollary 2.2. Assume (A2). Let {Ak,Bk} be a sequence of pairs of subsets of E satisfying (A3)
such that αk := dist(A˜k,Bk) → ∞ and lim supk→∞ ak,0−bk,0(αk)θ+1  0, where θ  0 is a constant.
Then either
(1) there is a sequence {um} ∈ E\(−P ∪ P) such that G(um) → c ∈ [infk bk,0,∞) with
G′(um) → 0 or
(2) there is a sequence {uk} ∈ E\(−P ∪ P) such that bk,0 − 1k  G(uk)  ak,0 + 1k ,
dist(uk,Bk) → ∞ and
lim
k→∞
G(uk)− bk,0
(dist(uk,Bk))θ+1
= 0, lim
k→∞
G′(uk)
(dist(uk,Bk))θ
= 0.
Proof. Let εk → 0 such that ak,0 − bk,0 < εk(αk)θ+1. Set φ(t) = (θ + 1)2θ+1εktθ , Tk = αk/2.
Then ak,0 − bk,0 <
∫ Tk
0 φ(t) dt . If option (1) is not true, we find a uk ∈ E\(−P ∪ P) such that
bk,0 − 1k G(uk) ak,0 + 1k and dist(uk, A˜k) Tk + 1k and ‖G′(uk)‖ < φ(dist(uk,Bk)). These
imply the conclusion of the current corollary. 
Furthermore, we have
Theorem 2.11. Let E,M,Y,A and B be as in Proposition 2.1. Assume (A1)–(A2). Assume that
G(u) c0 for all u ∈ Y , G(u) c0 for all u ∈ {u ∈ M: ‖u‖∗ = ρ} and G(tu0 + u)mk for all
t  0, u ∈ Y with ‖tu0 + u‖ = k > ρ, where u0 ∈ M with ‖u0‖∗ = 1. If lim supk→∞ mkkθ+1  0 for
some θ  0, then either
(1) there is a sequence {um} ∈ E\(−P ∪ P) such that G(um) → c ∈ [c0,∞) with G′(um) → 0
or
(2) there is a sequence {um} ∈ E\(−P ∪ P) such that G(um) → c ∈ [c0,∞] and
lim
m→∞
G(um)
‖um‖θ+1 = 0, limm→∞
G′(um)
‖um‖θ = 0, ‖um‖ → ∞.
Proof. Let Ak := {w = su0 + u: s  0, u ∈ Y, ‖w‖ = k} ∪ {u ∈ Y : ‖u‖ k} and Bk := B :=
{u ∈ M: ‖u‖∗ = ρ}. Then Ak links Bk with respect to Φ and A˜k ⊂ {w = su0 + u: s  0, u ∈ Y,
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lary 2.2. 
Theorem 2.12. Assume (A2) and lim supR→∞
sup‖u‖=R G
Rθ+1  0 for some θ  0, then for any w0 /∈
(−P ∪ P), either
(1) there is a sequence {um} ∈ E\(−P ∪ P) such that G(um) → c ∈ [G(w0),∞) with
G′(um) → 0 or
(2) there is a sequence {um} ∈ E\(−P ∪ P) such that G(um) → c ∈ [G(w0),∞] and
lim
m→∞
G(um)
‖um‖θ+1 = 0, limm→∞
G′(um)
‖um‖θ = 0, ‖um‖ → ∞.
Proof. Let Ak := {u: ‖u‖ = k} and Bk := B := {w0}. Then Ak links Bk with respect to Φ (cf.
[17]). Then similarly, using Corollary 2.2 we get the conclusion. 
Remark 2.3. Assume (A2) and lim supR→∞
sup‖u‖=R G
Rθ+1  0 for some θ  0 and either
lim‖u‖→∞ G(u)‖u‖θ+1 = 0 or lim‖u‖→∞ G
′(u)
‖u‖θ = 0. Then for any w0 /∈ (−P ∪ P), there is a se-
quence {um} ⊂ E\(−P ∪ P) such that G(um) → c ∈ [G(w0),∞) with G′(um) → 0. If more-
over, for any such a (PS) sequence {um}, it converges to a sign-changing critical point, then G
has infinitely many sign-changing critical points, where G is not necessarily even.
Remark 2.4. The above theorems and corollaries can be traced back to the results due to Martin
Schechter [14,17], where there is no any information on the sign-changing property of the critical
point or of the (PS) sequence. Also some other earlier results on sign-changing solutions have
been obtained in [1,6,12,21,22], etc.
3. Applications
In this section, we just give two theorems to illustrate the efficacy of the abstract theorems in
Section 2. We will observe that it is very convenient to get sign-changing solutions under very
weak hypotheses. We believe the abstract theorems may have more deep applications. Consider
the sign-changing solutions to the following Dirichlet boundary value problem
{−u = f (x,u), in Ω,
u = 0, on ∂Ω, (3.1)
where Ω ⊂ RN is a bounded domain with the smooth boundary ∂Ω and finite measure
measΩ := |Ω|. Let E := H 10 (Ω) be the usual Sobolev space endowed with the inner prod-
uct 〈u,v〉 := ∫
Ω
(u · v)dx for u,v ∈ E and the norm ‖u‖ := 〈u,u〉1/2. Let 0 < λ1 < · · · <
λm < · · · denote the distinct Dirichlet eigenvalues of − on Ω with zero boundary value. Then
each λm has finite multiplicity. The principal eigenvalue λ1 is simple with a positive eigenfunc-
tion ϕ1, and the eigenfunctions ϕm corresponding to λm (m  2) are sign-changing. Let Nm
denote the eigenspace of λm. Then dimNm < ∞. We fix m and let Em := N1 ⊕ · · · ⊕ Nm. We
first consider the following assumptions:
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formly for x ∈ Ω .
(B2) C(1 + |t |2)  2F(x, t)  λmt2 − κ0 for all x ∈ Ω , t ∈ R, where F(x, t) =
∫ t
0 f (x, s) ds,
C,κ0 > 0 is a constant.
(B3) lim inf|t |→∞ 2F(x,t)−f (x,t)t|t | > 0 a.e. on Ω .
The above assumptions include the following cases:
{
f (x, t)/t → a a.e. x ∈ Ω as t → −∞,
f (x, t)/t → b a.e. x ∈ Ω as t → ∞.
The existence of solutions of (3.1) is deeply related to the equation −u = bu+ − au−, where
u± = max{±u,0}. Conventionally, the set
Σ := {(a, b) ∈ R2: −u = bu+ − au− has nontrivial solutions}
is called the Fucˇík spectrum of − (see S. Fucˇík [2] and M. Schechter [13]). It plays a key role in
most results on this aspect. However, so far no complete description of Σ has been found. Only
partial answers were given. It was shown in M. Schechter [13] that in the square (λl−1, λl+1)2
there are decreasing curves Cl1,Cl2 (which may or may not coincide) passing through the point
(λl, λl) such that all points above or below both curves in the square (the so-called type (I) region)
are not in Σ , while points on the curves are in Σ . Usually, the status of points between the curves
(referred to as type (II) region, if the curves do not coincide) is unknown. However, it was shown
in T. Gallouët, O. Kavian [3] that when λ is a simple eigenvalue, then points of type (II) region
are not in Σ . On the other hand, C.A. Margulies, W. Margulies [7] have shown that there are
boundary value problems for which many curves in Σ emanate from a point (λl, λl) when λl is a
multiple eigenvalue. Certainly, these curves are contained in the region (II). We refer the readers
to [8–10] for further developments. Recently, related applications also can be seen in [5,4] (and
the references cited therein). Their results heavily rely on Σ . Our results in this current paper are
independent of Σ .
By our assumption, F(x,u)  λ14 |u|2 + CF |u|p , ∀x ∈ Ω , u ∈ R, where p ∈ (2,2∗). On the
other hand, we have a constant Cp > 0 such that ‖u‖2p  Cp‖u‖2 for u ∈ E. Set S0 := {u ∈
E⊥k−1: ‖u‖p = ρ} for ρ := ( 18CFCp )1/(p−2).
Theorem 3.1. Assume (B1)–(B3). If κ0  ( 18CpCF )2/(p−2) 14Cp |Ω| , then Eq. (3.1) has a sign-
changing solution.
Proof. For u ∈ Em−1 we see that G(u) κ0|Ω|2 . For any u ∈ S0, we have that
G(u) 1
4Cp
‖u‖2p −CF ‖u‖pp 
(
1
8CpCF
)2/(p−2) 1
8Cp
.
We choose u0 ∈ Nm with ‖u0‖∗ := ‖u0‖p = 1 and set mk = sup{G(tu0 + u): t  0, u ∈ Em−1,
‖tu0 + u‖ = k}. Then lim supk→∞ mkk  0. Let P := {u ∈ E: u(x) 0 for a.e. x ∈ Ω}. Then P
is the positive cone of E. We define Dμ0 := {u ∈ E: dist(u,P) < μ0}. Then by (B1), we may
check that conditions (A1)–(A2) are satisfied (see for example [22]). By Theorem 2.11, either
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or
(2) there is a sequence {uk} ∈ E\(−P ∪ P) such that G(uk) → c ∈ [ κ0|Ω|2 ,∞] and
lim
k→∞
G(uk)
‖uk‖ = 0, limk→∞G
′(uk) = 0, ‖uk‖ → ∞.
Assume the second alternative is true. Let u¯k = uk/‖uk‖, then u¯k → u¯ strongly in L2. By (B3) we
know that u¯ ≡ 0. But by (B2) we may observe that u¯ ≡ 0. This eliminate the case of (2). Hence,
we just have case (1). By standard arguments, we know that {uk} has a convergent subsequence
whose limit is still sign-changing (by (B1)) and its energy is  κ0|Ω|2 . 
We define the following numbers (cf. M. Schechter [18,17]):
αk = max
{‖u‖2: u ∈ Ek, u 0, ‖u‖2 = 1} λk,
γk(a) = sup
{‖u‖2 − a∥∥u−∥∥22: u ∈ Ek,
∥∥u+∥∥2 = 1} λ1,
Γk(a) = inf
{‖u‖2 − a∥∥u−∥∥22: u ∈ E⊥k ,
∥∥u+∥∥2 = 1}.
Then α1 = λ1 = γ1(a) for any a ∈ R. Moreover,
(1) γk(a),Γk(a) are continuous and decreasing,
(2) if k  2, αk < λk ,
(3) if k  2 and a > αk , then γk(a) < ∞ and the supremum is attained,
(4) for each k, the infimum in the definition of Γk(a) is attained,
(5) if a  λk+1, then Γk(a) λk+1.
Theorem 3.2. Assume (B1). Assume there are numbers m > αk−1, m1 > αk , p > 2 and β < λk
such that
m
(
t−
)2 + γk−1(m)(t+)2 −W1(x) 2F(x, t) βt2 +C0|t |p +W2(x)
and
m1
(
t−
)2 + γk(m1)(t+)2  2F(x, t)+W3(x)
for all x ∈ Ω, t ∈ R. Further,
lim
t→+∞
f (x, t)
t
= β+(x), lim
t→−∞
f (x, t)
t
= β−(x),
uniformly for x ∈ Ω and β± ∈ L∞(Ω). Assume moreover,
B1 +B2 <
(
1
C0
) 2
p−2( 1
2Cp
(
1 − β
λk
))p/(p−2)
,
where Bj =
∫
Ω
Wj(x)dx. If the equation −u = β+u+ − β−u− has the only solution u ≡ 0,
then (3.1) has a sign-changing solution.
W. Zou, S. Li / Journal of Functional Analysis 258 (2010) 3347–3361 3361Proof. For any u ∈ Ek−1 we have that G(u)  B1/2 and for any u ∈ Ek we see that G(u) 
B3/2. For any u ∈ E⊥k−1, we have that
G(u) 1
2
(
1
C0
) 2
p−2( 1
2Cp
(
1 − β
λk
))p/(p−2)
− B2
2
:= C1
for ‖u‖p := ‖u‖∗ = ( 12C0Cp (1 −
β
λk
))1/(p−2) := ρ. Let y0 ∈ Nk with ‖y0‖p = 1, then we have
G(u)  B1/2 for all u ∈ Ek−1; G(u + sy0)  B3/2 for all s ∈ R and u ∈ Ek−1; G(u)  C1 >
B1/2 for all u ∈ E⊥k−1 with ‖w‖∗ = ρ. By Theorem 2.6, there is a sign-changing sequence {uk} ∈
E\(−P ∪ P) and a c ∈ R such that G(uk) → c ∈ [C1,B3/2], G′(uk) → 0. Since the equation
−u = β+u+ − β−u− has the only solution u ≡ 0, it is easy to see that {uk} is bounded, hence
it has a convergent subsequence whose limit is still sign-changing (by (B1)). 
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