Abstract. In this paper, we deal with uncertainty quantification for the random Legendre differential equation, with input coefficient A and initial conditions X 0 and X 1 . In a previous study [Calbo G. et al, Comput. Math. Appl., 61(9), 2782-2792], a mean square convergent power series solution on (−1/e, 1/e) was constructed, under the assumptions of mean fourth integrability of X 0 and X 1 , independence, and at most exponential growth of the absolute moments of A. In this paper, we relax these conditions to construct an L p solution (1 ≤ p ≤ ∞) to the random Legendre differential equation on the whole domain (−1, 1), as in its deterministic counterpart. Our hypotheses assume no independence and less integrability of X 0 and X 1 . Moreover, the growth condition on the moments of A is characterized by the boundedness of A, which simplifies the proofs significantly. We also provide approximations of the expectation and variance of the response process. The numerical experiments show the wide applicability of our findings. A comparison with Monte Carlo simulations and gPC expansions is performed.
Introduction
Random differential equations are differential equations in which randomness appears in the coefficients, forcing term, initial conditions and/or boundary conditions. The solution is a stochastic process that solves the differential equation in some probabilistic sense, usually in the sample path or L p sense. For a theoretical approach to random differential equations, see [1, 2] . Uncertainty quantification consists in calculating the main statistics of the response process to the stochastic system [3] . The main methods used to deal with uncertainty quantification for random differential equations are Monte Carlo simulations [4] , gPC based stochastic Galerkin technique [5, 6] , finite difference schemes [7, 8, 9, 10, 11, 12, 13, 14, 15] , Itô calculus [16] and L p calculus [1, 17, 18] . In the concrete case of second-order random linear differential equations, the Fröbenius method has been successfully used to deal with particular equations: Airy [19] , Hermite [20] , Legendre [21] , Bessel [22] , etc. In [23, 24, 25] , homotopy, Adomian decomposition and differential transformations 1 techniques, respectively, have been extended to the random scenario to solve some particular second-order random linear differential equations.
In this paper, we will deal with the random Legendre differential equation:     
(1 − t 2 )Ẍ(t) − 2tẊ(t) + A(A + 1)X(t) = 0, |t| < 1, X(0) = X 0 , X(0) = X 1 .
(1.1)
The coefficient A is a non-negative random variable and the initial conditions X 0 and X 1 are random variables. All of them are defined in a common complete probability space (Ω, F , P). In [21] , the authors constructed a mean square convergent power series solution X(t) to (1.1) on (−1/e, 1/e) under certain assumptions on the random inputs A, X 0 and X 1 . The goal of this article is to improve [21] : to weaken the hypotheses from [21] , to simplify the proofs significantly and to obtain an L p (Ω) random power series solution on the whole domain (−1, 1), as in the deterministic counterpart of (1.1). Numerical examples that could not be tackled via the hypotheses from [21] will be carried out in this paper, establishing a comparison with Monte Carlo simulations and a particular version of gPC expansions [5] .
The structure of this paper is the following. In Section 2, we will review the techniques used in [21] . We will relax the assumptions from [21] and we will improve the conclusions of the results. In Section 3, we will show how to approximate the expectation and variance of the response process, under no independence assumption. In Section 4, we will perform a wide variety of examples and illustrate the potentiality of our findings by comparing the numerical results with Monte Carlo simulations and gPC expansions. Section 5 will draw conclusions.
Random Legendre differential equation
In [21] , the authors constructed a mean square power series solution to the random Legendre differential equation (1.1) on the time interval (−1/e, 1/e). The hypotheses assumed in [21] were that the absolute moments of A increased at most exponentially, that is, there exist two positive constants H and M such that
that A is independent of the initial conditions X 0 and X 1 ; and that X 0 , X 1 ∈ L 4 (Ω). Hypothesis (2.1) has been of constant use in the extant literature to study significant linear random differential equations via the Fröbenius method: [19, 20, 21] . In [21] , the explicit solution to (1.1) was obtained in the form of a random power series solution by means of the Fröbenius method:
for |t| < 1/e, wherẽ
3)
The series in (2.3) were proved to be mean fourth convergent for |t| < 1/e. Since Our goal is to extend this theorem and to simplify its proof given in [21] . The growth condition (2.1) was established in order to demonstrate the mean fourth convergence of (2.3), by applying well-known inequalities: Hölder's inequality, c s -inequality and arithmetic-geometric inequality. We will simplify the proof given in [21] by working with an equivalent but easier to manage form of (2.1), see Lemma 2.2. Moreover, the L ∞ (Ω) convergence of (2.3) (which implies mean fourth convergence) will be obtained on the whole interval (−1, 1), see Theorem 2.4. This will provide the complete extension of the deterministic counterpart for the random Legendre differential equation.
Lemma 2.2. The growth condition (2.1) is equivalent to the boundedness of
, so that we can take H = 1 and M = A L ∞ (Ω) and (2.1) is satisfied.
On the other hand, if
n be a formal random power series on (−1, 1).
, then the series converges in L p (Ω) for all t ∈ (−1, 1), because in a Banach space, absolute convergence of a series implies convergence.
On the other hand, suppose that the series converges in L p (Ω) for all t ∈ (−1, 1).
We state and proof our main Theorem 2.4. It is a significant improvement of Theorem (2.1) stated and proved in [21] : for p = 2, we only require mean square integrability of X 0 and X 1 , not mean fourth integrability; we do not need any independence assumption on A, X 0 and X 1 ; and we demonstrate mean square convergence of the series on the whole interval (−1, 1), not just (−1/e, 1/e). Moreover, our proof is much simpler, because the hypothesis of boundedness for A instead of the equivalent growth condition (2.1) allows simpler and more direct inequalities (we do not need Hölder's inequality, c s -inequality, arithmetic-geometric inequality, etc.).
. Then the stochastic process defined by (2.2)-(2.4) is the unique L p (Ω) solution to the random initial value problem (1.1) on the whole time domain (−1, 1).
Proof. From (2.2) and X 0 , X 1 ∈ L p (Ω), it suffices to see that the two series given in
(2.5) for t ∈ (−1, 1) (see Lemma 2.3). We will check (2.5) for the first series, as for the second one the reasoning is completely analogous.
Let L = A L ∞ (Ω) . We have
where the property
then the first part of (2.5) will follow. By Stirling's formula, Γ(x) ∼ √ 2πx( As a conclusion, the stochastic process defined by (2.
To demonstrate the uniqueness, we use [1, Th. 5.1.2], [2, Th. 5]. Rewrite (1.1) aṡ Z(t) = B(t)Z(t), where The hypothesis A L ∞ (Ω) < ∞ is satisfied by some standard probability distributions: Uniform, Beta, Binomial, etc. If one wants A to follow an unbounded distribution, the truncation method permits bounding the support of A (see [26] ). For example, the truncated Normal or Gamma distributions can be given to A. See Example 4.3 for a test of this methodology.
By Lemma 2.3, the two series given in (2. 3. Approximation of the expectation and variance of the response process
(Ω) and A be a bounded random variable, not necessarily independent. By Theorem 2.4, the stochastic process X(t) defined by (2.2)-(2.4) is an L 2 (Ω) solution to the random initial value problem (1.1) on the whole time domain 1) . This mean square convergence allows us to approximate the expectation and variance of X(t) by using The expectation of X M (t) is given by
where
(a − 2j + 1)(a + 2j) P (A,X 1 ) (da, dx 1 ).
Here, P Z represents the probability law of the random vector Z, which comprises the different cases of absolute continuity, discrete support, etc.
On the other hand, the variance of X M (t) is given by
so that we need to compute
We have
The expectations involved in these expressions can be computed as follows:
Numerical experiments
In this section we perform several numerical experiments. Since in [21] the authors carried out numerical examples when A, X 0 and X 1 are independent random variables, we will show three more examples in which A, X 0 and X 1 are not independent. To assess the reliability of the approximations obtained for the expectation and variance by using (3.1), we will compare them with Monte Carlo simulations and a generalized Polynomial Chaos (gPC) approach.
Monte Carlo simulations generate samples of X(t) by computing realizations of A, X 0 and X 1 and solving the corresponding deterministic problem (1.1). Although it is an effective and easy to implement approach to quantify the uncertainty, the slowness to get accurately the digits in the computations makes this technique computationally expensive, [4] , [6, pp. 53-54] .
Our gPC approach is based on the computational algorithm presented in [5] , which works when the random input parameters are non-independent and jointly absolutely continuous. Due to the spectral convergence of the Galerkin projections in L 2 (Ω) [6, 27, 28, 29] , for small orders of bases m (see [5] ) the approximations for the expectation and variance are very accurate, especially for small t. However, increasing the order m of the bases may entail numerical errors, see [28, 29] and Example 4.3. Since X 0 , X 1 and A are bounded random variables, Theorem 2.4 implies that the stochastic process X(t) defined by (2.2)-(2.4) is the unique L ∞ (Ω) solution to (1.1) on (−1, 1). In Table 1 , we show E[X M (t)] for different orders M, which approximates E[X(t)] by (3.1). We observe that the approximations achieved are more accurate for small M when t is near 0, because the random power series is centered at 0 and the process X(t) is known at 0. For t ≤ 0.8, stabilization of the results has been achieved for M = 80. For t = 0.9, a larger M would be needed. We notice that Monte Carlo simulations with 500, 000 realizations give an approximate result up to three significant figures. To obtain more exact approximations, more simulations and computational cost are needed. In general, the approximations via Monte Carlo simulations are worse than via our Fröbenius method. Concerning gPC approximations, the results obtained are as accurate as via the Fröbenius method, due to its spectral convergence. Table 4 provides analogous results for the variance, where V[X M (t)] approximates V[X(t)] by (3.1). For t ≤ 0.7 stabilization of the approximations has been reached for M = 80. In general, a larger M is required to achieve nearly exact approximations for the variance. The results obtained agree with Monte Carlo simulations and gPC expansions. Table 1 . Approximation of the expectation of the solution stochastic process. Example 4.1. Since X 0 , X 1 and A are bounded random variables, Theorem 2.4 entails that the response process X(t) defined by (2.2)-(2.4) is the unique L ∞ (Ω) solution to (1.1) on (−1, 1). Expression (3.1) allows approximating E[X(t)] and V[X(t)] via E[X M (t)] and V[X M (t)], respectively. Analogous comments to the previous example apply here, and the results are presented in Table 3 and Table 4 . We point out that, since (A, X 0 , X 1 ) is discrete, the computational method from [5] Since X 0 , X 1 ∈ L p (Ω) for all 1 ≤ p < ∞ and A is bounded in [6, 14] , Theorem 2.4 shows that the stochastic process X(t) defined by (2.2)-(2.4) is the unique L p (Ω) solution to (1.1) on (−1, 1), for each 1 ≤ p < ∞. Analogously to the previous two examples, Table 5 and Table 6 show the results. Observe that stabilization of the results for t ≤ 0.7 is achieved for M = 80. Notice also that, for M ≤ 20 and t ≥ 0.4, the approximation of the expectation and variance is not good. The results obtained from the Fröbenius method for M ≥ 80 agree with the statistics calculated via Monte Carlo simulations. On the other hand, the approximations performed by gPC expansions are not good. This is due to the accumulation of numerical errors, which invalidates the corresponding results. See [28, 29] for an analysis of computational errors when working with gPC expansions. Thus, the Fröbenius method proves to be the best uncertainty quantification technique for this example. Table 6 . Approximation of the variance of the solution stochastic process. Example 4.3.
Conclusions
In this article we have studied the random Legendre differential equation with input coefficient A and initial conditions X 0 and X 1 . In [Calbo G. et al, Comput. Math. Appl., 61(9), 2782-2792 (2011)], a mean square convergent random power series solution X(t) on (−1/e, 1/e) was constructed via the Fröbenius method. The authors proved that, under the assumption that the absolute moments of A grow at most exponentially, under mean fourth integrability of X 0 and X 1 , and under independence of A and the initial conditions, the random power series becomes a mean square solution to the random Legendre differential equation on (−1/e, 1/e). We have extended this result by assuming less integrability of X 0 and X 1 and no independence between the random inputs. Moreover, the growth condition on the absolute moments of A has been characterized in terms of the boundedness of A. This has permitted a simpler proof of our result, as no probabilistic inequalities (Hölder, c s , etc.) have been required. Moreover, our random power series solution converges on the whole (−1, 1), as it occurs with its deterministic counterpart. We have provided expressions for the approximate expectation and variance of X(t), by truncating the random power series. In the numerical examples, we have illustrated the improvements developed by working with non-independent random inputs. Our approach has improved the approximations done by Monte Carlo simulations and gPC expansions.
