ABSTRACT Background/foreground separation has become an inevitable step in numerous image/video processing applications, such as image/video inpainting, anomaly detection, motion segmentation, augmented reality, and so on. Recent low-rank based approaches, such as robust principal component analysis separating a data matrix into a low-rank matrix with a sparse matrix, have achieved encouraging performance. However, these approaches usually need relatively high computation cost, mainly due to calculation of full or partial singular value decomposition of large matrices. On the other hand, the nuclear norm is widely exploited as a convex surrogate of the original rank function, while it is not a tighter envelope of the original rank function. To address these above-mentioned issues, this paper proposes a fast background/foreground separation algorithm in which the low-rank constraint is solved by a matrix factorization scheme, thus heavily reducing the computation cost. We further adopt two non-convex low-rank approximations to improve the robustness and flexibility of the traditional nuclear norm. In comparison with the state-of-the-art low-rank reconstruction methods, experimental results on challenging data sets, which contain different real data sets, show our superior performance in both image clarity and computation efficiency.
I. INTRODUCTION
As an important step, background/foreground separation has been widely used in various image/video applications, including image/video inpainting, anomaly detection, motion segmentation, behavior recognition, and augmented reality [1] - [4] , and attracted increasing attention in recent years. For example, the moving objects detection, which is a basic operation in video analysis, aims at subtracting the ''foreground'' and ''background'' from the video.
Various approaches for background/foreground separation can be roughly categorized into the following classes [5] : the basic approach, the statistical approach, the fuzzy approach, the neural and neuro-fuzzy approach, and the subspace learning approach [1] , [6] , [7] . However, the traditional background/foreground separation methods may suffer from some issues. For example, [8] first proposed to use the principal component analysis (PCA) to estimate the background, whereas, PCA is brittle to non-Gaussian noise (such as outliers), which may be prevalent in our real applications. On the other hand, some useful video structure knowledge are neglected by these classical methods, leading to the poor performance. To address this shortcoming, Candès et al. [9] developed robust PCA (RPCA), in which the static background is modeled as a low-rank matrix due to the high correlation between frames, and moving objects such as pedestrians, shaking leaves, fountains, are represented as a sparse matrix based on the striking fact that the moving objects just occupy a small proportion in video foreground [10] . RPCA can be formulated as 
However, solving (1) is NP-hard and intractable, because rank function and l 0 -norm are non-convex. The most popular choice is to utilize the nuclear norm (sum of all singular values) and l 1 -norm instead of the rank function and l 0 -norm, respectively, leading to the following formulation:
where L * = i σ i is the nuclear norm, which is the tightest convex relaxation of the rank function; σ i is the i-th singular value of the matrix L and S 1 = i,j |S i,j |.
Many efforts, such as singular value thresholding [11] , exact and inexact augmented lagrange method [12] , alternating direction method of multipliers [13] , fast alternating linearization method [14] , have been developed for (2) . However, nuclear norm solution needs computation of full or partial singular value decomposition (SVD). Therefore, with the increase of matrix dimension, time consuming is further extended. On the other hand, the nuclear norm treats each singular value equally, which may lead to overshrinking of the rank component [15] . The main reason is that the nuclear norm is essentially an l 1 norm of the singular values which is a biased estimation [16] . Hence, solving the convex optimization model (2) may get only a suboptimal solution of the original model (1) . Specially, when some singular values are very large, the rank estimation will be too large, so that only a part of noise can be removed. In order to make up for the inadequacy of the nuclear norm, several recent studies have investigated some non-convex sparsity-inducing regularizers, such as the weighted nuclear norm [15] , capped norm [17] , weighted Schatten p-norm [18] , log-determinant penalty [16] , γ -norm [19] , etc. Extensive experiments on background subtraction, face image shadow removal, image inpainting, multispectral/hyperspectral image denoising validate the promising performance of non-convex sparsity-inducing regularizers. Furthermore, Lu et al. [20] proposed a general framework of matrix rank minimization and used the iteratively reweighted nuclear norm algorithm to solve the corresponding problem. More recently, some extra structural information priors are considered in many research studies [21] - [23] . For example, Sobral et al. [21] proposed a shape and confidence map-based RCPA model to enhance the performance of the object foreground detection. Javed et al. [23] developed a spatiotemporal sparse subspace clustering based approach for background-foreground modeling in order to address the failure in degradation performance in the presence of dynamic backgrounds. This approach draws inspiration from the observation that these backgrounds in surveillance video may span multiple manifolds.
Another way to low-rank matrix approximation is lowrank matrix factorization [24] - [26] , i.e., L = UV T , where U ∈ R m×r , V ∈ R n×r and r min{m, n}. The low-rank property is based on the fact that rank(L) = rank(UV T ) ≤ min{rank(U ), rank(V )}. The traditional RPCA model (2) is optimized by a batch mode manner, which severely limits its practical applicability. One may be eager to process one sample per time to handle the real-time backgroundforeground separation issue. Therefore, [27] proposed an online RPCA model, termed OR-PCA, where the original nuclear norm was decomposed into an explicit product of two thin matrices. Following this line, Javed et. al [28] modified OR-PCA [27] via stochastic optimization method for background subtraction. And He et al. [29] proposed a Grassmannian robust adaptive subspace tracking algorithm, which used a l 1 norm loss instead of the squared loss [30] to handle outliers for robust estimation. Other advanced approaches along this line include [31] - [33] . One bottleneck of low-rank matrix factorization based methods is that they usually need to precisely predefine r, which is difficult in practice.
To avoid the defects of nuclear norm and adopt the advantages of matrix factorization which can greatly reduce the cost complexity, in this paper, we propose a fast background/foreground separation model under two special non-convex sparsity-inducing regularizers for RPCA. We highlight the main contributions of this paper as follows:
• We develop a fast background/foreground separation method. By factorizing the low-rank term, the number of iterations and the computation time are effectively reduced. Two non-convex sparsity-inducing regularizers are incorporated in our model, allowing our method to just give an upper bound of the true rank.
• We utilize the augmented Lagrangian multiplier (ALM) method to solve the proposed model and apply our proposed method to the background/foreground separation on surveillance video, hyperspectral image, and medical image. Compared with some state-of-the-art methods, extensive results validate the superior performance. The remainder of this paper is organized as follows. Section II provides a brief review of RPCA including some non-convex models. Section III presents our novel matrix factorization-based RPCA model and proposes our algorithm to solve the associated model. We evaluate the performance of our proposed method in section IV and summarize this paper finally.
II. RELATED WORKS
Several enhanced low-rank matrix approximations [15] , [16] , [18] , [25] , [26] , [34] , [35] have been proposed in recent years. For example, Zhou and Tao [34] developed a nonconvex low-rank and sparse matrix decomposition named ''Go Decomposition (GoDec)'', which is formulated as follows:
In order to avoid the time-consuming SVD, GoDec exploited the bilateral random projections, thus obtained a fast background/foreground separation algorithm. One challenge of (3) is that the true rank r and cardinality must be known in advance. In [35] , Xu et al. proposed to replace l 1 -norm with
where
can detect outliers with column-wise sparsity. Here, the nuclear norm may be not a very good approximation of the original rank function [15] , especially when the low-rank matrix has large singular values. Therefore, Gu et al. [15] proposed a weighted nuclear norm i.e., L w, * = i w i * σ i , where w = [w 1 , w 2 , · · · , w n ] T and each entry is a non-negative number. Then, the weighted nuclear norm was introduced into (2), leading to the following non-convex model:
III. MODELS AND ALGORITHMS
In this section, we first develop a novel matrix factorizationbased RPCA model. Then, we exploit the augmented Lagrangian multipliers method to solve the associated model and derive the closed-form solution of each sub-problem. The keys to the proposed model are to use the matrix factorization scheme, which could mitigate the computation cost of performing SVDs, and two special non-convex functions, which was proven to be a tighter approximation of the rank function.
A. MODEL FORMULATION
As mentioned before, the nuclear norm-based algorithms always suffer from high computation cost of SVDs at each iteration. Hereby, we adopt the matrix factorization scheme to model the low-rank property of the underlying clean data. Therefore, we write the observed data matrix D as D = UV T +S, where S represents the sparse error matrix, yielding the following optimization problem:
Following the idea in [36] , we enforce an equality U T U = I , where I is an identity matrix, to facilitate the uniqueness of solution. Then, the model (6) could be rewritten as the following problem:
To improve the flexibility and robustness of the nuclear norm, we introduce two non-convex low-rank approximations and obtain a much smaller-scale minimization problem:
Where
φ σ i (V ) and φ(x) is a non-convex sparsity-inducing regularizer as shown in Table 1 . When φ(x) = |x|, the model (7) is a special case of model (8) .
Compared with the convex model (2), the main advantage of our model (8) lies in the fact that the convex model (2) is converted into a small-scale matrix minimization problem (8) , resulting in lower computation cost. Another merit is that, as shown in our experimental results, our proposed model (8) just needs to know an upper bound of the true rank by exploiting two non-convex sparsity-inducing regularizers. 
B. ALGORITHM
The partial augmented Lagrangian function of model (8) is given by:
where ∈ R m×n is Lagrangian multiplier and ρ is a penalty parameter. Here, we adopt an efficient alternating direction method to iteratively optimize each variable by fixing all the others as follows:
where U k denotes U in the k-th iteration, and β is set to 1.5 to further facilitate the convergence speed.
In particular, for solving the variable U , the sub-problem is formulated as:
where T = D + k /ρ k . Fortunately, the optimal solution of this sub-problem can be efficiently obtained by resorting to the classical Orthogonal Procrustes problem [38] . Suppose that (T −S k )V = A B T is the thin SVD of matrix (T −S k )V , then the optimal solution of sub-problem (15) is
To solve the variable V , the optimization problem is formulated as:
Note that sub-problem (17) is non-convex due to the concave sparsity-inducing regularizers. Note that the subproblem (17) is a combination of concave and convex functions, which can be solved by the difference of convex programming [39] . And the sub-gradient of V γ is given in Lemma 1.
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where the columns of A V and B V are the left and right singular matrices of V , respectively. Based on Lemma 1, at the (k + 1)-th iteration the subproblem (17) can be relaxed as
Compute the derivative of (19) with respect to V and set the derivative to 0, we get
It is easy to prove that the solution of (20) can be obtained by
To solve the variable S, the optimization problem is formulated as:
which has a closed-form solution S k+1 by resorting to the element-wise shrinkage-thresholding operator, i.e.,
. The whole process of our proposed algorithm is presented in Algorithm 1.
Algorithm 1 Our Algorithm
Input: The observed data matrix D, parameters λ, ρ 0 , β. Initialize: λ, β, , ρ 0 , S 0 , V 0 , 0 , k = 0.
1: while not converged do 2: Compute
Update U k+1 by (16); 4: Update V k+1 by (21); 5:
Update S k+1 by (22); Update k+1 by (13); 8: Update ρ k+1 by (14); 9: Check the convergence condition 10 :
: end while Output: The low-rank matrix L = U k+1 V T k+1 .
C. COMPLEXITY ANALYSIS
The computational complexity of our proposed algorithm is dominated by updating variables: U and V . Updating U and V have a running time of O(mr 2 + mnr) and O(nr 2 + mnr), respectively. To update S and all need O(mn) cost per iteration. Therefore the total complexity of our proposed algorithm is O(mr 2 +mnr). Without loss of generality, we assume that r n ≤ m. And the computational complexity of our proposed algorithm would be reduced to O(mnr) per iteration, which is much less than that of the existing methods for RPCA (2) , such as IALM [12] .
IV. NUMERICAL EXPERIMENTS
All the experiments were performed on a lenovo laptop with an Intel Core i3-3240T 2.30GHz CPU that has 4 cores and 4GB of memory, running with Windows 8 and MATLAB (R2013a).
A. EXPERIMENTAL SETTINGS AND IMPLEMENTATION DETAILS
To throughly test the performance of our proposed method, we consider the following three applications:
(1) background extraction in surveillance video: In subsection IV-B, we compare our proposed method with the open source state-of-the-art RPCA-based approaches: IALM [12] , NcRPCA [40] , GoDec [34] , and RBF [36] ; (2) contrast-filled vessels extraction: In subsection IV-C, we also compare the proposed method with other open source approach: motion coherency regularized RPCA (MCR-RPCA) [41] to extract contrast-filled vessels from the complex dynamic background; (3) hyperspectral image (HSI) denoising: In subsection IV-D, we conduct experiment to verify the effectiveness of the proposed method with the hyperspectral image denoising approaches: the video block matching 3-D filtering (VBM3D) [42] , GoDec-based low rank matrix recovery (LRMR) [43] , noise-adjusted low rank matrix approximation (NAILRMA) [44] .
Reasons: The reasons why we choose IALM, NcRPCA, GoDec, and RBF algorithms are as follows. First, to the best of our knowledge, IALM and LRSD (Low Rank and Sparse matrix Decomposition) [13] are the most commonly used algorithms for solving the convex formulation (2). The main difference between the two methods is that IALM performs a partial SVD by only calculating the dominated singular values and vectors while LRSD computes the full SVD. Although the partial SVD scheme requests to estimate the rank of involved matrix, it is faster than the full SVD scheme as the matrix dimensions grow. That is, IALM performs better than LRSD except that the dimension of the involved matrix is low. The state-of-the-art algorithms designed to solve the non-convex RPCA include GoDec, NcRPCA, SpaRCS, etc, where SpaRCS solved a similar problem as NcRPCA while NcRPCA has low computational complexity and gives provable global convergence guarantees. Besides, GoDec, which applied a bilateral random projection scheme to compute the low-rank matrix approximation in order to avert SVD, has outperformed in both noisy and noiseless cases. Hence, we choose GoDec and NcRPCA for comparison in the non-convex formulation case. We select the representative matrix-factorization-based low-rank method: RBF [36] for comparison. In the application of hyperspectral image denoising, we select the recently developed methods under the low-rank modeling framework: LRMR and NAILRMA. Note that LRMR applied the GoDec algorithm to further remove the mixed noise. We download all codes from the authors' websites using the set of default parameters. In order to VOLUME 6, 2018 distinguish two non-convex sparsity-inducing regularizers, we called our algorithm using Laplace and Geman functions as OurLaplace and OurGeman, respectively.
Quantity Index: As discussed above, the main advantage of our proposed algorithm is the lower computational cost compared with some existing low-rank approaches, such as IALM, NcRPCA, GoDec, RBF. Following [12] , [45] , [46] , we use the computational time and the number of iterations to measure the computational performance of different methods under the same platform: Matlab. The computational time is the most direct and simplest way to measure the computational performance of different methods. Meanwhile, the computational cost of IALM, RBF, OurLaplace and OurGeman is dominant by performing SVD. Therefore the number of iterations can also reflect the computational performance of different methods. Relative error (RelErr) is used to measure the difference between the original dataset and the recovered foreground and background components, which is defined as RelErr =
. The rank prior of matrix L is scored by rank.
B. BACKGROUND EXTRACTION IN SURVEILLANCE VIDEO
Background extraction in surveillance video [47] is an important application of RPCA. The surveillance video is decomposed into two components: the (approximately) static background which could be represented as a low-rank matrix and the sparse foreground. The parameters in our method are listed as follow: γ = 0.05, β = 1.5, ρ 0 = 0.01, λ = 20. In order to estimate the robustness of our method, we set r = 5 which is an upper bound of the true rank 1. In this subsection, we evaluate the competing methods on several challenging datasets 1 as shown in Table 2 .
The visual results of representative frames in five different surveillance videos are shown in Fig. 1 . It is easy to see that for all the testing data, OurLaplace and OurGeman are able to produce clear background and reconstruct a complete foreground as well. However, the competing methods more or less generate residuals in the background or cannot completely detect the moving objects. As shown in the last two rows in Fig. 1 , backgrounds obtained by IALM, NcRPCA and GoDec still remain the shadow of moving trucks. Similar observation could be drawn from other three datasets.
We also give the quantitative evaluation by different background/foreground approaches in Table 2 (The best results are highlighted in bold). As it can be seen, the number of iterations (Iter) of OurLaplace and OurGeman are much less than that of other methods. Meanwhile, Ourlaplace and OurGeman are the fastest algorithms, thanks to the matrix factorization scheme and non-convex low-rank regularizers. Since the background is static, the rank of the separated background should be approximately 1. Although we set r = 5, the low-rank matrix L recovered by our proposed method is still with the true rank 1 for all the cases, indicating that our proposed method is more robust than other competing methods. Note that for Escalator, Water surface and Highway datasets, RBF has the similar performance with our proposed method. However, the running time of RBF is two times as long as that of our methods.
C. CONTRAST-FILLED VESSELS EXTRACTION
Due to the rapid advance in modern computer technology, computer-aided medical image processing has been widely used in clinics to facilitate objective disease diagnosis. However, caused by the movement of diaphragm, lung, bones, ets, it is still a quite challenging task to extract contrastfilled vessels from the complex dynamic background [41] . Therefore, we also compare our method with the recently proposed method: MCR-RPCA for this task.
The original X-ray coronary angiograms can be downloaded online. 2 For the background (see the first row of Fig. 2 ), in addition to our algorithms, the backgrounds obtained by other algorithms still contain foreground information, in which NcRPCA and GoDec perform worst. For the foreground (see the second row of Fig. 2 ), MCR-RPCA performs best with the clearest foreground vessel detection and almost no background information, followed by our proposed method. We give the quantitative evaluation of the different algorithms on X-ray real dataset as shown in Table 3 . We can see that the results are similar with that of Table 2 . It is FIGURE 2. Contrast-filled vessels extraction on X-ray. The first column: the original frame of X-ray coronary angiograms. Second column to the last column: estimated backgrounds and foregrounds by IALM, NcRPCA, GoDec, RBF, MCR-RPCA, OurLaplace, and OurGeman, respectively. The figure is viewed better in zoomed PDF. worth noting that the computational time of our proposed algorithm is only 1/190 of MCR-RPCA algorithm, which further verifies the lower computation cost of our method.
D. HYPERSPECTRAL IMAGE DENOISING
Hyperspectral image denoising has aroused increasing attention on various fields, including environmental studies, military surveillance, and biomedical imaging in recent years. However, HSIs are inevitably contaminated by Gaussian, impulse noise, stripes, dead lines, and many others [19] , [43] , [44] . Therefore, it is very necessary and important to remove HSI noise. And the denoising methods based on low-rank matrix approximation [19] , [43] , [44] have achieved promising performance. In this experiment, we select two real-world HSI datasets, i.e., the EO-1 Hyperion Australia dataset 3 and HYDICE urban images 4 to investigate the performance of our proposed method. The original size of EO-1 Hyperion Australia dataset is 3858 × 256 × 242. After removing the overlapping bands between visual nearinfrared and shortwave infrared ranges, only a subregion of size 400 × 200 × 150 is used in our experiment as the first testing dataset. While, in the second real-world HSI experiment, we select all 210 bands of size 307 × 307 as the testing dataset to evaluate the performance for severe noise situation. In [43] , 21 bands contaminated by atmosphere and water absorption were discarded. Therefore, our second experimental environment is much difficult and challenging 3 http://remote-sensing.nci.org.au/ 4 http://www.tec.army.mil/hypercube for HSI denoising task. And we use the default parameters for all competing methods, while the parameters of our method are presented in Table 4 .
The restoration results of six typical bands of two HSIs are shown in Figs. 3 and 4 . The original images, see the first column of Fig. 3 , are contaminated by the mixture of Gaussian noise, impulse noise, stripes, and dead lines. It is easy to see that our proposed method can effectively remove the mixed noise, and meanwhile, preserve the essential structures of HSIs. Whereas, all the competing methods could remove the mixed noise to a certain extent. More precisely, VBMBD algorithm suffers from oversmoothing the results and fails to restore images under heavy noise. LRMR, NAILRMA can only remove part of the noise. When handling the dead lines, all the restored results are presented ghost shadow more or less at band 123, as shown in the third row of Fig. 3 . Only our proposed method achieves a desirable result. Similar observations can be seen from Fig. 4 . The experimental results show that our algorithm has great advantage on the removal of stripes and dead lines.
We also report the running time of all denoising approaches as shown in Table 5 . It is easy to see that OurLaplace and OurGeman cost the least time, which is much faster than the existing state-of-the-art HSI denoising approaches: NAILRMA and LRMR.
V. CONCLUSION AND FUTURE WORK
In this paper, we propose a fast background/foreground separation model, in which we factorize the low-rank matrix into two small-scaled factor matrices and adopt two nonconvex functions instead of the nuclear norm to surrogate the rank function. Our proposed method not only overcomes the defects of the nuclear norm but also greatly reduces the computational time and complexity. Experimental results on three important applications demonstrate the efficiency, effectiveness, and robustness of our method. In future, we will extend our method for multi-dimensional data.
