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Abstract
We study the expansion law of the universe dominated by the oscillating scalar
field with non-minimal derivative coupling to gravity as Gµν∂µφ∂νφ. In this system
the Hubble parameter oscillates with a frequency of the effective mass of the scalar
field, which formerly caused a difficulty in analyzing how the universe expands. We
find an analytical solution for power law potentials and interpret the solution in an
intuitive way by using a new invariant of the system. As a result, we find marginally
accelerated expansion for the quadratic potential and no accelerated expansion for the
potential with higher power.
1 Introduction
After the discovery of the standard model (SM) like Higgs boson at the LHC [1] and the
results from the Planck satellite [2], one class of the well-motivated inflation models is the
Higgs inflation models. The Higgs inflation models utilize a non-minimal coupling of the
inflaton φ to gravity and/or non-minimal kinetic term.1 There are several types of the Higgs
inflation proposed so far: coupling with the Ricci scalar ∼ Rφ2 [3], coupling to the Einstein
tensor ∼ Gµν∂µφ∂νφ [4] and the non-minimal kinetic term ∼ φn(∂φ)2 [5]. See Refs. [6,7] for
more general class of models with non-minimal couplings without introducing extra degrees
of freedom. Constraints on these models in light of the Planck results are found in Ref. [8].
In order to predict the scalar spectral index of the density perturbation with a good accu-
racy, we need to know the details of the reheating process. In the case of minimal canonical
kinetic term for the oscillating inflaton, the expansion law for the power-law potential is well-
known [9]. In non-minimal models such as the Higgs inflation, however, the expansion law
during the inflaton oscillation era may be rather complicated due to the modified equation
of motion of the scalar field. In particular, models with non-minimal derivative couplings to
gravity (∼ Gµν∂µφ∂νφ) lead to an unusual equation of motion of the scalar field [4] (see also
Refs. [10–12]) and deriving the expansion law in the universe dominated by such a scalar is
non-trivial.
In this paper we study the evolution of the oscillating scalar with a non-minimal coupling
to gravity (∼ Gµν∂µφ∂νφ) in detail and derive the expansion law of the universe. In the main
text, we first show that the energy density of φ is not a good conserved quantity in a time
scale of φ oscillation. Instead, we find another useful invariant, which we will call J . Using
this, we will derive the expansion law of the universe in a rather simple way. Moreover, we
find an analytical solution for the scalar dynamics when the non-minimal kinetic term plays
a dominant role. The analytic solution is illustrated in detail in Appendix and it explicitly
exhibits the existence of the invariant J . It is fully consistent with the results in the main
text obtained in a more intuitive way.2
2 Analysis
We consider the following action with a real scalar field φ,
S =
∫
d4x
√−g
[
M2P
2
R− 1
2
(
gµν − G
µν
M2
)
∂µφ∂νφ− V (φ)
]
. (1)
where Gµν = Rµν −Rgµν/2 is the Einstein tensor, MP the reduced Planck scale, R the Ricci
scalar and the Friedmann-Robertson-Walker metric is defined by
ds2 = gµνdx
µdxν = −dt2 + a2(t)(dx2 + dy2 + dz2), (2)
1 Although these non-minimal inflation models are motivated by the possibility of the SM Higgs boson as
the inflaton φ, the same inflationary dynamics is caused by some other scalar fields with similar non-minimal
couplings. Thus we do not necessarily identify φ as the SM Higgs boson hereafter.
2 Our results are inconsistent with previous studies [13–15].
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with a(t) being the scale factor. By the standard procedure, we find the energy density and
pressure of the scalar field as
ρφ =
(
1 +
9H2
M2
)
φ˙2
2
+ V, (3)
and
pφ =
(
1− 3H
2
M2
)
φ˙2
2
− V − 1
M2
d
dt
(Hφ˙2), (4)
where H = a˙/a is the Hubble parameter. They satisfy the following energy conservation
ensured by the Bianchi identity:
ρ˙φ + 3H(ρφ + pφ) = 0. (5)
Assuming that the scalar field dominates the universe, the Friedmann equation reads
H2 =
ρφ
3M2P
↔ H2 = 1
3M2P
1
2
φ˙2 + V
1− 3φ˙2
2M2M2
P
. (6)
On the other hand, the equation of motion of the scalar field is given by
(
1 +
3H2
M2
)
φ¨+ 3H
(
1 +
3H2
M2
+
2H˙
M2
)
φ˙+
∂V
∂φ
= 0. (7)
Here H˙ is calculated from (6) and (7) as
H˙
H
= −
(
1 + 9H
2
M2
)
3Hφ˙2 + 6H
2
M2+3H2
∂V
∂φ
φ˙[(
1 + 9H
2
M2
)
φ˙2
2
+ V
] [
2− (1− 9H2
M2
)
φ˙2
M2
P
(M2+3H2)
] . (8)
It is soon realized that the equation of motion (7) reduces to the standard one for small H
limit.3 We are interested in the opposite case H ≫M , where the non-minimal kinetic term
takes an important role, hence we consider this case in the following.4
So let us take the limit H ≫M . Then the equation of motion reduces to
φ¨+ 3H
(
1 +
2H˙
3H2
)
φ˙+
M2
3H2
∂V
∂φ
= 0. (9)
In this limit, Eq. (8) becomes
H˙
H
= −
27H3
2M2
φ˙2 + ∂V
∂φ
φ˙
9H2
M2
φ˙2 + V
. (10)
3 Terms including M are neglected for H ≪M(M/meff)1/3 where meff ∼
√
V,φ/φ is the effective inflaton
mass (V,φ ≡ ∂V/∂φ).
4 In such a case, higher dimensional operators may also become important. Since we do not know UV
complete gravity theory, we simply assume that the term in the action (1) is dominant.
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Hereafter we assume the power-law potential
V =
λ
n
φn. (11)
We have n = 4 in the case of SM Higgs boson. The equations to be solved are Eq. (9) with
Eqs. (6) and (10) with initial conditions, say, φ = φi and φ˙ = 0.
There are several remarks on this system. First, it is seen from Eq. (9) that φ undergoes
a coherent oscillation around the potential with a frequency meff ∼ (M/H)
√
V,φ/φ for
meff ≫ H . In the following, we must be careful on the distinction between “fast” variables
which oscillate with frequency ∼ meff and “slow” variables which only change with the
expansion rate (∼ H). We take a limit H/meff ≪ 1 hereafter, since otherwise inflation
might happen. What is unusual in the present model is that H itself is not a slow variable,
but a fast variable: H˙ ∼ meffH , not H˙ ∼ H2. To see this, note that ρφ and pφ are not the
same order: the last term in Eq. (4) makes a large contribution and hence ρφ ∼ O(m2effφ20)
and pφ ∼ O(m3effφ20H−1) where φ0 is the amplitude of the oscillating scalar field. Thus the
last term in the energy conservation (5), ∼ Hpφ, is fairly large and we obtain ρ˙φ ∼ O(meffρφ).
It means that ρφ is not a conserved quantity in an oscillation time scale. Rather, ρφ oscillates
with the time scale of meff , so does H . This fact makes the analysis complicated compared
with the standard case with canonical kinetic term.
Fortunately, we find a good conserved quantity:5
J ≡ 1
H
(
3H2
M2
φ˙2 + V
)
. (12)
Actually, using Eqs. (9) and (10), we obtain
J˙ = −9
2
H2
M2
φ˙2. (13)
Note that the RHS is ∼ O(HJ). Thus J is a slow variable which only changes due to the
Hubble expansion. Since it is conserved in an oscillation of the scalar field, we can evaluate
it at φ = φ0(t) and φ˙ = 0:
J =
√
3λ
n
MPφ0(t)
n/2. (14)
Here φ0(t) is the amplitude of the scalar field oscillation, which also slowly varies with time
due to the Hubble expansion. By taking time average, Eq. (13) becomes
J˙ = − 9
2M2
〈H2φ˙2〉. (15)
Here 〈· · · 〉 means the time average with respect to t over the oscillation time scale ∼ m−1eff
which is much shorter than the Hubble time scale ∼ H−1. Within this time scale, slow
variables are regarded as constants. Now let us define the following time averaged quantities,
〈φn〉 ≡ cφn0 , (16)
〈K〉 ≡ d〈V 〉, (17)
〈H2〉 ≡ e〈H〉2, (18)
5 This invariant will be explicitly derived in Appendix with an analytical solution.
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Table 1: Numerical constants.
n c d e ǫ
2 0.438 3 1.016 1
4 0.277 6 1.012 0.833
where c, d, e are numerical constants of order unity and K ≡ (9H2/2M2)φ˙2. In the present
case, we find e = 9(1 + d)/[c(3 + 2d)2]. Then we find
φ0(t)
n/2 =
[
1
φ0(t0)n/2
+ cd
√
λ
3n
1
MP
(t− t0)
]
−1
, (19)
for the initial condition φ0 = φ0(t0) at t = t0. Thus it scales as φ0(t) ∝ t−2/n and 〈ρφ〉 ∝ t−2.
Using this, we obtain
〈H〉 ≃ 3 + 2d
3d
1
t
≡ ǫ
t
for t &
√
3n
λ
MP
φ0(t0)n/2
∼ H(t0)−1. (20)
This is the expansion law that we have been looking for. The scale factor varies with time6
as 〈a〉 ∝ tǫ. The remaining task is to derive numerical constants c, d, e. This is done by
numerically solving the equation of motion (9). In the present model, fortunately, there is a
full analytic solution. See Appendix for detail. The resulting constants are summarized in
Table 1 for n = 2 and n = 4. For n = 2, we obtain ǫ = 1, meaning the marginally accelerated
expansion of the universe. See Ref. [16] for the phenomena known as the oscillating inflation.
We have performed numerical calculation to check the above considerations. We have
solved Eq. (7) with (6). The results are shown in Figs. 1 and 2. Parameters are chosen as
M = 10−4, λ = 1, n = 2 in the Planck unit in Fig. 1, and M = 10−8, λ = 1, n = 4 in Fig. 2.
The initial condition is set to be φ = (n3M2M4P/2λ)
1/(n+2) and φ˙ = 0 where meff/H = 1.
It is seen that the Hubble parameter oscillates with (twice) the frequency of φ oscillation,
while J does not, and the amplitude of the H oscillation relative to the average value of H
remains constant.7 It is also seen that 〈H〉t is equal to 1 (0.833) for H ≫ M and it finally
becomes 2/3 (1/2) as is expected for the case of the scalar oscillation with minimal canonical
kinetic term in the quadratic (quartic) potential for n = 2 (n = 4). We have also checked
that analytical results listed in Table 1 are reproduced numerically.
3 Summary and Discussion
We have derived the expansion law of the universe dominated by the scalar field oscillation
with the non-minimal derivative coupling to gravity, especially when the non-minimal kinetic
6 Precisely speaking, 〈H〉 6= ˙〈a〉/〈a〉. But the difference is not relevant for the present purpose.
7 Even in the case of a scalar with minimal canonical kinetic term, H oscillates at the very beginning
of the scalar oscillation. However, the relative amplitude of H soon damps and H eventually becomes a
conserved quantity which only changes with the Hubble expansion.
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Figure 1: Results of numerical calculation for M = 10−4, λ = 1 and n = 2 in the Planck
unit. (Upper left) Time evolution of φ. (Upper right) Time evolution of H/M . (Lower left)
Time evolution of J . (Lower right) Time evolution of 〈H〉t.
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Figure 2: Results of numerical calculation for M = 10−8, λ = 1 and n = 4 in the Planck
unit. (Upper left) Time evolution of φ. (Upper right) Time evolution of H/M . (Lower left)
Time evolution of J . (Lower right) Time evolution of 〈H〉t.
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term dominates over the minimal canonical kinetic term. Properties of the expansion law
are significantly different from the standard picture: the Hubble parameter oscillates with
the same time scale as the scalar oscillation and the (averaged) scale factor experiences an
unusual expansion law. This scalar oscillation dominated era is important since it necessarily
appears after the inflation. To summarize, the universe undergoes following phases in the
time ordering:
• meff ≪ H : inflation takes place.
• M ≪ H ≪ meff : the universe is dominated by the oscillating scalar field with non-
minimal kinetic term. The expansion law is summarized in Table 1.
• M(M/meff)1/3 ≪ H ≪ M : the kinetic term is dominated by the canonical one, but
still the H˙ term in the equation of motion is effective. The expansion law gradually
approaches to the standard one, as shown in the lower right panel of Figs. 1 and 2.
• H ≪ M(M/meff)1/3 : the scalar dynamics is the standard one.
In a more realistic setup, the inflaton couples to the SM particles and it decays/dissipates into
radiation. The epoch at which the reheating is completed depends on the inflaton coupling
to the SM fields. Both the expansion law during the oscillating phase and the process of
reheating are crucial for predicting the scalar spectral index with high accuracy. Since the
Hubble parameter rapidly oscillates, it may have some indications on the dynamics of other
scalar fields, inflationary gravitational waves and production of particles having Hubble
masses. Similar phenomena may also occur in models with other types of non-minimal
kinetic terms. We will return to these issues elsewhere.
Acknowledgments
This work was supported by the Grant-in-Aid for Scientific Research on Innovative Areas
(No. 21111006 [K.N.]) and Scientific Research (A) (No. 22244030 [K.N.]). The work of R.J.
and K.M. is supported in part by JSPS Research Fellowships for Young Scientists.
A Analytical solution
In this appendix we show that the equation of motion (9) has a very precise perturbative
analytical solution in the oscillating regime. It is sufficiently precise already in the pertur-
bation of the first order. We will explicitly construct a conserved quantity introduced in the
main text (Eq.(12)) by using the analytical solution. In addition we calculate the coefficients
c, d, and e in Sec. 2, and show that the expansion law calculated in terms of these coefficients
is consistent with the analytical solution.
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A.1 Rewriting the equation
We start with Eq. (9) with the power law potential (11). We adopt the Planck unit MP = 1.
The initial value of φ is denoted by φini and we define
φ ≡ φiniχ. (21)
Also we define the following dimensionless quantities:
h ≡ H
M
, (22)
d
dτ
≡ 3h
µM
d
dt
, (23)
α ≡
(
9λ
2nM2
)1/2
φ
n/2+1
ini , (24)
µ ≡
(
2λ
nM2
)1/2
φ
n/2−1
ini , (25)
Then we get
χ′′ +
[
1
2
(ln(χ
′2 + χn))′ + α(χ
′2 + χn)
]
χ′ +
3
2
nχn−1 = 0, (26)
where the prime denotes the derivative with respect to τ . Note that the term with α
(∼ H/meff) comes from the second derivative term and the conventional Hubble friction
term in Eq. (9). Since we are interested in the oscillating regime, we treat the α-term as a
small perturbation (α≪ 1). Next we define
χ1 ≡ χn/2, (27)
χ2 ≡ χ′, (28)
r ≡ (χ21 + χ22)1/2, (29)
tan θ ≡ χ2
χ1
, (30)
then we get
r′
r
− θ′ tan θ − 1
1− β (r cos θ)
β tan θ = 0, (31)
2
r′
r
tan θ + θ′ + αr2 tan θ +
3
1− β (r cos θ)
β = 0, (32)
where
β ≡ −2
n
+ 1. (33)
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These equations are rewritten as
r′ = − 1
1 − β r
1+β tθ
(t2θ + 1/2)(t
2
θ + 1)
β/2
− α
2
r3
t2θ
t2θ + 1/2
, (34)
θ′ = − 1
1− β r
β t
2
θ + 3/2
(t2θ + 1/2)(t
2
θ + 1)
β/2
− α
2
r2
tθ
t2θ + 1/2
, (35)
where tθ ≡ tan θ. The Friedmann equation becomes
h2 =
1
9
µα(χ
′2 + χn) =
1
9
µα(χ21 + χ
2
2) =
1
9
µαr2. (36)
A.2 Unperturbed solution
First, let us consider the solution of Eqs. (34) and (35) in the limit of α = 0. The relation
between r and θ is easy to obtain. Since
r′
r
=
tθ
(t2θ + 1)(t
2
θ + 3/2)
t′θ, (37)
we obtain
r =
1 + t2θ
1 + 2t2θ/3
=
(
5
6
+
1
6
cos 2θ
)
−1
. (38)
The relation between r and θ (or χ1 and χ2) is shown in Fig. 3. Substituting Eq. (38) into
Eq. (35), we get the relation between τ and θ:
τ = −(1 − β)
[
2γτ
[
θ
π
+
1
2
]
F
+ δτ (θ)
]
. (39)
Here [ ]F is the floor function and
γτ = lim
tθ→∞
δτ (tθ), (40)
δτ (θ) =2
β3−β
∫ tθ
0
dtθ′
(t2θ′ + 1/2)
(t2θ′ + 1)
1+β/2(t2θ′ + 3/2)
1−β
=tθ
[
1
3
F1
(
1
2
, 1 +
β
2
, 1− β, 3
2
,−t2θ,−
2t2θ
3
)
+
2
9
t2θF1
(
3
2
, 1 +
β
2
, 1− β, 5
2
,−t2θ,−
2t2θ
3
)]
, (41)
where F1 is Appell’s hypergeometric function. In n = 2 case this relation reduces to
γτ =
(
−1 + 2
√
2
3
)
π
2
, (42)
δτ (θ) = − arctan (tan θ) + 2
√
2
3
arctan
(√
2
3
tan θ
)
, (43)
τ =
(
1− 2
√
2
3
)
θ +
[
arctan (tan θ)− 2
√
2
3
arctan
(√
2
3
tan θ
)]
. (44)
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Note that the relation between τ and θ is roughly
τ ≃
(
1− 2
√
2
3
)
θ (45)
in the limit of t→∞. The relation between τ and r, and that between τ and θ for n = 2, 4
are shown in Figs. 4 and 5. We have checked that the numerical solution and the analytical
one coincide with each other.
A.3 Perturbed solution
Next we include the α-term in Eqs. (34) and (35). We substitute
r = R(θ)r0(θ) = R(θ)
1 + t2θ
1 + 2t2θ/3
, (46)
where r0 is the unperturbed solution, into these equations to obtain
dR
dtθ
=
α(1− β)
2
(
3
2
)2−β
t2θ(t
2
θ + 1/2)(t
2
θ + 1)
1−β/2
(t2θ + 3/2)
4−β
R3
×
[
Rβ +
α(1− β)
2
(
3
2
)2−β
tθ(t
2
θ + 1)
2−β/2
(t2θ + 3/2)
3−β
R2
]
−1
. (47)
Let us calculate the first-order solution to this equation.8 Neglecting the α-term in the large
parenthesis, we can integrate the equation to get
1
R2−β
= 1− α(1− β)(2− β)
[
2γR
[
θ
π
+
1
2
]
F
+ δR(θ)
]
, (48)
where
γR = lim
tθ→∞
δR(θ), (49)
δR(θ) =2
−3+β32−β
∫ tθ
0
dtθ′
t2θ′(t
2
θ′ + 1/2)(t
2
θ′ + 1)
1−β/2
(t2θ′ + 3/2)
4−β
=t3θ
[
1
27
F1
(
3
2
,−1 + β
2
, 4− β, 5
2
,−t2θ,−
2t2θ
3
)
+
2
45
t2θF1
(
5
2
,−1 + β
2
, 4− β, 7
2
,−t2θ,−
2t2θ
3
)]
. (50)
The relation between R and θ for n = 2 and 4 is shown in Fig. 10. The relations between
τ and r, and that between τ and θ are obtained after substituting Eqs. (46) and (48) into
8 In taking the limit t→∞ in the following, one might think that the term of O(α2) cannot be neglected.
However, as one can see from terms inside the large parenthesis in Eq. (47), the α-term in the parenthesis
becomes less and less effective for t→∞ i.e. R→ 0. In this sense the first order approximation is sufficient
for the perturbative analysis, which is confirmed in the numerical calculation in the following.
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Figure 3: χ1-χ2 without perturbation.
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Figure 4: τ -r and τ -θ without perturbation for n = 2.
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Figure 5: τ -r and τ -θ without perturbation for n = 4.
Eqs. (34) and (35). For n = 2, the dominant first term in the RHS of Eq. (35) does not have
r dependence. Therefore the relation between τ and θ remains almost unaltered compared
with that for the unperturbed case. Thus Eqs. (44), (46) and (48) are a good analytical
solution. One can confirm this fact in Fig. 7.
As obvious from the discussion so far,
R = r
1 + 2t2θ/3
1 + t2θ
= r
(
5
6
+
1
6
cos 2θ
)
=
χ21 + 2χ
2
2/3
(χ21 + χ
2
2)
1/2
=
χn + 2χ
′2/3
(χn + χ′2)1/2
(51)
is an adiabatic invariant, which is exacly conserved in the limit of α→ 0 and changes slowly
due to the non-vanishing α (∼ H/meff). One can easily show that R is identical to J in the
main text, except for an overall constant.
A.4 Calculation of the coefficients c, d and e
In this subsection we analytically calculate the coefficients c, d and e in the main text. The
definitions Eqs. (16)–(18) read
c =
〈
χ21
〉
, (52)
d =
〈χ22〉
〈χ21〉
, (53)
e =
〈r2〉
〈r〉2 , (54)
where 〈 〉 means the t-average over a short period of oscillation9 and the calculation can be
done with the unperturbed solution. The calculation is straightforward. For example,
c =
∫
dθ
dτ
dθ
dt
dτ
χ21
/∫
dθ
dτ
dθ
dt
dτ
. (55)
9 If one uses τ -average instead, the results change slightly: for example, ǫ = 0.983 and 0.822 for n = 2
and 4, respectively.
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Figure 6: χ1-χ2 with perturbation for n = 2 and α = 0.15. (Blue) Unperturbed solution. (Red)
Perturbed solution (numerical). (Yellow) Perturbed solution (analytical). Note that the red and
yellow lines almost coincide with each other and we can hardly see the difference by eyes.
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Figure 7: τ -r and τ -θ with perturbation for n = 2 and α = 0.15. (Blue) Unperturbed solution.
(Red) Perturbed solution (numerical). (Yellow) Perturbed solution (analytical).
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Figure 8: χ1-χ2 with perturbation for n = 4 and α = 0.15. (Blue) Unperturbed solution. (Red)
Perturbed solution (numerical). (Yellow) Perturbed solution (analytical). Note that the red and
yellow lines almost coincide with each other and we can hardly see the difference by eyes.
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Figure 9: τ -r and τ -θ with perturbation for n = 4 and α = 0.15. (Blue) Unperturbed solution.
(Red) Perturbed solution (numerical).
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Figure 10: τ −R for n = 2 (left) and n = 4 (right). Note that R smoothly changes compared to r
and θ in the previous figures.
We substitute
χ1 = r0 cos θ, (56)
dτ
dθ
= −(1− β)r−β0
(t2θ + 1/2)(t
2
θ + 1)
β/2
t2θ + 3/2
, (57)
dt
dτ
=
(µα)1/2
µM
r0, (58)
into the integral. The results are
c =
(
3
2
)2
I [0, 1, 1− β/2,−4 + β]
I [0, 1,−β/2,−2 + β] , (59)
d =
I [1, 1, 1− β/2,−4 + β]
I [0, 1, 1− β/2,−4 + β] =
3n
2
, (60)
e =
I [0, 1,−β/2,−2 + β] I [0, 1, 2− β/2,−4 + β]
I [0, 1, 1− β/2,−3 + β]2 , (61)
where
I [α, β, γ, δ] ≡
∫
∞
0
dtθ (t
2
θ)
α(t2θ + 1/2)
β(t2θ + 1)
γ(t2θ + 3/2)
δ. (62)
The last equality for d is shown by noting that it can be reduced to an integral of a total
derivative. The numerical values are summarized in Table 1. We have checked that these
values are reproduced by numerically solving the equation of motion (7). Using d obtained
above, we obtain the expansion law (20) with
ǫ ≡ 3 + 2d
3d
=
2n+ 2
3n
. (63)
This final result on the expansion law relies on the procedure of Sec. 2. Below we see that
the same result is derived by using our analytical solution. It gives a strong consistency
check of our results.
16
A.5 Expansion law of the universe
In this subsection we calculate the oscillation-averaged behavior of the Hubble parameter
〈h〉 = ǫ/Mt using the analytical solution. This works as a consistency check for the previous
subsection.
The Friedmann equation reads
〈h〉 ≃ (µα)
1/2
3
〈R〉 〈r0〉 , (64)
where r0 is given in Eq. (46), and its oscillation average
〈r0〉 =
∫
dθ
dτ
dθ
dt
dτ
r0
/∫
dθ
dτ
dθ
dt
dτ
(65)
can be calculated as follows. First, by using
dτ
dθ
≃ −(1− β) 〈R〉−β r−β0
(t2 + 1/2)(t2 + 1)β/2
t2 + 3/2
, (66)
dt
dτ
≃ 3
µM
〈h〉 ≃ (µα)
1/2
µM
〈R〉 r0, (67)
we can separate the rapidly oscillating part from the slowly oscillating one. Second, since
we need the average in one oscillation period, we can neglect the time dependence of 〈R〉.
Therefore we obtain
〈r0〉 ≃ 3
2
∫
∞
0
dtθ
(t2θ + 1/2)(t
2
θ + 1)
1−β/2
(t2θ + 3/2)
3−β
/∫
∞
0
dtθ
(t2θ + 1/2)(t
2
θ + 1)
−β/2
(t2θ + 3/2)
2−β
. (68)
The next task is to calculate the relation between 〈R〉 and t. Substituting Eqs. (66) and
(67) into
t =
∫
dθ
dτ
dθ
dt
dτ
, (69)
we get
t ≃ (1− β)
(
3
2
)1−β
(µα)1/2
µM
∫
dθ
(t2θ + 1/2)(t
2
θ + 1)
1−β/2
(t2θ + 3/2)
2−β
〈R〉1−β
≃ (1− β)
(
3
2
)1−β
(µα)1/2
µM
2
π
∫
∞
0
dtθ
t2θ + 1/2
(t2θ + 1)
β/2(t2θ + 3/2)
2−β
∫ θ
0
dθ 〈R〉1−β . (70)
Note that 〈R〉 cannot be factored out in the first line since the integral is performed over
many periods. Here we know from Eq. (48) that
〈R〉 ≃
[
2
π
α(1− β)(2− β)γR 〈−θ〉
]
−
1
2−β
, (71)
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in the limit of t→∞. Using Eqs. (70) and (71) we get the relation between 〈R〉 and t, then
substituting it into Eq. (64), we obtain10
〈h〉 ≃ ǫ
Mt
, (72)
ǫ ≃ 2
3
∫
∞
0
dtθ
(t2θ + 1/2)(t
2
θ + 1)
1−β/2
(t2θ + 3/2)
3−β
/∫
∞
0
dtθ
t2θ(t
2
θ + 1/2)(t
2
θ + 1)
1−β/2
(t2θ + 3/2)
4−β
=
2n + 2
3n
, (73)
the last of which is identical to Eq. (63). This completes the consistency check of the
expansion law given in Eq. (20).
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