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Chapitre I
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Introduction Générale
L
’émergence récente de microprocesseurs dans de nombreux objets du quotidien est une
preuve de l’essor formidable qu’a connu la fabrication de circuits microscopiques ces
dernières années. Cette miniaturisation a récemment atteint un palier technologique ;
la limitation des performances d’un processeur n’est plus à mettre sur le compte de la fabrica-
tionmais sur celui de nouveaux phénomènes physiques qui émergent aux échelles de longueurs
atteintes et qui empêchent d’exploiter pleinement leur puissance. Ces objets sont devenus suf-
samment petits pour que le nombre d’atomes constituant la section de l’objet ne soit plus
négligeable devant le nombre total d’atomes. Inévitablement alors, des eets de bords appa-
raissent et les propriétés du système commencent à s’éloigner des modèles théoriques établis
pour les versions macroscopiques de ces objets. Considérons par exemple un l conducteur. À
l’échelle macroscopique, on peut facilement se convaincre que la conductance de ce l est di-
rectement proportionnelle à sa surface. Ainsi, au fur et à mesure que l’on diminue son diamètre,
on diminue d’autant sa conductance. Pourtant, si l’on mène cette expérience, on s’aperçoit qu’à
partir d’une certaine échelle, la conductance s’éloigne de ce modèle théorique et dessine des
plateaux. Cette transition entre le régime classique et ce nouveau régime suggère qu’il existe
une échelle caractéristique en deçà de laquelle une nouvelle physique émerge pour notre sys-
tème.
Ce nouveau palier est donc synonyme pour la physique fondamentale d’un nouveau dé
puisque ces progrès techniques signient également qu’une nouvelle classe de systèmes est
devenue accessible expérimentalement, et les phénomènes physiques qui le régissent sont en-
core à analyser. Bien que l’ensemble des forces qui peuvent éventuellement agir ici soient pour
la plupart connues, il n’est pas rare que plusieurs d’entre elles soient en compétition, donnant
naissance à une physique très riche et parfois exotique. À cela s’ajoute l’ensemble des dicultés
techniques qui émergent du caractère mésoscopique de ces systèmes : ils contiennent susam-
ment d’atomes pour que la notion de valeur moyenne ait un sens et sont susamment petits
pour que les uctuations autour de ces valeurs moyennes exibent des comportement quan-
tiques. Le caractère fermionique ou bosonique des particules décrites joue alors un rôle pré-
pondérant sur la physique. Ce comportement quantique du système implique également qu’il
faille donner une description globale de notre système, l’environnement électromagnétique, et
par extension les appareils de mesures, doivent être considérés comme partie intégrante du
problème.
Il est impossible d’introduire la physique mésoscopique sans débuter par les travaux pion-
niers de Rolf Landauer en 1957 sur la quantication de la conductance d’un l entre deux réser-
voirs thermalisés[Lan57, Lan70]. À basse température, la longueur de cohérence des électrons
explose ( à T=1K, ℓφ = 1µm), et peut ainsi devenir supérieure à la taille du l. Les eets de la
cohérence se manifestent alors et modient la conductance. Ces travaux sont longtemps res-
tés inaperçus, faute de preuves expérimentales accessibles. Il faut attendre 1988 et les travaux
de van Wees [vWvHB+88] pour obtenir une preuve expérimentale de la quantication de la
conductance, puis les travaux de Tarucha et de Yacobi en 1995 pour que le transport à travers
un l mésoscopique deviennent une réalité expérimentale. Ces expériences, menées dans des
systèmes ultra propres, montrent un léger écart à cette quantication [THS95, YSW+96]. En
10
CHAPITRE I. INTRODUCTION
particulier une déviation en loi de puissance apparaît dans les expériences de Yacobi, suggérant
que les interactions et l’environnement jouent un rôle important dans ces systèmes.
Depuis ces premiers résultats, les systèmes électroniques et les techniques développées
pour les étudier, aussi bien théoriques qu’expérimentaux, ont grandement évolués, avec pour
moteur les écarts entre théorie et expériences qui sont souvent des conséquences de la com-
plexité de ces systèmes. Nous donnons ici un historique très sommaire de cette évolution. Parmi
les systèmes théoriques étudiés, notons l’étude du transport à travers des ls décrits par des
liquides de Luttinger, de taille éventuellement nie[FG95, DTSG05], contenant des impure-
tés [KF92, AR82, OF94], éventuellement étendues [CRJ+10], bien que pour un désordre trop
élevé, un phénomène de localisation d’Anderson rend le système isolant[GS88]. Ces travaux
ont pour dénominateur commun la volonté de quantier l’eet des interactions sur le trans-
port. Les eets de l’environnement électromagnétique ont rapidement été observés expérimen-
talement et ont donné lieu à une intense activité théorique pour les décrire. L’aboutissement
de cette activité est la théorie P (E), qui quantie les eets de l’environnement sur le trans-
port à travers une barrière tunnel[DEG+90a, IN05, SS04]. Ces résultats théoriques ont éga-
lement fait l’objet de développement expérimentaux récents [PAJ+11, JAP+13, MBL+12] qui
suggère que cette théorie peut-être étendue pour une transmission quelconque. Au delà de la
conductance, on ne peut assez insister sur l’importance des corrélations de courant, dont le
rôle est résumé dans cette célèbre phrase de Landauer The Noise is the Signal [Lan98]. Cette
quantité, dérivée sous maintes formes, fait l’objet de nombreuses revues [BB00, CDG+10]. Les
corrélations d’un champ dépendant souvent de sa dynamique [CW51], il existe de nombreuses
relations reliant le bruit et le courant, dont beaucoup portent le nom de théorème de uctua-
tion dissipation [Kub57, EHM09, CW51]. L’étude des cumulants d’ordres supérieurs ont égale-
ment été l’objet d’une recherche active théoriquement [GGZ05] et expérimentalement [GR09]
pour l’ordre trois ; la full counting statistics [LLL96] permet également d’étudier théorique-
ment des cumulants d’ordres supérieurs et éventuellement les diérentes relations qui pour-
raient exister entre ces diérents cumulants [SS04]. Plus récemment, le bruit à fréquence nie
[SBK+97, ZBSP+07, CJP+10] et sa version non-symétrisée, [LL97, BS07] qui peuvent d’ailleurs
prendre des valeurs négatives [LL93], se révèlent être des outils puissants pour exploiter les
informations contenues dans les corrélations de courant. Nous avons omis ici tous les résultats
concernant les circuits supraconducteurs et en particulier sur les jonctions Josephson ; notons
qu’une grande partie des résultats évoqués ont leurs semblables dans le domaine supraconduc-
teur.
C’est dans la continuité de ces résultats que s’inscrit cette thèse. Le projet initial fut inspiré
des expériences récentes menées dans la région [HPB+11, PAJ+11] et les résultats théoriques
de [SS04], la motivation étant de comprendre les eets de l’environnement sur le transport,
et inversement. La mapping entre une jonction tunnel couplée à un environnement ohmique
et le transport à travers un liquide de Luttinger pose également la question de la pertinence
des interactions coulombiennes dans le transport à travers un centre diuseur couplé à envi-
ronnement électromagnétique. Cette étude a permis notamment de montrer que le bruit non
symétrisé à fréquence nie était une quantité particulièrement pertinente pour caractériser le
rôle des interactions dans le transport.
Dans la suite de ce chapitre, nous introduirons succinctement les concepts théoriques et
11
les expériences les plus marquantes concernant le transport dans les circuits mésoscopiques
sur lesquels s’appuient certains résultats de cette thèse. Le but n’est pas ici de redériver ces
résultats mais simplement de les énoncer et d’en donner une interprétation physique relative-
ment simple. En particulier, nous commencerons par quelques généralités sur la conductance,
le bruit et les relations qui les relient [CW51]. Nous évoquerons également les propriétés du
transport pour une barrière soumise à irradiation radio-fréquence décrite par la statistique de
Tien-Gordon [TG63]. Nous insisterons également sur la notion de bruit non symétrisé puisque
cette quantité sera largement exploitée dans l’ensemble des chapitres de cette thèse. Nous ex-
poserons ensuite quelques résultats marquant de la théorie P (E) qui seront pour la plupart
redémontrés dans le formalisme de l’intégrale de chemin. Le transport dans les liquides de
Luttinger étant au cœur de cette thèse, nous leur consacrons lui chapitre suivant.
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1 | Transport dans les Conducteurs mésoscopiques
1.1 – Construction du quantum de conductance
Le but de cette section est d’introduire les concepts fondamentaux du transport à travers un
conducteur mésoscopique pour en extraire les diérentes échelles de longueur qui dessinent la
frontière entre le régime classique et le régime quantique. Ceci permettra de nous forger une
intuition quant à l’origine du quantum de conductance.
Considérons un électron traversant un l de section W . La fonction d’onde de l’électron
possède une longueur d’onde de l’ordre de la longueur d’onde de de Broglie λF . Le nombre
de mode traversant le l est alors de l’ordre de W/λF . À une température de 1K, λF ∼ 100
nm, on peut donc considérer que notre l ne contient qu’un seul mode. Décrire un électron
par une onde signie également lui donner une phase. Au cours de sa propagation, un élec-
tron subit de nombreux chocs inélastiques avec les autres charges (autrement dit les interac-
tions électron-électron et électron-phonon). Ces chocs suppriment alors toute mémoire de la
phase et par conséquent tout comportement ondulatoire. Une description classique sut alors
à rendre compte des propriétés de transport du système. La fréquence de ces chocs et la vi-
tesse de l’électron permettent de déterminer une longueur dite de cohérence de phase ℓφ, sur
laquelle l’électron garde une mémoire de sa phase, permettant aux eets de cohérence de do-
miner la physique. Une description ondulatoire de l’électron est donc de mise dès lors que la
longueur de cohérence est très grande devant la taille caractéristique de l’échantillon (ℓ≪ ℓφ)
avec ℓφ ∼ 1µm.
Au cours de sa propagation, un électron subit également de nombreux chocs élastiques,
qui, s’ils n’altèrent pas la phase, modient néanmoins son régime de propagation. On dénit
alors le libre parcours moyen ℓe comme la distance parcourue par un électron entre deux chocs
élastiques. Cette longueur est intrinsèque à chaque matériau et ne peut être déterminée théo-
riquement. Ainsi, dans le régime quantique il faut encore distinguer le régime balistique, où
l’électron traverse l’échantillon en subissant peu de chocs élastiques (ℓe ≫ ℓ) et le régime dif-
fusif pour lequel ℓe ≪ ℓg . Le second régime est en général la règle puisque la réalisation de
matériaux balistiques demeure un dé technologique.
Considérons alors un l entre deux réservoirs thermalisés avec un écart de potentiel chi-
mique de eV . Le réservoir d’énergie la plus élevée peut alors être considéré comme un corps
noir émettant des particule à une fréquence donnée par la relation d’incertitude d’Heisenberg
[BL82] :
f =
eV
h
. (I.1)
Le principe de Pauli autorisant deux électrons par paquet d’onde, on obtient que la conductance
vaut :
G =
2e2
h
. (I.2)
Cette construction elliptique du quantum de conductance illustre néanmoins que l’origine de
ce quantum n’est pas due au l, mais plutôt au réservoir. On peut l’interpréter comme le coût à
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payer par l’électron pour s’en échapper. Cette relation se généralise simplement à un conduc-
teur multi-canaux en multipliant cette formule par le nombre de canaux, la propagation étant
incohérente enter les canaux. Pour un liquide de Luttinger, nous montrerons que la conduc-
tance diérentielle à travers une barrière tunnel suit une loi de puissance du voltage.
1.1.1 – Irradiation RF
Les propriétés du transport AC des systèmes quantiques ont étés sondées dès les années
60 avec les travaux de Dayem [DM62], qui étudie le transport à travers un supraconducteur
soumis à un irradiation radio-fréquence. Les résultats furent relativement peu concluant. Les
travaux théoriques de Tien et Gordon [TG63] ont rapidement montré que les uctuations AC
pouvaient changer adiabatiquement l’énergie d’un électron. En particulier, pour une irradiation
radio-fréquence d’amplitude Va et de fréquence ν, on obtient une réorganisation de la mer de
Fermi dont la nouvelle densité d’état vaut :
NTG(ǫ) =
∑
k
Jk
(
eVα
hν
)2
NF (εF + eV + kν), (I.3)
avec Jk la ke fonction de Bessel etNF la fonction de Fermi et εF l’énergie de Fermi. On obtient
que le courant tunnel s’écrit :
ITG(eV ) =
∑
k
Jk
(
eVα
hν
)2
I(eV + kν). (I.4)
Le courant étant proportionnel au voltage, l’inuence de l’irradiation RF est invisible ici comme
sur la conductance, en revanche elle devient claire sur le bruit à fréquence nie. L’étude des
propriétés RF du transport est particulièrement adaptée aux liquides de Luttinger pour lesquels
le courant n’est plus directement proprtionnel au voltage.
1.2 – Corrélations de Courant
Dans le régime classique, les sources de bruits sont nombreuses. Parmi les plus récurrentes
on retrouve naturellement le bruit thermique [Joh28, Nyq28] et le bruit rose en 1/f , propor-
tionnel au carré de l’intensité, dû aux uctuations de conductance provoquées par les défauts
de. Dans le régime quantique, la possibilité de mécanismes tunnel ou de rétrodiusion, cou-
plée à la granularité de la charge, fait émerger une nouvelle source de bruit, appelé bruit de
partition, que nous étudions plus en détail ici.
1.2.1 – Bruit de Partition
Reprenons l’expérience de pensée de Blanter et Büttiker [BB00] : on envoie un faisceau
incident sur une barrière de potentiel peuplé par un électron avec une probabilité NF . Un
électron incident est alors transmis avec une probabilité T et rééchi avec la probabilité 1−T ,
de sorte que le nombre moyen d’électrons dans le faisceau incident est 〈Ninc〉 = NF , le nombre
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moyen d’électrons transmis est 〈NT〉 = TNF , et rééchi 〈NR〉 = RNF . Si on calcule à présent
les corrélations de ces quantités on obtient :
〈(∆NR)2〉 = 〈(NR − 〈NR〉)2〉 = RNF (1−RNF ). (I.5)
〈(∆NT)2〉 = TNF (1− TNF ) et 〈∆NT∆NR〉 = −RTN 2F . (I.6)
Ces équations nous permettent de calculer immédiatement les corrélations de courant :
SIT IR = G0
∫
dERNF (1− TNF ), SIRIR = G0
∫
dERNF (1−RNF ), (I.7)
et pour le bruit de grenaille :
SIT IT = G0
∫
dETNF (1− TNF ). (I.8)
À température nulle, si la conductance est un multiple parfait de G0, éventuellement nul, les
électrons sont transmis ou rééchis parfaitement le bruit de partition s’annule. Dans le régime
tunnel (T ≪ 1), on retrouve le résultat de Schottky [Sch18], à savoir :
SIT IT = 2e|〈I〉| (I.9)
Cette équation correspond au bruit émis par une source incohérente, c’est-à-dire un bruit pois-
sonien. C’est cette nouvelle source de bruit, qui apparaît uniquement dans le régime quantique
que nous allons étudier ici. Proportionnel au nombre moyen de photon dans le faisceau in-
cident, le bruit de grenaille est une mine d’information sur les propriétés électroniques du
système. Ajoutons qu’à transmission nie, on obtient au premier ordre, une légère réduction
du bruit de photons puisque la formule précédente est corrigée par un pré-facteur (1− T ).
1.2.2 – Bruit à fréquence finie
Le bruit à fréquence nie peut être obtenu en prenant la transformée de Fourier du corré-
lateur symétrisé 〈I(t)I(t′)〉 qui dépend généralement que de la diérence en temps (t− t′). On
obtient ainsi :
S(ω) = e
(∑
η
I(hω + ηeV ) coth(β(hω + ηeV ))
)
. (I.10)
Physiquement, cela revient à calculer la puissance émise et absorbée par la jonction à une fré-
quence donnée. Dit autrement, cela correspond respectivement à la probabilité que le dispositif
de mesure absorbe un photon d’énergie hω émis par la jonction ou au contraire que le système
absorbe un photon d’énergie émis par le système de mesure. Les conventions émissions et
absorptions sont choisies par rapport à la jonction tunnel. À fréquence nulle, on retrouve le
résultat de Schottky. À polarisation nulle, il subsiste le bruit d’absorption des uctuations de
point zéro. L’intérêt majeure de cette quantité est qu’elle mesurable à polarisation nulle et à
polarisation nie. Ainsi, en calculant la diérence entre les deux, aussi appelée bruit en excès :
SE = S(ω, eV )− S(ω, eV = 0), (I.11)
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on peut s’aranchir du bruit d’absorption des uctuations de point zéro. En particulier, le cou-
rant étant directement proportionnel à la densité d’état, on peut étudier les variations de la
densité d’état. Pour une jonction tunnel soumise à un courant DC ou à une irradiation RF on
obtient la gure I.1. À polarisation nie, il est impossible d’émettre plus de bruit à ω > eV ,
et le bruit en excès s’annule à ω > eV . En RF, on observe l’apparition de pics à ω = kν de
surfaces proportionnelles à Jk(
eVa
ν )
2 qui traduisent la modication adiabatique de la mer de
Fermi. Sous irradiation RF, un état d’énergie |ε〉 se retrouve dans une superposition d’état :
|ǫ〉 →
∑
k∈Z
Jk
(
eVa
ν
)2
|ε+ kν〉, (I.12)
dont les pics sont une manifestation. Le caractère adiabatique de cette réorganisation se traduit
par une conservation de l’aire totale du bruit en excès.
En présence d’interactions, les singularités s’estompent et l’on perd la singularité àω = eV .
L’impossibilité d’avoir du bruit en excès pour des fréquences supérieures à eV/h suggère que
la singularité est perdue pour le bruit en absorption, mais devrait être conservée en émission.
L’idée est de distinguer, d’un point de vue théorique ici, le bruit symétrisé et le bruit non sy-
métrisé. Pour obtenir le bruit non symétrisé, il faut calculer le corrélateur 〈I(t)I(t′)〉 avec I le
courant tunnel sans l’ordonné dans le temps. On obtient alors [BS07] :
S(ω) = 2e
(∑
η
NB(ηeV − hω)
)
I(ηeV − hω) (I.13)
La convention sur la transformée de Fourier est choisie de sorte à ce que le bruit en émis-
sion corresponde aux fréquences positives. Ici, obtenir le bruit non symétrisé revient à changer
les coth en distribution de Bose. On s’aperçoit que sans polarisation, le bruit en émission est
nulle, et on observe une singularité à ω = 0. À polarisation nie cette singularité est déplacé à
ω = eV . L’étude menée dans [BS07] montre que les interactions brisent la symétrie émission
absorption pour le bruit en excès, et que les singularités à ω = eV peuvent être totalement ea-
cées à ω = −eV . En symétrisant le bruit, on risque alors de perdre ces singularité et fatalement
une partie essentielle de l’information. Le premier dispositif pour mesurer expérimentalement
du bruit fut proposé par Lesovik et Loosen [LL97]. L’idée est de coupler inductivement un os-
cillateur harmonique à un circuit. On mesure alors de façon répétée la charge aux bornes de la
capacitance, dont les corrélations sont directement proportionnelles aux uctuations de cou-
rant. Naturellement, le courant est modié par l’oscillateur et l’on obtient une perturbation AC
du courant. Réciproquement, l’oscillateur est amorti par ce couplage à un bain d’électrons. En
d’autres termes, l’environnement perturbe le système et il faut alors considérer la rétroaction
de l’environnement sur le transport, ce qui sera l’objet de la prochaine section. Notons que des
expériences menées au LPS par J. Basset [BBD10], permettent déjà de distinguer le bruit en
absorption et en émission en utilisant la caractéristique particulière des jonctions Josephson.
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Figure I.1 – Bruit en excès à fréquence et à polarisation nies pour une jonction tunnel en
fonction de ω irradié en radio-fréquence avec eVa/ν = 1.5 (rouge) et Va = 0 (bleue).
2 | Introdution à la Théorie P(E)
Considérons une jonction tunnel en série avec un environnement électromagnétique ar-
bitraire. Lorsqu’un électron traverse la jonction, les uctuations de courant qu’il provoque en
raison de la granularité de sa charge, excitent les modes de l’environnement électromagnétique.
Ces modes aectent à leur tour le transfert de charge et diminuent le taux de transmission à
travers la jonction. Cette diminution, parfois renommée blocage de Coulomb dynamique, est
quantiée par la théorie P (E). Nous la présentons ici dans ses grandes lignes ; nous revien-
drons plus en détail sur les calculs dans le chapitre IV où nous démontrerons certaines relations
pour un liquide de Luttinger. La théorie P (E) exprime alors la probabilité que l’environnement
absorbe une énergieE lors d’un événement tunnel. Ainsi le taux de transition tunnel ~Γ en pré-
sence d’un environnement s’exprime comme la convolution entre le taux de transition sans
environnement Γ0 et P (E) :
~Γ(eV ) =
∫
dE ~Γ0(eV − E)P (E). (I.14)
Le tour de force de cette théorie est d’être parvenu à exprimer la fonction P(E) à partir des
corrélations des uctuations de courant à travers l’environnement. Considérons par exemple
une jonction tunnel couplée à un oscillateur harmonique que nous décrivons dans la base ux-
charge (ϕ,Q) telle que [ϕ,Q] = ie. Le hamiltonien tunnel entre les deux bords de la jonctions
indicés respectivement par k et q s’écrit [DEG+90a] :
Htun =
∑
k,q
cˆ
†
kcˆqΛe + Λ
†
ecˆ
†
qcˆk (I.15)
avecΛe l’opérateur de couplage à l’environnement tel queΛeQΛ
†
e = Q−e. On applique alors la
règle d’or de Fermi, d’une part d’une part pour les états électroniques initiaux et naux notés
respectivement |E〉 et |E′〉 et pour les états de l’environnement que l’on notera |R〉 et |R′〉
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d’autre part. On obtient alors :
~Γ(eV ) =
1
e2RT
∫
dEdE′f(E + eV )(1− f(E′))
×
∑
R,R′
∣∣∣〈R|e−iϕ|R′〉∣∣∣2 Pβ(R)δ(E − E′ −R−R′), (I.16)
où eV est le potentiel chimique appliqué à l’un des réservoirs et Pβ(R) la matrice densité de
l’environnement . Il apparaît alors clairement que la fonction P (E) correspond à la somme sur
les modes de l’environnement. Nous réécrivons alors cette partie en réexprimant la fonction
de Dirac comme une intégrale sur le temps :
P (E − E′) =
∫
dt ei(E−E
′+R−R′)t ∑
R,R′
∣∣∣〈R|e−iϕ|R′〉∣∣∣2 Pβ(R) (I.17)
=
∫
dt ei(E−E
′)t〈eiϕˆ(t)e−iϕˆ(0)〉env (I.18)
où la valeur moyenne est prise sur les états de l’environnement à l’équilibre. En intégrant alors
sur la variable E′, on obtient nalement :
~Γ(eV ) =
∫
dE ~Γ0(eV − E)P (E). (I.19)
Nous arrivons alors au point clef de cette théorie qui exprime la fonction P (E) à partir des
corrélations de ux :
〈eiϕˆ(t)e−iϕˆ(0)〉env = exp
[∫
dω
RK
Re {Z(ω)}
ω
(
coth
(
βω
2
)
(cos(ωt)− 1)− i sin(ωt)
)]
.
(I.20)
Pour un oscillateur harmonique de fréquence Ω à température nulle par exemple, on obtient
que :
P (E) = e−ρ
∑
k≥0
ρk
k!
δ(E − kΩ) (I.21)
avec ρ = (e2/2C)/hΩ le rapport entre l’énergie de charge et l’énergie d’un mode. La loi de
Poisson obtenue suggère que l’on peut interpréter l’absorption par l’oscillateur de photons
comme un processus incohérent. On obtient ainsi que le taux de transition tunnel en présence
d’un oscillateur s’écrit :
~Γ(eV ) = e−ρ
∑
k≥0
ρk
k!
~Γ0(E − kΩ) (I.22)
Pour mieux saisir les eets de l’oscillateur harmonique, nous traçons la conductance dié-
rentielle d’une jonction tunnel couplée à un oscillateur sur la gure I.2. La courbe hachurée
correspond à la conductance sans environnement. La courbe pleine représente la conductance
diérentielle pour la même jonction, couplée à un oscillateur harmonique de facteur ρ = 3/2,
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Figure I.2 – Conductance diérentielle d’une jonction tunnel couplée à oscillateur en fonction
de eV/Ω et en unité de RT la résistance de la jonction tunnel, pour ρ = 3/2 (courbe pleine) et
pour ρ = 0 (courbe hachurée).
la conductance diérentielle à polarisation nulle est fortement réduite par l’oscillateur har-
monique. Lorsque le voltage dépasse l’énergie d’un mode de l’oscillateur, alors les électrons
qui traversent la jonction en cédant un photon ne sont plus bloqué dynamiquement, et on
observe une hausse de la conductance diérentielle. Pour plusieurs oscillateurs harmonique,
nous aurons alors un grand nombre de marches, et pour une innité d’oscillateur, c’est-à-dire
un conducteur ohmique, les marches seront lissées et on intuite que le courant suit une loi de
puissance. Bien que les papiers fondateurs traitent ce dernier cas, nous le redémontrerons dans
le formalisme des liquides de Luttinger, plus adapté pour traiter cette non-linéarité.
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3 | Plan de la Thèse
Transport dans les liquide de Luinger
Dans le premier chapitre, nous introduisons le transport à travers une barrière de potentiel
dans un l 1D que nous décrivons par un liquide de Luttinger. Ce chapitre, qui ne contient
aucun résultat véritablement nouveau, a pour but d’introduire d’une part les notations et les
techniques de calculs qui seront utilisées tout au long de cette thèse, et d’autre part de montrer
que le bruit non symétrisé en excès est une quantité particulièrement adaptée pour l’étude
du transport à travers les liquides de Luttinger. Par ailleurs, nous redémontrerons un certain
nombre de relations de uctuation-dissipation entre le courant et le bruit, symétrisé ou non.
Transport dans les liquides de Luinger avec Spin
Ce second chapitre s’inspire des expériences récentes sur les isolant topologiques 2D dont
on peut modéliser les propriétés du transport par celles d’un liquide de Luttinger avec spin.
Les nombreuses études théoriques qui en découlent ont montré que pour certains paramètres
de Luttinger, l’application du groupe de renormalisation ne permet pas de faire prévaloir un
processus de diusion parmi plusieurs théoriquement possibles. Par ailleurs il est impossible de
déterminer théoriquement l’amplitude relative entre ces diérents processus. Dans ce chapitre
nous proposons une méthode expérimentale basée sur le bruit en excès à fréquence ne pour
déterminer expérimentalement quel processus de diusion domine le transport.
Transport à travers une barrière en série avec un environnement
électromagnétique
Le chapitre central de cette thèse a pour but premier d’étendre la théorie P (E) entre deux
ls quantiques, décrit par la théorie des liquides de Luttinger. La forte dualité entre la limite
tunnel et la limite de faible rétrodiusion suggère que le même développement est possible
pour le transport à travers une faible barrière en série avec un liquide de Luttinger. Nous étu-
dierons alors dans quelle mesure cette dualité est ici respectée. Par ailleurs nous travaillerons
sur le domaine de validité du théorème de uctuation-dissipation lorsqu’un environnement est
présent.
Transport sous irradiation radio-fréquence
Ce chapitre, né d’une collaboration avec une équipe du SPEC au CEA de Saclay, étudie
la transmission à travers une barrière tunnel en série avec un oscillateur harmonique et sou-
mise à une irradiation RF. Nous généralisons cette étude pour une jonction tunnel entre deux
ls décrits par des liquides de Luttinger et dans la limite d’une faible barrière de potentiel.
Nous étudions également la validité des relations entre la partie antisymétrique du bruit et
la conductance diérentielle en présence d’un environnement. Nous comparons alors les pré-
dictions théoriques concernant le bruit non symétrisé aux résultats expérimentaux, l’excellent
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accord entre les résultats théoriques et expérimentaux indique clairement que la quantité me-
surée est bien le bruit non symétrisé. Ces mesures vérient également de façon remarquable
les relations entre la conductance et le bruit non symétrisé.
Environnement hors-équilibre
La théorieP (E) repose sur l’hypothèse que l’environnement est toujours à l’équilibre ther-
modynamique. En d’autres termes, il est supposé que l’oscillateur a toujours le temps de re-
laxer tout photon éventuellement absorbé en un temps très court devant le temps moyen entre
deux événements tunnel. Nous supposons à présent que l’oscillateur est maintenu dans un état
préparé, c’est-à-dire que nous supposons qu’un opérateur extérieur est capable de maintenir
l’oscillateur dans un état constant sauf éventuellement pendant un temps très court devant le
temps moyen entre deux événements tunnel. En particulier, il est possible d’étudier le cas où
l’oscillateur est peuplé par un état de Fock ou tout autre état purement quantique, ce qui est
équivalent à irradier notre état avec une lumière quantique. La statistique de l’état trouvé est
alors donnée par une convolution entre la fonction caractéristique de Glauber et une loi de
Poisson, pouvant mener à des résultats exotiques. Ce travail est né d’une collaboration avec
Julien Gabelli du LPS et par un heureux hasard, au cours d’un séminaire donné à McGill à
Montréal, a grandement bénécié de l’expertise de A. Clerk et M. Woolley.
21
3. PLAN DE LA THÈSE
22
Chapitre II
Transport dans les Liquides de Luinger
23
L
e traitement des interactions coulombiennes est généralement un problème épineux
lorsque l’on veut obtenir une description exacte d’un système électronique. En dimen-
sion trois, le problème peut se résoudre de façon approchée en introduisant d’une part
le concept de quasi-particules, des électrons ou des trous habillés par les interactions avec leur
environnement et d’autre part en invoquant le théorème de Luttinger [LW60, Lut60] qui nous
assure que pour tout système, le volume contenu à l’intérieur de la surface Fermi n’est pas
altéré par les interactions. Le comportement de ces liquides électroniques est essentiellement
le même que celui d’un liquide de Fermi idéal, quitte à renormaliser certaines quantités telles
que la masse par exemple, excepté le temps de vie des excitations qui devient ni. Ceci suggère
qu’un calcul exact des interactions serait une tâche trop lourde pour les bénéces qu’elle ap-
porterait. Si cette description donne encore de bons résultats en dimension deux, elle s’écroule
totalement à une dimension où des problèmes de divergences apparaissent lorsque l’on traite
en perturbation ces interactions. Un changement de paradigme pour traiter ce problème fut
initié à partir des années 50 par Tomonaga puis par Luttinger [Tom50, Lut63] qui proposèrent
un modèle pour décrire les systèmes unidimensionnels et qui sera fructueusement exploité par
la suite notamment par Mattis et Lieb [ML65], Dzyaloshinskii et Larkin [DL74] puis Haldane
[Hal81]. Bien que purement théorique au départ, ce modèle fut largement utilisé par la suite
pour décrire la physique des nanotubes de carbone [BCL+99] mais aussi les états de bords de
l’eet de Hall quantique fractionnaire [Wen90].
L’image la plus simple que l’on peut donner d’un système unidimensionnel est sans doute
une chaîne de masses reliées par des ressorts. Lorsque l’on écarte une des masses de l’équilibre,
la perturbation se propage par l’intermédiaire d’une onde à travers le système. Intuitivement,
deux façons de décrire le problème émergent. Soit on décrit la position de chaque masse à un
instant donné, soit on décrit l’onde qui se propage à travers le système. C’est cette idée simple
mais extrêmement fructueuse qui va permettre de traiter de nombreux problèmes de la phy-
sique unidimensionnelle. Un électron se propageant à travers un l 1D ne peut contourner ses
voisins, il est condamné à un choc avec sa particule voisine et à lui transmettre son impulsion.
Celle-ci va transférer son impulsion à son voisin immédiat et l’excitation va donc se propager
à travers le système. Plutôt que de décrire le système par la position des électrons nous allons
donc le décrire par ses excitations collectives, c’est-à-dire des bosons (ce qui donne le nom
de bosonisation à cette description). Ceci rend cette description relativement agréable à ma-
nier, puisque nous allons pouvoir nous aranchir de l’utilisation de variables grassmanniennes
souvent plus délicate.
Il reste cependant un obstacle majeur qu’il nous faut impérativement traiter. Contrairement
aux dimensions supérieures, un électron ne peut se mouvoir sans que le mouvement devienne
collectif et les interactions vont alors jouer un rôle majeur. Malheureusement, comme nous
l’avons mentionné plus haut un traitement perturbatif ou même en terme de quasi-particule
est hors propos. Là encore, une propriété essentielle des systèmes unidimensionnels va jouer
en notre faveur : le spectre bien déni des excitations particule-trou. Cette propriété permet de
réécrire les termes d’interaction coulombienne sous forme hamiltonien quadratique, que l’on
va être à même de traiter.
Une fois le hamiltonien du système obtenu, nous pourrons alors étudier les propriétés du
transport à travers le liquide électronique que nous appellerons par la suite un liquide de Lut-
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tinger. En particulier, nous nous intéresserons aux cas du transport à travers une impureté pré-
sente dans le liquide électronique ou plus généralement d’une barrière de potentiel localisée en
un point. Nous rappellerons dans ce chapitre quelques résultats essentiels pour la plupart éta-
blis pendant les deux dernières décennies [Wen91, KF92, BS07, HW08, FLS95, GZ01, CFW95].
Dans ce chapitre nous allons dans un premier temps faire un exposé succinct de la boso-
nisation d’un système électronique 1D avec interaction. Cette technique est présentée dans de
nombreux ouvrages [Gia04, GV05, Voi95, SCP98, ISG12] mais ceci nous permettra de xer les
notations pour la suite de l’exposé. Cette description d’un liquide électronique nous permettra
alors de traiter le problème du transport à travers une barrière dans deux cas limites. Celui
d’un potentiel inni (limite tunnel) et celui d’une barrière faible. Ce premier chapitre ne com-
porte pas à proprement parler de résultats nouveaux mais contient l’essentiel des techniques
de calculs nécessaires pour traiter les problèmes étudiés dans les chapitres suivants.
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1 | Bosonisation
1.1 – Liquide sans spin
1.1.1 – Linéarisation du spectre en énergie
kk
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Figure II.1 – A gauche spectre d’une particule dans un réseau, à droite spectre linéarisé
La première étape de la bosonisation consiste en la linéarisation du spectre en énergie du
liquide de Luttinger. Ceci n’a de sens que dans la limite où nous ne considérons que des excita-
tions proches du niveau de Fermi - notons cependant que cette approximation peut être étendue
sur un spectre plus large pour certains matériaux tels que les nanotubes de carbones pour les-
quels la relation de dispersion est quasi-linéaire. Cette approximation nous oblige néanmoins à
prendre un certain nombre de précautions. Premièrement en linéarisant le spectre, nous avons
créé un nombre inni d’états d’énergie négative. Ce dernier point n’a bien sûr rien de phy-
sique et il faut s’assurer qu’on ne considère pas leurs poids lors du calcul de valeurs moyennes
d’observables. Deux méthodes sont à notre disposition : soit on ordonne normalement tous nos
opérateurs, soit on retire tout simplement la contribution du vide d’excitation à notre obser-
vable. Ces deux méthodes sont équivalentes et sont reliées par la relation suivante :
: AB := AB − 〈0|AB|0〉, (II.1)
l’opérateur : : désignant l’ordre normale. Par ailleurs la perte des non-linéarités du spectre
nous fait perdre les processus d’amortissement, que nous réintroduisons par une coupure ultra-
violette. Une fois toutes ces contraintes considérées, nous pouvons à présent construire notre
base propre d’excitations qui décrira notre liquide électronique.
1.1.2 – Construction de la base propre des excitations
Lorsqu’une excitation se propage à travers un système 1D, on s’attend à des variations
périodiques spatiales de la densité d’état. Il est alors naturel de penser que la base ρ(p) des
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excitations de moment p vont constituer de notre nouvelle base. Considérons alors la densité
d’état en un point x de notre système, ou plus précisément sa transformée de Fourier spatiale :
: ρr(p) :=


∑
k
c†r,k+pcr,k p 6= 0
Nr p = 0
(II.2)
où Nr est l’opérateur nombre d’excitation et r l’indice qui précise le sens de la propagation de
l’excitation, gauche ou droite. Comme ρ(x) est à valeur réelle, les propriétés de la transformée
de Fourier nous donnent :
ρ†(p) = ρ(−p), (II.3)
et on obtient alors les relations de commutations suivantes :
[
ρ†R(p), ρ
†
L(p
′)
]
= 0, (II.4)
[
ρ†r(p), ρ
†
r(−p′)
]
=
∑
k
c†r,k+p−p′cr,k − c†r,k−pcr,k−p′ (II.5)
S’il est tentant de séparer la somme en deux pour réaliser un changement de variable et com-
penser les deux sommes, ceci est faux mathématiquement puisqu’on obtiendrait deux sommes
divergentes. On peut alors soit utiliser l’équation (II.1), ce qui nous permet de réaliser le chan-
gement de variable voulu, ou bien simplement remarquer que les termes à l’intérieur de la
somme sont non nuls uniquement pour p = p′ et que les deux termes ne se compensent pas
dans p cas. La linéarisation du spectre nous donne alors :
[
ρ†r(p), ρ
†
r′(−p′)
]
= δr,r′δp,p′
rpL
2π
. (II.6)
À un facteur de normalisation près, l’opérateur densité d’état dénit la création ou l’annihila-
tion d’une onde de densité de charge. En utilisant à nouveau la propriété de l’éq.(II.3) on dénit,
pour p 6= 0 :
b†p =
(
2π
L|p|
) 1
2 ∑
r
Θ(rp)ρ†r(p) et bp =
(
2π
L|p|
) 1
2 ∑
r
Θ(rp)ρr(p), (II.7)
où Θ est la fonction de Heaviside. Il faudrait à présent s’assurer que cette famille d’opérateurs
génère l’espace de Hilbert complet. Cette démonstration apportant peu de choses du point de
vue conceptuel, nous renvoyons le lecteur à [Gia04].
27
1. BOSONISATION
1.1.3 – Bosonisation du hamiltonien cinétique
Exprimons à présent l’hamiltonien de notre système unidimensionnel à partir de notre
nouvelle base. Remarquons dans un premier temps que :
[
bp0 , Hˆ
]
=
(
2π
|p0|L
) 1
2 ∑
k,r
[
ρR(p0), vF (rk − kF )c†r,kcr,k
]
, (II.8)
=
(
2π
|p0|L
) 1
2 ∑
k
vF p0c
†
R,k−p0cR,k, (II.9)
= vF p0bp0 . (II.10)
Le résultat pour p0 < 0 ou b
†
p0 s’obtient directement. Le lien avec un hamiltonien quadratique
apparaît alors immédiatement puisqu’on aurait les même relations de commutation avec :
Hˆbos ≃
∑
p 6=0
vF |p|b†pbp. (II.11)
En admettant alors que les opérateurs bp forment une base complète de l’espace des opérateurs
on en déduit que H et Hbos ne dièrent que par un multiple de l’identité, c’est-à-dire à une
énergie près. Remarquablement, et contrairement à ce qu’on aurait pu penser, le hamiltonien
demeure quadratique, c’est à dire quartique en termes d’opérateurs fermioniques. Considérons
à présent un opérateur fermioniqueΨr(x), la relation de commutation avec l’opérateur densité
s’écrit : [
ρ†r(p),Ψr(x)
]
=
1√
Ω
∑
k,k1
[
c†r,k+pcr,k , cr,k1
]
= −eipxΨr(x). (II.12)
C’est-à-dire la même relation que pour :
Ψr(x) ∝ exp
(∑
p
eipxρr(p)
(
2πr
pL
))
. (II.13)
Notons que le terme de gauche est un opérateur annihilation, tandis que le terme de droite ne
modie pas le nombre de particule. Pour reproduire tous les états possibles de l’espace de Fock
il nous faut ajouter un opérateur qui modie le nombre de particule, i.e. un facteur de Klein
que nous notons Ur . Celui-ci commute avec les opérateurs bosoniques d’une part et annihile
un fermion de l’espèce r d’autre part. Ainsi, l’équation précédente devient :
Ψr(x) = Ur exp
(∑
p
eipxρr(p)
(
2πr
pL
))
(II.14)
L’opérateur de Klein supprime une charge uniformément et le terme dans l’exponentielle s’as-
sure de placer le trou au bon endroit.
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Figure II.2 – Spectre d’excitation à une dimension
1.1.4 – Opérateurs θ et φ
Nous souhaitons à présent repasser dans l’espace réel. Dans la mesure où Ψ(r) s’exprime
en fonction de ρ(p)/p, c’est plutôt la primitive de ρ par rapport à x que nous allons exprimer :
φ(x), θ(x) = ∓(NR ±NL)πx
L
∓ iπ
L
∑
p 6=0
1
p
e−α|p|/2−ipx
(
ρ†R(p)± ρ†L(p)
)
(II.15)
où les signes supérieurs sont pourφ, et où 1/α est la coupure ultra-violette arbitraire qui permet
de prendre en compte les eets des non-linéarités du spectre qui ont été négligées. Ainsi :
Ψr(x) = Ur lim
α→0
1√
2πα
eirx(kf−π/L)e−i(rφ(x)−θ(x)). (II.16)
On a par ailleurs :
[φ(r1),∇θ(r2)] = iπδ(x1 − x2), (II.17)
de sorte que ces deux champs sont conjugués. Par construction, on a également :
∇φ = −π[ρR + ρL] et ∇θ = −π[ρR − ρL], (II.18)
ce qui nous permet nalement de réécrire le hamiltonien sous forme bosonique :
HLL =
1
2π
∫
dxvF
[
(∇θ)2 + (∇φ)2] . (II.19)
On obtient nalement que notre système fermionique est décrit par un hamiltonien quadratique
en termes des champs bosoniques. Notons que l’opération inverse est également possible et
porte le nom de refermionisation.
1.1.5 – Bosonisation des interactions
Comme nous l’avons mentionné en introduction, à une dimension, les interactions ne sau-
raient être négligées ou même approximées par l’introduction d’une quasi-particule de Landau.
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Néanmoins, contrairement aux dimensions supérieures, la surface de Fermi à une dimension
se restreint à deux points, ce qui rend le spectre des excitations extrêmement simple. Ainsi,
lorsqu’un électron se déplaçant vers la droite interagit avec un électron se déplaçant en sens
opposé, deux mécanismes sont possibles. Soit ils interagissent en augmentant tous deux légère-
ment leur impulsion soit ils l’échangent complètement. De même, si deux électrons se suivent,
mais que la célérité du second est supérieure, alors ils échangent leur moment lors de l’in-
teraction. Ces trois processus, respectivement appelés g2, g1 et g4 sont illustrés Fig.II.3. Dans
la suite de ce chapitre, nous ne traiterons que les interactions dont l’impulsion échangée est
quasi-nulle, c’est-à-dire les processus de type g2 et g4. Les interactions de types g1 deviennent
cependant importantes pour les liquides avec spin comme nous le verrons dans le prochain
chapitre.
Le terme d’interaction g4 considère l’interaction entre deux électrons appartenant à la
même branche, ainsi :∑
r
g4
2 Ψ
†
r(x)Ψr(x)Ψ
†
r(x)Ψr(x) =
∑
r
g4
2
ρr(x)ρr(x) (II.20)
=
g4
2(2π)2
[(∇φ)2 + (∇θ)2]. (II.21)
De même, on en déduit le hamiltonien des processus g2 :∑
r
g2Ψ
†
r(x)Ψr(x)Ψ
†
−r(x)Ψ−r(x) =
∑
r
g2ρr(x)ρ−r(x) =
g2
(2π)2
((∇φ)2 − (∇θ)2). (II.22)
Finalement, sous ces approximations, le hamiltonien d’un liquide de Luttinger devient :
HLL =
u
2π
∫
dx
[
1
K
(∇θ)2 +K(∇φ)2
]
, (II.23)
avec :
uK = vF
(
1 +
g4
2πvF
− g2
2πvF
)
et
u
K
= vF
(
1 +
g4
2πvF
+
g2
2πvF
)
. (II.24)
En présence d’interaction, nous retrouvons un hamiltonien quadratique. le liquide de Luttinger
est décrit par les deux nouveaux paramètres u et K, u étant la célérité des ondes de densité de
charge se propageant dans le liquide de Luttinger et K un réel qui traduit l’importance des
processus g2 et g4. Pour K < 1 les interactions sont répulsives tandis que pour K > 1 elles
sont attractives.
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Figure II.3 – Schéma des diérents processus d’interactions électroniques g2, g1 et g4.
2 | Fonctions de Green d’un Liquide de Luinger
Maintenant que nous avons exprimé le hamiltonien du système à partir de champs boso-
niques, nous allons pouvoir en extraire les fonctions de Green qui régissent l’évolution du sys-
tème, d’abord en temps imaginaire, puis une continuation analytique nous permettra d’obtenir
les fonction de Green de Keldysh [Kel65] dont nous déduirons les propriétés hors-équilibre du
système.
2.1 – Fonctions de Green d’un liquide de Luinger
On rappelle que sous sa forme bosonisée, le hamiltonien s’écrit :
HF =
1
2π
∫
dx uK (∇θ(r))2 + u
K
(∇φ(r))2 , (II.25)
avec r = (x, t). L’action en temps imaginaire et en fréquence de Matsubara s’exprime alors
simplement :
S = −
∫ β
0
dτ
∫
dx
i
π
∇θ(r)∂τφ(r)− 1
2π
(
uK(∇θ(r))2 + u
K
(∇φ(r))2
)
, (II.26)
=
1
2βΩ
∑
q
(θ∗q , φ
∗
q)
(
k2uK
π
ikωn
π
ikωn
π
k2u
Kπ
)(
θq
φq
)
. (II.27)
On remarque déjà la symétrie qui existe entre les champs φ et θ puisque les actions sont iden-
tiques à condition de changer K en 1/K. Cette symétrie sera particulièrement intéressante
lorsque nous étudierons la dualité entre le transport dans le régime de faible rétrodiusion et
dans le régime tunnel. Les deux variables étant conjuguées l’une de l’autre, on peut facilement
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diagonaliser le problème.
S =
1
βΩ
∑
q
1
2πK
[
ω2n
u
+ uk2]φ(q)∗φ(q), (II.28)
=
1
2πK
∫
dx
∫ β
0
dτ [
1
u
(∂τφ(r))
2 + u(∇φ(r))2]. (II.29)
De façon remarquable l’action que nous avons obtenue est un dalembertien, c’est-à-dire le
hamiltonien d’une onde se propageant dans un uide. Cette description est cohérente avec
l’image que nous avons donnée au départ d’une excitation collective se propageant à travers le
système. Ainsi, lorsque l’on perturbe le système en un point, une onde de densité de charge se
propage à travers le système, sans être altérée. Nous cherchons à présent à inverser le propaga-
teur. Nous nous limitons aux corrélateurs φφ et φθ ; le corrélateur θθ pouvant s’obtenir par un
changement de variable. Le résultat est immédiat en fréquence de Matsubara depuis l’action
précédente :
Cel(q) = 〈φ∗(q)φ(q)〉 = uπK
ω2n + u
2k2
, (II.30)
Cφθ(q) = 〈θ∗(q)φ(q)〉 = −2iπωn
k(ω2n + u
2k2)
. (II.31)
2.2 – Fonctions de Green à température nulle
On commence par calculer les fonctions de Green à température nulle de Cel. Deux trans-
formées de Fourier inverses nous donnent alors immédiatement :
Cel(x, ωn) = Kπ
2|ωn|e
−|ωnx|/u =⇒ Cel(x, τ) = −K
4
ln
(
x2 + (uτ)2
)
. (II.32)
Une continuation analytique nous donne alors la fonction de Green de Keldysh ordonnée dans
le temps C++. Les relations entre les quatre fonctions de Green de Keldysh nous permettent
d’obtenir directement :
Cηηel (x, t) = −K4 ln
∣∣x2 − u2t2∣∣− ηNKiπ4 Θ
(
|t| − |x|
u
)
, (II.33)
Cη−ηel (x, t) = −K4 ln
∣∣x2 − u2t2∣∣− ηNKiπ4 sgn
(
t− |x|
u
)
. (II.34)
On en déduit les fonctions de Green de Keldysh, avancée et retardée :
CKel (r) = +K2 ln
∣∣x2 − u2t2∣∣ et CA/Rel (r) = −NKiπ2 Θ
(
∓t− |x|
u
)
(II.35)
Cette opération demande néanmoins de prendre quelques précautions. La fonction logarithme
étant une surface de Riemann, elle est prolongeable sur le plan complexe, mais à une constante
N ∈ 2Z+ 1 près. Pour xer cette constante, il sut de xer N tel que
1
uπK
(
∂2t − u2∂2x
) C++(t) = δ(x)δ(t) (II.36)
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La fonction de Green Keldysh correspond bien au noyau de cet opérateur et pour le reste on a :
1
uπK
(
∂2t − u2∂2x
) Kπ
4
θ
(
|t| − |x|
u
)
= δ(t)δ(x) (II.37)
Ce qui imposeN = 1 pour un système à l’équilibre et xe la taille d’une excitation élémentaire
ainsi que son signe. Notons que le calcul n’est possible que si on suppose que t et x ne sont
pas simultanément nuls. Ceci traduit le fait que notre description n’est pas adaptée aux temps
courts puisque nous avons négligé le pas du réseau. Par la suite nous chercherons à calculer
des corrélateurs de la forme G(x, x′, τ, τ ′) = −〈(φ− φ′)2〉 = 2(C(x, τ))− C(0, 0) et ce terme
diverge lorsque x et t tendent vers 0. Une coupure ultraviolette est alors introduite [Gia04]
pour assurer la convergence de la transformée de Fourier et pour rendre compte du caractère
discret du réseau. Typiquement, on peut estimer qu’on ne décrit pas correctement ce qui se
passe sur des longueurs inférieures au pas du réseau. On remplace alors u|τ | par u|τ |+α avec
α le pas du réseau. On obtient alors :
Gel(x, τ) = K
2
ln
(
x2 + (u|τ |+ α)2
α2
)
. (II.38)
Occupons nous à présent du second corrélateur Cφθ(q), une intégration sur les modes spatiaux
nous donne :
〈φ(x, ωn)θ(0)〉 = π
ωn
sgn(x)
(
1− e−|x|ωn/u
)
(II.39)
On reconnaît le développement en série entière du logarithme. Le terme à l’intérieure du loga-
rithme sera donc de module un et seul son argument nous intéresse. On obtient directement :
C++θφ (r) = arctan
(
2i coth
(
π|t|
β
)
tanh
(
xω
βu
))
. (II.40)
À nouveau nous obtenons une divergence (intégrable) de la fonction de Green lorsque t → 0
que nous soignons à nouveau en introduisant une coupure ultra-violette t→ t+ iα.
2.3 – Fonctions de Green à température finie
À température non nulle, le calcul est légèrement diérent. On sépare la somme sur les
fréquences positives et négatives et on reconnaît immédiatement le développement en série
entière du logarithme. On obtient alors :
Cel(x, τ) = 1
β
∑
n
Kπ
2|ωn|e
−|ωnx|/u−iωnτ , (II.41)
= −K
4
ln
(
2e
−2π|x|βu
[
cosh
(
2πx
βu
)
− cos
(
2πτ
β
)])
. (II.42)
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Une continuation analytique nous donne :
C ηη(r) = −K4 ln
∣∣∣∣∣e−
2π
βu |x|
∏
η=±
sinh(π(ut+ηx)uβ )
∣∣∣∣∣− η Kiπ4 Θ
(
|t| − |x|
u
)
,
C η−η(r) = −K4 ln
∣∣∣∣∣e−
2π
βu |x|
∏
η=±
sinh(π(ut+ηx)uβ )
∣∣∣∣∣+ η Kiπ4 sgn(t)Θ
(
|t| − |x|
u
)
.
(II.43)
Ainsi les fonctions de Green avancée et retardée ne sont pas modiées, ce qui est cohérent avec
l’équation (II.36) et qui traduit le fait que l’on ne s’attend pas à ce que la température modie
la dynamique du système et la réponse à une excitation. C’est donc bien la fonction de Green
de Keldysh qui est altérée puisqu’elle contient l’information sur les uctuations du système.
Notons qu’à présent, la fonction de Green de Keldysh s’annule lorsque x → ∞ alors qu’elle
divergeait auparavant. La température supprime les corrélations sur des distances supérieures
à une longueur critique Lc = βu au delà laquelle on peut considérer que le l est inni. Par
souci d’exhaustivité nous donnons également les fonctions de Green de Keldysh en fréquence :
CA/R(ω) = Kπ
2
(
vp
[
± 1
ω
]
+ iπδ(ω)
)
, (II.44)
CK(ω) = coth
(
βω
2
)(CA(ω)− CR(ω)) (II.45)
La relation entre la fonction de Green de Keldysh et les fonctions de Green avancée et retar-
dée porte le nom de théorème de uctuation-dissipation [CW51] et est source de nombreuses
relations entre diérents cumulants comme nous le verrons dans l’étude du transport hors-
équilibre.
2.4 – Facteur d’occupation
Maintenant que nous avons obtenu les fonctions de Green du liquide électronique, nous
allons pouvoir calculer le facteur d’occupation au voisinage de la surface de Fermi. Ceci nous
permettra d’obtenir une image physique du rôle des interactions dans un liquide de Luttinger.
Commençons par calculer la fonction de corrélations entre deux particules appartenant à la
branche k > 0 :
GR(x, t) = −〈Ψ(r)Ψ†(0)〉 (II.46)
= −e
ikFx
2πα
〈ei(φ(r)−θ(r))e−i(φ(0)−θ(0))〉 (II.47)
= −e
ikFx
2πα
e
K+K−1
2 G
−+
el (t)+G−+θφ (t) (II.48)
Le facteur d’occupation est donné par la transformée de Fourier spatiale prise à temps nul.
Dans ce cas, notons que
G−+θφ (x, t = 0) = arctan
(
cotan(
πα
β
) tanh
(
πx
βu
))
≈ π
2
sgn(x) (II.49)
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Figure II.4 – Facteur d’occupation d’un liquide de Luttinger pour un paramètre de Luttinger
K < 1
de sorte que :
n(k) =
∫
dk
ei(kF−k)x
2πα

 πα
sinh
(
πx
βu
)


1
2 (K+K
−1)
(II.50)
n(k) =
1
2πα
(
πα
βu
)K β
πΓ(K)
∣∣∣∣Γ(K2 − iβ k−kF2π )
∣∣∣∣
2
e−β
k−kF
2 (II.51)
Au voisinage de la surface de Fermi, nous obtenons toujours une singularité à k = kf mais
la densité d’état suit une loi de puissance en (k − kF)
K+K−1
2 comme schématisé sur la gure
II.4. Dans la mesure où le courant à travers une jonction tunnel est directement proportionnel
à densité d’état en énergie, on comprend que les propriétés du transport vont être profondé-
ment aectées par les interactions. Nous avons à présent tout le bagage théorique nécessaire
pour étudier le transport à travers une impureté dans un liquide de Luttinger. Dans la suite de
ce chapitre nous nous appuyons sur le formalisme de Keldysh pour calculer le courant et le
bruit non-symétrisé à travers un liquide de Luttinger. Comme nous l’avions précisé dans l’in-
troduction de ce chapitre nous allons redémontrer quelques résultats marquants du transport
à travers les liquides de Luttinger [Wen91, KF92, BS07].
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3 | Transport entre deux liquides de Luinger sépa-
rés par une barrière tunnel
3.1 – Hamiltonien tunnel
Dans le cas de la limite tunnel nous avons à présent deux liquides de Luttinger distincts
décrits par l’action suivante :
SL,R =
∫ ∞
0
dx
∫
dtθL,RG
−1
el θL,R. (II.52)
Le passage du courant dans le cas d’une barrière à faible transmission se fait essentiellement
par des processus tunnels. Il est donc naturel d’utiliser un hamiltonien tunnel pour décrire
l’interaction entre les deux liquides électronique :
HT = −T [Ψ†+(x = 0, t)Ψ−(x = 0, t) + Ψ†−(x = 0, t)Ψ+(x = 0, t)]. (II.53)
Sa bosonisation est immédiate et on obtient :
H = −vT cos [2 (θL(0, t)− θR(0, t))] . (II.54)
Notons que l’action est quadratique en tout autre point que x = 0 ce qui nous permet d’intégrer
sur l’ensemble de ces champs. Les champs θL et θR étant décorrélés, on peut poser θ(t) =
θL(x = 0, t)− θR(x = 0, t), l’action devient alors simplement :
SL,R =
∫
dtθ(t)G−1el θ(t)− vT cos(2θ(t)) (II.55)
De façon identique, on peut modéliser les processus tunnels mettant en jeu plusieurs électrons
dont le hamiltonien sera de la forme tn cos(2nφ). Le ot de renormalisation associé s’écrit :
d
dl
tn =
(
1− n
2
K
)
tn (II.56)
Ainsi, les processus multi-électroniques ne sont jamais pertinents pour un liquide de Luttinger
avec des interactions répulsives [KF92].
3.2 – Polarisation
Dans cette limite, le hamiltonien de chaque l s’écrit, en indexant par k et q respectivement
les ls de droite et de gauche :
H = HL +HR +HT =
∑
k
(ǫk + eV )c
†
kck +
∑
q
ǫqc
†
qcq +
∑
kq
Tkqc
†
kcq + Tqkc
†
qck (II.57)
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Figure II.5 – Contour de Keldysh.
Pour nous débarrasser du terme en eV dans le hamiltonien du l gauche et pouvoir le bosoniser,
nous eectuons une transformation de jauge U =
∏
k exp(i
ea(t)
~
cˆ
†
kcˆk), avec a(t) le potentiel
vecteur. Le premier terme perd ainsi sa dépendance en eV . De plus, la relation :
eiαc
†cce−iαc
†c = c−iα, (II.58)
nous permet d’obtenir :
U †HU =
∑
k
ǫkc
†
kck +
∑
q
ǫqc
†
qcq +
∑
kq
Tkqc
†
kcqe
ia(t) + Tqkc
†
qcke
−ia(t) (II.59)
Une fois bosonisé, le hamiltonien tunnel s’écrit :
HT = −vT cos(2θ(t) + ea(t)), (II.60)
avec θ˜ = θ1 − θ2, les champs bosoniques respectifs de chaque l.
3.2.1 – Fonction de partition
Dans la mesure où le courant découle d’une situation hors équilibre, le formalisme de Kel-
dysh est parfaitement adapté pour décrire le problème. La fonctionnelle correspondante nous
donne :
Z =
∫
DΘ± exp
(
−1
2
∫
TK
dtθ˜C−1el θ˜ + 2iHT [Θ, eα(t)]
)
. (II.61)
où TK est le contour de Keldysh schématisé gure II.5.
3.3 – Étude générale du Transport
On cherche ici à calculer, pour une polarisation quelconque le courant et le bruit non sy-
métrisé émis par la jonction tunnel.
Calcul du courant On commence par dénir l’opérateur tunnel par [KF92] :
JˆT =
δHˆ
δa
(II.62)
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Le calcul du courant tunnel se résume au calcul de la valeur moyenne de cet opérateur :
〈jT (t)〉 = evT
2
∑
η=±
〈sin(2θ˜η(t) + eV t)〉, (II.63)
= i
ev2T
2
∑
η,η′
η′
∫
dt′〈sin(2θη(t) + a(t)) cos(2θη′(t′) + a(t′))〉0, (II.64)
= i
ev2T
4
∫
dt′
∑
η=±
η sin(a(t)− a(t′))e2Gηη
′
θ
(t−t′) (II.65)
où 〈.〉0 correspond à la valeur moyenne prise avec l’action quadratique et
Gηη′θ (t) = −
∑
i=R,L
〈
(
θηi (t)− θη
′
i (0)
)2〉0. (II.66)
Calcul du bruit On calcule à présent le bruit non symétrisé, qui correspond au corrélateur
courant-courant. An d’obtenir le bruit en émission à fréquence positive, on calcule le corré-
lateur non ordonné 〈J−T J+T 〉 :
ST (t, t
′) = 〈J−T (t)J+T (t′)〉 − 〈JT 〉2 (II.67)
=
(evT )
2
2
〈sin(2θ−t + eat) sin(2θ˜+t′ + eat′)〉 − I2T (II.68)
=
(evT )
2
2
cos(a(t)− a(t′))e2G−+θ (t) − I2T (II.69)
Le second terme est d’ordre 4 en vT et peut être négligé. Le bruit symétrisé est retrouvé en
sommant le corrélateur non ordonné opposé :
ST (t, t
′) =
1
2
(evT
2
)2
cos(e(a(t)− a(t′)))
(
e2G
−+
θ
(t−t′) + e2G
+−
θ
(t−t′)
)
(II.70)
3.4 – Transport à travers une barrière tunnel soumise à un cou-
rant DC
3.4.1 – Courant dc
Pour obtenir le courant tunnel à travers la jonction soumise à une polarisation constante,
on reprend le calcul développé à l’équation.(II.65) pour a(t) = V t :
IT = iev
2
T
4
∫
dt sin(eV t)e2G
−+
θ
(t). (II.71)
Les termes en η′ = η sont pairs en temps et donnent une projection nulle sur le sinus. Finale-
ment en utilisant la propriété suivante G+−(−t) = G−+(t) on obtient :
IT = ev
2
T
8
(
Γ 1
K
(eV )− Γ 1
K
(−eV )
)
, (II.72)
38
CHAPITRE II. CIRCUIT 1D
avec 1
ΓK(E) =
∫
dte2G
−+
θ eiEt =
(
πα
βu
)2K 2β
Γ(2K)
∣∣Γ(K − iβ E2π )∣∣2 eβE2 (II.74)
Le calcul des transformées de Fourier des autres termes ne nous sera pas nécessaire. En eet les
relations entre les fonctions de Green nous donnent les équations de balance détaillée suivante :∫
dte2G
−+
θ eiEt = e−βEΓK(E), (II.75)
∫
dt
(
e−2G
++
+ e−2G
−−
)
eiEt = coth
(
βE
2
)
ΓK(E). (II.76)
Cette formule semble relativement aride puisqu’elle donne la transition entre le cas où le trans-
port est dominé par la température et un cas ou il est dominé par les interactions. C’est le second
cas qui nous intéresse et pour βeV ≫ 1, ΓK(eV ) ∝ (e∗V )2K−1. La loi de puissance obtenue
prouve que le rôle des interactions est déterminant et n’aurait pu être obtenu en perturbation.
On observe par ailleurs que la charge n’est par renormalisée, preuve que c’est bien une charge
entière qui traverse la barrière et non pas une onde de densité de charge.
3.4.2 – Bruit non symétrisé à fréquence finie
On s’intéresse à présent au calcul du bruit non symétrisé. On se ramène directement à
l’équation (II.70), qui, dans le cas non symétrisé devient :
SNT =
(evT )
2
2
∫ ∞
−∞
dte−iωt cos (eV t) e2G
−+
θ
(t) (II.77)
=
(evT )
2
4
(ΓK−1(eV − ω) + ΓK−1(−ω − eV )) (II.78)
En utilisant les équations de balance détaillée, le bruit peut être directement relié au courant :
SNT = 2e
∑
η=±
NB(ω + ηeV )IT (ω − ηeV ) (II.79)
La relation précédente porte le nom de uctuation-dissipation. Bien que nous soyons dans
un régime hors-équilibre, on demeure, du moins à l’ordre le plus bas en vT , dans un régime
1. Notons ici que le calcul précédent peut donner des résultats surprenants dans le cas où K−1 ∈ N. Dans ce
cas la phase joue un rôle particulier et peut rendre le courant pair en tension ou nul. Dans ce cas précis, il ne faut
pas oublier que
sinh(pit/β)−n = vp

 1
sinh
(
pit
β
)

+
n∑
k=1
Ckδ
(k)(t) (II.73)
avec les Ck des constantes à xer à l’aide des conditions aux limites et δ
(k) la dérivée énième de la fonction de
Dirac dont la transformée de Fourier est précisément proportionnelle à V k . ΓK pouvant être interprété comme la
probabilité de passage pour un électron de part et d’autre de la jonction tunnel, on a pour contrainte Γ(−∞) = 0
ce qui permet de xer toutes les contraintes. La formule donnée reste valable par continuité.
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Figure II.6 – Conductance diérentielle à travers une barrière tunnel en unité deRT la conduc-
tance diérentielle à polarisation nulle en fonction de βeV pour K = 1 (noire), K = 0.8
(bleue),K = 2/3 (rouge),K = 0.5 (vert).
stationnaire qui nous permet de directement relier les corrélations à la fonction de réponse
[CW51].
Nous traçons à présent le bruit en excès, c’est-à-dire la diérence de bruit émis par la jonc-
tion selon qu’elle est ou non soumise à une diérence de potentiel. Cette quantité est tracée
pour diérentes valeurs du paramètre K sur la gure II.7. Comme la relation de uctuation-
dissipation peut le laisser penser, le bruit en excès est positif, symétrique par rapport à ω,
compris entre ±eV - puisqu’il est impossible d’émettre du bruit à une énergie supérieure à
l’énergie transmise au système - et enn linéaire en ω comme le résume la courbe triangulaire
sur la gure II.7. Cette courbe triangulaire apparaissant de nombreuses fois au cours de cette
thèse, nous y ferons référence par la suite comme un pic. Il apparaît immédiatement sur les
autres courbes que les interactions brisent cette symétrie entre le bruit en émission et le bruit
en absorption ; une conséquence directe de la singularité en loi de puissance autour de la sur-
face de Fermi donnée Eq.(II.51). Les électrons subissent d’autant plus d’interactions qu’ils sont
au cœur de la mer de Fermi et ont de fait une plus grande propension à traverser la barrière de
potentiel. Même à polarisation faible, le bruit en absorption est non nul pour ω < −eV .
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Figure II.7 – Rapport entre le bruit en excès et sa valeur calculée à fréquence nulle et sa valeur
sans interactions, en fonction de ω/eV , pour eV = 1, βω = 1, et pourK = 1 (noire),K = 3/4
(bleue) etK = 2/3 (rouge).
4 | Transport dans la Limite d’une bonne Transmis-
sion
4.1 –Modélisation de la Barrière
On cherche à modéliser la rétrodiusion provoquée par une barrière de potentielle dans un
liquide de Luttinger pur. En particulier, on introduit un potentiel de rétrodiusion V (x) non
nul proche de zéro et qui décroît très rapidement devant le pas du réseau. Le hamiltonien s’écrit
alors simplement :
H =
∫
dxV (x)Ψ†(x)Ψ(x). (II.80)
Il ne reste plus alors qu’à bosoniser cet hamiltonien en introduisant :
Ψ† =
∑
n impair
ein(φ+kfx)eiθ(x), (II.81)
de sorte que :
H =
∑
n
∫
dxV (x)ei2n(φ(x)+kfx). (II.82)
Le potentiel étant uniquement non nul proche de x = 0, on peut eectuer un développement
au premier ordre en x. Or, par hypothèse, kf ≫ ∇φ(0). L’intégrale sur la position correspond
41
4. TRANSPORT DANS LA LIMITE D’UNE BONNE TRANSMISSION
à transformée de Fourier de V à 2kf . Par ailleurs le potentiel étant pair en V, on obtient :
H(x) =
∑
n
∫
dxV (x)ei2n(φ(0,t)+kF x) =
1
2
∑
n≥0
Vn cos(2nφ(0, t)) (II.83)
avec Vn = V (2nkF ) et V0 = 2V (n = 0). Une simple étude du groupe de renormalisation nous
donne [KF92] :
d
dl
Vn = (1− n2K)Vn. (II.84)
Il apparaît alors immédiatement que pour K > 1, aucune perturbation n’est pertinente et
la barrière est transparente pour les électrons. Pour K < 1 en revanche, les processus multi-
électroniques, au moins pour les premiers ordres sont pertinents et doivent être pris en compte.
4.2 – Polarisation
Dans le cas d’une barrière quasi-transparente, on fait l’hypothèse forte que la chute de po-
tentiel se fait essentiellement au niveau de l’impureté. La première raison est que le potentiel
de rétrodiusion est invariant par changement de variable φ → φ + π. φ/π représentant le
nombre de particule dans le liquide (Eq.(II.15)), ceci peut être interprété comme une xation du
nombre de particule aux bornes de l’impureté [KF92]. Par ailleurs, une étude récente [MLR12]
montre que dans la cas sans impureté, la chute de potentiel se fait essentiellement à un des
contacts en raisons des interactions thermoélectriques entre les électrons du liquide électro-
nique et des réservoirs. En d’autres termes ces interactions xent soit le potentiel du l à zéro,
soit à V. Dans le cas où une impureté est présente, on peut alors supposer que c’est cette der-
nière qui va xer le nombre de particule à ses bornes ce qui implique que la chute de potentiel
se fait essentiellement à ses bornes. On obtient alors un couplage entre la charge au niveau de
l’impureté et le courant la traversant :
H = −∂tφ(0, t)a(t). (II.85)
4.3 – Fonctionnelle Génératrice et Cumulants
4.3.1 – Fonctionnelle Génératrice
Pour calculer le courant nous suivons la voie de [SS04] en introduisant un champs de comp-
tage sur ∂tφ. Dans la mesure où nous somme en dehors de l’équilibre, nous utilisons le forma-
lisme de Keldysh an d’obtenir le courant, le bruit et la conductance du l. L’ensemble des
calculs seront menés en x = 0, c’est à dire au niveau de l’impureté essentiellement pour des
raisons de simplicité. Les expressions en fonction de la position en découlent immédiatement.
La fonctionnelle génératrice s’écrit :
Z [J ] =
∫
DΦ± exp
(
−1
2
∫
dxdtΦ(x, t)T C˜
−1
Φ(x, t)
)
× exp
(∑
η=±
−iη
∫
dt′HB[φη] + i
∫
dx′dt′JT (x, t)∂tΦ(x′, t′)
)
,
(II.86)
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où l’on a introduit les notations suivantes : les champs bosoniques sur les contours de Keldysh
sont notés :
Φ =
(
φ+
φ−
)
. (II.87)
Le propagateur s’écrit :
C˜ =
(C++(r, r′) C+−(r, r′)
C−+(r, r′) C−−(r, r′)
)
, (II.88)
avec Cηη′(r, r′) = 〈φη(r)φη′(r′)〉0 les fonctions de Green en temps réel. Pour simplier le
calcul, on introduit la matrice Q :
Q =
1√
2
(
1 −1
1 1
)
. (II.89)
Ceci nous permet de condenser l’écriture du champs de comptage et du potentiel vecteur en
un seul terme :
J =
e
π
(√
2a(t)
J(r)
)
. (II.90)
L’impureté étant ponctuelle, on intègre sur tous les champs en x 6= 0 pour nous ramener aux
fonctions de Green calculées précédemment. On réalise alors le changement de variable :
Φ→ Φ−AJ = Φ+ i
∫
dt′C˜ (t, t′)QT∂t′J(t′). (II.91)
En intégrant alors sur les champs Φ et en exploitant la symétrie CR(r, r′) = CA(r′, r)
Z [J ] = 〈exp
(
−i
∑
η=±
η
∫
HB[φη]dt
)
〉
× exp
(
e2
2π2
∫∫
dtdt′J(t)
(
∂2t CK(t, t′)J(t′)− 2
√
2∂2t CR(t, t′)a(t′)
))
.(II.92)
Dans la suite, on noteraZB[J ] etZ0[J ] respectivement la première et la seconde ligne. Dans le
cas du calcul non symétrisé, on remplace le vecteur champs J par le vecteur (e/π)(
√
2E(t), 1)
et la matrice Q par :
Q(r) =
1√
2
(
1 −1
J+(r) J−(r)
)
. (II.93)
4.3.2 – Calcul du Courant
Dénissons avant tout la valeur moyenne d’un champ. On pose :
〈j〉 = e
2π
∑
η=±
〈∂tφη〉 = − i√
2
δ
δJ
lnZ [J ]
∣∣∣∣
J=0
(II.94)
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An de rendre le calcul le plus lisible possible nous allons d’abord calculer une à une toutes les
dérivées fonctionnelles. Pour améliorer la lisibilité on introduit également la quantité suivante
qui possède la dimension d’un courant.
jηB = −
e
~
δHB
δφ
[φ+AηJ=0]. (II.95)
Nous commençons par le vecteurA qui s’écrit :
Aη
J
(t1) =
ie2
π2
∫
dt′∂t1CR(t1, t′)V (t′) + ∂2t1(CK(t1, t′) + ηCA(t1, t′))J(t′), (II.96)
les dérivées fonctionnelles de ZB et Z0 s’écrivent alors :
δZB[J ]
δJ(t0)
= −
∫
dt′
1√
2π
∑
η=±
∂t′
[
ηCK(t′, t0) + CR(t′, t0)
] 〈jηB(t′)〉. (II.97)
On procède ensuite à la dérivation de Z0[J ] :
δZ0[J ]
δJ(t0)
∣∣∣∣
J=0
= −2
√
2e2
π2
∫
dt ∂t0CR(t0, t)V (t). (II.98)
Ceci nous permet d’obtenir une expression générale pour la valeur moyenne du courant, en se
rappelant que σ0 = 2ie2∂tCR/π2 :
I(t) = − i√
2
(
δZ0[J ]
δJ
+
δZb[J ]
δJ
)
,
=
∫
dt′
2ie2
π2
∂tCR(t, t′)V (t′) +
∑
η=±
∫
dt′
[
i
2π
∂tCR(t′, t)
]
〈jηB(t′)〉,
= I0 − /home/souquet/Dropbox/Projet1/garde/garde.pdfIB,
(II.99)
où on a posé :
I0 = 2ie
2
π2
∫
dt′∂tCRel (t, t′)V (t′) et IB =
i
2π
∫
dt′∂tCR(t′, t)〈jB(t′)〉. (II.100)
4.3.3 – Calcul du Bruit
On cherche maintenant à calculer les uctuations autour du courant. Celles-ci s’obtiennent
également à partir de la fonctionnelle génératrice :
S(t, t′) =
∑
a=0,B
δZa[J ]
δJ(t)
δZa[J ]
δJ(t′)
− δ
2Za[J ]
δJ(t)δJ(t′)
(II.101)
On calcule en premier lieu les dérivées fonctionnelles secondes des fonctions de partition :
δZ0[J ]
δJ(t)
δZ0[J ]
δJ(t′)
− δ
2Z0[J ]
δJ(t)δJ(t′)
= −1
2
( e
π
)2
∂2t CK(t, t′) (II.102)
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Pour le bruit dû à la rétrodiusion, le calcul est relativement fastidieux et est réalisé en appen-
dice. On peut le décomposer en deux contributions majeures, une que l’on note dans la suite
SA et qui s’apparente directement au bruit de grenaille et une seconde, SC que l’on peut inter-
préter comme une correction au bruit due au fait que les modes de basses énergies ne peuvent
plus traverser la barrière. Les trois composantes du bruit sont données par :
S0(ω) = 2
(eω
π
)2NB(ω) (CRel (ω)− CAel (ω)) , (II.103)
SA(t, t
′) =
e2
2π2
∫∫
dτdτ ′CR(t, τ)CA(t, τ)〈jηB(τ)jη
′
B (τ
′)〉0 (II.104)
et :
SC(t, t
′) =
e2
2π2
∫∫
dτdτ ′CR(t, τ)CK(t, τ)
∑
ηη′
η′〈jηB(τ)jη
′
B (τ
′)〉0
+
e2
2π2
∫∫
dτdτ ′CK(t, τ)CR(t, τ)
∑
ηη′
η〈jηB(τ)jη
′
B (τ
′)〉0
(II.105)
4.4 – Application à un liquide de Luinger soumis à un courant
DC
4.4.1 – Calcul du courant
Courant standard Nous commençons pas calculer le courant standard, c’est-à-dire le cou-
rant sans QPC. D’après les fonctions de Green obtenues pour un liquide de Luttinger, on a
d’une part :
I0 =
∫
dt′i
2e2
π2
∂t
(
−iKπ
2
Θ(t)
)
V =
Ke2
π
V = 2KG0V (II.106)
avec G0 = e2/h le quantum de conductance, le facteur 2 provenant de la dégénérescence de
spin. L’existence de ce quantum de conductance est bien la preuve que nous sommes dans
un conducteur cohérent mono-canal et représente le prix à payer pour que l’électron pénètre
dans le l. Si en théorie il devrait être possible de mesurer le paramètre d’interaction K par
une mesure directe de la conductance, il n’existe pas encore de technique expérimentale pour
le prouver. En eet les contacts qui permettent la liaison entre les appareils de mesure et le
liquide de Luttinger se comportent comme des liquides de Fermi. Ainsi lorsque qu’une onde
de densité de charge est à la frontière avec le liquide de Fermi, une onde de densité de charge
positive est rétro-diusée de sorte que se soit bien un électron qui pénètre le contact, et aucune
diminution de la conductance n’est observée. Pour retrouver les résultats obtenus par de telles
mesures, il faut poser e∗ = e.
Courant de rétrodiusion Nous passons à présent au courant de rétrodiusion, ce qui
exige de calculer le corrélateur 〈jB〉(0). Le calcul est similaire au cas du courant tunnel et on
45
4. TRANSPORT DANS LA LIMITE D’UNE BONNE TRANSMISSION
obtient immédiatement :
〈jB〉 = ev
2
B
4
(ΓK(e
∗V )− ΓK(−e∗V )) (II.107)
avec, on rappelle.
ΓK(E) =
∫
dte2G
-+
eiEt =
(
πα
βu
)2K 2β
Γ(2K)
∣∣Γ(K − iβ E2π )∣∣2 eβE2 (II.108)
Pour βeV ≪ 1 nous avons cette fois ci ΓK(eV ) ∝ (e∗V )2K−1. À fortes interactions,
(K < 1/2), seuls les états proches de la surface de Fermi ont une probabilité non négligeable
d’être rétrodiusés. Ceci peut se comprendre par une image naïve : les électrons de cœurs
subissant de nombreux processus de rétrodiusions en raison des interactions coulombiennes,
l’action de l’impureté sur l’ensemble de ces processus est anecdotique.
4.4.2 – Calcul du bruit
L’étude de la section précédente montre que le bruit se décompose en trois contributions
dont deux dues à l’impureté, S0, SA et SC . Le calcul des termes dus aux impuretés nécessite
d’obtenir une expression du corrélateur 〈jBjB〉. À l’ordre le plus bas en vB on obtient :
〈jηB(t)jη
′
B (0)〉 = e2v2B〈sin(2φη(t) + e∗V t) sin(2φη
′
(t))〉,
〈jηBjη
′
B 〉(t) =
e2v2B
2 〈cos(2(φη(t)− φη
′
(0)))〉 cos(e∗V t)
=
e2v2B
2 cos(e
∗V (t))e−2G
ηη′
el (t).
(II.109)
En utilisant directement les équations de balance détaillée (Eq.(II.75)) on obtient :
SA(eV ) = e
∗ ∑
η=±
coth
(
β(ω+ηe∗V )
2
)
IB(ω + ηe
∗V ), (II.110)
À fréquence nulle, on retrouve bien pour le facteur de Fano S = 2e∗I . Le théorème de uc-
tuation dissipation est donc bien respecté et on obtient une relation directe entre le courant de
rétrodiusion et le bruit de grenaille [CW51]. Pour SC , on obtient :
SC(eV ) = 2e
∗ coth
(
βω
2
)∑
η=±
IB(ω + e
∗V ). (II.111)
Bien qu’il existe une relation entre SC et le courant, nous n’avons pas ici à proprement parler
une relation de uctuation-dissipation comme pour le bruit SA. Par ailleurs celui-ci s’annule
lorsque l’on éteint les interactions. Pour mieux comprendre son origine, nous allons calculer
le bruit non symétrisé. Si un calcul direct est possible depuis les fonctionnelles données plus
haut, on peut directement les obtenir ici en changeant le coth en fonction de Bose, ce qui nous
donne directement :
[SC + SA](eV, ω) = 2e
∗ ∑
η=±
IB(ω + ηe
∗V ) (NB (ω + ηe∗V )− 2NB (ω)) . (II.112)
46
CHAPITRE II. CIRCUIT 1D
5 10 15 20
0.2
0.4
0.6
0.8
1.0
βeV
K = 1
K = 0.75
K = 0.5
K = 0.25
GB(eV )/GB(0)
Figure II.8 – Ratio entre la conductance diérentielle dans le régime de faible rétrodiusion
et sa valeur à polarisation nulle G0B(0), en fonction de βeV , pour K = 1 (noire), K = 0.75
(bleue), K = 0.5 (rouge) et K = 0.25 (vert). Pour βeV ≪ 1 on retrouve bien une loi de
puissance en eV 2K−2. PourK = 0.5, le courant de rétrodiusion sature.
Ceci nous permet de distinguer le bruit en absorption (ω < 0) et le bruit en émission (ω > 0).
On s’aperçoit ainsi directement qu’en émission, seul le bruit de grenaille émis par le courant de
rétrodiusion SA est non nul. Le théorème de uctuation dissipation est donc valide dans ce
régime.SC en revanche est nul en émission, et de plus négatif. Ces deux points nous permettent
de l’interpréter comme une correction à S0, traduisant que les modes de basses énergies ne
peuvent plus traverser la barrière. En d’autres termes le bruit en émission respecte le théorème
de uctuation-dissipation.
Nous traçons alors le bruit en excès dû au courant de rétrodiusion. À K = 1, nous retrou-
vons comme pour la limite tunnel un pic centré en ω = 0 et de largeur 2eV . PourK < 1, le bruit
en émission diminue naturellement avec les interactions puisque les états de cœur contribuent
moins au courant de rétrodiusion. La symétrie émission-absorption est également brisée par
les interactions, d’une part pour SA, mais également pour SC qui devient également non nul.
Celui-ci étant négatif, il n’est pas surprenant que le bruit émis à fréquence nie diminue au fur
et à mesure qu’on augmente la polarisation, si bien que le bruit en excès et en absorption peut
devenir négatif comme on peut le voir sur la gure II.9.
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Figure II.9 – Rapport entre le bruit en excès et sa valeur calculée à fréquence nulle et sans
interactions, en fonction de ω/eV , pour eV = 1 βω = 1, ν/eV = 3 et pour K = 1 (noire),
K = 0.75 (bleue),K = 0.5 (rouge)et K=0.25 (verte).
5 | Conclusion
Ce chapitre introductif sur la bosonisation montre qu’il est possible de décrire la physique
d’un système fermionique unidimensionnel à partir de ses excitations collectives, dont les pro-
priétés algébriques sont celles de bosons. Comme nous avions pu l’intuiter, l’action d’un tel
système est décrit par un dalembertien, traduisant ainsi que les excitations d’un tel système se
propagent sans perte d’amplitude avec une célérité proche de la vitesse de Fermi. Les ondes de
densité de charge apparaissent alors comme l’analogue des quasi-particules de Landau. L’ana-
logie s’arrête pourtant là. Dans la théorie des liquides de Fermi toute perturbation donne un
temps de vie ni à ces excitations tandis qu’à 1D, toute approche perturbative est vouée à
l’échec.
L’étude de la dynamique et de la corrélation de ces excitations collectives, nous a permis de
redériver certaines propriétés du transport dans un liquide de Luttinger à travers une barrière
dans deux limites paradigmatiques : la limite tunnel et la limite de faible rétrodiusion. En
particulier nous avons calculé le courant et le bruit non symétrisé émis par le l en présence
d’interactions. Nous avons ainsi obtenu que le courant n’est plus linéaire vis-à-vis du voltage
mais qu’il suit à présent un loi de puissance en fonction du paramètre K. Par ailleurs il existe
une forte dualité entre la limite tunnel et la limite de faible rétrodiusion puisque certaines
quantités telles que le courant et le bruit en émission peuvent être retrouvées d’une limite à
l’autre en posant K→ K−1.
Ce formalisme, ainsi que les outils que nous avons mis en avant pour caractériser le trans-
port vont nous permettre d’étudier des systèmes plus complexes. Le bruit non symétrisé est en
ce sens une quantité particulièrement riche en information et nous allons ici largement l’ex-
ploiter pour sonder les propriétés électroniques et les mécanismes de transport de ces systèmes.
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Chapitre III
Transport dans les isolants topologiques
2D
49
L
A séparation du spin et de la charge est une propriété fondamentale des liquides de Lut-
tinger apparue dès les premiers papiers fondateurs de la théorie [Tom50, Lut63, Hal81].
La preuve expérimentale de cette séparation est longtemps restée un dé technologique
et son observation n’a été reportée que très récemment [KMS+96, JFG+09, ASY+05]. Se pose
alors naturellement la question de l’inuence de cette séparation sur le transport électronique.
Au cours des huit dernières années, la notion d’isolant a été considérablement revisitée.
Il a été réalisé qu’il existait des isolants dits topologiques, qui sont isolants dans le bulk, mais
qui possèdent des états de surface conducteurs comme pour l’eet Hall quantique, mais en
l’absence de champmagnétique. Une des caractéristiques des isolants topologiques concerne le
fait que ces états de bord soient robustes car protégés par les symétries, notamment la symétrie
par renversement du temps[KM05a, KM05b].
Suite aux prédictions théoriques de Bernevig, Hugues et Zhang [BZ06], ces états de bord
protégés topologiquement ont pu être observés dans des puits quantiques de Tellure de Mer-
cure connés entre des tellures de cadmium [KWB+07], matériaux caractérisés par une fort
couplage spin-orbite. En raison de la symétrie par renversement du temps, on peut voir un iso-
lant topologique bidimensionnel comme une superposition de deux copies d’eet Hall quan-
tique avec des champs magnétiques opposés. Une conséquences de l’invariance temporelle est
l’existence de canaux de bord dans lesquels les électrons de spin opposés se propagent dans
des directions opposées. Ce sont ces canaux de bord 1D particuliers qui vont nous intéresser
dans ce chapitre. Le lecteur désireux de comprendre plus amplement les propriétés des isolants
topologiques est invité se référer aux nombreuses revues sur le sujet [HK10, QZ11, BH13].
Les processus de rétrodiusion étant interdit, nous réalisons un point contact quantique
(QPC) pour étudier les propriétés de transport de ce système [TK09, HKC09, SJ09]. En rappro-
chant spatialement les deux bords de l’échantillon, on peut rendre signicative la probabilité
d’une transition tunnel entre les deux canaux de même spin mais de directions de propagations
opposées, ce qui est équivalent à autoriser les processus de rétrodiusion. De même, en appli-
quant un fort potentiel au niveau de la constriction, on peut séparer le gaz bidimensionnel en
deux et gaz distincts avec de nouveaux canaux de bord entre lesquels des processus tunnel sont
possibles. Ces deux limites sont illustrées sur la gure III.1. D’un point de vue purement formel
nous sommes dans une situation très proche de celle étudiée au chapitre précédent puisque
que nous avons, dans la première conguration, une correction au courant, qui prend la forme
d’un courant de rétrodiusion, et dans la seconde, un courant tunnel entre les canaux de bords
de part et d’autre de la constriction.
Ce deux situations limites font l’objet d’une étude approfondie dans [TK09] dans laquelle
apparaissent certaines subtilités comparée au chapitre précédent. En raison de la séparation du
spin et de la charge, il est possible, en xant correctement le potentiel appliqué à la constriction,
d’être dans le régime tunnel pour le canal de spin, et dans un régime quasi transparent pour la
charge. Par ailleurs, si on fait l’hypothèse que le spin est conservé lors d’un processus de dif-
fusion, alors les mécanismes à deux électrons ne sont plus nécessairement négligeables devant
les processus à un électron et il impossible de prévoir théoriquement l’amplitude relative de
chacun des ces processus.
L’objet de ce chapitre est de proposer une méthode expérimentale pour quantier l’ampli-
tude relative de chacun de ces processus. Ainsi , nous montrerons que le bruit, et en particulier
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le bruit en excès, sont des quantités tout à fait adaptées pour répondre à cette question. Ce
chapitre a fait l’objet d’une publication dans laquelle nous avions proposés de tracer le bruit
symétrisé émis par la jonction [SS12]. Nous montrerons ici le que le bruit en excès est une
méthode donnant des résultats plus concluant. Pendant la préparation de ce travail, un article
proposant une méthode basée sur le facteur de Fano est également apparue [LLC12].
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1 | Introduction au transport dans les dans les liquides
de Luinger hélicoïdaux
1.1 – Liquides hélicoïdaux
Nous reprenons le paragraphe 1.1.5 en considérant cette fois ci le spin. Chacun des deux
processus g2 et g4 se dédouble puisque qu’il faut distinguer les processus entre les électrons
de mêmes spins et de spins opposés. Nous indiçons par le symbole ‖ les premières, et par le
symbole ⊥ les secondes. L’amplitude de ces interactions n’étant a priori pas la même selon
l’orientation des spins, les équations II.21 et II.22 se réécrivent respectivement :
H4 =
∫
dx
∑
r=R,L
∑
σ=↑,↓
[g4‖
2
ρr,σ(x)ρr,σ(x) +
g4⊥
2
ρr,σ(x)ρr,−σ(x)
]
, (III.1)
H2 =
∫
dx
∑
σ=↑,↓
[g2‖
2
ρR,σ(x)ρL,σ(x) +
g2⊥
2
ρR,σ(x)ρL,−σ(x)
]
. (III.2)
Pour diagonaliser ces deux hamiltoniens nous eectuons les transformation unitaires suivantes :(
ρ(x)
σ(x)
)
=
1√
2
(
1 1
1 −1
)(
ρ↑
ρ↓
)
et
(
φρ(x)
φσ(x)
)
=
1√
2
(
1 1
1 −1
)(
φ↑
φ↓
)
(III.3)
De sorte que :
H4 =
1
4π2
∫
dx[g4‖ + g4⊥]((∇φρ)2 + (∇θρ)2) + [g4‖ − g4⊥]((∇φσ)2 + (∇θσ)2), (III.4)
H2 =
1
4π2
∫
dx[g2‖ + g2⊥]((∇φρ)2 − (∇θρ)2) + [g4‖ − g4⊥]((∇φσ)2 − (∇θσ)2). (III.5)
Ces deux équations demeurent quadratiques, y compris en présence d’interactions. Poursui-
vons alors avec les processus de type g1 que nous avions négligés pour les liquides sans spins.
Le hamiltonien correspondant s’écrit :
H1 =
1
4π2
∫
−dx
∑
σ
[ρL,σ, ρR,σ] +
g1⊥
(2πα)2
cos(2
√
2φσ). (III.6)
Finalement le hamiltonien se sépare en un terme dépendant uniquement de la charge et un
autre dépendant uniquement du spin :
H = Hρ +Hσ, (III.7)
où Hρ se mappe sur un hamiltonien de Luttinger de paramètre uρ et Kρ. Hσ en revanche se
décompose en :
Hσ = H
0
σ +
2g⊥
(2πα)2
∫
dx cos(2
√
2φσ) (III.8)
52
CHAPITRE III. ISOLANTS TOPOLOGIQUES
Figure III.1 – Schéma des deux limites de transport dans les canaux de bords de l’eet Hall
quantique
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où H0σ est un hamiltonien de Luttinger de paramètres uσ et Kσ . Ces paramètres phénoméno-
logiques sont reliés aux interactions microscopiques de la manière suivante, pour v = ρ, σ :
uv = vF [(1 + y4v]/2)
2 − (yv/2)2]1/2 et Kv =
[
1 + y4v + yv/2
1 + y4v/2− yv/2
]1/2
(III.9)
gv = g1‖ − g2‖ ∓ g2⊥, g4v = g4‖ ± g4⊥ et yv =
gv
πvF
(III.10)
où les signes supérieurs correspondent à v = ρ. Nous avons nalement obtenu deux hamilto-
niens distincts et indépendants, l’un décrivant les ondes de densité de charge et le second les
ondes de densité de spin. La séparation de ces deux quantités, une propriété très particulière
des liquides de Luttinger, est généralement appelée séparation spin-charge. Finalement notons
que la fonction d’onde de l’électron devient dans cette nouvelle base :
Ψr,σ =
1√
2πα
Ur,σe
irkF xe
− i√
2
(rφρ(x)−θρ)
(III.11)
1.2 – Hamiltonien de Couplage
Nous considérons à présent la situation schématisé sur la gure III.1, où les canaux de bords
de même spin se propagent dans des directions opposés sont approchés spatialement au niveau
d’une constriction. Nous ajoutons également la possibilité d’appliquer un potentiel au niveau
de la constriction pour passer de la limite de faible rétrodiusion à la limite tunnel.
La situation décrite ici est similaire à celle étudiée au chapitre précédent et les eorts à four-
nir pour obtenir les hamiltoniens de couplage entre les diérents canaux sont moindres. Néan-
moins, quelques subtilités doivent être considérées. Le spin et la charge étant à présent séparés,
rien n’interdit selon le potentiel appliqué, que les canaux de bord de spin et de charge soient
dans des limites de transmissions distinctes. Il est alors montré dans [TK09], que si l’on suppose
que le spin est conservé lors d’un processus de diusion, quatre points xes de transmission
émergent : un point xe conducteur-conducteur (CC) où le canal de charge et le canal de spin
sont conducteurs, un point xe isolant-conducteur (IC) ou seul le canal de charge conduit et
inversement pour le point xe (CI), enn le point xe (II) où les deux canaux sont isolants.
Le fait que le spin soit conservé signie aussi la pertinence des éléments tunnel est modiée.
Il faut alors les comparer aux processus à deux électrons. Enn, l’interaction spin-orbite (qui
conserve l’invariance par renversement du temps) peut rendre l’hypothèse de conservation du
spin incorrecte. Il existe alors un point xe pour le quel la symétrie par renversement du temps
est spontanément brisée. Cette phase émerge pourK < 1/2.
Nous présentons maintenant l’étude du groupe de renormalisation des processus de diu-
sion pour les quatre points xes évoqués ci-dessus, réalisée dans [TK09], et qui guidera l’étude
du transport dans ces sytèmes.
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1.2.1 – Point fixe conducteur-conducteur
Au voisinage du point xe CC, le hamiltonien de couplage entre les modes s’écrit à l’aide
des champs bosonisés pris en x = 0 et au temps t :
VCC = ve cos(φρ + ηρ) cos(φσ) + vρ cos(2φρ) + vσ cos(2φσ), (III.12)
où ve représente la rétrodiusion élémentaire d’un seul électron à travers le QPC, vρ représente
la rétrodiusion d’une paire d’électron de spin opposé, vσ représente le transfert d’une unité
de spin des right movers vers les left movers et implique donc un transfert de charge 2e. La
phase ησ est arbitraire, sauf s’il existe une symétrie miroir auquel cas elle est un multiple de π.
Les équations du groupe de renormalisation associées à chacun des préfacteurs s’écrivent de
façon générale :
dvα
dℓ
= [1−∆(vα)]vα, (III.13)
avec :
∆(ve) =
1
2
(Kρ + Kσ) , ∆(vρ) = 2Kρ, ∆(vσ) = 2Kσ (III.14)
Pour K > 2, seul vσ est petinent, tandis que pour K <
1
2 , seul vρ l’est. Pour K ∈ [1/2; 2],
le point xe (CC) est stable à température nulle et les processus tunnels sont négligeables. À
température nie en revanche, il faut prendre en compte le terme le moins non pertinent pour
calculer les corrections à la conductance. Ce problème, qui fera l’objet de la prochaine section,
est donc précisément de déterminer lequel de ces processus est prépondérant pour le transport.
1.2.2 – Point fixe isolant-isolant
Comme dans le premier chapitre, on a eectue un changement de variable θ˜σ,ρ ≡ θrightσ,ρ −
θleftσ,ρ, de sorte que
VII = te cos(θ˜ρ + ηρ) cos(θ˜σ) + tρ cos(2θ˜ρ) + tσ cos(2θ˜σ) (III.15)
où te représente la transmission élémentaire d’un seul électron à travers la barrière tunnel, tρ
représente le tunneling d’une paire d’électrons de spins opposés et tσ représente le tunneling
d’une unité de spin des right movers vers les left movers et implique donc un transfert de charge
2e. La forte dualité qui existe entre les points xe (II) et (CC) nous permet immédiatement de
conclure que la phase (II) est stable pour K ∈ [1/2, 1] et qu’il faut considérer le point xe le
moins non pertinent pour l’étude du transport.
1.2.3 – Point fixe IC et CI
Nous avons vu que le point xe (CC) reste stable tant que K ∈ [1/2; 2]. LorsqueK franchit
une de ces deux bornes, certains termes des équations III.12 et III.15 deviennent pertinents. Pour
obtenir le hamiltonien correspondant, nous reprenons l’image de Teo et Kane [TK09] en terme
d’instanton sur la gure III.2. Pour K < 1/2, dvρ/dl > 0 et vρ diverge vers un autre point xe ;
φρ est une fonction à valeur discrète tandis que φσ est libre de uctuer. Lors d’une transition
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Figure III.2 – Schéma des processus de tunneling et de faible rétrodiusion pour les quatre
point xes, avec, de gauche à droite et de bas en haut les points xes (Conducteur-Conducteur),
(Isolant-Isolant), (Isolant-Conducteur) et (Conducteur-Isolant).
d’une valeur discrète, φρ → φρ + π, de sorte que ve change de signe, le processus d’instanton
et le hamiltonien en ve ne commutent donc pas. Un raisonnement symétrique depuis la phase
(II) nous donne comme hamiltonien tunnel :
VIC = t˜pτx cos(θ˜ρ) + v˜στz cos(φσ) (III.16)
où τx = ±1 traduit la non commutation entre un instanton et le hamiltonien en ve. t˜ρ re-
présente le potentiel périodique selon les vallées de θ˜σ avec un signe τz et v˜σ représente le
potentiel périodique selon les vallées de φσ avec un signe τz . Enn, ∆(t˜ρ) = ∆(v˜σ) = 1/2K
ce qui assure la stabilité de cette phase tant queK < 1/2.
De façon symétrique on a :
VCI = t˜στz cos(θ˜σ + ησ) + v˜ρτx cos(φρ + ηρ) (III.17)
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1.2.4 – Interaction Spin-Orbite
Le couplage spin-orbite s’écrit à l’aide de processus du type Ψ†R↑ΨR↑ ainsi que des proces-
sus du type Ψ†R↑Ψ
†
L↑ΨR↓ΨL↑. Ce que l’on modélise par le hamiltonien suivant :
HSO = vso cos(θσ) sin(φσ) + vsf cos(2θσ + ηsf) (III.18)
vsf est un processus à deux corps qui retourne deux spins et vso est un processus à un corps.
Pour ces perturbation on a ∆(vso) = (K +K−1)/2 et ∆(vsf) = 2K . Ainsi seul le deuxième
terme devient pertinent lorsqueK < 1/2.
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2 | Transport dans les Liquides de Luinger Hélicoï-
daux
Dans cette section nous allons étudier le transport à travers le QPC pour les phases (II) et
(CC) avec comme objectif de donner une méthode expérimentale pour déterminer l’amplitude
relative entre les processus à un et deux électrons dans les deux limites de transport. Nous
reprenons ici les méthodes du chapitre II pour calculer le courant et le bruit en excès émis par
le QPC. En particulier, nous modélisons la constriction par un potentiel localisé en x = 0 et
nous supposons que la chute de potentiel se fait également au bord de la constriction.
2.1 – Point fixe Conducteur-Conducteur
La limite (CC) est à rapprocher de la limite de faible rétrodiusion étudiée précédemment.
L’action s’écrit alors :
S =
1
2
dt
∑
a=ρ,σ
ΦvC−1v Φv + i
∑
η
ηVCC [Φσ,Φρ]− 2iJQΦρ (III.19)
Avec J , un champs de comptage qui nous permet de dériver rapidement le courant :
I = 〈∂tΦρ〉 = − i
2
δ lnZ [J ]
δJ
∣∣∣∣
J=0˜
(III.20)
Nous pouvons alors directement appliqué les résultats du chapitre II, à savoir :
I0 =
∫
dt′
ie2
π2
∂tCRρ (t, t′)V (t′) et IB = 2ie2
∫
dt′∂tCR(t, t′)〈jB〉 (III.21)
avec :
jB = − e
~
δVCC
δφρ
(III.22)
Comme cela a été montré dans [TK09], on retrouve que la conductance du l vaut 2e2/h. Pour
le courant de rétrodiusion, on obtient :
〈jB〉 = te〈sin(2φηρ + ηe) cos(φησ)〉+ 2tρ〈sin(2φηρ)〉 (III.23)
Au premier ordre en ve et vρ, le courant de rétrodiusion est la somme des courants dus aux
processus à un et deux électrons, que l’on note respectivement IeB et IρB . (Les contributions
dues à cos(2φσ) nous obligeraient à pousser le calcul à un ordre supérieur en ve ou vρ et n’ap-
porteraient que des contributions du second ordre). On rappelle que les termes mettant en cor-
rélation un nombre impair de champs sont automatiquement nuls, ce qui supprime les termes
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croisés en vevρ. On obtient alors :
〈jeB〉 = iet2e
∫
dt〈(sin(φ−ρ + ηρ) cos(φ−σ )) (cos(φ+ρ + ηρ + e∗V t) cos(φ+σ ))〉0,
= 4iet2e
∫
dt sin(e∗V t)〈cos(φ−ρ − φ+ρ )〉ρ〈cos(φησ − φη
′
σ )〉σ,
= i
et2e
4
∫
dt sin(e∗V t)e
1
2 (G-+ρ (t)+G-+σ ),
=
et2e
8
(ΓK˜ (e
∗V )− ΓK˜ (−e∗V )) , (III.24)
avec :
K˜ =
1
4
(Kρ + Kσ) . (III.25)
Le calcul pour 〈jρB〉 se mène de la même façon et nalement :
IB = IρB + IeB = 2Ke
∑
η
η
(
t2eΓK˜(ηe
∗V ) + 2t2ρΓK(2ηe
∗V )
)
. (III.26)
Les processus à un et deux électrons contribuent indépendamment au courant de rétrodiu-
sion et une méthode expérimentale est nécessaire pour déterminer leur amplitude relative. On
remarque que les processus de type ρ nécessitent le transfert de deux électrons. Pour une po-
larisation V donnée, le bruit en émission à fréquence nie devrait donc être nul pour pour les
processus ρ pour ω < 2eV alors que pour les processus à un électron, le bruit en excès ne peut
être non nul pour ω > eV . Cependant les interactions aectent ces singularités et peuvent
rendre la distinction plus dicile.
Bruit en excès Les deux sources de bruit étant totalement incohérentes à l’ordre considéré,
les relations obtenues au paragraphe 4.3.3 sont valides pour chacune de ces sources. Pour les
processus à un électron on obtient :
[SeA + S
e
C ] (ω) =
2eω2
π2
∣∣CA(ω)∣∣2∑
η
(NB (Ω + ηe∗V )− 2NB (Ω)) IeB (Ω + ηe∗V ) ,
(III.27)
et pour les processus à deux électrons :
[
SρA + S
ρ
C
]
=
2eω2
π2
∣∣CA(ω)∣∣2∑
η
(NB (Ω + 2ηe∗V )− 2NB (Ω)) IρB (Ω + 2ηe∗V ) . (III.28)
On trace alors cette quantité pourK = 0.7 etK = 1.1 pour diérents rapports deα = ve/vρ sur
la gure III.3. Pour α≫ 1, seuls les processus à un électron contribuent au bruit, et on observe
sur la courbe rouge pointillée une singularité nette à ω = eV puisque aucun bruit ne peut être
émis au delà de cette limite. Pour α≪ 1 les processus à deux électrons deviennent majoritaires
et on observe l’apparition de bruit dès que ω < 2eV . Pour des valeurs intermédiaires de α,
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Figure III.3 – À gauche, bruit en excès à fréquence nie dans la limite CC en fonction de
ω/eV pour K = 0.7, βeV = 20 et pour α = 10 (rouge pointillée), α = 3 (rouge), α = 1
(noire), α = 1/3 (bleue) et α = 1/10 (bleue pointillée). À droite, même quantités calculées
pourK = 1.1.
nous obtenons un résultat au barycentre des deux courbes hachurées. Notons que la position
du barycentre est fortement dépendante du paramètre d’interaction.
Les processus à un électron ont des lois de puissance en 2K˜−1 < 5/8 tandis que les proces-
sus à deux électrons ont une loi de puissance en 2K−1. Ainsi, pour K < 1, les singularités sont
relativement marquées, et leurs amplitudes nous renseignent directement sur α. Pour K > 1
les processus ρ suivent une loi de puissance en eV 2K−1, et ils peuvent donc masquer la singu-
larité à ω = eV pour des rapports α dès l’ordre de l’unité ce qui signie que les interactions
attractives jouent en faveur des processus à deux électrons. Ainsi même à α = 1, le rôle des
processus à un électron sur le transport pour K = 1.1 est presque anecdotique.
2.2 – Point fixe Isolant-Isolant
En nous inspirant des calculs eectués pour le point xe (CC) et dans la limite tunnel sans
spin on obtient :
IT = 2et2e
(
1
2
(
ΓK˜(eV )− ΓK˜−1(−eV )
)
+ τ2 (ΓK−1(2eV )− ΓK−1(−2eV ))
)
(III.29)
De même pour le bruit :
ST (ω) = 2e
∑
η
NB (ω + ηe∗V )
(IeT (ω + ηeV ) + IρT (ω + ηeV )) (III.30)
On obtient à nouveau une forte dualité entre le courant de rétrodiusion et le courant tunnel
puisque l’on peut passer de l’un à l’autre en changeant K → 1/K dans l’équation III.26. Nous
obtenons également des résultats duaux concernant le bruit en émission tracés gure III.4 les
processus à un et deux électrons ; les singularités apparaissent clairement pour K > 1 et les
processus à deux électrons sont favorisés par les interactions répulsives.
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Figure III.4 – À gauche, bruit en excès à fréquence nie dans la limite II en fonction de ω/eV
pour K = 0.7, βeV = 20 et pour α = 10 (rouge pointillée), α = 3 (rouge), α = 1 (noire),
α = 1/3 (bleue) et α = 1/10 (bleue pointillée). À droite, même quantité, mais calculée pour
K = 1.2.
À titre indicatif, nous reproduisons la courbe que nous avions obtenue pour le bruit symé-
trisé à fréquence nie dans [SS12] pour le régime II sur la gure III.5. En fonction de βeV . Nous
obtenons alors une singularité à eV = ω pour les processus à un électron et une singularité à
eV = 2ω pour les processus à deux électrons.)
2.3 – Points fixes IC et CI
Dans ces deux limites, il n’existe pas de couplage entre les termes de charge et de spin, le
courant et le bruit sont donc identiques à ceux calculés en première parties. Les termes en τx
disparaissent puisqu’ils sont élevés au carré. Néanmoins leur étude peut se révéler fructueuse
puisqu’ils ne sont pas soumis aux processus à deux électrons. Le courant et du bruit non sy-
métrisé dans ces deux limites s’obtient directement depuis les deux autres points xes :
ICIB =
v˜2ρ
2
(ΓK˜ (e
∗V )− ΓK˜ (−e∗V )) (III.31)
SCI =
2eω2
π2
∣∣CA(ω)∣∣2∑
η
(NB(ω + ηeV )− 2NB(ω)) IB(ω + ηeV ) (III.32)
IICT = 2e
t˜2p
2
(ΓK˜(eV )− LK˜(−eV )) (III.33)
SCI = 2e
∑
η
NB(ω + ηeV )IT (ω + ηeV ) (III.34)
Ainsi, seuls les processus à un électron contribuent au courant. La dualité entre les deux phases
se retrouve à nouveau ici, par ailleurs K˜ étant invariant par K→ 1/K, ces deux quantités sont
directement proportionnelles ; la même conclusion tient également pour le bruit en émission.
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Figure III.5 – Ratio entre la dérivée du de rétrodiusion et sa valeur à fréquence nie (βω = 30)
et à voltage nul en fonction de βeV pour diérentes valeurs deK et diérente valeur de α.
Cette propriété est particulièrement intéressante pourmesurer la valeur deα puisque la mesure
du bruit en excès en émission dans un de ces deux point xe, s’il est atteignable, revient à
obtenir une mesure du bruit dans le régime II ou CC où l’on aurait interdit les processus à deux
électrons. Une comparaison entre les résultats expérimentaux entre ces deux régimes permet
d’obtenir rapidement l’importance des processus à deux électrons.
Enn notons que le hamiltonien de spin-orbite ne contient pas de termes d’indice ρ. Au-
trement dit, il n’induit pas de transfert de charge.
3 | Conclusion
Dans ce chapitre, nous avons proposé uneméthode expérimentale pour déterminer l’ampli-
tude relative de deux processus non pertinents mais néanmoins non négligeables à température
nie. L’idée essentielle est que le bruit le bruit en émission est nul pour des fréquences supé-
rieures à un multiple de eV , fonction du nombre de particules impliquées dans le processus
de diusion. Cette méthode peut être généralisée à d’autres systèmes ou plusieurs processus
multiélectroniques sont en compétition.
Nous avons également montré que cette disctinction est rendue plus simple par le bruit en
excès et en particulier pour le bruit en excès non symétrisé. Si cette distinction peut paraître
superue dans le cas sans ineractions, où le bruit en excès est symétrique, elle est indispen-
sable en présence d’interactions puisque la symétrie émission-absorption et la singularité qui
apparaît clairement en émission à ω = eV quelque soit les interactions peut être masquée en
absorption par les interactions et donc dans le bruit symétrisé.
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Chapitre IV
Transport en présence d’un
Environnement
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L
’influence de l’environnement électromagnétique est apparue dès les premièresmesures
de transport quantique, même les plus accessibles. L’environnement s’est alors imposée
comme une partie inhérente du problème, devant être intégré à toute théorie visant une
description complète du système étudié [vBvKvdLT88, DLKC89]. D’abord confondue avec les
eets de blocage de Coulomb prédits pour les nano-jonctions dont l’énergie de charge était su-
périeure à l’énergie thermique, les auteurs de [DEG+90a] ont démontré que les eets de cette
énergie n’étaient perceptible que si l’impédance de l’environnement était très grande devant
le quantum de résistance RK . S’en est alors suivi une étude intensive des eets d’un environ-
nement électromagnétique sur les probabilités de transmission tunnel, donnant naissance à la
théorie P(E) [PZ88, Odi88, Naz89, GGJ+90a, IN05, SS04]. Cette théorie exprime ~Γ, le taux de
probabilité d’événement tunnel à travers d’une jonction tunnel couplée à un environnement,
comme la convolution entre ~Γ0, ce même taux sans couplage, et P (E), la probabilité que l’en-
vironnement absorbe un quanta d’énergie E à la particule traversant la barrière :
~Γ(eV ) =
∫
dE
2π
~Γ0(eV − E)P (E). (IV.1)
Le tour de force de la théorie P (E) est d’être parvenu à exprimer cette probabilité d’absorption
à partir de la fonction de corrélation de l’environnement J(t) qui s’exprime :
J(t) =
∫
dω
RKω
Zt(ω)
(
coth(
βω
2
)(cos(ωt)− 1)− i sin(ωt)
)
. (IV.2)
avec Zt l’impédance de l’environnement. La fonction P(E) s’écrit alors :
P (E) =
∫
dE e−iEt exp(J(t)). (IV.3)
Si les résultats pour des environnements non dissipatifs sont simples à obtenir, les environ-
nements dissipatifs sont plus techniques à travailler puisqu’ils ne peuvent être traiter en per-
turbation. En eet il a été montré dans [SS04] que les propriétés du transport à travers une
impureté dans un liquide de Fermi en série avec une résistance pouvait se transposer sur le
problème d’un liquide de Luttinger de paramètre :
K =
1
1 +R/RK
. (IV.4)
À l’instar des interactions pour un liquide électronique unidimensionnel, le couplage à un
conducteur ohmique ne peut se traiter en perturbation, avec pour conséquence direct une rela-
tion courant-tension en loi de puissance. Ces résultats sont appuyés par de récentes expériences
de pointes [MBL+12, PAJ+11, JAP+13, HPB+11]. Ces expériences permettent également de
tester un large spectre de régimes de transmission et également une large gamme d’environ-
nements. À la lumière de ces résultats, une question se pose naturellement : est-il possible de
généraliser les résultats de la théorie P (E) à une impureté dans un liquide de Luttinger, aussi
bien dans le régime tunnel que dans le régime de faible rétrodiusion ? Ceci pose également la
validité des relations de uctuation-dissipation dans le cas du couplage à un environnement.
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Le but de ce chapitre est d’étudier les eets des interactions coulombiennes et de l’environ-
nement sur le transport à travers un centre diuseur 1 dans les deux limites de transmission,
tout en contrôlant la rétroaction du liquide électronique sur l’environnement. Le formalisme
de l’intégrale de chemin est particulièrement adapté ici puisqu’il permet de traiter simplement
le cas d’un conducteur ohmique [SS04] ainsi que la rétroaction du liquide de Luttinger sur l’en-
vironnement. Nous utiliserons alors les outils développés au chapitre II et notamment le bruit
en excès non symétrisé pour caractériser les eets de l’environnement sur le transport.
Ce chapitre est organisé de la façon suivante : nous commençons par étudier le couplage
entre un oscillateur harmonique et une jonction tunnel et nous généralisons le résultat à un
environnement quelconque. Nous étudions ensuite le couplage entre un environnement arbi-
traire et une faible barrière de potentiel et nous appliquerons les résultats au cas d’un oscillateur
harmonique et d’un conducteur ohmique.
1. Auquel nous ferons référence parfois sous le terme d’impureté ou barrière de potentiel
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Figure IV.1 – Schéma d’une barrière tunnel deux ls 1D en série avec un environnement.
Lorsqu’un électron traverse la barrière tunnel, une partie de son énergie hΩ est absorbée par
l’environnement, caractérisé par une impédance Z(ω).
1 | Transport à travers une Barrière tunnel couplée à
un Environnement
Dans cette section nous commençons par étudier le couplage dans la limite tunnel. Dans
cette limite, nous pouvons négliger au premier ordre la rétro-action du liquide électronique
sur l’environnement. Plutôt que de commencer par traiter le couplage à un environnement
arbitraire, nous commençons par traiter le couplage à un oscillateur harmonique, puis nous
généraliserons ce résultat pour une série innie d’oscillateurs harmoniques an d’émuler un
environnement quelconque.
1.1 – Couplage à un Oscillateur Harmonique
1.1.1 – Description de l’oscillateur
On considère ici un oscillateur électronique formé d’une capacité C et d’une inductance
L avec une tension U à ses bornes. On décrit l’oscillateur harmonique dans la base ux (ϕ)
charge (Q) telle que :
ϕ =
e
~
∫ t
−∞
U(t′)dt′ et [ϕ,Q] = ie. (IV.5)
Le hamiltonien s’écrit alors comme la somme de l’énergie de la capacité et de l’inductance :
Hres =
Q2
2C
+
1
2L
(
~
e
)2
. (IV.6)
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Le calcul des fonctions de Green de l’oscillateur est donné en appendice, on obtient
CK(t) = ρ coth
(
βΩ
2
)
cos(Ωt) et CR/A = ±ρΘ(±t)i sin(Ωt), (IV.7)
avec Ω = (LC)−1/2 la fréquence propre de l’oscillateur et ρ = π
√
L/C/RK le rapport entre
l’impédance de l’oscillateur et le quantum de résistance. Il peut s’exprimer également comme
le rapport entre l’énergie de charge et l’énergie d’un mode.
1.1.2 – Hamiltonien tunnel
On reprend le hamiltonien tunnel de l’équation (II.53) pour lequel on introduit à présent
l’environnement :
Htun = ΛeΨ
†
LΨR − Λ†eΨ†RΨL (IV.8)
où Λ est l’opérateur qui transfert un quanta de charge aux bornes du condensateur[DEG+90a].
En d’autres termes :
ΛeQΛ
†
e = Q− e⇒ Λe = eiϕ(t) (IV.9)
Ainsi, le hamiltonien tunnel s’écrit sous sa forme bosonisé :
Htun = cos
(
2θ˜ + ea(t)− ϕ(t)
)
. (IV.10)
Formellement, ceci est équivalent à considérer que, l’oscillateur et la jonction étant en série, le
potentiel vecteur au borne de la jonction s’écrit ea(t)−ϕ. La diérence avec la limite classique
est que le transport va ici dépendre des uctuations quantiques de l’environnement. Les étapes
sont alors essentiellement les mêmes que celles suivies au chapitre II ; on peut commencer par
intégrer sur les modes du liquide électronique en x 6= 0. La fonctionnelle génératrice s’écrit
alors :
Z [J ] =
∫
D(θ, ϕ) exp
(
−(Sel + Sres) +
∫
dt
∑
η=±
iηHB[Θη − ϕη + eαt]
)
, (IV.11)
avec Sres l’action décrivant l’environnement.
1.2 – Transport à travers la Jonction
1.2.1 – Courant DC à travers la jonction
On cherche à présent à calculer le courant moyen à travers l’oscillateur. On rappelle que
l’opérateur courant dans le cas tunnel s’écrit :
JˆT (t) =
e
~
HˆB
δa(t)
. (IV.12)
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Le courant se calcul en suivant la même démarche qu’au chapitre II : 2
IT = iev
2
T
4
∫
dt′ sin
(
eV (t− t′)) 〈cos(2(θ˜-(t)− θ˜+(t′))) cos (ϕ-(t)− ϕ+(t′))〉,
= i
ev2T
4
∫
dt′ sin(eV (t− t′))e2G-+el (t)+G-+res(t−t′),
= i
ev2T
4
∫
dE
2π
P (E)
∫
dt′eiEt sin(eV (t− t′))e2G-+el (t),
=
ev2T
8
∫
dE
2π
P (E)
(
Γ 1
K
(E + eV )− Γ 1
K
(−E + eV )
)
, (IV.13)
avec :
P (E) =
∫
dte−iEte−G
−+
res (t),
=
∫
dte−iEt exp
(
ρ coth
(
βΩ
2
)
(cos(Ωt)− 1)− iρ sin(Ωt)
)
,
=
∞∑
k=−∞
e−ρ coth(βΩ/2)Ik
(
ρ
sinh(βΩ/2)
)
ek
βΩ
2 δ(E − kΩt),
=
∞∑
k=−∞
Pkδ(E − kΩt), (IV.14)
et avec Ik la fonction de Bessel modiée d’ordre k. Ainsi on retrouve les résultats de la théorie
P (E) dans le cas d’un oscillateur harmonique comme énoncés par Ingold et Nazarov avec
pour seul hypothèse sur l’environnement qu’il est constamment dans son état fondamental.
En d’autre termes, nous avons supposé que l’oscillateur avait le temps de relaxer tout photon
absorbé dans un temps très court devant le temps moyen entre deux événements tunnel. Dans
le cas d’un oscillateur harmonique on obtient nalement que le courant s’écrit :
I = ev2T
∑
k
Pk
(
Γ 1
K
(eV − kΩ)− Γ 1
K
(−eV − kΩ)
)
. (IV.15)
À température nulle, les Pk suivent une loi de Poisson. (À température nie, cette loi porte
le nom de loi de Skellam.) On trace alors le rapport de la conductance diérentielle avec et
sans environnement pour diérentes valeurs de K sur la gure IV.2. Dans limite d’un liquide de
Fermi, on retrouve bien les plateaux de conductance diérentielle pour eV compris entre deux
multiple de hω. Dans le cas avec interactions, on retrouve bien une singularité en eV = Ω,
mais les marches sont estompées par les interactions et les plateaux disparaissent. Les singula-
rités sont alors eacées par les interactions. On remarque par ailleurs que la conductance sans
couplage et recouvrée pour des valeurs du voltage plus élevées.
2. on rappelle que la valeur moyenne d’une quantité du type
(
cos
sin
)
(αθη − βθη
′
) est non nulle uniquement
pour le cos et si β = α
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Figure IV.2 – Conductance diérentielle pour une jonction tunnel couplée à un oscillateur
harmonique de paramètre ρ = 1 en fonction de eV/hΩ, pour βΩ = 20 et pourK = 1 (noire),
K = 0.85 (bleue),K = 2/3 (rouge) etK = 0.5 (vert), en unité de la conductance diérentielle
sans environnement.
On peut alors réinterpréter le rôle de l’environnement de la façon suivante : dans la me-
sure où le couplage entre l’oscillateur et le liquide électronique est faible, on peut considérer
que le nouveau système peut être décrit dans l’espace de Hilbert produit des deux sous sys-
tèmes. Ainsi, avant le couplage, le système se décrit par des états produits |ε〉⊗ |0〉 avec |ε〉 un
état d’énergie ε du liquide électronique et |k〉 le ket représentant le nombre de photons dans
l’oscillateur, supposé vide initialement. Lors du couplage, le système se retrouve alors dans une
superposition d’états
∑
k αk|ǫ−kΩ〉⊗|k〉 et une trace sur les états de l’oscillateur nous permet
d’obtenir une densité d’état eective ne,e :
ne,e =
∑
k
PkNF (ǫF − kΩ). (IV.16)
On peut résumer l’image précédente par le schéma donné en gure IV.3. Dans le cas avec
interactions, on remarque que les marches obtenues à chaque harmonique de la fréquence de
l’oscillateur sont estompées par les interactions. À l’image de la température, les interactions
rendent les variations de densité d’état plus douces, comme montrer gure II.4. En reprenant la
description précédente en terme de densité d’état eective, on comprend que les contributions
des états |eV − kΩ〉 ⊗ |k〉 apparaissent progressivement lorsque eV > kΩ.
1.2.2 – Bruit en excès
An de sonder plus précisément ces variations de la densité d’état, nous calculons bruit en
excès. Le calcul du bruit non symétrisé se fait relativement rapidement en suivant les mêmes
69
1. TRANSPORT À TRAVERS UNE BARRIÈRE TUNNEL COUPLÉE À UN ENVIRONNEMENT
Figure IV.3 – Schéma du blocage de Coulomb dynamique. Un électron d’énergie ε couplé à un
oscillateur harmonique peut être décrit par une superposition d’état d’énergie eV − khΩ et
où l’oscillateur contient k photons, k ∈ N. Le poids de chaque état est donné par une loi de
Poisson Pk = e−ρρk/k!.
étapes que pour le calcul du courant :
SNT = 〈j−T j+T 〉(ω) (IV.17)
=
(evT )
2
2
∫
dE
2π
P (E)
∫
dt′eiEt cos(eV (t− t′))e2G-+el (t)+G-+res(t−t′) (IV.18)
=
(evT )
2
4
∫
dE
2π
P (E)
(
Γ 1
K
(E + eV ) + Γ 1
K
(E − eV )
)
(IV.19)
=
(evT )
2
4
∑
k
Pk
(
Γ 1
K
(kΩ+ eV ) + Γ 1
K
(E − eV )
)
(IV.20)
Le bruit en excès est tracé en gure IV.4. Bien que le gain ne soit pas signicatif, on peut faci-
lement identier les empreintes de l’oscillateur harmonique jusque K = 2/3. Au delà, on peut
tracer la diérentielle du bruit en excès (accessible expérimentalement) qui permet d’observer
facilement ces singularités jusque K = 2/5. Remarquons alors que si la température du circuit
est homogène :
IT = (evT )
2
8
∫
dEP (E) (ΓK(eV − E)− ΓK(−eV − E)) , (IV.21)
=
(evT )
2
8
∫
dEP (E)
(
ΓK(eV − E)− e−β(eV+E)ΓK(eV + E)
)
, (IV.22)
=
(evT )
2
8
∫
dEP (E)ΓK(eV − E)− P (−E)e−β(eV−E)ΓK(eV − E), (IV.23)
=
(evT )
2
8
(
1− e−βeV
)∫
dEP (E)ΓK(eV − E) (IV.24)
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Figure IV.4 – Bruit en excès pour une jonction tunnel couplée à un oscillateur harmonique de
paramètre ρ = 1 en fonction de eV/Ω, pour βΩ = 20 et pour K = 1 (noire), K = 0.75 (bleue),
K = 2/3 (rouge), en unité du bruit en excès à ω = 0.
De même, en reprenant l’équation IV.20 :
SNT = (eVT )
2
∫
e−iωt cos(eV t)e2G
-+
el (t)
=
∫
dEP (E)ΓK(−ω + eV − E) + ΓK(−ω − eV − E)
=
∑
η
NB(−ω + ηeV )IT (−ω + ηeV ) (IV.25)
Nous en concluons que le théorème de uctuation-dissipation est valide tant que la température
du circuit est homogène.
1.3 – Généralisation à un Environnement quelconque
Dans le calcul précédent, nous aurions pu introduire deux oscillateurs, décrits respective-
ment par des champs ϕ1 et ϕ2. Les étapes du calculs auraient été similaires, et on obtient une
fonction P2res(E), qui s’écrit comme la convolution des fonctions P (E) de chaque environne-
ment :
P2res(E) =
∫
dE
2π
e−iEteGres,1(t)+Gres,2(t) =
∫
dE′P1(E′)P2(E − E′) (IV.26)
La généralisation à une innité d’oscillateurs est alors immédiate. Considérons alors un envi-
ronnement d’impédance quelconque Z(ω). Comme le suggère la gure IV.5 On peut alors le
découper en une innité d’oscillateurs harmoniques de fréquence propre ω auxquels on donne
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Z(ω)
ω
dω
Figure IV.5 – Décomposition de l’impédance d’un environnement quelconque en une innité
d’oscillateur harmonique.
un poids Z(ω). La fonction de Green de chacun de ces oscillateurs étant donnée par l’équation
(IV.7), la fonction de Green de l’environnement devient :
Genv(t) =
∫
dω
ωRK
ℜ [Z(ω)] ρ coth
(
βω
2
)
(cos(Ωt)− 1)− i sin(Ωt). (IV.27)
On retrouve alors la fonction J(t) donnée par Ingold et Nazarov et qui peut s’interpréter comme
une transformée de Fourier de l’impédance à température nie. Notons que cette formule n’est
valide que dans la limite où la rétroaction du liquide de Luttinger est négligeable. On aurait éga-
lement pu obtenir cette propriété à partir des fonctions de Green en fréquence de Matsubara :
Cenv(ωn) =
∫
dω
2ωRK
Z(ω)Cres(ωn) =
∫
dω
ω0
Z(ω)
1
RKC
1
ω2n + ω
2
. (IV.28)
En particulier, dans le cas d’un conducteur ohmique où Z(ω) est une constante, on obtient :
Cohm = π
RKCω0|ωn| . (IV.29)
On retrouve la fonction de Green de Matsubara d’un liquide de Luttinger que l’on alors peut
sommer avec celle de notre liquide électronique. La coupure ultraviolette est ici déterminée par
l’énergie de charge de la jonction ωR = RC . On retrouve ainsi le résultat énoncé dans [SS04],
à savoir que le couplage entre une jonction tunnel et un conducteur ohmique est formellement
équivalent au transport entre deux liquides de Luttinger séparés par une barrière tunnel de
paramètre K = 1/(1 + R/RK). Ceci illustre également qu’un environnement dissipatif ne
peut se traiter en perturbation.
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2 | Couplage dans la Limite de faible Rétrodiusion
On se place à présent dans la limite d’une faible barrière de potentiel en série avec un
environnement arbitraire que l’on modélise par un ensemble de résonateurs LC de fréquence
propre υi, comme schématisé sur la gure IV.6. Comme dans la section précédente, nous allons
étudier l’inuence de l’environnement sur le transport, à la fois sur la conductance diérentielle
et sur le bruit en excès, tout en considérant le rôle des interactions.
2.1 – Circuit eectif
On reprend le modèle développé au chapitre II pour le transport dans la limite de faible
rétrodiusion auquel on ajoute l’environnement. Comme pour la jonction tunnel, l’environne-
ment interagit avec la barrière en modiant la diérence de potentiel à ses bornes, en d’autres
termes une interaction courant-potentiel vecteur. On obtient un couplage linéaire entre l’os-
cillateur et le QPC, ce qui va nous permettre d’intégrer sur les champs de l’environnement
et d’obtenir une fonction de Green eective pour le liquide électronique et de tirer prot des
calculs menés au chapitre II.
2.1.1 – Fonction de Green électronique eective
Le but est ici d’obtenir la fonction de Green eective du liquide de Luttinger couplé à un
environnement quelconque. Comme pour le cas tunnel, nous supposons que le couplage entre
l’environnement et l’oscillateur harmonique se manifeste par le potentiel vecteur eectif au
bord de l’impureté. Le but étant ici d’obtenir une fonction de Green eective pour l’environ-
nement, nous supposons pour le moment que le voltage est nul. La fonctionnelle génératrice
s’écrit :
Z =
∫∫
DφDϕ exp
(
−Sel+res[φ, ϕ]− i
π
∫
dτϕ∂τφ(0, τ)
)
=
∫∫
DφDϕ exp
(
−Sel+res[φ, ϕ]− 1
π2
∫∫
dτ ′dτφ(τ)[∂2τCenv(τ, τ ′)]φ(τ ′)
)
,
avec :
ϕ˜ = ϕ− i
∫
CR(t′)∂t′φ(t′), (IV.30)
ce qui nous permet d’obtenir une action quadratique. Ici toutes les fonctions de Green sont
invariantes par translation dans le temps, la base de Fourier est une base naturelle pour diago-
naliser le problème. En fréquence de Matsubara, l’équation précédente devient :∫∫
dτdτ ′φ(τ)∂2τC(τ − τ ′)φ(τ ′) = −
1
2π
∑
n
φ∗(ωn)ω2nC(ωn)φ(ωn) (IV.31)
En intégrant sur tous les modes en x 6= 0, on obtient la fonction de Green eective du liquide
de Luttinger :
C−1e,e(ωn) = C−1el (ωn) +
1
π2
ω2nCenv(ωn) (IV.32)
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Figure IV.6 – Schéma d’une barrière faible en série avec un environnement arbitraire dans la
limite de faible rétrodiusion. L’onde de densité de charge incidente est en partie rétro-diusée
et une partie de son énergie est absorbée par l’environnement. En dessous, schéma électrique
équivalent du point de vue de la barrière.
Les champs bosoniques de l’environnement et du liquide électronique jouant des rôles symé-
triques, on obtient directement Ce,b, la fonction de Green eective de l’environnement :
C−1e,b(ωn) = C−1env(ωn) +
1
π2
ω2nGel(ωn) (IV.33)
2.1.2 – Relations entre fonctiondeGreen électronique eective du liquide élec-
tronique et de l’environnement
Les relations (IV.33) et (IV.32) vont nous permettre d’exprimer les deux fonctions de Green
eectives en fonction l’une de l’autre. On obtient alors facilement :
Ce,e(ωn) = Cel(ωn)− 1
π2
ω2nCe,b(ωn)C2el(ωn). (IV.34)
Pour un liquide de Luttinger, ω2nC2el est une constante et on obtient :
Ce,e(ωn) = Cel(ωn)−
(
K
2
)2
Ce,b(ωn). (IV.35)
Par symétrie :
Ce,b(ωn) = Cenv(ωn)− 1
π2
ω2nCe,e(ωn)Cenv(ωn)2. (IV.36)
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Ces deux dernières relations résument toute la diculté de la limite de faible rétrodiusion.
Contrairement à la limite tunnel, les uctuations de charges aux bornes de l’oscillateur sont
couplées aux uctuations de courant et les rétro-actions respectives doivent être prises en
compte.
2.2 – Transport dans la limite de faible rétrodiusion
Maintenant que nous avons exprimé le couplage à l’environnement par une action eective
du liquide électronique, nous allons reprendre les résultats établis à la section II.4 pour calculer
le courant et le bruit émis par la barrière de potentiel.
Ce,e(ωn) = Cel −
(
K
2
)2
Cenv(ωn) (IV.37)
Les formules du chapitre II sont encore valides et on obtient pour le courant :
I0(t) = V
(
2G0 −
(
Kπ
2
)∫
dt′
ie2
π2
CRe,b(t− t′)∂t′V (t′)
)
(IV.38)
On remarque ici l’apparition d’un second terme qui traduit la réponse de l’environnement à
un potentiel extérieur. Si on suppose que ce potentiel est branché à un temps t0, on obtient
que cette correction au courant est fonction de t − t0. L’environnement étant couplé à un
bain, la fonction de Green eective de l’oscillateur est exponentiellement amortie et le second
terme décroît rapidement vers zéro. on atteint un régime stationnaire où on peut négliger cette
correction au courant.
2.2.1 – Courant de rétrodiusion
On reprend l’équation (II.100) qui exprime le courant en fonction du la valeur moyenne
〈jB〉 :
IB(t) =
Kπ
2
(
〈jB(t)〉 − iK
2
4
∫
dt′CRe,b(t, t′)∂t′〈jB(t′)〉
)
(IV.39)
où on rapelle que :
〈jB〉 = iev
2
B
4
∑
η
sin(A(t)−A(t′))e2Ge,e(t−t′). (IV.40)
En général, la fonction A(t) n’est plus linéaire en temps ; par conséquent, l’intégration sur la
variable t′ ne permet plus de se débarrasser de la dépendance en temps de 〈jB〉. Nous anticipons
alors légèrement sur les résultats à venir an de directement généraliser les résultats obtenus
au chapitre II. Pour un oscillateur harmonique, il est montré en appendice que la fonction de
Green retardée eective de l’oscillateur amorti est une exponentielle décroissante, on obtient
alors :
A(t) =
ie2
π2
∫
∂tCRe,e(t− t′)V (t) =
KeV (t− t0)
2
+ f(t− t0) (IV.41)
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où f(t − t0) est une fonction décroissant exponentiellement vers une constante. Une fois le
régime stationnaire atteint, on peut négliger la partie non linéaire de A(t) et le courant de ré-
trodiusion est alors indépendant du temps. Dans le cas d’un environnement ohmique, nous
reprenons les résultats de [SS04], que nous redémontrerons par la suite, selon lesquels la fonc-
tion de Green eective du liquide électronique est celle d’un liquide de Luttinger de paramètre
eectif K′ = 1/(1+R/RK) et dont le cut-o en énergie vaut à présent le minimum entre celui
du liquide électronique et celui de la barrière ω = RC . Pour un environnement arbitraire, en
séparant formellement la résistance et la réactance, nous pouvons toujours nous ramener à la
situation où la fonctionA(t) atteint un régime stationnaire où elle est linéaire en temps. On en
déduit d’une part que :
〈jB〉 = i ev
2
B
4
∫
dE sin(eV t)e−2G
-+
el (t)−G-+env(t),
=
ev2B
8
∫
dE
2π
P (E) (ΓK(eV + E)− ΓK(eV − E)) ,
(IV.42)
et d’autre part que :
IB(t) =
Kπ
2
〈j+B (t)〉
(
1− K
2
4
∫
dt′CRe,b(t, t′)
)
. (IV.43)
Une fois le régime stationnaire atteint, le second terme devient d’amplitude négligeable. La
théorie P (E) s’exporte donc dans le régime de faible rétrodiusion, à condition de prendre en
compte la rétroaction du liquide de Luttinger sur l’environnement.
2.2.2 – Bruit émis par le QPC
Des résultats identiques sont obtenus pour les corrélations de courant. Le corrélateur non-
symétrisé 〈j−Bj+B 〉 nous donne :
〈j−B (t)j+B (0)〉 =
ev2B
2 cos(2e
∗V (t))e−2G-+el (t)−G-+env(t)
=
∑
η=±
∫
dE
2π
P (E)NB(ω + ηeV )IB(ω + ηeV )
(IV.44)
Pour les trois composantes du bruit, on obtient alors, en conservant la notation Ce,e pour une
expression plus compacte :
S0(ω) = 4(
eω
π
)2N (ω) (CRe,e(ω)− CAe,e(ω)) , (IV.45)
SA(ω) = −4e
π
CAe,e(ω)CRe,e(ω)
∑
η=±
IB(ω + ηeV )N (ω + ηeV ) (IV.46)
et nalement :
SC(ω) = 4
(eω
π
)2N (ω)(CAe,e(ω)− CRe,e(ω)) (IV.47)
×
∫
dtsgn(t) cos(eV t)e2Ge,e(t)
(
CAe,e(ω)eiω|t| + CRe,e(ω)e−iω|t|
)
, (IV.48)
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Si les fonctions de Green avancées et retardées sont impaires vis-à-vis de la fréquence, le bruit
de rétrodiusion se simplie en :
(SA + SC)(ω) =
4e
π
[CAe,e(ω)]2 ∑
η=±
IB(ω + ηeV ) (NB(ω + ηeV )− 2NB(ω)) . (IV.49)
Nous obtenons nalement une version faible du théorème de uctuation dissipation pour le
bruit de grenaille SA en ce sens où il existe un pré-facteur qui peut dépendre de la fréquence.
Par ailleurs le bruit de grenaille demeure bien la seule source de bruit en émission. Nous allons
à présent appliquer ces résultats pour un QPC couplé à un oscillateur harmonique.
2.3 – Application pour un oscillateur harmonique
Dans cette partie nous appliquons les résultats de la partie précédente à un oscillateur
harmonique. An de considérer des paramètres réalistes, nous basons nos études théoriques
sur le matériel utilisé pour les expériences menées à Saclay et pour lesquelles les oscillateurs
étudiés possèdent généralement les caractéristiques suivantes : une fréquence propre de l’ordre
de 6Ghz, un facteur ρ ∼ 0.3 ce qui permet d’étudier le transport avec un rapport βhΩ ∼ 16, ce
qui est susant pour observer les plateaux de la conductance diérentielle dus à l’oscillateur.
2.3.1 – Fonction de Green de l’oscillateur amorti
En premier lieu nous étudions l’oscillateur amorti par le liquide électronique. La fonction
de Green eective de l’oscillateur en fréquence de Matsubara nous donne :
C−1e,b(ωn) = RKC(ω2n + 2ρ˜Ω|ωn|+Ω2), (IV.50)
avec ρ˜ = (K/2)2ρ, ce qui nous permet d’interpréter (ρ˜Ω)−1 comme un temps de relaxation.
Comme dans le cas classique, trois régimes de relaxation sont atteignables selon la valeur ρ˜.
Les calculs sont réalisés en l’appendice. Remarquons que pour ρ˜ ≫ 1, la fonction de Green
de l’oscillateur est linéaire en ωn, c’est-à-dire que l’oscillateur se comporte comme un conduc-
teur ohmique. À fort couplage, le liquide de Luttinger agit sur lui même par l’intermédiaire de
l’oscillateur et on obtient un liquide de Luttinger avec un paramètre eectif. Ce régime étant
peu intéressant, nous nous concentrons essentiellement sur les cas où le temps de relaxation
est supérieur à une période d’oscillation du résonateur. Les fonctions de Green de l’oscillateur
deviennent :
CKe,b(t) =
ρ˜√
1− ρ˜2
(
e−ρ˜Ω|t| cos(
√
1− ρ˜2Ωt) + 1
iπ
∑
η=±
ηg
(
(
√
1− ρ˜2 + iηρ˜)Ω|t|
))
(IV.51)
CA/Re,e (t) = ±iθ(t)
ρ˜√
1− ρ˜2 e
−ρ˜ω|t| sin(
√
1− ρ˜2Ωt) (IV.52)
avec g(z) = − cos(z)Ci(z)− (si)(z) sin(z), avec
Ci(z) = −
∫ ∞
z
cos(t)
t
dt et si(z) = −
∫ ∞
z
sin(t)
t
dt (IV.53)
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Ces fonctions ont une décroissance algébrique en t−2 qui traduit les eets de mémoire de l’os-
cillateur. Dans la suite nous nous limiterons à des oscillateurs de paramètre ρ˜ < 1 pour lesquels
les eets dissipatifs du liquide ne sont pas trop important. Comme cela nous sera utile par la
suite pour le calcul du bruit, nous donnons ces fonctions de Green en fréquence :
CKe,b(ω) =
4ρ˜2Ω|ω|
ω4 − 2ω2Ω2(1− 2ρ˜2) + Ω4 (IV.54)
CA/Re,b (ω) = −
iρΩ
(∓2iρωΩ− ω2 +Ω2) (IV.55)
Remarquons au passage que :
sgn(ω)
(
CA(ω)− CR(ω)) = 4ρ2|ω|Ω2
(2 (2ρ2 − 1)ω2Ω2 + ω4 +Ω4) (IV.56)
Ce qui assure que le théorème de uctuation dissipation est toujours respecté ici. La dernière
étape consiste à calculer la fonction P (E) correspondante ; le calcul analytique est dicile
à cause du terme supplémentaire en g(z|t|). Notons que ce terme décroit en 1/t2 et traduit
le comportement résistif de l’oscillateur sur le liquide électronique. Dans la mesure où il est
d’ordre 2 en ρ′ ce qui le rend négligeable dans la limite où nous travaillons.
2.3.2 – Transport dans la limite de faible relaxation
L’étude précédente nous donne directement accès à la fonction de Green eective du liquide
électronique (Eq.(IV.34)) ce qui va nous permettre de calculer le courant et le bruit émis par la
barrière. Elle permet également d’armer que le courant I0 n’est pas altéré par la présence de
l’oscillateur une fois le régime stationnaire atteint. Nous nous concentrons alors sur le bruit de
rétrodiusion.
Courant de rétro-diusion Nous commençons par montrer que le potentiel vecteur peut,
en première approximation, être considéré comme linéaire une fois le régime stationnaire at-
teint :
A0(t) =
ie
π
∫ ∞
−∞
dt˜′∂t′CR(t′, t˜′)V (t˜′) (IV.57)
= e
∗V (t−t0)
2 +
ρ−e−(t−t0)
√
1−ρ2Ω
(
ρ cos((t−t0)ρΩ)−
√
1−ρ2 sin((t−t0)ρΩ)
)
Ω (IV.58)
Pour t0 → −∞, le système atteint un régime stationnaire pour lequel on peut négliger les eets
non-markoviens du transport. Ainsi, A(t) est linéaire et par conséquent 〈jB〉 est indépendant
du temps. Dans la mesure où le terme de décroissance algébrique est d’ordre deux en ρ˜, nous
le négligeons par la suite et approximons la fonction de Green de l’oscillateur par sa version
classique. Plutôt que de calculer la fonction P (E) de l’oscillateur amortie où les fonctions de
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Dirac sont changées en lorentzienne, nous calculons une probabilité de passage eective :
Γ˜K(eV ) =
8KβΓ[− 2K ]
π
Re


e
−iπ
K Γ
(
1
K +
β
2π
(
1
τR
− ieV
))
Γ
(
1− 1K + β2π
(
1
τR
− ieV
))


(IV.59)
Comme dans le cas tunnel, le courant s’écrit alors :
IB = ev2B
∑
k∈N
e−ρ˜
ρ˜k
k!
(
Γ˜K(eV − kΩ)− Γ˜K(−eV − kΩ)
)
(IV.60)
Nous traçons alors la conductance diérentielle sur la gure IV.7 pour diérentes valeurs de K,
avec en pointillé la conductance diérentielle sans environnement, et en trait plein la conduc-
tance diérentielle en présence d’un environnement. Bien que cette image ne soit plus correcte
à présent, les résultats peuvent s’interpréter simplement avec le schéma proposé gure IV.3.
Plutôt que d avoir deux reservoir dont un voit son potentielchimique osciller à la fréquence
de l’oscillateur, nous pouvons ici considerer que nous avons deux canaux de propagations de
directions opposées. Ces deux canaux sont decouplés sauf au niveau de l’impureté où les quasi-
particules peuvent retrodiuser dans le canal de direction opposée, ce que nous assimilons à un
évèvememnt tunnel entre les deux canaux dont les potentiels électrochimiques sont dierents.
Dans notre modèle, l’oscillateur provoque également des uctuations de potentiels au niveau
de l’impureté et modient adiabatiquement la densité d’état. Dans la limite de faible rétrodif-
fusion, ces évènements sont assez rares et on considère que l’oscillateur a le temps de relaxer
entre deux processus, d’autant plus qu’il est couplé à un bain électronique.
Ainsi, à K = 1, on retrouve sans surprise une courbe très similaire au cas tunnel. Pour
K < 1, la conductance diérentielle sans environnement étant décroissante, on a qu’à eV = Ω,
les états |eV −Ω〉⊗ |1〉 compensent la perte des contributions des états |eV − (k+1)Ω〉⊗ |k〉
et on se retrouve avec une conductance diérentielle à polarisation nulle supérieure lorsque
l’environnement est présent. Il s’agit cependant de la conductance diérentielle, la conductance
totale est en revanche inférieure lorsque l’impureté est en série avec un environnement.
2.3.3 – Bruit en Excès
On rappelle que la formule du bruit se décompose en trois partie, S0, SA et SB .
S0(ω) = −e
2Kω
4π
coth(
πω
β
)− ρ˜
2Ω
Ω4 + ω4 − 2ω2Ω2(1− 2ρ˜2) (IV.61)
Le calcul du bruit de Grenaille est également relativement simple :
SA(ω) = 2
(eω
π
)2 CAe,e(ω)CRe,e(ω)∑
η
NB(ω + ηeV )IB(ω + ηeV ) (IV.62)
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Figure IV.7 – Rapport entre la conductance diérentielle du courant de rétrodiusion et sa
valeur à polarisation nulle et non couplée à un environnement G0B(0) en fonction de eV/hΩ.
Les courbes en pointillées correspondent au cas sans environnement. On a xé ρ˜ = 0.1 et
considérée trois valeurs pour le paramètre d’interactionK = 1,K = 0.8 etK = 0.6.
Pour le bruit SC , la fonction de Green de l’oscillateur harmonique n’ayant aucune parité
nous la décomposons en deux fonctions, l’une paire et l’autre impaire, pour lesquelles nous
calculons les contributions respectives SpC et S
i
C
SpC(ω) =
(
2eω
π
)2
CKe,e(ω)CKe,e,i(ω)
∑
η
NB(ω)IB(ω + ηeV ) (IV.63)
SiC(ω) =
(
2eω
π
)2
CKe,e(ω)CKe,e,p(ω)
∑
η
NB(ω)IB(ω + ηeV ) (IV.64)
avec
I (V ) =
∫
dteieV tsgn(t)eG
−+(t) (IV.65)
= −i 2
2K+1βKΓ(−2K)∣∣∣Γ(−K− iβω2π + 1)∣∣∣2
ℑ
(
eiπK csc
(
πK+
iβeV
2
))
. (IV.66)
Nous traçons alors le bruit en excès sur la gure (IV.8) pour une impureté en série (ligne
pleine) ou non (ligne hachurée) avec un oscillateur harmonique. Notons que dans la limite où
ρ˜ ≪ 1, on peut approximer les fonctions de Green en préfacteurs par les fonctions de Green
du liquide électronique. L’oscillateur se manifeste alors par un pic de bruit négatif à ω = −Ω.
Comme nous l’avions mentionné dans l’étude théorique, le bruit en absorption dans la limite
tunnel ne respecte pas le théorème de uctuation-dissipation. Ainsi, en reprenant l’image de la
gure IV.3, on comprend que les états d’énergie | − ω + eV − kΩ〉, pour −ω + eV − kΩ < 0
contribuent alors au bruit SC , d’amplitude négative et deux fois supérieure à celle du bruit de
grenaille SA. Ainsi, nous obtenons avec un pic d’amplitude négative à ω = −Ω.
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Figure IV.8 – Rapport entre le bruit en excès à fréquence nie dans la limite de faible rétro-
diusion et sa valeur à ω = 0, K = 1 et ρ = 0, en fonction de ω/eV pour ρ′ = 0.15 (ligne
pleine) et ρ′ = 0 (ligne hachurée). Ces courbes sont tracées pour hΩ/eV = 3, βhΩ = 16.5 et
pourK = 1 (courbe noire) etK = 0.9 (courbe bleue).
3 | Application pour N Impédances en série
Nous reprenons les calculs de la section 2 dans le cas où plusieurs impédances sont en
série avec l’impureté. Dans un premier temps nous calculons la fonction de Green eective de
la partie électronique. Si cette dernière est relativement peu modiée du point de vue de sa
structure, on verra en revanche que celle de la fonction de Green bosonique est radicalement
diérente. Dans la suite on indexe par i les diérentes impédances. l’action du système devient :
S =
∫∫
dxdτ φC−1el φ+
∑
i
ϕiC−1env,iϕi −
2
π
i
∫
dτφ(0, τ)∂τϕi. (IV.67)
3.0.4 – Fonction de Green eectives
Pour le liquide de Luttinger, tout se passe comme si les diérents éléments de l’environne-
ment étaient en série. Leurs impédances, et donc leurs fonctions de Green se somment, ce qui
nous permet d’obtenir :
C−1e,e = C−1el + π−2ω2n
∑
i
Cenv(υi, ωn). (IV.68)
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Pour l’environnement en revanche on obtient :
Z =
∫∫
DφDϕ exp
(
−Sel −
∑
i
ϕiC−1env(Ωi)ϕi ± 2
i
π
φ∂τϕi
)
,
=
∫∫
DϕDφ exp

−Sel −∑
i
Se,b,i +
1
π2
∑
j 6=i
∫
dτ ′ϕi(τ ′)∂2τCel(τ, τ ′)ϕj(τ)

 .
Il apparaît clairement que les diérents éléments de l’environnement sont couplés par l’in-
termédiaire du liquide de Luttinger. On retrouve alors un modèle de type chaîne d’Ising qui
se diagonalise relativement simplement comme nous allons le montrer. Pour le transport en
revanche cela nous prive d’une équation simple pour la fonction de Green eective de l’envi-
ronnement comme dans le cas tunnel (Eq.IV.27) où il sut simplement d’inverser l’équation
(IV.68). Ainsi le plus simple pour obtenir directement la fonction de Green eective électro-
nique est de travailler avec cette même équation. On en déduit que G−1e,b est une matrice carrée
de taille N telle que :
[C−1e,b(ωn)]i,j = C−1env(υi)δi,i + (ωn/π)2Cel(ωn) (IV.69)
Par exemple, dans le cas où trois résonateurs de fréquence distinctes sont présents, on a :
[C−1e,b] =

 C
−1
e,b(υ1) (ωn/π)
2Cel(ωn) (ωn/π)2Cel(ωn)
(ωn/π)
2Cel(ωn) C−1e,b(υ2) (ωn/π)2Cel(ωn)
(ωn/π)
2Cel(ωn) (ωn/π)2Cel(ωn) C−1e,b(υ3)

 (IV.70)
Cette matrice peut être comparée à une chaîne d’Ising où tous les spins sont couplés les un
avec les autres avec la même constante. Ce problème est bien entendu diagonalisable puisqu’il
s’écrit comme une somme de matrices circulantes qui commutent toutes entre elle et qui sont
donc codiagonalisables. Il sut alors de se placer dans la base des ϕ˜k tels que :
ϕ˜k =
N−1∑
i=0
ωikϕi, (IV.71)
où les ωk sont les racines N -ième de l’unité. Dans cette base, la fonction de Green bosonique
devient :
[C˜−1e,b(ωn)]ij = C−1e,b(υi, ωn) + α2(N − 1)Cel(ωn)δi,1. (IV.72)
Pour N = 3 :
[G˜−1e,b] =

C
−1
e,b(υ1) + (N − 1)α2ω2nGel 0 0
0 C−1e,b(υ2) 0
0 0 C−1e,b(υ3)

 (IV.73)
Si on cherche la fonction de corrélations entres les champs des diérents résonateurs, il sut
de lire directement l’équation (IV.70) et on obtient :
〈ϕ˜iϕ˜j〉(ωn) = C−1env(υi, ωn)δi,i + α2ω2nCel(ωn) (IV.74)
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Cette petite étude nous montre que contrairement au cas tunnel, la fonction de Green eective
de plusieurs impédances en série contient la rétroaction du liquide de Luttinger et a fortiori,
celle des autres impédances. Elle montre également que les corrélations entre impédances sont
possibles et que les échanges de photons sont non nuls. La formule la plus exploitable ici reste
l’équation (IV.68) que nous allons appliquer au cas d’un conducteur ohmique.
3.1 – Application au cas d’un conducteur ohmique
Considérons à présent le cas d’un conducteur ohmique de résistanceR que nousmodélisons
par une innité d’oscillateurs harmoniques branchés en série. L’équation (IV.68) nous donne :
Cres(ωn) = 2π
K|ωn| +
∑
i
1
RKC
1
ω2n +Ω
2
i
=
2π
ωn
(
1
K
+
R
RK
)
(IV.75)
Comme pour la limite tunnel, les caractéristiques du transport à travers une impureté en sé-
rie avec un conducteur ohmique sont les mêmes que celles à travers un liquide de Luttinger
de paramètre eectif K ′ = K/(1 + KR/RK) et tous les points techniques éventuellement
rencontrés disparaissent ; A(t) reste linéaire et tous les eets de mémoires disparaissent. Ceci
justie l’assertion du paragraphe 2.2.1 selon laquelle on peut obtenir une fonction A(t − t′)
linéaire dans un régime stationnaire.
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4. CONCLUSION
4 | Conclusion
Dans ce chapitre nous avons étudié le transport en présence d’un environnement à travers
une impureté dans deux régimes limites de transmission, à savoir la limite tunnel et la limite de
faible rétrodiusion. Nous avons montré que le rôle joué par l’environnement, en le ramenant
à une fonction de Green eective du liquide électronique, peut se réinterpréter comme une
réorganisation de la densité d’état due à l’environnement. Ceci transparaît de façon claire sur
le bruit en excès non symétrisé à fréquence et à voltage ni. Nous avons également montré que
le théorème de uctuation-dissipation demeurait valide pourvu que la température .
Concernant les interactions, nous avons montré que leur rôle était au premier ordre in-
dépendant de celui de l’environnement. Ainsi, l’ensemble des résultats de la théorie P (E)
peuvent être retrouvés en modiant le taux de probabilité d’événements de diusion par le
taux de diusion eectif ΓK que nous avions calculé au chapitre II. Les rôle des interactions
peut également se modéliser par une résistance tel que K = 1/(1 + R/RK). Dans la limite
de faible rétrodiusion, l’environnement comme les interactions rendent la composante SC du
bruit non nulle. Ainsi, contrairement au cas tunnel, l’aire totale sous la courbe du bruit en excès
n’est pas conservée et le théorème de uctuation-dissipation n’est plus valide pour le bruit en
absorption.
L’ensemble des résultats précédents n’est pas sans rappeler l’eet d’un irradiation radio-
fréquence sur les propriétés du transport à travers une jonction tunnel [TG63]. Fondamenta-
lement, en écrivant le potentiel vecteur aux bornes de l’impureté comme eV t − ϕ, avec ϕ un
champs oscillant en radio-fréquence, il est légitime de penser que le rôle de l’oscillateur et celui
d’un tel champs sont proches. Dans leur article, Tien et Gordon interprète également le rôle
du champ radiofréquence comme une réorganisation de la surface de Fermi. Pourtant pour
une jonction tunnel, l’inuence de l’irradiation est invisible sur le courant et la conductance
diérentielle. La comparaison entre ces deux irradiations sera l’objet du chapitre suivant.
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Chapitre V
Transport à travers une impureté en
Radio-Fréquence
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L
’utilisation de modulation AC du voltage (en micro-ondes ou plus généralement radio-
fréquence (RF)) sur un système quantique pour en étudier le transport, fut d’abord initiée
par les travaux expérimentaux de Dayem et Martin [DM62], puis théoriques de Tien et
Gordon [TG63]. Elle s’est révélée être une technique particulièrement fructueuse pour sonder
les propriétés électroniques de la matière. Les uctuations périodiques du potentiel chimique
ainsi provoquées modient profondément la densité d’état électronique et les conséquences
sont directement mesurables sur le transport. Depuis, cette idée a été approfondie, aussi bien
d’un point de vue théorique [DEG+90b, GGJ+90b] qu’expérimental pour sonder les propriétés
électroniques d’autres systèmes tels que les diodes quantiques [DSA+95] ou les boîtes quan-
tiques [SW96, MEK07], notamment depuis les récents progrès techniques qui permettent de
coupler ces boîtes à des cavités micro-ondes [DSP+11].
Pour comprendre la physique sous-jacente, considérons un électron d’énergie ε que l’on
soumet à un champ radio-fréquence d’amplitude Va et de fréquence ν. Pour une faible ampli-
tude (eVa ≪ hν), la probabilité pour un électron d’être dans l’état |ǫ〉 reste proche de 1. Pour
eVa ≈ hν, en revanche, la probabilité pour l’électron d’être dans un état |ε ± hν〉 devient ap-
préciable. Ainsi, le courant moyen à travers une jonction tunnel, soumise à un champ oscillant,
suit la relation de Tien-Gordon :
IT =
∑
k∈Z
Jk
(
eVa
hν
)2
Idc(eV − khν), (V.1)
avec Idc le courant à travers une jonction tunnel soumise à un courant dc. Pour un liquide de
Fermi, même à température nie, la densité d’état n(ε) possède la propriété particulière d’avoir
le point (εF , 1/2) comme centre de symétrie, avec pour conséquence directe l’invariance de la
quantité n(εF +ε)+n(εF −ε). Sous modulation RF, l’énergie des électrons est déplacée adiaba-
tiquement et les probabilités pour un électron de se retrouver dans un état |ε+kν〉 ou |ε−kν〉
sont les mêmes. La symétrie centrale évoquée ci-dessus est alors respectée. Cette symétrie a
pour particularité de rendre le courant directement proportionnel au voltage ; la modulation
n’a alors aucun eet sur l’intensité ou la conductance diérentielle de la jonction. Pour le bruit
cependant, et en particulier pour le bruit en excès, on observe l’apparition de pics aux fré-
quences ωk = kν, k ∈ Z, y compris à ω > eV/h, et qui correspondent à de l’émission stimulée
par le champ RF. Lorsque la symétrie centrale est initialement brisée, l’inuence du champs RF
est directement observable sur la conductance diérentielle. La modulation en micro-onde est
donc particulièrement adaptée à l’étude du transport à travers une impureté dans un liquide
de Luttinger, ou une impureté couplée à un environnement électromagnétique comme nous
allons le voir ici.
Ce chapitre étant né d’une collaboration avec une équipe du SPEC au CEA de Saclay, nous
consacrons sa dernière partie à la comparaison entre nos prédictions théoriques et leurs résul-
tats expérimentaux pour une jonction tunnel, couplée à une ligne de transmission. En parti-
culier nous nous attarderons sur la mesure du bruit non symétrisé, une quantité longuement
considérée comme purement théorique et dont l’importance d’un point de vue fondamental
ne saurait être sous estimée. D’un point de vue pratique, cette technique ouvre la voie à de
nouvelles mesures puisque le bruit non symétrisé, plus riche en information, peut être relié à la
conductance de la jonction. Cette relation reste valide même en présence d’un environnement,
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comme nous allons le montrer.
Ce chapitre est organisé de la façon suivante : nous étudierons dans un premier temps le
transport à travers une impureté soumise aux interactions électroniques, d’abord dans la limite
de faible rétrodiusion, puis dans la limite tunnel. Enn, nous présenterons succinctement le
dispositif expérimental qui permet de mesurer le bruit non-symétrisé, et nous comparerons les
résultats théoriques et expérimentaux.
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1. TRANSPORT AC À TRAVERS UNE IMPURETÉ DANS UN LIQUIDE DE LUTTINGER
1 | Transport AC à travers une Impureté dans un Li-
quide de Luinger
Nous reprenons ici l’étude du transport à travers un liquide de Luttinger en le soumettant à
présent à unemodulation RF. Comme nous l’avonsmontré dans le chapitre IV, la généralisation
au cas où l’impureté est en série avec un environnement revient essentiellement à eectuer
les calculs avec une fonction de Green eective du liquide électronique. Nous traiterons donc
directement ce cas.
1.1 – Limite de faible Rétrodiusion
1.1.1 – Courant de Rétrodiusion
Nous reprenons les calculs du transport à travers une impureté eectués au chapitre IV et
en particulier à l’équation (IV.42) en considérant à présent que le liquide électronique est soumis
à un potentiel constant d’amplitude V et à une modulation RF de fréquence ν et d’amplitude
Va. Le corrélateur 〈jB〉 devient :
〈jB〉(t) = ieV 2T
∫
dt′ sin
(
eV (t− t′) + eVa
ν
(sin(νt)− sin(νt′)
)∑
η
ηeG
−η(t−t′),
= eV 2T
∑
ηη′
ηη′
∫
dt′
∑
k∈Z
Jk
(
eVa
hν
cos(ν2 (t+ t
′)
)
ei(eV−
kν
2 )(t−t′)eG
−η(t−t′).
La modulation rend naturellement le courant de rétrodiusion dépendant du temps. Plus par-
ticulièrement, on remarque que le terme à l’intérieur de l’intégrale ne dépend que des variables
τ = t−t′ et τ ′ = t+t′. Les processus à t−t′ correspondent à des processus tunnel à impulsion
constante, c’est-à-dire que l’électron incident et l’électron sortant ont la même impulsion. Les
termes en τ ′ = t + t′ correspondent aux processus où une partie de l’énergie est émise ou
absorbée par le champ RF. Lors d’une mesure, l’ensemble de ces processus est moyennée, ce
qui revient pour nous à faire cette opération sur la variable τ ′. On montre alors que :
〈Jk
(
eVa
hν cos(
ν
2τ
′)
)〉τ ′ = (1 + (−1)k)
[
Jk
2
(
eVa
hν
)]2
. (V.2)
et on retrouve la relation de Tien-Gordon :
ITGB =
∞∑
k=−∞
(
Jk(
eVa
Ω )
)2 IdcB (eV + kν), (V.3)
avec IdcB le courant à travers la même impureté soumise à une polarisation constante. Ce résul-
tat est à rapprocher de la formule que nous avions obtenue pour un oscillateur harmonique, en
ne considérons plus à présent une statistique poissonienne pour les Pk, mais une statistique de
Tien-Gordon. Une formulation P (E) de la modulation RF est donc envisageable, ce qui peut
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Figure V.1 – Ratio entre la conductance diérentielle dans le régime de faible rétrodiusion et
la conductance diérentielle à polarisation nulle G0B(0), en fonction de eV/ν, pour K = 0.6
(rouge).
permettre de la convoluer avec celle d’un éventuel environnement. Il faut cependant garder en
mémoire qu’il s’agit d’une version plus faible de la théorie P (E) puisque la fonction PTG(E)
correspondante, paire en énergie, ne vérie pas les équations de balance détaillée. Finalement
tout se passe comme si la densité d’état du liquide électronique ρTG était renormalisée et valait
à présent [TG63] :
ρTG(εF ) =
∞∑
k=−∞
(
Jk(
eVa
hν )
)2
ρ(εF + kν). (V.4)
Si on considère un état au bord de la jonction tunnel, le champ RF ne peut pas modier sa distri-
bution spatiale, mais peut modier adiabatiquement son énergie [TG63]. L’électron se retrouve
dans une superposition d’états d’énergie |ε + kν〉 dont nous dirons qu’ils sont stimulés pour
k > 0 ou inhibés pour k < 0. Dans le cas sans interaction, le courant est linéaire vis-à-vis du
potentiel et l’eet des uctuations de voltage est invisible sur la conductance puisque l’émission
et l’absorption se compensent exactement. Les interactions en revanche, par les non-linéarités
qu’elles engendrent, brisent cette symétrie et permettent d’apercevoir sur la conductance les
eets de uctuations de courant comme on peut l’observer sur la g.V.1. Le champ RF inhibe
les états proches de la surface de Fermi et déplace leur contribution à la conductance à des
valeurs autour de eV = kν. La conductance à polarisation nulle diminue puisque les états de
cœur stimulés, moins dense, ne compensent pas ces pertes.
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1.1.2 – Bruit en émission
Observons à présent les conséquences du champ RF sur le bruit en excès. On reprend di-
rectement les résultats de la section 4.3.3 du chapitre IV et on calcule le corrélateur 〈j−Bj+B 〉 :
〈j−B (t)j+B (t′)〉 =
e2v2B
4
∑
η=±
eηi(eV τ−
2eVa
Ω cos(
ν
2
τ ′) sin( ν
2
τ))e2G
-+
e,e(τ). (V.5)
On réalise à nouveau une moyenne sur τ ′ et on calcule la transformée de Fourier sur τ . À l’aide
des équations de balance détaillée, on obtient :
〈j−Bj+B 〉 = e2v2B
∑
k
Jk
(
eVa
hν
)2 ∫
dτe−iωτ cos((eV + kν)τ)eG
-+
e,e(τ),
= e
∑
k
Jk
(
eVa
hν
)2 ∑
η=±
NB(−ω + ηeV + nν)IB(−ω + ηeV + nν). (V.6)
Il apparaît immédiatement que le théorème de uctuation-dissipation n’est plus vérié dans sa
version forte, puisque le facteur de Bose n’est plus en préfacteur comme pour l’équation (IV.25).
On trace le bruit en excès gure V.2. Les eets de la modulation RF sont à présent visibles même
dans le cas sans interaction. Dans la limite de faible rétrodiusion, nous rappelons qu’il faut
distinguer le bruit en émission, directement proportionnel au bruit de grenaille, et le bruit en
absorption qui contient la correction SC au bruit de grenaille.
Pour la partie émission, nous obtenons une version aaiblie du théorème de uctuation-
dissipation qui reste valide pour chaque mode du champs RF. Cette propriété se comprend bien
en reprenant l’image d’un électron dans une superposition d’états d’énergies |ǫ± kΩ〉, k ∈ N.
Sur les courbes de la gure V.2, on observe à K = 1 des pics d’amplitude proportionnelle à
J2k (eVa/Ω) en ω = kν. À K = 1/2, ces pics sont remodelés par les interactions mais l’inter-
prétation physique reste la même. Ces pics respectent le théorème de uctuation-dissipation
et permettent de mesurer directement SA sans la correction SC .
Pour le bruit en absorption en revanche, la composante SC du courant entre en jeu et
brise la symétrie émission-absorption. On retrouve en général le même motif que pour le bruit
en émission mais avec un rapport d’homothétie pouvant être négatif selon l’importance des
interactions coulombiennes ou la nature de l’environnement. Pour K = 1 et sans interactions,
la contribution SC est nulle et on retrouve des pics d’amplitude Jk(eVa/ν)2 en ω = ±kν. La
symétrie émission-absorption est alors restaurée. Dans ce cas seulement, l’aire totale sous la
courbe est conservée.
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Figure V.2 – Rapport entre le bruit en excès à fréquence nie et cette même quantité prise à
fréquence et modulation nulle et sans interactions, en fonction de ω/eV , pour eV = 1 βω = 1,
ν/eV = 3 et pourK = 1 (noire),K = 0.75 (bleue),K = 0.5 (rouge).
1.2 – Limite Tunnel
1.2.1 – Courant tunnel
Comme pour la limite de faible rétrodiusion nous reprenons l’expression du courant éta-
blie au chapitre II. La généralisation au cas d’une impureté couplée à un environnement est ici
aussi immédiate et on obtient :
IT = iev
2
T
4
∫
dt sin(eV (t− t′)) + 2eVaν cos(ν2 (t+ t′)) sin(ν2 (t− t′))
∑
η
ηeG
−η
e,e(t−t′). (V.7)
Pour les mêmes raisons que dans la limite transparente, nous moyennons sur la variable τ ′ =
t+ t′ et on obtient :
〈IT 〉τ =
∑
n∈Z
Jn
(
eVa
ν
)2
IdcT (eV − kν) (V.8)
où IdcT est le courant tunnel à travers la jonction soumise à une polarisation dc. Dans le cas
sans environnement, nous retrouvons les résultats obtenus par Cuniberti et al. dans [CFSK99].
L’ensemble des remarques quant à la réorganisation de la mer de Fermi reste valide ici. La
conductance de la jonction est tracée gure V.3. Comme pour la limite de faible rétrodiusion,
la conductance à polarisation nulle reçoit la contribution des états de cœur. Dans la limite
tunnel, la conductance diérentielle étant croissante avec le biais, ceux-ci contribuent de façon
substantielle au transport.
91
1. TRANSPORT AC À TRAVERS UNE IMPURETÉ DANS UN LIQUIDE DE LUTTINGER
1 2 3 4
2
4
6
8
10
eV/ν
∂V IT (V )/RT
Figure V.3 – Conductance diérentielle dans le régime de faible rétrodiusion en unité deRT ,
en fonction de eV/ν, à modulation nulle (rouge) et à modulation d’amplitude nie eVa/ν = 2
(bleue).
1.2.2 – Bruit en excès
Le calcul du bruit se fait également en reprenant les formules du chapitre IV. On obtient
directement :
SN (ω) = 2e
∑
n∈Z,η=±
Jn
(
eVa
ν
)2
NB(ω + ηeV − nΩ− kν)IdcT (ω + ηeV − nΩ− kν) (V.9)
Nous avons ici aussi perdu la version forte du théorème de uctuation dissipation, cependant
certaines caractéristiques que nous avions dans le cadre de la théorie P (E) restent valides,
notamment la conservation de l’aire totale sous la courbe. En eet dans le cas tunnel on peut
directement écrire :
SN (ω) =
∑
k∈Z
Jk
(
eVa
ν
)2
SdcN (ω − kν) (V.10)
avec SdcN le bruit non symétrisé de la même jonction tunnel soumise à un courant dc. Pour
comprendre le rôle des modulations RF, nous traçons cette quantité pour une jonction tunnel
couplée d’une part à un conducteur ohmique (gure V.4), et à un oscillateur harmonique d’autre
part (gure V.5).
Pour le couplage à un conducteur ohmique, le bruit en excès sans modulation est donné par
les courbes hachurées avec K = 1/(1+R/RK) et on retrouve les résultats du chapitre II. Sous
modulation RF, un pic, éventuellement remodelé par les interactions, apparaît à ωk = kν avec
un rapport d’homothétie Jk(eVa/hν)2. Ainsi, pour K = 2/3 par exemple, le bruit en excès
sans irradiation est une marche de Fermi, et on obtient des marches d’amplitude Jk(eVa/hν)2
à ωk = kν.
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Figure V.4 – Bruit en excès d’une jonction tunnel irradiée en unité de eRT en fonction de
ω/eV avec eVa = 2ν pourK = 1 (noire),K = 3/4 (Bleue) etK = 2/3 (rouge)
Pour une jonction couplée à un oscillateur harmonique (gure V.5), on retrouve pour une
irradiation nulle la gure IV.4 du chapitre IV avec des pics en ω = −kΩ dont les amplitudes
suivent loi de Poisson de paramètre ρ. Sous irradiation, avec ν = Ω/2, on retrouve une nouvelle
statistique pour ses pics qui n’est autre que la statistique de Tien-Gordon convoluée avec une
loi de Poisson.
1.2.3 – Relations entre le courant et le bruit
Nous généralisons à présent l’approche précédente en considérant un système linéaire sou-
mis à une variation de courant quelconque, dont on étudie la conductance diérentielle à fré-
quence nie G[f ](ω) lorsque l’amplitude de cette variation tend vers 0 :
G[f ](ω) =
δIT (t)
δf(t′)
∣∣∣∣
f→0˜
= i
(evT )
2
2
∫ ∞
0
dt(1− eiωt) cos(eV t)
(
eG
-+
e,e(t) − eG-+e,e(t)
)
. (V.11)
Cette dernière équation est à comparer avec le bruit non symétrisé :
S(ω) =
(evT )
2
2
∫
dte−iωt cos(eV t)eG
+-
e,e(t), (V.12)
ce qui nous donne immédiatement :
S(ω)− S(−ω) = 2hωReG[f ](ω). (V.13)
Cette relation, complémentaire au théorème de uctuations-dissipation, relie la partie anti-
symétrique du bruit à la conductance diérentielle à fréquence nie. Elle demeure valide éga-
lement en présence d’interactions ou d’un environnement, une conséquence directe de la vali-
dité des équations de balance détaillée. Dans les expériences de Saclay cependant, ce n’est pas
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Figure V.5 – Bruit en excès d’une jonction tunnel couplée à un oscillateur en unité de eRT
irradiée en radio-fréquence, en fonction de ω/eV . On a posé Ω = 4eV , ν/eV = 2, K = 1.0,
βΩ = 16, ρ = 1, et eVa/ν = 2 (bleue) et sans irradiation (eVaν ≈ 0) (rouge).
le bruit qui est mesuré, mais sa dérivée vis-à-vis du voltage, ∂S/∂V . En notant :
σK(V ) = ∂V ΓK(V ) =
1
2
ΓK(V )
(
1− 2
π
ReΨ
[
K+ iβ
KeV
2π
])
, (V.14)
avec, Ψ la fonction digamma 1, on obtient :
∂V SN (ω, eV ) = (evT )
2e−ρ coth(
βΩ
2 )
∞∑
n,k=−∞
Jn
(
eVa
ν
)2
Ik
(
ρ
sinh(βν2 )
)
ek
βν
2
×
∑
η=±
ησK(ω + ηeV − nν − kΩ).
(V.15)
Ces expériences permettent de mesurer indépendamment la conductance diérentielle à fré-
quence nie et le bruit non-symétrisé. Or la relation (V.13) qui relie ces deux quantités reste
également valide en présence d’un environnement. Ainsi, le bruit symétrisé peut être obtenu
de deux façons distinctes :
S(ω) =
1
2
(SN (ω) + SN (−ω)) = SN (ω)− hωReG[f ](ω). (V.16)
ce qui permet d’asseoir les résultats expérimentaux sur le bruit non symétrisé.
1. Ψ = Γ′/Γ avec Γ la fonction Gamma.
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2 | Comparaison aux Expériences
Nous présentons ici de façon succincte l’expérience de transport à travers une jonction
tunnel couplée à un oscillateur harmonique sous courant AC en RF telle qu’elle est réalisée à
Saclay. Nous comparerons ensuite les résultats expérimentaux aux prédictions théoriques.
2.1 – Dispositif expérimental
Le but de cette expérience est d’étudier le transport à travers une jonction tunnel couplée
linéairement à une ligne de transmission de haute impédance qui agit comme un résonateur
λ/4, et dont on peut moduler la fréquence par un champ magnétique extérieur. Une photo et
un schéma simplié sont donnés en gure (V.6). L’impédance de la ligne de transmission est
mesurée expérimentalement et est tracée gure (V.7). La lorentzienne obtenue rapproche le
comportement de la ligne de transmission de celui d’un oscillateur harmonique de facteur de
qualité ni ; nous la modéliserons ainsi.
400 nm
5 µm
50Ω
100 µm
λ
0 
/ 4 , ν
0
(φ
b
)
Figure V.6 – En haut, photo de la ligne de transmission à haute impédance (Zc = 1 − 2kΩ)
agissant comme un résonateur à λ/4 de fréquence modulable Ω = 4, 5, 6Ghz avec un zoom
sur chacun des éléments du circuit. En-dessous, schéma simplié du système.
La jonction et la ligne de transmission sont ensuite branchées au reste du circuit, schématisé
gure V.8, et qui contient :
z Le couplage à une source extérieure de voltage, modélisé en vert.
z Une source d’irradiation en radio fréquence, modélisée en violet.
z Le dispositif de mesure, qui contient notamment un circulateur, essentiel à la mesure du
bruit non-symétrisé, est modélisé en noir. Le circulateur permet de dissiper une grande
partie de l’énergie provenant des appareils de mesure dans la résistance 50Ω. Ainsi, la ré-
troaction des appareils de mesure sur l’échantillon est grandement diminuée, ce qui évite
unemesure purement classique, c’est-à-dire symétrisée. Naturellement, la résistance 50Ω
rayonne également sur l’oscillateur et la jonction, mais à une fréquence susamment
basse pour ne pas qu’on s’en inquiète.
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Figure V.7 – Impédance en fonction de la fréquence (en GHz) de la ligne de transmission. La
lorentzienne obtenue permet de simuler un oscillateur harmonique de facteur de qualité ni.
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Figure V.8 – Schéma simplié du dispositif électronique permettant la mesure de la conduc-
tance diérentielle et du bruit non-symétrisé.
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2.2 – Résultats expérimentaux
Le circuit décrit permet de mesurer la conductance diérentielle et le bruit diérentiel non-
symétrisé à fréquence nie, à voltage constant et en RF. Pour des raisons de facteur de trans-
mission, l’irradiation en radio fréquence et la mesure à fréquence nie ne peuvent se faire qu’à
la fréquence de l’oscillateur. Les résultats expérimentaux, comparés aux prédictions théoriques
sont tracés gure V.9. Le très bon accord obtenu, et en particulier l’écart avec le bruit symé-
trisé, avec ou sans irradiations, permet d’armer que la quantité mesurée est bien le bruit non
symétrisé.
Notons que la théorie peut être améliorée en prenant en compte le facteur de qualité ni de
l’oscillateur harmonique. Aux températures auxquelles sont menées les expériences (βΩ≫ 1),
nous pouvons parfaitement approximer la loi de Skellam par la loi de Poisson. Par ailleurs,
comme nous l’avons montré dans le chapitre IV, la fonction de Green d’un oscillateur faible-
ment couplé à un bain est bien approximée par une exponentielle décroissante. On obtient alors
que le courant s’écrit :
IT (eV ) = ev
2
T
4
∫
dt sin(eV t)e
− |t|τR e2G
-+
el (t) (V.17)
Plutôt que de calculer la fonction P(E) de l’oscillateur amorti, on garde la distribution de Pois-
son, et on inclut le frottement dans un taux de transition tunnel eectif Γ˜(eV ) que l’on géné-
ralise directement au cas avec interactions :
Γ˜K(eV ) =
8KβΓ[− 2K ]
π
Re


e
−iπ
K Γ
(
1
K +
β
2π
(
1
τR
− ieV
))
Γ
(
1− 1K + β2π
(
1
τR
− ieV
))


(V.18)
Le graphe de l’impédance nous donne pour temps de relaxation vaut τR ≈ 20Ω−1 ce qui nous
permet rendre quasi parfaitement compte des résultats expérimentaux comme on le voit gure
V.10. Ces résultats expérimentaux se distinguent clairement du bruit symétrisé et sont en bon
accord avec la théorie. Ils montrent ainsi qu’il est possible d’accéder au bruit non-symétrisé
sans avoir recours à un dispositif purement quantique.
La conductance diérentielle ainsi que la conductance diérentielle à fréquence nie sont
tracées sur la gure V.11. L’ensemble de ces courbes sont retrouvées à partir de la conductance
diérentielle dc à modulation nulle, ce qui permet de vérier expérimentalement que la relation
de Tien-Gordon reste valide en présence d’un environnement électromagnétique ainsi que la
relation reliant la conductance diérentielle à fréquence nie au bruit (que l’on relie encore au
courant et donc à la conductance diérentielle DC via les équations de balance détaillé).
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∂V S
E
N (eV, ω)/eRT
FigureV.9 – Dérivée du bruit en excès de la jonction tunnel couplée à une ligne de transmission
en fonction de eV à fréquence nie (ω = Ω). Le bruit est mesuré expérimentalement en absence
(noire) ou en présence d’irradiations (rouge) avec α = 0.85 et ν = Ω. Les courbes verte et
violette correspondent aux résultats théoriques.
∂V S
E
N (eV, ω)/eRT
Figure V.10 – Idem que pour la gure (V.9) mais pour un t tenant compte de la largeur nie
du mode.
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Figure V.11 – Panneau de droite, conductance DC de la jonction tunnel en fonction du voltage
pour une modulation AC nulle (carrés noirs) et pour α = eVa/hν = 1.1 (cercles rouges). La
ligne rouge correspond à l’application de la formule de Tien-Gordon sur la courbe obtenue à
modulation nulle. Sur le panneau de gauche, conductance diérentielle à fréquence nie me-
surée sans modulation (carrés noirs) et avec modulation (carrés rouges). Les courbes continues
correspondent à l’utilisation de la formule V.13 et des équations de balance détaillée sur la
conductance DC à modulation nulle pour obtenir les autres mesures.
3 | Conclusion
Dans ce chapitre nous avons étudié les eets d’une irradiation micro-onde sur le transport
à travers une impureté éventuellement couplée à un environnement. Nous avons montré que
la description, selon laquelle le champ micro-onde modiait adiabatiquement l’énergie d’un
état qui se retrouve alors dans une superposition d’état d’énergie |εF + kν〉, k ∈ Z avec une
probabilité Jk(eVa/hν)2, demeure valide. S’il est également possible de décrire les eets du
champs RF par une théorie P(E), c’est-à-dire qu’il est possible de voir le champs RF comme un
système capable d’absorber ou d’émettre avec la même probabilité un quanta d’énergie hν, il
est à noter qu’il s’agit d’une version plus faible de cette théorie P (E) puisque les équations de
balance détaillée ne sont pas respectées.
L’irradiation micro-ondes est particulièrement adaptée à l’étude du transport des liquides
de Luttinger puisqu’elle met en exergue les non-linéarités de la relation courant-voltage. Nous
avons vu également que le bruit non symétrisé suivait une version faible du théorème de uc-
tuation dissipation. C’est en ce sens qu’il est possible d’écrire la relation du théorème de uc-
tuation dissipation uniquement mode à mode. Là encore, l’irradiation se révèle être un outil
particulièrement adaptée puisqu’elle permet d’étudier la partie absorption du bruit de grenaille
qui est en général masquée par la contribution SC dans le cas d’un voltage continue et par ex-
tension de mesurer cette dernière.
Cette étude du bruit en émission sous irradiation RF, dont nous avons comparé les pré-
dictions théoriques avec les courbes expérimentales obtenues par une équipe du SPEC montre
que les mesures en questions permettent bien de mesurer le bruit non-symétrisé. Cette mesure,
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plus riche en information, permet entre autre de distinguer le bruit en émission et en absorp-
tion de la jonction tunnel, mais également la conductance diérentielle à fréquence nie grâce
à sa partie anti-symétrique. Ce sont ces propriétés essentielles que nous allons exploiter dans
le prochain chapitre où nous étudions l’inuence de la présence de photons dans l’oscillateur,
en particulier pour le tunneling photo-assité.
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Chapitre VI
Transport photo-assisté en champ non
classique
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Jusq’à présent nous avons considéré une jonction tunnel couplée à un environnementélectromagnétique à l’équilibre thermique. En d’autres termes, nous avons supposé quetout photon absorbé par l’environnement était relaxé dans un temps très court comparé au
tempsmoyen entre deux événements tunnel [IN05, BL82]. Pour un oscillateur harmonique pour
lequel βΩ ≫ 1 par exemple, les uctuations thermiques n’ont pas une amplitude susante
pour peupler l’oscillateur ; les processus de transport photo-assisté sont donc impossibles. Ainsi
on trouve que Pk, la probabilité pour que l’oscillateur absorbe k photons, est négligeable pour
k < 0.
Dans ce chapitre nous supposons à présent qu’un opérateur extérieur est capable de main-
tenir l’oscillateur harmonique dans un état préparé et de supprimer toutes les uctuations dues
à des processus d’absorption et d’émission. Nous supposons de plus que cette suppression se
fait dans un temps très court devant le temps moyen entre deux événements tunnel. Nous
étudions alors l’inuence de la présence de photons dans l’oscillateur sur le transport élec-
tronique. D’un certain point de vue, cela revient à une généralisation du chapitre précédent ;
comme nous allons le montrer, irradier le circuit en radio-fréquence revient à peupler l’oscilla-
teur par un état cohérent. Ainsi, on comprend que l’état présent dans l’oscillateur provoque des
uctuations de courant aux bornes de la jonction tunnel qui, à l’instar du champ ac en radiofré-
quence vont nous donner une statistique d’échange symétrique entre absortpion et émission.
Cette statistique sera évidemment convoluée avec les uctuations de points zéro de l’oscilla-
teur, qui permettent de briser cette symétrie d’absorption émission et d’observe la statistique
d’échange, au coût d’une convolution. La diérence majeure avec le chapitre précédent est que
si nous peuplons notre oscillateur avec un état quantique, il est à présent possible d’irradier la
jonction tunnel avec un champ non-classique ouvrant la voie à des statistiques exotiques.
Supposons par exemple que notre oscillateur soit maintenu dans un état de Fock. Se pose
alors la question, pour les processus photo-assistés, d’éventuelles interférences entre les pho-
tons de l’oscillateur. Elles peuvent alors, selon leur caractère constructif ou destructif, tota-
lement modier la statistique du transport. Pour un oscillateur contenant deux photons par
exemple, on peut intuitivement s’attendre à une large modication de P−1, le processus tunnel
où un photon est donné par l’oscillateur. C’est donc ici que l’étude du bruit en excès eec-
tuée dans les chapitres précédents prend toute son importance. Pour la conductance ou le bruit
symétrisé, les processus d’absorptions et d’émissions sont sommés et on perd une partie de l’in-
formation sur les probabilités P−k d’émettre k photons. Pour le bruit à fréquence nie, en excès
et non symétrisé en revanche, les pics obtenus à ωk = kν sont directement proportionnels aux
Pk et permet une comparaison directe avec l’expérience.
Une première technique pour réaliser ce type d’expérience est d’irradier l’oscillateur avec
un champ extérieur jusqu’à ce que la relaxation naturelle de l’oscillateur compense l’absorption
de photons du champ. De cette manière, nous peuplons l’oscillateur avec un état cohérent dont
nous pouvons étudier les conséquences sur le transport. Puis, nous prenons le parti d’ignorer
la technique expérimentale et nous supposons que l’oscillateur peut être maintenu dans l’état
voulu. Notons que quelques expériences, utilisant de manière astucieuse le principe de mesure
non-destructive, parviennent à maintenir pendant un temps arbitraire un système dans un état
excité [CIFR+13, VMS+12, RBH01]
Ce chapitre a été écrit en collaboration avec J. Gabelli du LPS, puis a été enrichi d’une col-
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laboration avec M. Woolley et A. Clerk de l’université de McGill à Montréal. Il est organisé
de la manière suivante : dans un premier temps nous développons le cas d’un oscillateur peu-
plé thermiquement ou par irradiation, puis nous développons la théorie P (E) pour un état
arbitraire dont on étudiera les conséquences sur le transport.
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1 | Oscillateurs couplés à un Bain thermique
Pour se donner une première intuition de l’eet des photons présents dans l’oscillateur sur
le transport, nous commençons par étudier deux cas très simples qui nous sont rapidement
accessibles : celui d’un oscillateur à température nie et celui d’un oscillateur irradié par un
champ RF. Ces deux cas nous permettront de montrer que les eets du transport photo-assisté
sont tout aussi important que les eets de bunching. Comme nous l’avons montrer dans les
parties précédentes, le rôle des interactions est essentiellement de renormaliser la densité d’état
électronique. Nous nous limiterons au cas sans interaction et à température nulle pour le liquide
électronique ; la généralisation est immédiate.
1.1 – Population thermique
Nous supposons à présent que le liquide électronique est à température nulle tandis que
l’oscillateur peuplé par un état thermique. Ce cas ne requiert aucun calcul supplémentaire et
peut être directement déduit des calculs que nous avons menés au chapitre IV, mais que nous
allons réinterpréter. Nous rappelons que la conductance diérentielle s’écrit alors :
G(V ) =
1
RT
∑
k∈Z
Pk
∑
η=±
Θ(ηeV − kΩ), (VI.1)
avec :
Pk = e
−ρ coth(βω2 )Ik

 ρ
sinh
(
βΩ
2
)

 ekβΩ2 . (VI.2)
Cette quantité est tracée sur la gure VI.1. À température nie, on retrouve des plateaux de
conductance pour chaque eV ∈ [kΩ, (k + 1)Ω], mais de hauteur Pk − P−k. On rappelle que
la contribution proportionnelle à Pk correspond à la contributions des états de la forme |eV −
kΩ〉 × |k〉 dynamiquement bloqués tant que eV < kΩ, tandis que le termes proportionnel à
P−k corespondent aux processus photo-assistés qui contribuent au courant tant que eV < kΩ.
Pour βΩ > 1 les uctuations thermiques de l’oscillateur ne sont pas susamment importantes
pour provoquer des processus photo-assistés. Ainsi pour tout k < 0, Ik est quasi nul. Pour
βΩ < 1 en revanche, la température rend les uctuations susamment importantes pour
céder un photon, et les processus photo-assité deviennent possibles . Ceci tend à diminuer
l’eet du DCB et la conductivité augmente. Notons également que les processus de bunching
sont signicatifs puisque la probabilité d’absorber un plus grand nombre de photons augmente.
Ainsi la conductance sans environnement n’est retrouvée que pour des valeurs plus large de la
polarisation. Bien que la conductance diérentielle permette de saisir la physique sous-jacente
au transport photo-assisté, elle ne renseigne pas complètement sur la statistique eective de la
densité d’état. À cet égard nous considérons également le bruit à fréquence nie :
SN (ω, eV ) = 2e
∑
k∈Z,η=±
Pk NB(βω + ηeV − kΩ)IdcT (βω + ηeV − kΩ). (VI.3)
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La température de l’oscillateur et du liquide électronique étant a priori distinctes, nous per-
dons la version forte du théorème uctuation-dissipation. Nous sommes alors restreint à une
relation pour chaque mode. Comme nous l’avons vu au chapitre IV, le bruit à fréquence nie
nous permet d’observer des pics à ω = kΩ directement proportionnels à Pk. L’ensemble des
résultats est résumé gure VI.1 où est tracé le bruit en excès à fréquence nie, dont la hauteur
des pics observés à ω = kΩ est directement proportionnelle à P−k, ainsi que la conductance
diérentielle.
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Figure VI.1 – À Gauche, bruit en excès à fréquence nie pour une jonction tunnel couplée à
un oscillateur harmonique peuplé par un état thermique en fonction de ω/eV pour Ω = 3eV ,
ρ = 1 et βeV = 0.5 (bleue) et βeV = 10. À droite, ratio de la Conductance diérentielle d’une
jonction tunnel couplée au même environnement.
1.2 – Couplage à un champ extérieur
On considère à présent un oscillateur harmonique vide couplé à un champ extérieur oscil-
lant. Le couplage se note dans le formalisme Keldysh :
Sint = i
∫
TK
dtJϕ, (VI.4)
avec ϕ la phase de l’oscillateur et J = A0 cos(νt + α) le champ extérieur d’amplitude A0, de
fréquence ν et α une phase quelconque. On eectue alors le changement de variable suivant :
ϕ˜ = ϕ+ i
∫
dtCRres(t, t′)J(t′), (VI.5)
qui nous permet de retrouver ainsi une action quadratique pour l’oscillateur. L’opérateur tunnel
devient alors :
JT = vB sin
(
θ + eV t+ ϕ˜− i
∫
dt′CRres(t, t′)J(t′)
)
. (VI.6)
Pour un champ extérieur oscillant on obtient :
−i
∫
dt′CRres(t, t′)J(t′) = A0
∫
dt′θ(t− t′) sin(Ω(t− t′)) cos(νt′ + α) (VI.7)
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Nous supposons ici que le mode de l’oscillateur est est de largeur nie et nous introduisons un
temps de relaxation τR. On obtient alors :
−i
∫
dt′CRres(t, t′)J(t′) = A0
τ2Ω
((
τ2R
(
Ω2 − ν2)+ 1) cos(α+ νt)− 2ντR sin(α+ νt))
ν4τ4R + ν
2
(
2τ2R − 2τ4RΩ2
)
+
(
τ2RΩ
2 + 1
)2 (VI.8)
≈
{
1
2A0τR sin(α+ tΩ), Si ΩτR ≫ 1, Ω ∼ ν
Ω
Ω2−ν2 cos(α+ νt) Si τR(Ω− ν)≫ 1
(VI.9)
Tout se passe donc comme si la jonction tunnel était soumise à une modulation micro-onde et
on retrouve une statistique de type Tien-Gordon. On en déduit que le courant tunnel s’écrit :
〈I(t)〉τ =
∞∑
k=−∞
[Jk(α)]
2
I
dc
T (eV + kν), (VI.10)
avec α = A0τR/Ω siΩ ∼ ν et α = A0Ω/(Ω2−ν2) sinon. Cette équation fait directement écho
à l’équation (V.8) où l’on avait évoqué l’idée de convoluer la fonction P (E) de l’environnement
avec celle d’une irradiation. Formellement, cela revient non pas à irradier la jonctionmais plutôt
l’oscillateur, ce que nous retrouvons ici.
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2 | Oscillateurs Préparés
Dans cette partie, nous supposons à présent que l’oscillateur est maintenu par un opérateur
extérieur dans un état arbitraire et que le temps d’opération est petit devant le temps entre deux
événements tunnel. Nous couplons alors l’oscillateur à une jonction tunnel et nous étudions à
nouveau le transport à travers cette jonction. Nous décrivons ces états excités dans la base des
états cohérents, qui, grâce à la représentation de Glauber-Sudarshan décrite en appendice, va
nous permettre de considérer un large spectre d’environnements.
2.1 – Théorie
2.1.1 – États cohérents
Nous rappelons rapidement la construction ainsi que quelques propriétés de la base des
états cohérents [Sch26, Sud63, Kla60, Gla63], ceci nous permettra au passage de xer les no-
tations. L’idée à l’origine de la construction de la base des états cohérents est de trouver l’en-
semble des états d’un oscillateur harmonique dont l’évolution de l’opérateur position Xˆ(t) suit
celle de son analogue classique :
Xˆ(t) = eiHˆt/~Xˆ(t)e−iHˆt/~ (VI.11)
Nous suivons néanmoins la construction de Glauber qui consiste à trouver l’ensemble des vec-
teurs propres de l’opérateur annihilation. Il existe alors plusieurs manières de construire l’état
cohérent. Considérons par exemple un tel état que l’on note |α〉, et qui, par construction, ré-
pond à aˆ|α〉 = α|α〉 avec α un nombre complexe. Essayons alors de le décomposer sur la base
de Fock :
〈n|aˆ|α〉 = √n+ 1〈n+ 1|α〉 = α〈n|α〉. (VI.12)
Une simple récurrence nous donne alors :
〈n|aˆ|α〉 = α
n
n!
〈0|α〉. (VI.13)
En introduisant une relation de fermeture on obtient :
|α〉 =
∑
n
|n〉〈n|α〉 = 〈0|α〉
∑
n
(αaˆ†)n
n!
|0〉 = 〈0||α〉eαaˆ† |0〉 (VI.14)
La normalisation de l’état |α〉 impose |〈0|α〉|2 = e−12 |α|2 , et nalement on obtient que :
|α〉 = e−12 |α|2eαaˆ† |0〉 = eαaˆ†−α¯aˆ|0〉 (VI.15)
où on a utiliser l’identité de Baker-Hausdor pour construire l’opérateur (unitaire) de déplace-
ment D(α) = eαaˆ
†−α¯aˆ. La famille des états cohérents forme une base surcomplète de l’espace
des états et on a la relation de fermeture suivante :
1
π
∫
|α〉〈α| d2α = 1 (VI.16)
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La famille des états cohérents forme une base surcomplète, non-orthogonale de l’espace des
états d’un oscillateur harmonique. Enn une dernière propriété importante des états cohérents
est qu’ils minimisent l’inégalité d’Heisenberg. Ainsi, pour les champs conjugués ux et charge
on a :
〈∆Q〉〈∆ϕ〉 = ~
2
et 〈∆Q〉+ 〈∆ϕ〉 =
√
2~ (VI.17)
2.1.2 – Théorie P(E)
Dans cette sous partie nous laissons de côté pour l’instant le formalisme de l’intégrale de
chemin et nous reprenons la fonction P (E) établie en I.18. Les fonctions de Green que nous
allons rencontrer ne sont plus invariantes par translations dans le temps. Nous prenons donc
les champs à deux temps distincts t et t′. la fonction P (E) dépend alors de deux paramètres :
E et τ = t+ t′
P (E, τ) =
∫
e−iE(t−t
′)〈eiϕ(t)e−iϕ(t′)〉d(t− t′) (VI.18)
Pour obtenir une meilleure intuition de cette fonction, nous la ré-exprimons dans la base des
opérateurs d’échelles, ϕˆ devient :
ϕˆ(t) = −i√ρ
(
aˆ(t)− aˆ†(t)
)
, (VI.19)
avec aˆ(t) = aˆeiΩt aˆ†(t) = aˆe−iΩt et de sorte que :
eiϕˆ(t)e−iϕˆ(t
′) = eρ(e
−iΩ(t−t′)−1)eλaˆ
†
e−λ
∗
aˆ (VI.20)
avec λ = eiΩt − eiΩt′ . On reconnaît déjà dans le pré-facteur la fonction caractéristique des
ucutuations de point de zéro. La base des états cohérents est naturellement la plus adaptée
pour calculer ce type de valeur moyenne. Les états cohérents formant un base surcomplète
de l’espace de Hilbert des états de l’oscillateur harmonique, tout état peut se décomposer dans
cette base. Cette décomposition nous est donné par la représentation "P" de Glauber-Sudarshan,
que l’on note g(Ψ¯,Ψ) pour éviter les confusions avec la théorie P (E), et qui nous permet
d’exprimer la matrice densité d’une large gamme d’états dans la base des états cohérents. On
obtient alors :
〈eλaˆ†e−λ∗aˆ〉 =
∫
dΨdΨ¯g(Ψ¯,Ψ)eλΨ¯−λ¯Ψ = χP (λ¯, λ) (VI.21)
avec χP (λ¯, λ) la fonction caractéristique de Glauber. Ainsi, nous pouvons exprimer la fonction
P (E) comme la convolution de la transformée de Fourier de χP , que nous interprétons comme
la probabilité pour un électron traversant la barrière d’échanger k photons avec lemode présent
dans l’oscillateur et les uctuations de point de zéro :
P (E) =
∫
dE′
2π
P zpf(E − E′)χP (E′) (VI.22)
On remarque que la fonction caractéristique est réelle, sa décomposition sur la base des expo-
nentielles complexes eikΩ(t−t′) exige que χk = χ−k. Ceci implique que les photons à l’intérieur
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de la cavité vont provoquer des processus photo-assisté mais également des eets de bunching,
augmentant ainsi la probabilité pour l’oscillateur d’absorber des photons et diminuer la conduc-
tance. Il apparaît alors ici que ces deux eets, avant la convolution avec la loi de Poisson ont la
même amplitude.
Notons également que si un état quantique possède un analogue classique alors la fonc-
tion g(Ψ¯,Ψ) est positive comme une distribution de probabilité ordinaire. Sinon, elle devient
négative ou devient plus singulière qu’une fonction δ de Dirac et nous obtenons donc une
quasi-probabilité. La fonction caractéristique d’un tel état perd certaines propriétés comparées
aux fonctions caractéristique de probabilités classiques comme le fait d’être bornée par l’unité.
Ainsi, nous avons toujours que la somme sur l’univers de cette probabilité vaut l’unité, mais
nous perdons l’axiome selon lequel la probabilité est une valeur appartenant à l’intervalle [0, 1].
La fonction caractéristique de cette distribution perd également quelques propriétés comme le
fait d’être de module inférieure à l’unité. En fait, dans la mesure où les probabilités qui nous
intéressent ici sont de la forme :
P (E) =
∑
k
Pkδ(E − kΩ), (VI.23)
on peut considérer que la probabilité à laquelle nous avons aaire est exotique dès lors qu’elle
de la forme :
χ(t) =
∑
k
Pke
−ikΩt (VI.24)
avec Pk < 0, (ce qui est plus restrictif que la dénition usuelle de la fonction caractéristique).
Cette construction permet également de faire le lien avec la fonction de Wigner χW , la trans-
formée de Fourier de la fonction de Wigner :
P (E) =
∫
d(t− t′)e−iE(t−t′)χP (λ¯, λ) =
∫
dteiE(t−t
′)e−iρ sin(Ω(t−t
′)) χW (λ¯, λ). (VI.25)
voire également la fonction charactéristique de Husimi. Fondamentalement, on pourrait se po-
ser la question de la légitimité de cette décomposition et se demander s’il ne s’agit pas d’une
simple reformulation purement mathématique. L’avantage de la décomposition faisant appa-
raître la fonction de Glauber est qu’elle sépare le rôle des uctuations de point zéro et le rôle des
photons dans l’oscillateur harmonique. Dans les deux autres décompositions proposées, le pro-
duit de termes que nous obtenons n’est pas facilement interprétable physiquement. Des trois
décompositions, c’est donc celle dont le fondement est le plus légitime. Dans la suite nous allons
montrer qu’irradier l’oscillateur avec un champ micro-onde est équivalent à le peupler avec un
état cohérent. Dans ce cas précis, nous avons montré dans le chapitre précédent que la fonction
P (E) correspondant s’écrivait comme la convolution entre l’absoprtion par les uctuations de
point zéro et la statistique de Tien-Gordon, ce qui plaide en faveur de notre décomposition.
Une dernière question quant à cette décomposition se pose alors naturellement : ces quasi-
probabilités survivent-elles à la convolution avec la loi de Poisson ? Si non, imposent-t-elles
des propriétés exotiques à la statistique d’absorption et d’émission de l’oscillateur harmonique
dont on peut mesurer les conséquences directement sur la conductance ou le bruit en excès
nous permettant de distinguer entre un état classique et un état quantique.
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2.1.3 – Formalisme de l’intégrale de chemin
Dans le formalisme de l’intégrale de chemin, nous pouvons retrouver ce résultat décrivant
notre oscillateur harmonique dans la base des états cohérents. En suivant les mêmes étapes que
dans la base "ux-charge" nous obtenons :
P (E, τ) =
∫
d(t− t′)P (t− t′, τ)e−iE(t−t′) (VI.26)
avec
P (t− t′, τ) =
∫
dΨdΨ¯g(Ψ¯,Ψ)
∫
Ψ(−∞)=α
D(Ψ, Ψ¯) e−ρ (VI.27)
× cos(√ρ (Ψ¯−(t) + Ψ−(t)− Ψ¯+(t′)−Ψ+(t′)))e−Sres . (VI.28)
En utilisant la formule :
〈eA〉Gaussian = e〈A〉+
1
2 〈(A−〈A〉)2〉, (VI.29)
on obtient, pour un oscillateur préparé dans un état arbitraire :
P (t, t′) =
∫
dΨdΨ¯g(Ψ, Ψ¯) e
√
ρ〈Ψ−(t)+Ψ¯−(t)−Ψ+(t′)−Ψ¯+(t′)〉
×eρ(G -+(t−t′)+G +-(t′−t)−G –(t−t′)−G ++(t−t′)−1). (VI.30)
avec :
G ++res (t) = e
−iΩt(NB(Ω) + Θ(t)) (VI.31)
G –res(t) = e
−iΩt(NB(Ω) + Θ(−t)) (VI.32)
G -+res(t) = e
−iΩt(NB(Ω) + 1) (VI.33)
G +-res(t) = e
−iΩtNB(Ω) (VI.34)
La première exponentielle de l’équation VI.30 correspond à la valeur moyenne du champ, qui
ici nous est donné par l’état cohérent maintenu dans l’oscillateur et qui est de la forme αe−iΩt
ou α¯eiΩt. La seconde exponentielle correspond à la valeur moyenne des uctuations du champ
qui nous est donné par les fonctions de Green G = 〈Ψ¯Ψ〉 (que nous notons ainsi pour ne pas
les confondre avec les fonctions de Green des champs ϕ etQ aux propriétés diérentes). Ainsi :
P (t, t) = eG
−+
res (t−t′)
∫
dαdα¯g(Ψ, Ψ¯)e2
√
ρ|Ψ|(λ+λ¯) = eG
−+
res (t−t′)χP (λ, λ¯), (VI.35)
Nous retrouvons ainsi par le formalisme de l’intégrale de chemin le résultat de l’équation
(VI.21). Cette construction permet de prendre en compte le rôle des uctuations thermiques
de champ et d’étendre le résultat précédent à température nie. Ainsi, il faut convoluer χP
non pas avec la loi de Poisson mais avec la loi de Skellam. Ainsi, à haute température 2nth ≫ 1
et le rôle des uctutations de point zéro s’estompent. Nous pouvons également mimer les eets
d’une température nie en peuplant l’oscillateur par une distribution de Bose.
110
CHAPITRE VI. TRANSPORT PHOTO-ASSISTÉ
2.1.4 – Source thermique
Pour se donner un premier test non trivial des résultats précédents on considère d’abord
le cas d’un résonateur qui se comporte comme un corps noir avec une moyenne de n photons.
La fonction de Glauber-Sudarshan correspondante s’écrit :
gth(Ψ) =
1√
πn
e−|Ψ|
2/n (VI.36)
Cet état possède les propriétés d’un état classique. La projection de la fonction P (E) nous
donne : ∫
dΨdΨ¯e2
√
ρ(Ψ¯λ−Ψλ¯)gth(Ψ) = eρ(2n)(cos(Ω(t−t
′))−1)−iρ sin(Ω(t−t′)), (VI.37)
Ainsi, en posant n = NB(Ω), on retrouve bien la loi de Skellam pour un oscillateur vide à tem-
pérature nie. L’eet de la température sur les uctuations de champ peut se modéliser par une
population de photons dont la matrice densité est donné par gth(NB(Ω)). Il est égalemement
intéressant d’étudier la characteristique de la population thermique. Une décomposition nous
donne :
χTh(t, t′) =
∑
k∈Z
Ik (2ρNB(Ω)) e−ikΩ(t−t′), (VI.38)
avec Ik les fonctions de Bessel modiées. Cette distribution est symétrique par rapport à k,
positive pour tout k et bornée par l’unité et correspond donc à un état classique. Elle nous
renseigne quant à la probabilité d’echanger k photons avec un électron traversant la barrière
tunnel.
Une fois convoluée avec la loi de Poisson, on retrouve la loi de Skellam déjà obtenue par
Ingold et Nazarov dans le traitement de l’oscillateur à température nie. Ces derniers inter-
prètent la loi de Skellam en comme une convolution entre deux loi de Poisson, la première,
de de paramàtre ρa = NB(Ω) correspondante à la probabilité pour un électron traversant la
barrière d’absorber un photon, et la seconde de paramètre ρe = 1 + NB(Ω) la probabilité
d’émettre un photon, on obtient que la fonction P (E) pour un tel processus s’ecrit donc :
Pin(E) = e
−ρa−ρb
∑
n,m
ρma ρ
n
e
m!n!
δ(E − (n−m)Ω) (VI.39)
Cette décomposition semble orir un autre point de vue que celui que nous proposons, où la
statistique nale est la convolution entre la statistique d’absoption et d’émission et pourrait
mettre en doute la validité du notre. En réalité cette décomposition est particulière à la popu-
lation thermique pour laquelle les processus d’émission sont décorrélés et donc poissoniens.
Ceci permet une réécriture mélangeant les uctuations de point de zéro et les uctuations ther-
miques qui fondamentalement sont de même nature. Notons cependat ici une petite subtilité, le
théorème de uctuation dissipation est vrai si nous sommes à température nie, mais est faux
si nous émulons les eets de la température nies en peuplant l’oscillateur par une distribution
de Bose.
Cependant cette décomposition suggère que nous pouvons voir notre fonction caractéris-
tique comme la convolution de deux distributions identiques, l’une pour l’émission et l’autre
111
2. OSCILLATEURS PRÉPARÉS
pour l’absorption. Si cette décomposition n’est pas toujours évidente, elle ore un point de vue
nouveau sur la fonction caractéristique. La décomposition de la fonction caractéritstique sur
la base des harmoniques e−ikΩt n’est pas directement la probabilité d’aborber k photons mais
représente la convolution de l’ensemble des processus d’absorption et d’émission. Dans la li-
mite quantique, ces diérents processus interfèrent entre eux et donnent lieux à des statistiques
exotiques. En d’autres termes, en décomposant la fonction P (E) en une convolution entre les
uctuations de points zéro et une statistique d’échange, nous n’obtenons pas nécéssairement la
déconvolution la plus fondamentale, mais cette décomposition est susante pour comprendre
l’origine de l’exoticité de la distribution obtenue.
2.1.5 – Oscillateur peuplé par un état cohérent
Pour un état cohérent d’amplitude Ψ et de phase θ, on a directement que :
χΨ = e
2i
√
ρ|Ψ|(cos(Ω2 (t+t′)+ θ2) sin(Ω2 (t−t′))). (VI.40)
On reconnaît alors un terme d’irradiation et il est immédiat qu’en moyennant sur t + t′, on
retrouve une distribution de type Tien-Gordon pour χΨ et on retrouve pour P (E) la convo-
lution entre une distribution de Tien-Gordon et d’une loi de Poisson. Notons au passage qu’en
moyennant sur la variable t+ t′ nous perdons la dépendance en angle θ, ce qui est équivalent,
dans l’espace des phases, à une couronne, qu’on obtient en faisant varier θ de 0 à 2π dans
l’espace des phases pour un état cohérent. Nous perdons donc une partie de l’information sur
notre état lors d’une mesure dc du courant ou du bruit, il nous faut donc vérier que la partie
restante de l’information soit susante pour déterminer si l’état présent dan l’oscillaeur est
quantique ou non. Notons enn que si nous sommes à température nie, alors les uctuations
thermiques transforment la loi de Poisson en une loi de Skellam ce qui nous permet de traiter
un état thermique déplacé.
Pour comprendre entre un état cohérent et une irradiation en radio-fréquence, considérons
un potentiel vecteur A que l’on développe sur la base des modes propres uk d’une boîte de
volume L3 :
uk(r) =
1
L3/2
eik˜.˜re˜ (VI.41)
avec e˜ le vecteur unitaire portant la polarisation du champ.
A(r, t) = c
∑
k
√
~
2ωk
(
aˆkuk(r)e
−iωkt + aˆ†ku
∗
ke
iωkt
)
(VI.42)
avec c la célérité de la lumière dans le milieu. On peut alors décomposer le couplage entre
l’oscillateur harmonique et le potentiel vecteur sur la base des opérateurs de déplacement :
exp
(
i
∫ t
−∞
dt′ϕ(t′)A(t′)
)
=
∏
k
D [αk(t)] (VI.43)
avec :
αk(t) =
i√
2~ω
∫ t
−∞
dt′uk.ϕe−iωt
′
(VI.44)
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En ne conservant que le mode commensuré avec le mode propre de l’oscillateur, on comprend
l’équivalence entre l’irradiation par un champ oscillant et le résultat obtenu pour un état cohé-
rent. Cette constructionmontre à nouveau la pertinence de la decomposition entre la statistique
des uctuatutions de points zero et les statistique d’echange avec les photons présents dans la
l’osciallteurs. Dans la suite, nous étudions des états quantiques et observons les propriétés de
leur fonction caractéristique.
2.2 – Étatsantiques
Dans la mesure où nous ne pouvons étudier un état quantique quelconque, nous nous limi-
tons ici à quelques états quantiques paradigmatiques an de saisir comment la quanticité de ces
états se manifeste sur la conductance et le bruit en excès. Comme nous l’avons montré au début
de cette section, les statistiques des états quantiques ne sont pas bornés dans l’intervalle [0, 1].
Nous pouvons alors établir des inégalités pour des statistiques classiques qui peuvent être vio-
lées par des états quantiques. Ces inégalités sont établies en suppsosant qu’aucune information
n’est connue sur l’état présent dans l’oscillateur. Il n’existe malheureusement pas d’inégalité
universelle violée par tout état quantique, puisque celle-ci vont naturellement dépendre d’une
part du paramètre ρmais aussi de la façon dont la quanticité se manifeste dans pour l’état consi-
déré. Nous établierons, pour chacun des états considérés une inégalité exploitant au mieux les
propriétés de la fonction caractéristique de l’état correspondant. Nous commençons ici par un
état très proche du cas précédent, un chat de Schrödinger d’états cohérents, et nous étudions
comment l’intrication permet d’obtenir une statistique d’échange exotiques que nous mettons
en avant parl’intermédiaire d’une inégalité violée.
2.2.1 – Oscillateur peuplé par un mélange d’état cohérent de type chat
Nous considérons maintenant un oscillateur peuplé par un chat de Schrödinger d’états
cohérents de même amplitude Ψ, telle que Ψ2 = N , et déphasés de θ :
|Ψcat〉 = 1√
2 + eN(eiθ−1) + eN(e−iθ−1)
(
|Ψ〉+ |Ψeiθ〉
)
, (VI.45)
et pour lesquels le recouvrement est non nul. En combinant alors les équations (VI.21) et (VI.40),
on trouve :
χcat(t) =
1
2(1 + Re{e|Ψ|2(eiθ−1))}
(
2χΨ(t) + 〈Ψ|eλ¯a†e−λa|Ψeiθ〉+ 〈Ψeiθ|eλ¯a†e−λa|Ψ〉
)
,
(VI.46)
avec
〈Ψ|eλ¯a† |Ψeiθ〉 = eΨ2(e−iθ−1)) exp
(
2Ψi
√
ρe
iθ
2 cos
(
1
2(Ω(t+ t
′) + θ)
)
sin
(
1
2Ω(t− t′)
))
.
(VI.47)
On reconnaît alors la fonction P (t) d’une source radiofréquence mais d’amplitude Ψ et de
phase eiθ/2 :
P kcat =
1
|2 + eN(eiθ−1)|
(
J2k
(
2
√
Nρ
)
+ Re
[
eΨ
2(e−iθ−1)J2k
(
2e−iθ/2
√
Nρ
)])
(VI.48)
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Le bruit en excès et la conductance diérentielle obtenus pour l’état P kcat et pour l’état P
k
Ψ
de mêmes amplitudes Ψ sont comparés gures VI.2 et VI.3. Pour la conductance diérentielle
on s’attend d’une part à des processus de transport photo-assistés qui se manifestent par une
hausse de la conductance diérentielle à polarisation nulle, et d’autre part à des eets de bun-
ching qui se traduisent par une baisse de la conductance diérentielle à eV > ρΩ. Ces deux
propriétés se retrouvent aussi bien pour un état cohérent que pour un chat d’états cohérents.
Cependant on remarque de légers écarts de conductance entre les deux courbes. Observons
alors le bruit en excès pour comprendre l’ origine de cet écart. Pour un état cohérent, l’écart
entre les dierences d’amplitudes entre deux pics successifs sont modérées, tandis qu’on ob-
serve de fortes variations pour le chat d’état cohérent ; ces fortes variations sont directement
due à la nature exotique des fonctions caractéristiques pour les états quantiques. Quantions
alors ces eets, pour une distribution classique, nous montrons en appendice que :
Pn ≥ e−ρχn + ρ (Pn−1 − Pn−2) (VI.49)
On aperçoit sur la gure VI.2 que cette inégalité est clairement violée dans le cas d’un
chat d’état cohérent (la ligne en pointillé démarque la borne inférieure pour une distribution
classique). L’eet de ces probabilités exotiques se manifeste également sur la conductance dié-
rentielle, mais de facon moins nette puisque nous perdons de l’information sur la distribution.
Dans le cas représenté sur la gure VI.2, nous obtenons ainsi quel a seconde marche est d’am-
plitude bien plus prononcée que les autres. Lorsque l’on augmente la température, la statistique
des uctuations de point zero ne suivent plus une loi de Poisson mais une loi de Skellam. Cette
distribution, plus étalée que la loi de Poisson, estompe les fortes variations d’amplitudes de la
fonction charactéristique lors de la convolution et rend ainsi la distinction impossible.
Il apparaît donc que la présence d’un état quantique dans l’oscillateur harmonique, ici un
état intriqué, se manifeste dans la statistique d’échange de photons entre l’oscillateur et la jonc-
tion tunnel. Ses eets sont directement mesurable sur le bruit en excès voire dans certain cas
sur la conductance diérentielle. Reste alors à interpréter physiquement cette négativité de la
fonction caractéristique. Une première explication naïve serait de supposer que lors d’un pro-
cessus photo-assisté, l’électron a le choix d’absorber un parmi plusieurs photons, provoquant
un phénomène d’interférence destructive d’où cette négativité. An de donner une meilleur
interprétation de ces interférence nous étudions deux autres cas, l’état de Fock et un état co-
hérent à deux photons, également appelé état ’squeezé’. Le premier nous permettra de mieux
appréhender le phénomène d’interférence que nous venons d’évoquer et le second nous permet
d’aborder un la population qui semble à l’heure actuelle le plus atteignable expérimentalement.
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Figure VI.2 – À gauche, conductance diérentielle d’une jonction tunnel couplée à un oscilla-
teur peuplé par un chat de Schrödinger pour ρ = 2, N = 2 et pour θ = π/2 (courbe bleue) et
θ = 0 (courbe rouge). La température électronique est telle que βeV = 10. La courbe en poin-
tillée correspond à la conductance diérentielle lorsque l’oscillateur est vide. À droite, bruit en
excès à fréquence nie du même système en fonction de ω/eV pourΩ = 3eV , et pour θ = π/2
(courbe bleue) et θ = 0 (courbe rouge).
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Figure VI.3 – À gauche, conductance diérentielle d’une jonction tunnel couplée à un oscilla-
teur peuplé par un chat de Schrödinger pour ρ = 2, N = 30 et pour θ = π/7 (courbe bleue)
et θ = 0 (courbe rouge). La température électronique est telle que βeV = 10 et celle de l’os-
cillateur telle que βΩ = 1. La courbe en pointillée correspond à la conductance diérentielle
lorsque l’oscillateur est vide. À droite, bruit en excès à fréquence nie du même système en
fonction de ω/eV pour Ω = 3eV et pour θ = π/2 (courbe bleue) et θ = 0 (courbe rouge).
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2.2.2 – Oscillateur peuplé par un état nombre
Considérons à présent un état de Fock contenant m photons. La fonction χ de Glauber-
Sudarshan s’écrit :
χm(t) =
∫
dΨdΨ¯δ(m)(Ψ)δ(m)(Ψ¯)
1
m!
e−|Ψ|
2
eλΨ¯e−λ
∗Ψ (VI.50)
=
∑
k
1
k!
(
m
k
)(
(eiΩ(t−t
′) − 1) + (e−iΩ(t−t′) − 1)
)k
(VI.51)
avec δ(m)(Ψ) la dérivée me du delta de Dirac. Notons que, contrairement au cas d’un état
cohérent, le système est invariant par translation dans le temps. il n’est donc pas nécessaire de
moyenner sur t+ t′.
État de Fock m = 1. An de comprendre le rôle d’un photon dans l’oscillateur, nous com-
mençons par étudier le casm = 1, pour lequel on obtient la fonction caractéristique suivante :
χ1(t, t′) = ρ〈1|aˆ†(0)aˆ(t)|1〉+ 1〈1|1〉 − 2ρ〈1|aˆ†(t)aˆ(t)|1〉+ ρ〈1|aˆ†(t)aˆ(0)|1〉(VI.52)
= ρe−iΩ(t−t
′) + 1− 2ρ+ ρeiΩ(t−t′) (VI.53)
Ce simple exemple illustre déjà tous les eets de la présence de photons dans l’oscillateur.
Nous avons d’une part que la fonction caractéristique n’est pas bornée, ainsi la probabilité
d’échanger un photon devient supérieure à l’unité tandis que la probabilité de ne pas échan-
ger de photon devient négative. Pour ne pas absorber de photon, un électron peut soit ne pas
échanger de photon lorsqu’il traverse la jonction ou bien d’émettre et d’absorber des photons
de phases identiques. Cette seconde option possède une amplitude négative pour contreba-
lancé l’échange de photons. Finalemement on s’attend des eets relativement exotiques sur la
fonction P (E), ainsi on obtient :
P 1(E) =
∑
k≥−1
e−ρ
ρk
(k + 1)!
(k + 1− ρ)2δ(E − kΩ) (VI.54)
Les Pk ne peuvent jamais être négatifs pour n = 1. Cependant, ils peuvent s’annuler lorsque
ρ est un entier de sorte qu’on observe un plateau de la conductance diérentielle de largeur
2Ω en eV = (ρ− 1)Ω. Ce premier résultat est une conséquence des propriétés exotiques de la
fonction caractéristique. En eet si χ1 était une distribution classique, alors si p est un entier
tel que χ1p > 0 alors P
1
n > χ
1
pe
−ρρn−p/(n − p)! > 0. En d’autres termes, en réglant la taille
des amplitudes de uctuations de champs, qui sont proportionnels à
√
ρ, on peut empêcher
l’oscillateur d’émettre un unique photon lors d’un processus tunnel.
État de Fockm > 1. Le calcul de la fonction caractéristique pour un état de Fock est relati-
vemement simple, nous avons dans un premier temps que
(
eiΩt + e−iΩt − 2
)n
=
n∑
k=−n
(−1)k+n
(
2n
n+ k
)
eikΩt (VI.55)
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un simple échange des deux sommes nous donne alors :
χm(t) =
m∑
k=−m
∑
p=⌊k+12 ⌋
(−1)p+k ρ
p
p!
(
n
p
)(
2p
p+ k
)
(VI.56)
Ici on s’apercoit que la probabilité d’échanger k photons entre l’oscillateur et la jonction tunnel
est une somme complpexe impliquant les interférences entre les processus d’absorption de k+p
photons et d’émission de p photons avec des signes distincts. Le calcul de la convolution avec
la loi de Poissonest mené en appendice, on obtient :
Pm(E) = e−ρ
∑
k≥−m
ρk
(k +m)!
(
L(k)m (ρ)
)2
e−ikΩt (VI.57)
avec L(k)m (ρ) les polynômes de Laguerre généralisés. Cette formule exprime clairement le fait
que les probabilités mesurées ici ne peuvent être négatives. En revanche, les pôlynomes de La-
guerre possèdent de nombreuses racines et donc pour diérentes valeurs de ρ bien choisies,
il est possible d’annuler la probabilité pour l’oscillateur d’absorber ou d’émettre exactement
k photons. En d’autres termes, dès que le nombre de photons le permet, il existe des interfé-
rences entre les diérents processus tunnel, qui mènent à des probabilités nulles. Une façon
simple mais naïve de comprendre ce résultat est de considérer que les processus tunnel de la
source vers le drain à n photons sont exactement compensés par les processus du drain vers la
source à n+ k photons, avec k > 1. Ces eets peuvent s’observer directement dans le bruit en
excès où l’on peut voir certains pics devenir d’amplitude nulle pour le bon nombre de photons
et la bonne valeur de ρ. La simple possibilté qu’un pic puisse s’annuler est une violation directe
de l’inégalité VI.49 que nous avions établie pour une distribution classique. il est également
possible de mesurer directement ces eets sur la conductance, au prix d’inégalités parfois plus
contraignantes et plus diciles à observer. Ainsi on peut par example montrer diérentes in-
égalités plus ou moins adaptés selon le nombre de photons présents dans la cavité ou la valeur
du paramètre ρ. Pour ρ < 2, nous pouvons alors montrer une relation sur la taille des deux
premières marches µ1 = P1 − P-1 et µ2 = P2 − P-2 (démonstration en appendice) :
µ1 ≥ µ2 − e−ρ
(
ρ
2
− ρ
4
4!
)
(VI.58)
2.3 – États cohérents à deux photons
2.3.1 – Construction des états cohérents à deux photons
L’ensemble des états étudiés jusqu’ici présentait la particularité d’être représenté dans l’es-
pace des phases par un cercle. Les états cohérents minimisent la relation d’incertitude d’Hei-
senberg tandis que pour les états états de Fock on obtient un cercle de rayon proportionnel au
nombre de photon qu’ils contiennent. Cependant la relation d’incertitude d’Heisenberg n’in-
terdit pas d’avoir pour quadrature une ellipse. Pour Xˆ et Pˆ deux variables adimensionnées
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Figure VI.4 – À gauche, conductance diérentielle d’une jonction tunnel couplée à un oscil-
lateur peuplé par un état de Fock pour ρ = 0.35, n = 2. La température électronique est telle
que βeV = 100. La courbe rouge aux uctuations de point zéro. La droite verte marque la
borne inférieure établie à l’équation Eq.VI.58 pour la première marche de la conductance, nous
remarquons que cette inegalité est violée dans le cas d’un état de Fock. À droite, bruit en excès
à fréquence nie du même système en fonction de ω/eV pour Ω = 3eV . Nous remarquons
que le bruit en excès à fréquence nulle est quasiment nul pour un oscillateur peuplé alors qu’il
est non nul pour un oscillateur vide. Cette propriété viole directement l’équation VI.49 selon
laquelle puisque le pic à ω = 0 devrait être non nul.
conjuguées on aurait :
〈(∆Xˆ)2〉12 〈(∆Pˆ )2〉12 = 1
2
et 〈(∆Xˆ)2〉 < 1
2
< 〈(∆Pˆ )2〉. (VI.59)
Cependant ces états ne minimisent plus la relation :
〈(∆Xˆ)2〉+ 〈(∆Pˆ )2〉 = 1 (VI.60)
Une façon d’obtenir de telles relations serait d’appliquer par exemple sur le vide les opérateurs :
Xˆ = aˆ†eiβ + aˆe−iβ (VI.61)
Pˆ = aˆ†eiβ+i
π
2 + aˆe−i(β+
π
2 ) (VI.62)
Ces deux opérateurs minimisent la relation d’incertitude de Heisenberg, mais il existe des
angles β tel que ∆X < 1/2. Les états cohérents à deux photons sont des états pour lesquels
les quadratures ne sont plus égales mais minimisent toujours la relation d’incertitude d’Hei-
senberg. Les états cohérents à deux photons appartenant typiquement au domaine de l’optique
quantique, nous en présentons une construction. Considérons alors l’opérateur bˆ dénit par :
bˆ = νaˆ+ µaˆ†, (VI.63)
avec µ et ν deux nombres complexes tels que :
|µ|2 − |ν|2 = 1, (VI.64)
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ce qui assure que :
[bˆ, bˆ†] = 1. (VI.65)
Toute transformation sur les opérateurs qui respecte la relation de commutation peut s’écrire
comme une transformation unitaire S telle que :
bˆ = S†aˆS (VI.66)
La solution à cette équation est relativement fastidieuse à obtenir et nous donnons directement
le résultat :
S(ξ) = e12 (ξaˆ†
2−ξ¯aˆ2). (VI.67)
avec ξ = reiθ , où r et θ sont deux réels. On a alors les relations suivantes :
S†(ξ)aˆ†S(ξ) = aˆ† cosh(r) + aˆe−iθ sinh(r), (VI.68)
S†(ξ)aˆS(ξ) = aˆ cosh(r) + aˆ†eiθ sinh(r). (VI.69)
Les opérateurs S sont donc les analogues des opérateurs déplacement pour les états cohérents.
Bien qu’ils puissent s’appliquer sur n’importe quel état, nous nous limiterons dans la suite à
des états créés depuis le vide et nous posons :
|ξ〉 = S(ξ)|0〉 (VI.70)
La décomposition sur la base des états nombres s’écrit :
|ξ〉 =
∑
n∈N
(
tanhn(r)einθ
2nn! cosh(r)
)1
2
Hn(0)|n〉 (VI.71)
avecHn les polynômes de Hermite. Il est extrêmement intéressant de noter que ces polynômes
sont nuls en x = 0 pour les valeurs impaires den, nous avons un état peuplé uniquement d’états
de Fock pairs. Cette statistique s’éloigne fortement de la loi de Poisson des états cohérents.
2.3.2 – Transport
Nous supposons à présent que l’oscillateur se trouve dans un état cohérent à deux photons
et on calcule la fonction caractéristique de Glauber χξ(λ, λ¯) :
χξ(λ, λ¯) = 〈0|S†(ξ)eλaˆ†e−λ¯aˆS(ξ)|0〉. (VI.72)
En appliquant alors les relations (VI.68) et (VI.69), on a :
S†(ξ)eλaˆ†e−λ¯aˆS(ξ) = eaˆ†(λ cosh(r)−λ¯eiθ sinh(r))eaˆ(λ sinh(r)e−iθ−λ¯ cosh(r)) (VI.73)
×eρ sinh(2r)[tanh(r)−cos(Ω(t+t′)+θ)][cos(Ω(t−t′))−1].
Finalement :
χξ(λ, λ¯) = e
ρ sinh(2r)[tanh(r)−cos(Ω(t+t′)+θ)][cos(Ω(t−t′))−1]. (VI.74)
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La fonction dans l’exposant peut être interprétée comme la fonction de Green de l’bétat |ξ〉.
Comme pour l’état cohérent, celle-ci dépend à la fois de τ = t − t′ et de τ ′ = t + t′ et nous
moyennons sur cette dernière variable. En utilisant :
〈eX[cos(Ωτ)]〉τ =
∑
k∈Z
Ik (X) 〈eik(Ωτ+θ)〉τ (VI.75)
= I0 (X) , (VI.76)
et en réécrivant I0(X) = π−1
∫ π
0 exp(X cos(u))du, on obtient :
P (t) =
1
π
∫ π
0
du eρ[(1+sinh(2r)(tanh(r)−cos(u)))(cos(Ω(t−t
′))−1)−i sin(Ωt)]. (VI.77)
De nouveau, en moyennant sur la variable t+ t′, nous supprimons la dépendance en θ de l’état
cohérent à deux photons, c’est à dire que nous moyennons sur toutes les angles de compression
possibles de l’état cohérent et nous obtenons donc un cercle. Ainsi nous ne pouvons malheu-
reusement distinguer entre un état comprimé dans une direction ou dans une autre. Le terme
dans l’exponentielle n’est pas sans rappeler la fonction de Green d’un oscillateur à tempéra-
ture nie. Cependant, en fonction de la valeur de r, ce préfacteur peut à présent prendre des
valeurs inférieures à l’unité. La statistique s’en trouve donc plus complexe que ce que nous
avions pour un corps noir. Pour étudier cette statistique, nous séparons la partie poissonienne,
qui ne dépend pas de u, et le reste de l’intégrale que nous notons Pξ(t), et qu’il faudra convo-
luer après. Nous décomposons alors l’intégrale en deux régions distinctes qui correspondent
aux deux régions où les lois de Poissons généralisées peuvent être obtenues. Ainsi :
Pχ(t) =
1
π
∫ uc
0
du e−ρ tanh(β1(u))
∑
k∈Z
Jk
(
ρ
cosh(β1(u))
)
ekβ1(u)e−ikΩt (VI.78)
+
1
π
∫ π
uc
e−ρ coth(β2(u))
∑
k∈Z
Ik
(
ρ
sinh(β2(u))
)
ekβ2(u)e−ikΩt, (VI.79)
avec les températures eectives suivantes selon les valeurs de r :
tanh(β1(u)) = 1 + sinh(2r) (tanh(r)− cos(u)) , for u < uc = arccos (tanh(r))(VI.80)
coth(β2(u)) = 1 + sinh(2r) (tanh(r)− cos(u)) , for u > uc (VI.81)
Ces intégrales peuvent être calculées en un temps raisonnable par Mathematica pour des
valeurs de ρ et sinh(r) de l’ordre de l’unité. Ces résultats peuvent se généraliser à des états co-
hérents à N photons, où a des états de Fock auxquels on applique l’opérateur S . Les statistiques
seront a priori exotiques, mais l’interprétation des résultats reste la même.
Si cette formulation permet d’obtenir une décomposition sur la base des eikΩt, elle ne per-
met pas de conclure simplemement quant à la positivité des préfacteurs. Une seconde méthode,
s’appuyant sur la décomposition de l’équation (VI.71) est donnée en appendice, nous donne :
P Sq(t, t′) =
1
cosh(r)
∑
n≥0
2n! tanh(r)2n
(n!)24n
P 2n(t− t′), (VI.82)
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avec P 2n la fonction caractéristique un état de Fock contenant 2n photons. Une remarque
s’ajoute ici à celle faite pour l’équation VI.71. Le préfacteur αn = 2n! tanh(r)2n/(n!)24nsont
telles que αn > αn+1. En prenant avantage de la formule que nous avons obtenue pour l’état
de Fock, nous obtenons alors les P Sqk , pour k ≥ 0 :
P
Sq
k =
e−ρ
cosh(r)
∑
n≥0
2n! tanh(r)2n
4nn!2
2n!ρk
(2n+ k)!
[
Lk2n(ρ)
]2
(VI.83)
P
Sq
−2k+1 =
e−ρ
cosh(r)
∑
n≥0
2(n+ k)! tanh(r)2(n+k)
4n+k(n+ k)!2
2n+ 1!ρ2k−1
(2(n+ k))!
[
L2k−12n (ρ)
]2
(VI.84)
P
Sq
−2k =
e−ρ
cosh(r)
∑
n≥0
2(n+ k)! tanh(r)2(n+k)
4n+k(n+ k)!2
2n!ρ2k
(2(n+ k))!
[
L2k2n(ρ)
]2
. (VI.85)
Pour mieux apréhender ces probabilités nous pouvons les facilement les bornées grâce à la
formule de Stirling par :
e1+r−ρer√
2π
tanh(r)k/2Ik
(
ρ
√
e4r − 1
)
≥ P Sqk ≥
√
2πe−1+r−ρer√
2π
tanh(r)k/2Ik
(
ρ
√
e4r − 1
)
(VI.86)
La question est à présent de savoir si l’état cohérent à deux photons peut se distinguer des états
classiques par sa fonction caractéristique. Si oui, est-il alors possible de le distinguer d’un état
classique à partir du bruit en excès ou la conductance diérentielle. Un premier indice simple
serait de rechercher les valeurs de ρ et de r à partir desquelles les propabilités peuvent devenir
négatives. Dans la mesure où l’état cohérent à deux photons se décompose sur les états de Fock
pairs, il semble plus judicieux de chercher cette négativité parmi les états impairs. Nous traçons
alors χSq−1 en fonction de r et de ρ sur la gure VI.5. On s’aperçoit alors qu’une probabilité
négative pour un tel état ne peut s’obtenir que pour r ou ρ relativemet élevé, c’est-à-dire de
l’ordre de l’unité.
Concernant la conductance diérentielle et le bruit en excès, nous pouvons tirer partie de
la forme particulière que prend la fonction charactéristique pour obtenir une inégalité d’une
part sur le bruit et sur la conductance. Notons que dans la mesure où ρ doit être élevé pour
obtenir une statistique exotiques, cela signie également que la loi de Poisson est relativement
étalée et la convolution va donc estomper le caractère exotique de la distribution.
Concernant le bruit, l’équation VI.49 est toujours valable et nous pouvons alors la mettre à
prot comme nous le voyons sur la gure. Pour la conductance diérentielle il nous faut être
plus rusé puisque la conductance ne préseente pas de stigmates particuliers comme unemarche
d’amplitude fortement négative par exemple. Nous montreons alors en appendice l’inégalité
suivante :
eρµ2 − ρ
2
(µ3 + µ1) ≥ +
(
ρ4
4!
− ρ
2
(
ρ3
3!
+
ρ5
5!
)
)
χ2, (VI.87)
où nous majorons les χk comme expliqué en appendice. Ces inégalités sont violées pour un état
cohérent à deux potons comme on peut s’en convaincre sur la gure VI.6. Ce qui nous permet de
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Figure VI.5 – χSq−1 en fonction de r et de ρ, La fonction est représentée par la nappe bleue
claire et nous avons remplpi en bleu foncé jusqu’à χ = 0 lorsque χSq−1 > 0 et en rouge lorsque
χSq−1 < 0. On s’aperçoit ainsi que χ
Sq
−1 devient négatif lorsque r ou ρ devient d’amplitude élevé
distinguer un état squeezé d’un état classique directement à partir de la conductance ou du bruit
en excés. Néanmoins ces inégalités ne peuvent être violés que pour des valeurs relativement
élevées de compression sans quoi il est impossible de les distinguer d’un état classique.
0.5
0.6
0.7
0.8
0.9
1.0
2 4 6 8 10
0.05
0.10
0.15
0.20
0-2 2 4
0.6
0.4
0.2
0.8
FigureVI.6 –À gauche, respectivement en bleu et en rougeχSqk etP
Sq
k en fonction de k pour un
un état squeezé avec pour paramètre ρ = 1.25 et r = 1.0. En vert l’inégalité VI.49 calculée pour
χSq-1 et tracée en vert. À droite, conductance diérentielle pour un état comprimé en fonction
de ω/eV , pour ρ = 1.25 ; r = 1.0, à température nulle. La courbe verte correspond à l’inégalité
VI.87 calculée pour la seconde marche µ2.
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3 | Conclusion
Dans ce chapitre nous avons étudié le transport sous irradiation non classique en présence
d’un environement. L’irradiation non classique est ici émulé par un état quantique dans l’oscil-
lateur que nous supposons maintenu par un opérateur extérieur. Nous avons pu ainsi montré
que la statistique d’absorption est la convolution entre les uctuations de point zéro de l’oscilla-
teur et la fonction de Glauber-Sudarshan de l’état présent dans l’oscillateur. L’avantage de cette
technique est que les uctuations de point zéro brise la symétrie entre absorption et émission,
nous permettant ainsi d’observer directement les eets des irradiations non-classiques sur la
conductance.
Pour une irradiation non classique, nous avons que la fonction de Glauber-Sudarshan ex-
hibe des propriétés exotiques comme le fait d’avoir des probabilités négatives ou supérieures
à l’unité. Une fois convoluée avec les uctuations de point zéro, nous perdons la possibilité
d’oberver des probabilités négatives sur le transport, néanmoins nous observons des eets non
triviaux commme le fait de pouvoir annuler la probabilité d’émettre exactement k photons
quand bien même il serait possible d’en émettre k + 1 ou k − 1. An de mettre en avant les
eets de l’irradiation non classique sur le transport, nous avons alors établi un certain nombre
d’inégalités qui sont violées par les irradiations non classiques et mettent en avant les caractère
quantique de l’état peuplant l’oscillateur harmonique. En particulier nous avons montrer que
ces inégalités étaient violées pour un état de Fock mais également pour un état cohérent à deux
photons. Ce dernier état est particuliàrement intéresssant puisqu’il semble être le plus proche
expérimentalement parlant. Par ailleurs nous pouvons étendre l’étude de ce cas en prenant en
compte le gain ou la dissipation pour un tel état.
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N
ous synthétisons ici l’ensemble des résultats obtenus au cours de cette thèse chapitre
par chapitre. Enn nous conclurons sur les perspectives ou les évolutions potentielles
de cette étude.
Dans le troisième chapitre, nous avons montré que le bruit en excès non symétrisé et à
fréquence nie était un outil particulièrement ecace pour déterminer l’importance relative
entre plusieurs processus multi-électroniques. Ceci nous a permis de comparer, pour le trans-
port dans les liquides de Luttinger avec spin, l’amplitude relative des processus à un et deux
électrons. L’idée sous jacente est que les processus à un électron exhibent pour le bruit une
singularité en émission à ω = eV tandis que les processus à deux électrons exhibent une sin-
gularité à ω = 2eV . Si les deux processus sont en compétition, la courbe de bruit obtenue est
au barycentre des courbes que l’on obtiendrait pour chacun des processus indépendamment.
Selon l’amplitude relative des processus et de l’importance des interactions, on observe une ou
deux singularité à ω = eV et à ω = 2eV ce qui permet de conclure.
Le chapitre central étudie le transport à travers un l quantique soumis à une barrière de
potentiel en série avec un environnement arbitraire. Le l est décrit par un liquide de Luttinger
et nous traitons la barrière dans deux cas limites. Nous la modélisons soit par une jonction
tunnel (limite tunnel), soit par un centre diuseur de faible amplitude (limite de faible rétrodif-
fusion). Pour la limite tunnel nous avons montré que les résultats de la théorie P (E) peuvent
être retrouvés en remplaçant le taux transmission par un taux eectif Γ 1
K
dépendant du pa-
ramètre de Luttinger K. Nous montrons également que le théorème de uctuation-dissipation
reliant le bruit non symétrisé au courant demeurait valide à condition que la température du
circuit soit homogène. Nous retrouvons également le mapping de [SS04] entre le transport une
jonction tunnel couplée à un conducteur ohmique de résistance R et le transport à travers une
barrière tunnel de paramètre K = 1/(1 + R/RK) avec RK le quantum de résistance. Dans
une seconde partie nous généralisons ce résultat dans la limite de faible rétrodiusion. Si les
calculs se révèlent plus techniques, en raison de la rétroaction du liquide électronique et de
l’environnement l’un sur l’autre, nous parvenons à montrer que dans la limite d’un faible cou-
plage, la théorieP (E) s’applique également. Il faut cependant prendre en compte la rétroaction
du liquide électronique sur l’environnement, ce qui mène à une fonction P (E) eective ; les
interactions se manifestent ici aussi à travers un taux de rétrodiusion eectif ΓK dépendant du
paramètre de Luttinger K. Concernant les relations de uctuation-dissipation entre le courant
et le bruit, elles demeurent valides uniquement pour le bruit en émission. En absorption, une
contribution supplémentaire apparaît, que nous interprétons comme une correction au bruit
des uctuations de point zéro. Elle se manifeste principalement en présence d’interactions ou
d’un environnement, et a pour eet de rendre le bruit en excès parfois négatif. Nous concluons
enn en notant que la dualité entre le régime tunnel et le régime de faible rétrodiusion est
fortement amoindrie. Le courant de rétrodiusion est retrouvée depuis le courant tunnel à
condition de considérer la rétroaction du liquide sur l’environnement ; la dualité pour le bruit
n’existe qu’en émission.
Dans le cinquième chapitre, nous avons étudié ces mêmes systèmes, mais soumis à une ir-
radiation radio-fréquence. Les irradiations déplacent adiabatiquement la densité d’état électro-
nique. Si cette modication n’altère pas la conductance diérentielle pour un liquide de Fermi,
ses conséquences sont particulièrement prononcées pour un liquide de Luttinger où l’intensité
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n’est plus linéaire avec le voltage, ce qui en fait un outil particulièrement adapté pour l’étude du
transport dans les liquides de Luttinger. L’irradiation RF est aussi particulièrement appropriée
pour l’étude de l’inuence de l’environnement électromagnétique du l qui brise également la
linéarité de la relation courant tension. S’il est possible de donner une formulationP (E) de l’ir-
radiation RF, notons que nous perdons l’équation de balance détaillée. Cette perte correspond
au fait que l’irradiation RF absorbe et émet des photons, ce que nous pouvons observer dans
le bruit en excès où des pics d’émission et d’absorption apparaissent à la fréquence propre et
à ses harmoniques du champ RF ; l’autre conséquence majeure est une relation de uctuation-
dissipation valable pour chacun de ses pics. Si l’aire totale du bruit en excès est conservée dans
la limite tunnel, ce n’est plus le cas dans le régime de faible rétrodiusion. Dans une seconde
partie nous comparons nos prédictions théoriques avec les résultats expérimentaux obtenus
par O. Parlavecchio au CEA de Saclay. En plus d’un bon accord entre théorie et expérience,
il est montré que les relations entre la partie anti symétrique du bruit et la conductance sont
valides puisque ces deux quantités, mesurées indépendamment, peuvent se déduire l’une de
l’autre.
Nous terminons cette thèse par l’étude du transport à travers une jonction tunnel cou-
plée à un oscillateur harmonique maintenu dans un état excité. Comme nous l’avons montré,
cela revient à étudier le transport sous irradiation non classique de la jonction tunnel. Nous
commençons par étudier les eets d’une population thermique sur le transport. Sans réelle
surprise, nous obtenons que la conductance diérentielle à polarisation nulle augmente, mais
également que le blocage de Coulomb dynamique persiste pour des valeurs plus élevées du vol-
tage puisque la présence de photon favorise aussi bien les eets d’émission que d’absoprtion
d’un large nombre de photon. Si ces deux eets sont prévisibles dès que l’oscillateur est main-
tenu dans un état excité, des eets plus exotiques sont envisageables si l’état maintenu possède
des propriétés quantiques. Nous montrons alors que la statistique du transport peut se relier
à la fonction caractéristique de Glauber-Sudarshan ou de Wigner. Ces fonctions sont connues
pour avoir des propriétés très particulières pour les états quantiques que nous retrouvons dans
les probabilités d’émission et d’absorption Pk de l’oscillateur harmonique. En particulier, nous
obtenons des probabilités exotiques qui peuvent se mesurer dans le bruit en émission. Nous
interprétons ces probabilités exotiques comme une signature quantique de l’état se trouvant
dans l’oscillateur. Le comportement quantique peut en revanche être masqué par la convolu-
tion avec la loi de Poisson et n’est pas une relation d’équivalence.
Les perspectives ouvertes ici sont, nous l’espérons, nombreuses. Les approximations faites
pour rendre les calculs plus accessibles sont nombreuses et autant de sophistications peuvent
être apportées à notre modèle. Dans la limite tunnel par exemple, on peut considérer les eets
de tailles nies du l [DTSG05, FG95], ou prendre en compte la rétroaction du liquide électro-
nique sur le transport. Ceci nécessite de pousser le calcul du courant à un ordre supérieur. Une
autre piste pourrait consister à vérier la validité au premier ordre des relations aux diérents
ordres [SS04]. Une étude qui pourrait se révéler fructueuse, notamment pour mieux saisir les
probabilités négatives que nous obtenons dans le dernier chapitre, est celle des inégalités de
Legget Garg [LG85]. Ces inégalités sont les analogues des inégalités de Bell mais dans le temps,
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elle pourrait alors nous renseigner sur la quanticité du transport et inrmer les résultats obte-
nus pour un oscillateur peuplé.
D’un point de vue mécanique, notre problème est relativement proche de celui d’un oscil-
lateur mécanique soumis à une force extérieur[CG04]. Si nous avons supposé que l’oscillateur
relaxait dans le fondamental, il serait en fait plus juste de dire que le système se thermalise
à une température eective que l’on peut essayer de mesurer pour l’oscillateur. Si on reprend
naïvement les résultats du papier cité de Clerk, on obtient que la température eective de l’os-
cillateur vaut :
T ∗ =
S(eV )
G(eV )
= K
eV
2kB
, (VII.1)
avec kB la constante de Boltzmann. Ce résultat nécessite une approche plus rigoureuse ici
puisqu’il faudrait prendre en compte la rétroaction du liquide électronique sur l’oscillateur et
inversement. Néanmoins, le préfacteur K devrait subsister dans le cas d’un liquide de Luttinger
ce qui pourrait fournir une technique expérimentale pour déterminer le paramètre de Luttinger.
Enn, les travaux récents de Kippenberg [KV08] dans domaine de l’opto-mécanique, ouvre
également la voie à des systèmes couplant l’optique à l’électronique, en passant éventuellement
par la mécanique. L’idée sous-jacente est que la pression de radiation exercée par un faisceau
sur un miroir est exploitable pour des objets nanoscopiques. Ainsi, en xant un miroir sur un
cantilever par exemple, nous obtenons un oscillateurmécanique couplé à une cavité optique. Ce
système, bien que hautement non-linéaire, possède des points xes stables autour desquels le
système oscille. Toute uctuation du nombre de photons du cantilever par exemple, est dissipée
par le faisceau optique et inversement. La physique de ces systèmes est extrêmement riche
comme nous l’avons vu dans le dernier chapitre. Un couplage avec un circuit électronique
permettrait alors de tirer prot du meilleur des mondes, où la partie optique comme la partie
électronique peuvent servir d’appareil de mesure ou de contrôle sur l’autre.
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1. FONCTIONS DE GREEN D’UN OSCILLATEUR HARMONIQUE
1 | Fonctions de Green d’un oscillateur harmonique
1.1 – Opérateurs et champs
Nous décrivons l’oscillateur harmonique dans la base ux-charge [ϕ,Q] avec :
ϕˆ (t) =
e
~
∫ t
−∞
dt′U(t′), (A.1)
où U est la tension aux bornes du condensateur etQ tel que [ϕ,Q] = ie. Les opérateurs création
et annihilation s’écrivent alors, en posant Z =
√
L/C :
aˆ
† =
√
1
2~Z
~
e
ϕˆ− i
√
Z
2~
Qˆ et aˆ =
√
1
2~Z
~
e
ϕˆ+ i
√
Z
2~
Qˆ (A.2)
L’action s’écrit alors :
Sres =
C
2e2
∫
dt
(
(∂tϕ(t))
2 − Ω2ϕ2(t)) (A.3)
En temps imaginaire on obtient :
Sres =
RKC
2π
∫ β
0
dτ
(
(∂τϕ)
2 +Ω2(ϕ)2
)
(A.4)
Où l’on a fait apparaître le quantum de résistance RK = h/e2 que l’on conservera par la
suite. La fonction de Green associée s’écrit :
Gres(iωn) =
2π
RC
1
ω2n +Ω
2
(A.5)
Il sut alors d’eectuer la transformée de Fourier inverse pour revenir en temps imaginaire
Gres(τ) =
{
π
RCΩe
−ω|τ | Si T=0
π
RCΩ
(
coth
(
βΩ
2
)
cosh(Ωτ)− sinh(Ω|τ |)
)
Sinon
(A.6)
La continuation analytique est immédiate et on obtient :
CK(t) = 1RCΩ coth
(
βΩ
2
)
cos(Ωt)
CA/R(t) = ± i
RCΩ
θ(t) sin (Ωt)
(A.7)
En fréquence :
CA,Rres (ω) = iτC
(
vp
[
1
ω2−Ω2
]
∓ iπΩ (δ(ω +Ω)− δ(ω − Ω))
)
CKres(ω) = πτCΩ coth
(
βΩ
2
)
(δ(ω +Ω) + δ(ω − Ω))
(A.8)
On remarque que les fonctions de Green retardée et avancée ne sont pas altérées par la tempé-
rature, seules la fonction de Green de Keldysh qui contient l’information initiale du système,
est modiée.
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2 | Fonctions de Green eective d’un oscillateur har-
monique amorti
Considérons un oscillateur harmonique de fréquence propre Ω couplé à un liquide de Lut-
tinger. Leurs fonctions de Green respective s’écrivent :
Gres =
2π
τc
1
ω2n +Ω
2
et Gel =
Kπ
2|ωn| (A.9)
On en déduit alors respectivement le propagateur :
G
−1
e,b(ωn) =
τc
2π
(ω2n +Ω
2) + α2
Kπ
2
|ωn| (A.10)
La fonction de Green de l’oscillateur harmonique amorti C(τ) est donc solution de :
(
∂2τ − ω2
) C(τ) + ∫ dτ ′ C(τ − τ ′)
(τ − τ ′)2 = δ(τ) (A.11)
La fonction C(τ) solution de cette équation ne peut être analytique en raison du membre de
droite. On ne peut alors utiliser le théorème des résidus pour calculer l’intégrale ci-dessus. Ceci
qui traduit le fait que des eets non-markoviens émergent. (Si le théorème des résidus était
appliquable, on aurait alors une simple dérivé par rapport au temps sur C(τ) et on retrouverait
du frottement classique). À température nulle on obtient :∫
eiωτ
ω2 + 2̟|ω|+Ω2 =
1
2Ω˜
ℜ
[
ie−i̟τ
(
eΩ˜τE1(Ω˜τ − i̟τ)− e−Ω˜τE1(−Ω˜τ − i̟τ)
)]
(A.12)
avec Ω˜ =
√
Ω2 −̟2.E1 est la fonction intégrale exponentielle qui s’écrit ici aussi Γ(0, z) avec
la fonction Γ incomplète. On a la continuation analytique suivanteE1(−x±i0) = −Ei(x)∓iπ
qui nous permet de retrouver le résultat attendu lorsque l’oscillateur harmonique n’est plus
amorti. Nous pouvons également l’obtenir sous une forme qui permet d’exhiber la solution
classique :∫
eiωτ
ω2 + 2̟|ω|+Ω2 = −
π
Ω˜
e−̟|t| sin(Ω˜|t|) + 2i
Ω˜
(
g(−(Ω˜− i̟)t)− g(−(Ω˜ + i̟)t)
)
(A.13)
avec g(z) = − cos(z)Ci(z)− (si)(z) sin(z) et avec
Ci(z) = −
∫ ∞
z
cos(t)
t
dt et si(z) = −
∫ ∞
z
sin(t)
t
dt (A.14)
La correction à la solution classique possède une décroissance en 1/t2. Pour̟ > Ω on obtient
en revanche.
C++(t) = ρΩ
Ω˜
(
1
π
ℜ
[∑
ǫ=±
g(i|t|(ǫΩ˜ +̟))
]
− e−̟|t| sinh(Ω˜|t|)
)
(A.15)
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Notons que les fonctions de Green pour les corrélations charge-charge peuvent également être
obtenues. En fréquences de matsubara :
C−1
QQ
(ω) =
L
RKe2
(ω2 + υ2 − ρ′Ω
3
|ω|). (A.16)
L’équation diérentielle peut également être écrite, on obtient sensiblement la même chose que
pour le ux, excepté que la fonction de Green est à présent convoluée avec un ln |t − t′|. La
solution donne 1 :
C++
QQ
(t) =
RKe
2
2πL
(
2z0
9z20+z
2
1
g(2iz0|t|)
+ ℜ
{ −z1 + iz0
z1(3z0 + iz1)
g(−(z1 − iz0)|t|)
})
,
(A.17)
avec :
z0 =
υ
2
3−A2
3A
, z1 =
υ
√
3
2
3 +A2
3A
et A =
(
3
2
(
9ρ′ +
√
12 + (9ρ′)2
))1/3
. (A.18)
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Figure A.1 – À gauche, fonction de Green de Keldysh (bleu) et la fonction de Green retardée
(noire) du champ ϕ pour ρ = 0.1 (hachurée) et ρ = 7 (pleine). À droite, fonction de Green de
Keldysh (bleu) et la fonction de Green retardée (noire) du champQ pour ρ = 0.1 (hachurée) et
ρ = 7 (pleine).
On remarque que l’amplitude des fonctions de Green de Keldysh diminue avec ρ, puis-
qu’elles sont amoindries par le couplage au bain.
1. Il ne faut pas oublier en inversant la fonction de Green le noyau présent qui permet de xer les bonnes
conditions aux limites, sans quoi on trouve une solution aberrante
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3 | Représentation P de Glauber-Sadarshan
Considérons un oscillateur harmonique peuplé par une moyenne de N photons. Son opé-
rateur densité, dans la base des états cohérents se note, de manière générale :
ρˆ =
∫
dαP (α)|α〉〈α| (A.19)
avec P (α) une fonction à déterminer. une façon simple d’arriver à son expression est de consi-
dérer l’opérateur densité anti-ordonnée, dans lequel on introduit l’opérateur unité dans la base
des états cohérents :
ρA =
1
π
∫
dα
∑
j,k
cj,kaˆ
j |α〉〈α|aˆ†k = 1
π
∫
dα
∑
j,k
cj,kα
j
a∗
k |α〉〈α| (A.20)
On on a directement l’équivalence formelleP (α) =
∑
j,k cj,kα
j
a∗k . Cette formulation respecte
le "optical equivalence" theorem, ainsi pour toute observable gˆ ordonnée normalement on a
〈gˆ〉 =
∫
dαP (α)g(α, α∗). (A.21)
Une façon simple de la calculer consiste à introduire la fonction caractéristique :
χP (z, z
∗) = tr(ρeiz·âeiz
∗·â†) =⇒ P (α, α∗) = 1
π2N
∫
χP (z, z
∗)e−iz
∗·α∗e−iz·α d2Nz. (A.22)
La fonction χP se calcule en générale simplement si on sait décomposer notre densité d’état
dans la base de Fock. La fonction de Glauber s’obtient alors en prenant la transformée de Fourier
de la fonction caractéristique. On donne ici quelques cas simples de fonction P qui nous serons
utiles par la suite. Pour un état cohérent Ψ0 :
PCoh = δ(Ψ−Ψ0)δ(Ψ¯− Ψ¯0) = δ2(Ψ−Ψ0). (A.23)
Pour un état nombre :
PFock =
e|Ψ|2
n!
δ(n)(Ψ)δ(n)(Ψ¯). (A.24)
où δ(n) est la dérivée n-ieme d’un pic de Dirac. Considérons à présent une superposition d’état
cohérent |Ψ0〉 = a|α〉 + b|β〉. la condition de normalisation est diérente de pour des état de
Fock. En particulier on a :
1 = |c0|2 + |c1|2 + 2e−(|α0|2+|α1|2)/2Re
(
c∗0c1e
α∗0α1
)
. (A.25)
gs(Ψ) = |a|2δ(2)(Ψ− α) + |b|2δ2(Ψ− β′) (A.26)
+ab∗e|Ψ|
2− 1
2
(|α|2+|β|2)e
1
2
(α∗−β∗)∂Ψ∗ e
1
2
(β−α)∂Ψδ2
(
Ψ− α+ β
2
)
+ba∗e|Ψ|
2− 1
2
(|α|2+|β|2)e
1
2
(β∗−α∗)∂Ψ∗ e
1
2
(α−β)∂Ψδ2
(
Ψ− α+ β
2
)
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En particulier pour un chat de Schrodinger
gcat(Ψ, Ψ¯) = δ
2(Ψ− α) + 1
2
e|Ψ|
2−|α|2
(
eα
∗∂Ψ−α∂Ψ∗ + e−α
∗∂Ψ∗+α∂Ψ
)
δ2(Ψ) (A.27)
Enn considérons le cas d’une radiation de type corps noir :
PCN (Ψ) =
1√
π〈n〉e
−|Ψ|2/〈n〉 (A.28)
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4 | Inégalités pour le tranpsort
4.1 – Inegalité pour les états de Fock sur la conductance diéren-
tielle
Pour un état de Fock nous avons avons l’égalité suivante pour la première marche d’am-
plitude µ1 :
eρµ1 = ρχ
Sq
0 +
ρ2
2
χ
Sq
1 −
∑
k≥2
χ
Sq
k
(
ρk−1
k − 1 −
ρk+1
k + 1
)
(A.29)
pour ρ <2 et k > 2, nous avons que
ρ ≥ ρ
k−1
k − 1! −
ρk+1
k + 1!
≥ 0. (A.30)
Pour une distribution classique, χSqk > 0, nous pouvons minorer µ1 par :
eρµ1 ≥ ρχSq0 +
ρ2
2
χ
Sq
1 − ρ
∑
k≥2
χ
Sq
k (A.31)
Pour une distribution classique, nous avons que :∑
k≥2
χ
Sq
k =
1
2
(
1− χSq0 − 2χSq1
)
> 0. (A.32)
De sorte que
eρµ1 ≥ ρχSq0 +
ρ2
2!
χ
Sq
1 −
1
2
ρ
(
1− 2χSq1 − χSq0
)
(A.33)
eρµ1 ≥ −1
2
ρ+
3
2
ρχ
Sq
0 + χ
Sq
1
(
ρ+
ρ2
2!
)
(A.34)
Puis, nous avons l’inégalité suivante pour la seconde marche de la conductance :
eρµ2 =
ρ2
2!
χ
Sq
0 +
(
ρ+
ρ3
3!
)
χ
Sq
1 +
ρ4
4!
χ
Sq
2 (A.35)
−
∑
k≥2
χ
Sq
k
(
ρk−2
k − 2! −
ρk+2
k + 2!
)
ρ2
2! χ
Sq
0 +
(
ρ+ ρ
3
3!
)
χ
Sq
1 = e
ρµ2 − ρ
4
4!
χ
Sq
2 +
∑
k≥3
χ
Sq
k
(
ρk−2
k − 2! −
ρk+2
k + 2!
)
(A.36)
De nouveau, pour ρ < 2, ρk−2/(k−2)! > ρk+2/(k+2)! de sorte que le terme entre parenthèse
est toujours positive. Pour une distribution classique, χSqk > 0 et le terme écrit sous la forme
d’une somme est toujours positif. Le terme de gauche peut à présent être minoré par :
ρ2
2! χ
Sq
0 +
(
ρ+ ρ
3
3!
)
χ
Sq
1 ≥ µ2 −
ρ4
4!
(A.37)
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Pour ρ ≤ √3, nous avons que 3/2 > p0[2] et ρ2/2! > ρ3/3! si bien que :
3
2χ
Sq
0 + e
−ρ
(
ρ+ ρ
2
2!
)
χ
Sq
1 ≥
ρ2
2!
χ
Sq
0 +
(
ρ+
ρ3
3!
)
χ
Sq
1 (A.38)
≥ µ2 − e−ρ ρ
4
4!
. (A.39)
Finalement, pour ρ <
√
3
µ2 ≤ µ1 + e−ρ
(
ρ
2
− ρ
4
4!
)
(A.40)
4.2 – Inegalité pour l’état cohérent à deux photons sur la conduc-
tance diérentielle
Nous essayons ici de prendre avantage de la forme particulière de χSqk pour l’état comprimé.
En particulier du fait que χSq2n soit toujours positif, χ
Sq
2n+2 < χ
Sq
2n Et on essaie de mettre une
borne supérieure sur la seconde marche de la conductance de hateur µ2, à partir des auters
marche de la conductance :
eρµ2 − ρ
2
2!
χ0 − ρ
2
(2
ρ2
2!
+
ρ4
4!
)χ1 − ρ
4
4!
p2 +
∑
k≥3
χk
(
ρk−2
k − 2! −
ρk+2
k + 2!
)
(A.41)
=
(
ρ+
ρ3
3!
− ρ
2
(2
ρ2
2!
+
ρ4
4!
)
)
χ1 (A.42)
≥ 0. (A.43)
la dernière inégalité étant valide tant que ρ < 1.6. Nous avons également que :
∑
k≥4
χk
(
ρk−2
k − 2! −
ρk+2
k + 2!
)
≤ ρ
2

∑
k≥4
χk
(
ρk−3
k − 3! −
ρk+3
k + 3!
) (A.44)
≤ ρ
2
(
ρ3
3!
!chi0 +
(
ρ2
2!
+
ρ4
4!
)
χ1 +
(
ρ+
ρ5
5!
)
χ2
)
(A.45)
+
ρ
2
(
ρ6
6!
χ3 − eρµ3
)
. (A.46)
En utilisant la même technique pour la troisième marche nous obtenons pour la première in-
égalité : (
ρ2
2!
)
χ0 +
ρ
2
ρ2
2! χ1 ≤ eρµ2 −
ρ
2
eρµ3 (A.47)
+
ρ
2
ρ3
3!
χ0 +
(
ρ
2
(ρ+
ρ5
5!
)− ρ
4
4!
)
χ2 (A.48)
+χ3
(
ρ− ρ
5
5!
+
ρ
2
ρ6
6!
)
. (A.49)
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D’autre part
µ1 +
∑
k≥2
χk
(
ρk−1
k − 1! −
ρk+1
k + 1!
)
= ρχ0 +
ρ2
2!
χ1. (A.50)
En multpliant cette dernière équation par ρ/2 et en utilisant l’Eq.(A.54), nous obtenons :
eρµ2 − ρ
2
(µ3 + µ1) ≥ −ρ
2
ρ3
3!
χ0 + χ3
(
ρ
2
(
ρ2
2
− ρ
4
4!
)− (ρ− ρ
5
5!
)
)
(A.51)
+
(
ρ
2
(ρ− ρ
3
3!
v) +
ρ4
4!
− ρ
2
(ρ+
ρ5
5!
)
)
χ2 (A.52)
≥ −ρ
2
ρ3
3!
χ0 + χ3
(
ρ
2
(
ρ2
2!
− ρ
4
4!
)− (ρ− ρ
5
5!
)
)
(A.53)
+
(
ρ4
4!
− ρ
2
(
ρ3
3!
+
ρ5
5!
)
)
χ2 (A.54)
Il ne nous reste plus alors qu’à majorer les dierents termes de l’inegalite de facon plus ou
moins raner. À ce titre le premier plateau se trouve partciculiere utile pusique nous avons :
eρ
dI
dV
∣∣∣∣
V=0
= χ0 + χ1(2 + ρ) + χ2(2 + 2ρ+ ρ1
2) +
∑
k
χk
∑
p≤k
2ρp
p!
− ρ
k
k!
(A.55)
ainsi, nous avons directement que :
χ2 ≤ e
ρ
2 + 2ρ+
√
ρ2
dI
dV
∣∣∣∣
V=0
. (A.56)
Pour χ0 en revanche, il est plus habile de se servir de
eρ
(
1− dI
dV
∣∣∣∣
V=0
)
≥ (1− e−ρ)χ0 (A.57)
Il est également possible de minorer χ0
eρ
(
1
2
− dI
dV
∣∣∣∣
V=0
+
e−ρ(1 + ρ)
2
)
≤ 1
2
(1− e−ρ(1− ρ))χ0 (A.58)
Notons que pouvons également aner ces resultats à l’aide des inegalités sur les marches de
la conductance jusqu’à obtenir une inégalité raisonnable
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5 | Convolutions
5.1 – État de Fock
Pour un état de Fock, la fonction caractéristique s’écrit
χn(t, t′) = 〈n|eλaˆ†e−λ¯aˆ|n〉 (A.59)
=
∑
p∈N
1
p!2
〈n|(−|λ|2aˆ†aˆ)p|n〉 (A.60)
=
∑
p∈N
1
p!
(
n
p
)(
eiΩ(t−t
′) − 1 + eiΩ(t−t′) − 1
)p
(A.61)
= Ln
[
ρ
(
2− eiΩτ + e−iΩτ
)]
(A.62)
=
n∑
p=−n
e−ipΩ(t−t
′)
n∑
q=⌊p+12 ⌋
(−1)p+q ρ
q
q!
(
n
q
)(
2q
q + k
)
(A.63)
avec Ln le ne polynôme de Laguerre. La fonction caracteristique ne dépend que de τ = t− t′.
5.2 – Pour |n = 1〉
La fonction caracterstique de Glauber pour l’état de Fock |n = 1〉 s’écrit :
χ1(τ) = 1 + ρ
(
eiΩτ + e−iΩτ − 2
)
(A.64)
La fonction P (E) pour l’état de Fock est obtenue en multipliant la fonction caractéristique de
Glauber avec la fonction caractéristique de la loi de Poisson χP (τ) = eρ(e
−iΩτ−1) :
eρP 1(τ) = ρeiΩτ + (ρ− 1)2 +
∑
k≥1
ρk
(k + 1)!
(ρ− (p+ 1))2 e−ipΩτ (A.65)
=
∑
k∈Z
ρk
(k + 1)!
(ρ− (k + 1))2 e−ikΩτ (A.66)
5.3 – Pour |n = 2〉
La fonction caractéristique de Glauber s’écrit :
χ2(τ) = 1− 2|λ|2 + 1
2
|λ|4
= 1 + 2ρ
(
eiΩτ + e−iΩτ − 2
)
+
ρ2
2
(
6 + e2iΩτ + e−2iΩτ − 4
(
eiΩτ + e−iΩτ
))
= (1− 4ρ+ 3ρ2) + 2ρ(1− ρ)
(
eiΩτ + e−iΩτ
)
+
1
2
ρ2
(
e2iΩτ + e−2iΩτ
)
. (A.67)
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Multipliée par la fonction caractéristique de la loi de Poisson, cette fonction devient :
eρP 2(t) = ρ
2
2 e
2iΩτ +
[
ρ3
2 + 2ρ(1− ρ)
]
eiΩτ +
[
ρ4
4 + 2ρ
2(1− ρ) + (1− 4ρ+ 3ρ2)
]
(A.68)
+
[
ρ5
2.3! + 2ρ(1− ρ)
(
ρ2
2 + 1
)
+ (1− 4ρ+ 3ρ2)ρ
]
e−iΩτ (A.69)
+
∑
k≥2
[
ρ2
2
(
ρk+2
k+2! +
ρk−2
(k−2)!
)
+ 2ρ(1− ρ)
(
ρk+1
(k+1)! +
ρk−1
(k−1)!
)
+ (1− 4ρ+ 3ρ2)ρkk!
]
e−2iΩt.(A.70)
Cette fonction se factorise ainsi :
P 2(t) = e−ρ
∑
k∈Z
ρk
2(k + 2)!
[
ρ2 − 2ρ(k + 2) + (k + 1)(k + 2)]2 e−kiΩτ . (A.71)
5.4 – For n > 2
Pour obtenir une relatin similaire pour un état de Fock quelconque, on utilise la relation
suivante :
Ln+1(x) =
1
n+ 1
((2n+ 1− x)Ln(x)− nLn−1(x)) . (A.72)
Nous avons montre que pour n ≤ 2, le produit des fonctions caractéristique de l’état de
Fock et de la loi de Poisson on obtient :
Pn(τ) =
∑
k≥−n
Pnk e
−ikΩτ , (A.73)
avec αpn > 0, ∀ k ≥ −n.
Pn+1(τ) =
1
n+ 1
[(
2(n− ρ) + 1 + ρ
(
eiΩτ + e−iΩτ
))
Pn(τ)− nPn−1(τ)
]
=
1
n+ 1

(2(n− ρ) + 1 + ρ(eiΩτ + e−iΩτ)) ∑
k≥−n
Pnk e
−ikΩτ − n
∑
k≥−n+1
αn−1k e
−ikΩτ


=
1
n+ 1
[
ρPn−ne
−i(n+1)Ωτ +
(
ρPn−n+1 + (2(n− ρ) + 1)Pn−n
)
e−inΩτ
]
+
1
n+ 1
∑
k≥−n+1
(
ρ(Pnk+1 + P
n
k−1) + (2(n− ρ) + 1)Pnp − nPn−1k
)
e−ikΩτ . (A.74)
En d’autre termes
Pn+1−n−1 =
ρ
n+ 1
Pn−n, (A.75)
Pn+1−n =
1
n+ 1
(
ρPn−n+1 + (2(n− ρ) + 1)Pn−n+1
)
, (A.76)
Pn+1k =
1
n+ 1
(
ρ(Pnk+1 + P
n
k−1) + (2(n− ρ) + 1)Pnk − nPn−1k
)
. (A.77)
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Nous supposons alors que P kn est de la forme :
Pnk =
e−ρρk
n!(k + n)!
[
n∑
l=0
(−ρ)l (k + n)!
(k + l)!
(
n
l
)]2
, (A.78)
=
e−ρρk
n!(k + n)!
[
n∑
l=0
(−ρ)l (k + n)!n!
(k + l)!l!(n− l)!
]2
, (A.79)
=
e−ρρkn!
(k + n)!
[
n∑
l=0
(−ρ)l (k + n)!
(k + l)!l!(n− l)!
]2
, (A.80)
=
e−ρρkn!
(k + n)!
[
n∑
l=0
(−ρ)l
l!
(
n+ k
n− l
)]2
, (A.81)
= Λkn
[
L(k)n (ρ)
]2
. (A.82)
Avec L(k)n les polynômes généralisés de Laguerre Λkn = e
−ρρkn!/(k + n)!.
5.4.1 – Preuve
Dans la suite, pour faciliter la lecture, nous n’écrivons plus explicitement la déêndance en
ρ polynômes de Laguerre.
Pn+1k =
e−ρρk(n+1)!
(k+n+1)!
[
L
(k)
n+1
]2
= e
−ρρkn!
(n+1)(k+n+1)!
[
(n+ 1)L
(k)
n+1
]2
=
Λkn+1
(n+1)2
[
(n+ 1 + k)Lkn − ρLk+1n
]2
=
Λkn+1
(n+1)2
[(
ρLk+1n
)2 − 2(n+ k + 1)Lkn(ρLk+1n ) + ((n+ k + 1)Lkn(ρ))2]
=
Λkn+1
(n+1)2
[(
ρLk+1n
)2 − 2(n+ k + 1)Lkn ((n+ k)Lkn−1 − (n− ρ)Lkn)+ ((n+ 1 + k)Lkn)2]
=
Λkn+1
(n+1)2
[(
ρLk+1n
)2
+ (n+ k + 1)(2(n− ρ) + 1)(Lkn)2 + (n+ k + 1)
(
(Lkn)
2 − 2Lkn−1Lkn
)]
=
Λkn+1
(n+1)2
[(
ρLk+1n
)2
+ (n+ k + 1)(2(n− ρ) + 1)(Lkn)2 + (n+ k + 1)
(
(Lk−1n )2 − (Lk−1n )2
)]
= 1n+1
[
ρ
(
Λk+1n (L
k+1
n )
2 + Λk−1n (Lk−1n )2
)
+ (2(n− ρ) + 1)Λkn(Lkn)2 +−nΛkn−1(Lkn−1)2
]
= 1n+1
[
ρ
(
Pnk+1 + P
n
k−1
)
+ (2(n− ρ) + 1)(Pnk )2 +−nPn−1k
]
(A.83)
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Où nous avons utilisé les relations suivantes
L
(p)
n (ρ) = L
(p+1)
n (ρ)− L(p+1)n−1 (ρ) (A.84)
nL
(p)
n (ρ) = (n+ p)L
(p)
n−1(ρ)− ρL(p+1)n−1 (ρ), (A.85)
nL
(p+1)
n (ρ) = (n− ρ)L(p+1)n−1 (ρ) + (n+ p)L(p)n−1(ρ) (A.86)
ρL
(p+1)
n (ρ) = (n+ p)L
(p)
n−1(ρ)− (n− ρ)L(p)n (ρ); (A.87)
L
(p)
n (ρ) =
(
2 +
p− 1− ρ
n
)
L
(p)
n−1(ρ)−
(
1 +
p− 1
n
)
L
(p)
n−2(ρ) (A.88)
=
p+ 1− ρ
n
L
(p+1)
n−1 (ρ)−
ρ
n
L
(p+2)
n−2 (ρ). (A.89)
En conclusion, les probabilités d’absorber ou d’émettre des photons demeure positive pout
tout état de Fock. Par ailleurs, pour un état de Fock donné, il est possible de rendre nulle la
probabilité d’absorber k photons pour k > −n :
Pn(τ) = e−ρ
∑
k≥−n
ρkn!
(k + n)!
[
L(k)n (ρ)
]2
e−ikΩτ (A.90)
5.5 – État cohérent à deux photons
La fonction caractéristique de l’état cohérent à deux photons s’écrit
χSq(t, t′) = 〈ξ|eλaˆ†e−λ¯aˆ|ξ〉 (A.91)
=
1
cosh(r)
∑
n,n′
tanh(r)(n+n)
′
eiθ(n−n′)
2(n+n′)
H2n(0)H2n′(0)〈2n|eλaˆ†e−λ¯aˆ|2n′〉(A.92)
On développe le terme entre parenthèse :
〈2n|eλaˆ†e−λ¯aˆ|2n′〉 =
∑
k,k′
1
k!k′!
〈2n|(λaˆ†)k (−λ¯aˆ)k′ |2n′〉 (A.93)
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Si n 6= n′, on obtient des termes de la forme λ2p+2q(−λ¯)2p. −|λ|4p ne dépend que de t − t′
mais λ2q dépend de τ = t+ t′. Nous eectuons alors la moyenne sur τ ′ = t+ t′ :
〈λ2q〉τ = 〈
(
eiΩt − eiΩt′
)2q〉τ (A.94)
=
q∑
k=−q
(−1)q+k
(
2q
q + k
)
〈ei(q+k)Ωtei(q−k)Ωt′〉τ (A.95)
=
∑
k
(−1)2q−k
(
2q
k
)
〈eiqΩ(τ ′)e−ikΩ(τ)〉 (A.96)
= 0 (A.97)
En moyennant sur τ ′ nous avons éliminé tous les processus tels que n 6= n′.
χSq(t, t′) =
∑
n∈N
(2n)! tanh2n(r)
(22n(n!)2) cosh(r)
χ2n(t− t′) (A.98)
=
∑
n∈N
(2n)! tanh2n(r)
(22n(n!)2) cosh(r)
L2n
(
eiΩτ
′
+ eiΩτ
′ − 2
)
. (A.99)
avec L2n les polynômes de Laguerre. Une fois multiplié par la fonction caractéristique de Pois-
son :
P Sq(t, t′) =
1
cosh(r)
∑
n≥0
(2n!) tanh(r)2n
22nn!2
p2ntot(t− t′). (A.100)
avec P 2n la fonction P (E) pour l’état de Fock. Ce qui prouve que la fonction P (E) de l’état
cohérent à deux photons est toujours positive. Cette fonction peut être réécrite sous la forme
suivante :
P Sq(t, t′) =
∑
k∈Z
P
Sq
k e
−ikΩ(t−t′) (A.101)
avec, pour k ≥ 0 :
PSq[k](t, t
′) =
e−ρ
cosh(r)
∑
n≥0
(2n)! tanh(r)2n
4nn!2
(2n)!ρk
(2n+ k)!
[
L
(k)
2n (ρ)
]2
(A.102)
Pour −k < 0 nous avons pour les états de Fock impairs :
PSq[−2k + 1](t, t′) = e
−ρ
cosh(r)
∑
n≥0
(2(n+ k))! tanh(r)2(n+k)
4n+k(n+ k)!2
(2n+ 1)!ρ2k−1
(2(n+ k))!
[
L
(2k−1)
2n+1 (ρ)
]2
et nalement :
Ptot[−2k](t, t′) = e
−ρ
cosh(r)
∑
n≥0
(2(n+ k))! tanh(r)2(n+k)
4n+k(n+ k)!2
(2n)!ρ2k
(2(n+ k))!
[
L
(2k)
2n (ρ)
]2
. (A.103)
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