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ABSTRACT 
An explicit description is given of all pairs of holomorphic functions f and g in the open unit 
ball of C”, for which the product fg is annihilated by the Moebius-invariant Laplacian. 
1. If f and g are nonconstant holomorphic functions in a connected open 
set OcC, then fg cannot be harmonic. 
2. If u and U* are harmonic in QCC, then at least one of u and ii is holo- 
morphic in Q. 
These two facts are well known; their proofs are easy exercises. In the present 
paper we study their analogues in the open unit ball B, of C” (n> 1) and with 
“&-harmonic” in place of harmonic. 
As in [3], we say that a functdion u is &-harmonic in B, if 
(1) (d@(z) = 0 
for every z E B,. The operator d is the Moebius-invariant Laplacian. It is uni- 
quely characterized by the requirement that 
(2) d(uoi+Y)=(du)~~ 
for every biholomorphic map w from B, onto B,, together with 
(3) (dU)(O) = (d U)(O), 
where d is the ordinary Laplacian. 
* This research was partially supported by the National Science Foundation and by the William F. 
Vilas Trust Estate. 
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A calculation [3; p. 481 shows that u is &-harmonic in B, if and only if 
(4) i (DiDiU)(Z) = i ZjZk(DjD,U)(Z) 
i=l j,k=l 
for all z E B,. Here Dj = a/kj, & = a/a&. 
It is clear from (4) that all holomorphic functions in B, are &-harmonic, as 
are the pluriharmonic ones. 
The two facts stated at the start of this paper lead to two questions that 
involve d in place of d: 
QUESTION 1. If f and g are holomorphic functions in B,, and fg is &- 
harmonic, what else can one say about f and g? 
QUESTION 2. For which .,&-harmonic functions u is u2 also A-harmonic? 
We have only been able to find partial answers to Question 2, but our answer 
to Question 1 is complete and (at least as far as we were concerned) quite 
unexpected: 
THEOREM I. Suppose that f and g are nonconstant holomorphic functions in 
B,, and that fg is A-harmonic. 
(a) When n =2, this cannot happen. 
(b) When n L 3, then there exist 
(i) an integer m, 25mSn- 1, 
(ii) a unitary transformation U: C”+@“, 
(iii) entire functions q.~ : Cm-‘+C and I+V : C”-“+C, such that 
(5) f (Uz) = cp 
( 
1,..., $),g(uz)=Y(~ ,...) 5).  Tz 
Moreover, f (B,) = q(C”- ‘), g(B,) = I+v(C”-“), and (fg)(B,) = C or 
(The latter case occurs only when both cp and y omit the value 0.) 
c \ (01. 
Conversely, a straightforward calculation shows that dcfs) = 0 if (5) holds. 
Before we begin the proof of Theorem I we note that when u = fg (and f, g 
are holomorphic), then equation (4) becomes 
(6) fI (D;f)(z)(Dig)(z)= i Zj<Djf>(z) i Zk(Dkg)(Z). 
i=l ,=I k=l 
In terms of the gradient 
(7) (rf j(z) = ((Dlf )(z), . . ., (D,f )(z)) 
and the radial derivative (see [3; p. 1031) 
(8) (Wf )(Z) = i Zj(Djf )(Z), 
j=l 
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(6) takes the form 
(9) ( Vf/CBL Vg/Bg> = 1 
(wherever %f#O and Wg#O). Here (e,. > is the familiar hermitian inner 
product in C”, i.e., 
(10) NY) = i X;Pi. 
i=l 
The hypothesis of Theorem I thus implies (9). This shows why the following 
result (stated in a more general setting than we need) is relevant to the proof 
of Theorem I. 
THEOREM II. Let II and p be positive integers, and suppose that F and G are 
holornorphic maps from a connected open set QC Cp into C”, such that 
(11) W(z), G(z)) = 1 
for aN 2 E Q. 
Then there exists an integer m, 157-m in, and an orthonormal basis 
lb ,,...,b,} of C", such that, setting Fj=(F,bj), Gj=(G,bj), we have 
(i) Fj=O if m+ l<J’ln, 
(ii) Gj=O if 2<j<m, 
(iii) F, and G, are positive constants, F, G, = 1. 
Moreover, m 2 2 and n 13 if neither F nor G are constant. 
We note another way of stating (i) and (ii), namely that F and G have the 
form 
(12) 
F=(F,, F, ,..., F,,,,O ,..., 0) 
G=(G,,O ,..., O,G,,,+ ,,... ,G,,) 
relative to the basis {b,, . . . . 6,). 
PROOF. Assume that OEQ, without loss of generality, and let /3 be an open 
ball in Q with center at 0. The reason for introducing p is simply that ZEP 
implies ZEN. [If z= (zi, . . . . zp) then 2= (zi, . . . . zp).] The main step in the proof 
is to show that (11) implies 
(13) (F(z), G(w)) = 1 
for all (z, w) E D x 0. 
The function @(z, w) = (F(z), G(W)) is holomorphic in /3x/3, and it satisfies 
(14) @(z, Z) = (F(z), G(z)) = 1 
for all z~fl. Since (z, w)+(z+ iw, z- iw) is an invertible linear transformation 
of Cp x Cp which carries RP x RP to the set {(z, Z) : z E Cp}, (14) implies that 
@(z, w) = 1 in /3x p. The above mentioned symmetry property of /I shows there- 
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fore that @(z, i?) = 1 in fix /3, i.e., that (13) holds in p x /3, hence also in Q x Q, 
by real-analyticity. 
Now let m be the dimension of the vector space X which is spanned by the 
vectors F(z), where z ranges over Q. Since F*O, m 11, and an orthonormal 
basis {b,, . . ..b.} can therefore be so chosen in C” that {b,, . . . , b,} spans X 
and the orthogona1 projection of G(0) into X is a multiple cbi of 6i, with c> 0 
(otherwise G(0) E XL, contrary to (13)). 
Conclusion (i) is now obvious. 
By (13), G(w)-G(O)EX’. Thus Gj(W) = Gj(0) for 11jl m. It follows that 
G,(w)=c for all WEQ, and that Gj(W)=O if 21jlm. This gives (ii). 
Next, (i) and (ii) imply 
(15) cF, =F,G, = <F,G) = 1 
so that F, is constant. Thus (iii) holds. Finally, a look at (12) shows that m> 1 
and n > m if both F and G are nonconstant. 
PROOF OF THEOREM I. We have already seen that our hypothesis concerning 
f and g can be expressed by equation (9). 
Note that if SS?f = 0 in B,, then f is constant on each disc L II B,, where L 
is any complex line through the center 0 of B,, hence f is constant in B,, 
contrary to our hypothesis. Thus tRf+O, and likewise %gfO. 
We can therefore apply Theorem II, with p = n, Q the set of all ZE B, 
where (S?f)(z)#O and (.%g)(z)#O, F= Vf/Sf, G= Vg/S?g, noting that then 
(F, G) = 1 in Q, by (9). Theorem II yields an orthonormal basis {b,, . . . . 6,) of 
C”, and a constant c>O, such that 
<(Vf)(Z)*bj)=O (m+lIjln) 
(16) 
i 
<(Vg)(z),bj) =0 (2sjlm) 
c<(Vf )(z), bl> = (Zf )(z), 
(l/c)((Vg!(z), bl> =(ag)(z), 
first for all ZEQ, and then, because all functions involved in (16) are holo- 
morphic in B,, for all z E B,. 
Now let {e,, . . . . e,} be the original (standard) orthonormal basis of C”, the 
one for which 
(17) (z,, . . . . z,)=ziei + ... +z,e,, 
and let U=(Q) be the unitary n XII matrix whose complex conjugate takes ej 
t0 bj, i.e., 
(18) bj= i iijjei (llj5n). 
i=l 
To simplify notation, we define f *, g* in B, by 
(19) f *(z)=f(UZ), g*(z)=g(uz). 
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If z=(z1, . . . . z,) and Uz=(w,, . . . . w,), then PV~= Cj UiiZj. Using this, and the 
chain rule, we calculate that 
(20) (&f *)(Z) = (( vf)(uZ), bk > 
for 1 rk~n, and this leads to 
(21) (BY*)(z) = (8~)(Uz). 
Analogous formulas hold of course for g and g *, and they show that (16) turns 
into 
i 
(Dkf*)(Z)=o (m+ l<krn) 
(22) 
(&g*)(z)=0 (25k5m) @if *)(z) = (%f *)(z), 
Thus f * depends only in zl, . . . , z,, and g * depends only on zI, z,,, + 1, . . . , z,. If 
rn were 1, then (Sf *)(z) would simply be zl(D, f *)(z) = c(D, f *)(I$, and this 
forces f * to be constant, contrary to our hypothesis. Thus m > 1. The same 
argument, with g * in place off *, show that n > m. 
Thus n13. 
The third line in (22) shows that f,* is constant on L fl B,, for every complex 
line L through the point cei. If c< 1, then cei E B,, and therefore f * is 
constant. Thus cz 1. The same argument, applied to g*, shows that l/c? 1, 
hence that CI 1. 
We conclude that c = 1. 
Being constant on Lfl B,, for every complex line L through el, f*(z) 
depends only on the ratios of the numbers 1 - zi, z2, . . . , zn. Thus 
(23) f*(z)=9 &Y..,&) 
( 1 1 
for some function p, and likewise 
(24) 
( 
&?I+1 Gl - - 
g*(z)=w 1__,?“‘9 
l-21 > 
for some ly. 
To finish the proof, we claim that the map H: B,-+C”- given by 
(25) H(z I?***,zn)= 
Z2 ZII - _ l_zl ,..., 
1 -zi > 
maps H onto all of C”-‘. To see this, fix (w~,...,w~)EC’~~, put e=l/(l+ 
/W12), Zl=l-Et Zj= EWj (2sjrm). Then 
(26) 1Z12= ji, ~Zj~2=(1-&)2+&2~W~2=1-&<1, 
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so z E B, and clearly H(z) = (wz, . . . , IV,). Moreover (23) becomes now 
It follows that CJJ must be entire, and the same is true of I,Y. 
This completes the proof of Theorem I. 
REMARK. Iffand g are as in Theorem I, then Liouville’s theorem shows that 
neither of them can be bounded. On the other hand, it is easy to compute that 
in the simplest example, namely 
(28) f(z) = $, g(z) = & 3 
1 I 
f and g belong to the Hardy space Hz@,). A more laborious calculation 
(using techniques found in Q 1.4 of [3]) shows that these functions are actually 
in Hp(B,) precisely when p<2n. 
DISCUSSION OF QUESTION 2. Let us now assume that u and u2 are A- 
harmonic functions in B,. 
(a) This happens of course when u is holomorphic, and also when a is holo- 
morphic. These are the trivial cases. 
(b) All nontrivial examples known to us arise from Theorem I: Let f and g be 
as in (5). The functions f"gS are also &-harmonic, for all nonnegative 
integers r,s. If we multiply them by suitable constants c,, and add, we 
reach the following conclusion: 
Zf E: C2-+C is entire and u = Edf,g) then u is JtT-harmonic, and so is u2 
(simply because E2 is also entire). 
(c) If u is pluriharmonic in B, then u =f + g for some holomorphic f and g. 
Thus b(u2) = 0 if and only if dcfg) =O, and Theorem I leads to the 
following conclusion: 
Zf u is pluriharmonic and neither u nor ii are holomorphic, then u2 is A- 
harmonic if and only if u =f + g and (5) holds. 
In particular, this cannot happen when n = 2. 
(d) If u is n times continuously differentiable on B,, then du = 0 implies that 
u is pluriharmonic [l], [2; p. 4441, and we are back in case (c). 
In particular, if u E C2(B2) and du = 0, d(u2) = 0, then one of u, ii is holo- 
morphic in B2. 
We take this opportunity to point out that a more precise version of the 
argument used in [2; pp. 443-4441 gives the following sharp result: 
Zf nz2, du=O in B,, and the nfh radial derivative of u satisfies the L2- 
growth condition 
{ I I(w”u)(rr)12do(r>}1’2- 1 g -+ A) 
as r/* 1, then u is pluriharmonic. 
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Here o is the rotation-invariant Bore1 probability measure on the sphere S 
which bounds B,, in CR. 
(e) Note that u cannot be real-valued, since the A-harmonic function 
- [U - u(0)12 would violate the maximum principle (except, of course, 
when u is constant). 
(f) We do not know whether nontrivial examples exist in B2 (even locally), nor 
do we know whether (b) and (c) exhaust all possibilities when n L 3. 
(g) If u and u2 are &-harmonic, then so is @ 0 U, for every entire function 
@: C-C. This follows from the differential equation (4). 
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