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1. ASGRIDADE KORRBLATSIOOH- JÀ REQRBSSIOOHAIALÖÜS 
1.1. ÜLDISED KÜSIMUSED 
ühiskondlikud nähtused muutuvad Ja arenevad pidevalt. ühe 
nähtuse muutumisega kaasneb teis(t)e nähtus(t)e muutumine: 
järelikult on need nähtused mingil määral omavahel seotud. 
Statistilises kirjanduses esinevad tihti terminid "korrela­
tiivne sõltuvus" ja "korrelatiivne seos". Terminitel "seos" . 
ja "sõltuvus" on erinev sisu ning seetõttu tuleb eristada ka 
"korrelatiivset seost" ja "korrelatiivset sõltuvust". Sõna 
"sõltuvus" viib mõttele põhjuslikkusest. Kui meil on ette 
teada, et ühe nähtuse (ja ainult selle) muutumine põhjustab 
teise nähtuse muutumise, siis võib kasutada terminit "kor­
relatiivne sõltuvus". Kui aga põhjuslikkus pole ilmne, siis 
on mõistlikum rääkida "korrelatiivsest seosest", et vältida 
analüüsitulemuste väära interpreteerimist. 
Kõige üldisemaks seoste liigiks on stohhastiline seos, 
mis seisneb selles, et ühe nähtuse (z) muutumisega kaasneb 
teise nähtuse (y) tingliku jaotusseaduse muutumine: 
f(y/x) = F(x) . 
Stohhastiline sõltumatus tähendab seda, et tinglik jao-
tusseadus f(y/z) jääb muutumatuks z väärtuste muutumine 
korraT.-
Korrelatiivne seos on stohhastilise seose üldjuhuks. 
Stohhastilise seose puudumine tähendab ka korrelatiivse seo­
se puudumist, kuid vastupidine väide pole Õige. Stohhastili­
ne seos võib eksisteerida ka korrelatiivse seose puudumise 
korral. 
Korrelatsioonanalüüsi eesmärgiks on hinnata nähtuste­
vahelise seose tugevust• Seoste olemasolu analüüsimiseks on 
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mitmeid meetodeid, kuid ainult korrelataloonanalüüs annab 
lihtsa hinnangu nähtustevahelise seose tugevuse kohta. 
Regressioonanalüüsi eesmärgiks on nähtustevahelise seo­
se voirai määramine. See on väga vastutusrikas etapp statis­
tilises analüüsis ning mittelineaarsete seoste korral sõl­
tub ka korrelatsioonanalüüsi lõpptulemus regressioonanalüü­
si Õigsusest. Tihti statistilised kriteeriumid võimaldavad 
lugeda õigeks mitut erinevat seose vormi, analüüs aga annab 
igal konkreetsel juhul erinevad tulemused. Siin peab toimu­
ma kompromiss uuritava materjali iseloomu ning analüüsija 
vahel, mis eeldab uuritavate nähtuste iseloomu põhjalikku 
tundmist. Liigne lihtsustamine, kuid ka liigne keerukus vii­
vad lõppkokkuvõttes vääradele ja mõttetutele analüüsitule­
mustele. 
Majandusnähtuste vaheliste seoste analüüsimise teeb 
tihti keerukaks asjaolu, et pole võimalik analüüsiga hõl­
mata kogu olulisfe nähtuste kompleksi.. Alati on vaja sil­
mas pidada seda, et iga konkreetne regressioonivõrrand on 
mingil määral abstraktsioon - regressioonivõrrandi konst­
rueerimine on nähtustevaheliste seoste vormi selgitamise hü­
poteetiliseks eksperimendiks. 
Ei tohi unustada asjaolu, et statistiliseks andmesti­
kuks on tavaliselt vtljavõtukogum. Seetõttu on analüüsitu-
lemustel tõenäosuslik iseloom ning tulemuste usaldusväärsust 
tuleb kontrollida spetsiaalsete kriteeriumide abil. Vasta­
sel korral ei tohi analüüsitulemusi laiendada üldkogumile. 
Nii korrelatsioon- kui ka regressioonanalüüsile peab 
eelntaa loogilis-teoreetiline analüüs nähtuste iseloomu ning 
seoste võimalikkuse osas. Ainult sel juhul, kui teoreetili­
ne analüüs'võimaldab eeldada seoste olemasolu, võib rakenda­
da korrelatsioon- ja regressioonanalüüsi ning saada tulemu­
si, millel on reaalne mõte. 
Eelnevalt on vaja selgitada, kas seoste analüüsimiseks 
on tarvis kasutada just korrelatsioonanalüüsi. Võib juhtu­
da, et piisavaks osutub mõne lihtsama analüüslmeetodi (näi­
teks dispersioonanalüüsi) kasutamine. Seejuures tuleb hoo­
likalt jälgida, et statistiline andmestik vaetaks korrelat­
sioonanalüüsi eeldustele. 
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Tuleb välja selgitada kõik tegurid, mis võivad mõjuta­
da uuritava nähtuse muutumist, samuti seoste võimalikud struk­
tuurid. Analüüsimudeli konstrueerimisel võib vajalike tegu­
rite selgitamiseks kasutada dispersioonanalüüsi. 
Väga tähtsal kohal on seose vormi valik. Kuigi on väl­
ja töötatud mitmed meetodid seose vormi Õigsuse kontrolli­
miseks, on siiski vajalik professionaalne majanduslik ana­
lüüs. Tihti lubavad kriteeriumid Õigeks lugeda üheaegselt 
mitut erinevat seose vormi. Samal ajal tegurite mõjuulatus-
te kvantitatiivse analüüsi tulemused sõltuvad seose vormist. 
Siin on vajalik uurija teadmiste, uurimistööde vajalikkuse 
ja uuritava materjali kompromiss. Ei tule karta mahukaid ja 
keerukaid arvutustöid, mitmekordseid kontrollimisi ning ne­
gatiivseid tulemusi. 
Majandusnähtuste omavaheliste seoste keemikus tingib 
tihti olukorra, kus ei ole võimalik ühel v8i teisel põhju­
sel analüüsiga hõlmata kõiki olulisi tegureid. Seetõttu tu­
leb pidada silmas, et iga konkreetne regressioonivõrrand on 
mingil määral abstraktsioon 
- regressioonivõrrandi konst­
rueerimine on hüpoteetiliseks eksperimendiks nähtustevahe­
lise seose konkreetse vormi selgitamisel. 
Ei tohi unustada, et algandmed kujutavad endast prak­
tiliselt alati väljavõtukogumit. Seetõttu on analüüsitule­
mused Õiged ainult teatava tõenäosusega ning vajalik on tu­
lemuste kontrollimine spetsiaalsete kriteeriumide abil. Vas­
tasel korral ei tohi analüüsitulemusi laiendada üldkogumi­
le. 
1.2. TSÜKLILINE AÜTOKORRELATSIOON 
Tsükliline autokorrelatsioon kujutab endast seost aegridade 
• • • ) Ут ja X ' • I Уг I 7i , Уд,) yu_i 
rahel. Tsüklilise autokorrelatsiooni olemasolu hinnatakse 
ildjuhul koefitsiendiga 
ъ = 
b[(7t- fc7t)-(yt.L-EYj] . . (1e1) 
L VL E (Yt - E ytf] [t (.Уб-ц- E yt )* J 
' 5 
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Tsüklilise autokorrelatsiooni koefitsiendi jaotused on 
küllalt põhjalikult läbi uuritud ja on koostatud tabelid, 
mis võimaldavad kontrollida hüpoteese seose olemasolu või 
puudumise kohta. 
Tähtsaimaks peetakse juhtumit, kus L = 1 , s. t. eel­
datakse, et on tegemist esimest järku autoregressiivse prot­
sessiga. Sel juhul 
T' • _ i 
, bU-f)(v4-f? . (1.2) 
4 T , ~ r - ' /о —- 'T • 
fM-yf Zr-T 5' C = 4 < ' 
Koefitsiendi (1.2) jaotuse määras R. Anderson 1942. aas­
tal eeldusel, et "y , . . . ,yT on sõltumatud ja jaotunud nor­
maalselt. Koefitsiendi jaotus on toodud tabelis. 
T a b e l  1  
1 
Tsüklilise autokorrelatsiooni koefitsiendi jaotus 
T 0.01 0.05 0.95 0.99 
1 2 3 4 5 
5 -0,798 -0,753 0,253 0,297 
6 -0,863 -0,708 0,345 0,447 
7 -0,799 -0,674 0,370 0,510 
8 
-0,764 -0,625 0,371 0,531 
9 -0,737 -0,593 0,366 0,533 
10 -0,705 -0,564 0,360 - 0,525 
11 . -0,679 -0,539 0,353 0,515 
12 -0,655 -0,516 0,348 0,505 
13 -0,634 -0,497 0,341 0,495 
14 -0,615 -0,479 0,335 0,485 
15 -0,597 -0,462 0,328 0,475 
20 -0,524 -0,399 0,299 0,432 
25 -0,473 -0,356 0,276 0,398 
30 
-0,433 -0,324 0,257 0,370 
(35) -0,401 -0,300 0,242 0,347 
(40) 
-0,376 -0,279 0,229 0,329 
T a b e l  1 (järg) 
1 2 ' 3 4 5 
45 -0,356 -0,262 0,218 0,313 
(50) 
-0,339 -0,248 0,208 0,301 
(55) -0,324 -0,236 0,199 0,289 
(60) 
-0,310 -0,225 0,191 0,278 
(65) -0,298 -0,216 0,184 0,268 
(70) 
-0,287 -0,207 0,178 0,259 
75 -0,276 -0,201 0,174 0,250 
Ümarsulgudes olevatele T-dele vastavad väärtused on 
saadud graafilisel interpoleerimisel. Tabel on võetud raama­
tust; 
Т. Андерсон. Статистический анализ временных рядов. M.: 
Мир, 1У76, с. ЗЬ4. 
Kuivõrd trendist võetud hälvete summa on võrdne nulli­
ga, siis valemi (1.1) võib esitada kujul 
\ ~ î ï < 1- 3> 
Kui L = 1, siis 
h Y'Y'-i 
h* % t Ус = yT • (1-4) 
Z y t  
Kui on teada uuritava nähtuse üldkeskmine (mitte segi 
ajada väij avõtuke skmi s ega, mis on üldkogumi hinnanguks), siis 
võib tsüklilise autokorrelatsiooni kontrollimiseks kasutada 
valemit 
£  ( y t - Y ? ( y t M - y  ) * • •  £  ( у ,  -  у  н  ъ (y T-y) h  
T — : (1.5) 
f ( yt - y ) 
7. 
Antud juhul võib r1 kontrollimiseks kasutada K. Pear­
son! korrelatsioonikoefitsiendi r jaotust, kusjuures N = 
= T + 2 • 
On võimalik, et aegrida sisaldab perioodilist trendi. 
Juhul, kui T on paaritu, siis 
^ * Z (<*- (fa) ^ i t £ (j^) sen—*) ) (1,6) 
on täiBarvude hulga 1,..., (T-1 )/2 alamhulgaks. 
Kui T on paarisarv, siis 
Çt= cl0 4- (cx (^)cos —~t + 
1, T Ай*У| 
Z  ( K 8 )  
Ь*л 1 
У „ 4 < И ± Т ^ * '  Д . ' ° . & , < 1 . 9 )  
fc=1 
= У 
ja kui T on paarisarv, siis 
, 1 , ( 
a T  = ф 2, y H) . MO) 
h ' «"•* 
Tsüklilise autokorrelatsiooni koefitsiendid on järgmi­
sed: 
£y'4"Ti' i ru"т у •  ' V 3  
ja kui T on paarisarv, siis 
t Â l Vi - - • -  и Ч ] -  j  T  M  ., 
J £ tt - - [/4 «-VJ - îт 
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1.3. MITTETSÜKLIbHE AUTOKORRELATSIOOS 
Mlttetsükliline autokorrelataioon on seos ridade y,...1y ja 
„ V ''T-Lv 
) Yr vahel, üldjuhul võib mittetatiklilise autokor­
relatsiooni olemasolu kontrollida järgmise koefitsiendiga: 
T-L T 
I r l  Y,  











Lt»LM c T-L 
Juhul, kui Z. y^ = 0 (algandmeteks on hälbed trendist, kesk­
misest jne.), siis võib valemit (1.13) lihtsustada: 
T-L 





( T- LI 
Tuleb aga märkida,et selline lihtsustamine on võimalik ai­
nult sel juhul, kui T ^  30 , s. t. rida pole lühike. 
Mittetsüklilise autokorrelatsiooni jaotus on teadmata. 
1.4. DURBINI-WATSONI KRITEERIUM 
Autokorrelatsiooni olemasolu vSib kontrollida ka Durbini-
Watsoni kriteeriumi abil: 
T-Д у, 
îpr. ^ * Л ~ ) 
cL=-*l±- • (1.15) 
У 
L 2- y, 
tM 6 
Kriteeriumi võimalikud väärtused asuvad intervallis 0 -
4. Autokorrelatsiooni puudumisel kriteeriumi väärtused kõi­
guvad 2 ümber. Kriteeriumi empiirilist väärtust kontrollitak­
se selle teoreetilise väärtusega vastavalt L-le. 
Kui: 1) d < d u - reas on autokorrelataioon; 
2) d > d u - autokorrelataioon puudub ; 
3) d, (d ( du - probleem jääb lahtiseks. 
3 
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dL ja du on vaatavalt kriteeriumi alumine ja ülemine piir. 
negatiivse autokorrelatsiooni korral asuvad d väärtu­
sed vahemikus 2-4. Sel juhul tuleb kontrollimiseks vStta 
suurus d* = 4 - d . 
1.5. HARMOONILINE AUTOKORRELATSIOON 
Eeltoodud autokorrelatsiooni uurimise meetodid eeldasid, et 
seos aegrea tasemete vahel on lineaarne. Tegelikkuses see nii 
ei pea olema. On täiesti võimalik, et analüüsitavas aegreas 
peitub mingi harmooniline võnkumine või harmoonikute summa 
(Fourier1 rida). See aga tähendab, et aegreas on mingi peri­
oodiga autokorrelataioon. Harmoonilise' autokorrelatsiooni 
uurimine on küllaltki keeruline, kuid võimaldab anda tähtsat 
informatsiooni prognoosimudelite konstrueerimiseks. Demonst­
reerime harmoonilise autokorrelatsiooni uurimist kahe lihtsa 
näite abil. 
Slnusoidaalne autokorrelatsioon. Oletame, et aegrida 
esitub võrrandiga 
t . 
y1 = sin Л it у i c=.0,1^.. ) (1.16) 
kus T on võnkeperiood. 
Kasutades faasinihet T , saab reast (1.16) moodustada 
teise aegrea 
у 2 = sin Л TT -zp- • 
VÕnkeamplituudi võtame võrdseks ühega, sest antud juhul sel­
lel pole põhimõttelist tähtsust. Autokorrelatsiooni uurimi­
seks võtame aluseks klassikalise valemi 
Olgu tarvis korreleerida y1 ja y2 väärtusi intervallis 
u„îfv. Vajalikud keskmised ja dispersioonid arvutame teise 
harmooniku põhjal, võttes hiljem £ = 0 : 
t * zr 
Yt - V, Yx (1.17) 
10 
^ Г . ttr tj T _ K,*r . Jv 
/ V ~ 1 SVVvJLtl  _ «W -  — St,H„«LU —.  SL lv  d i l  .  
^ 7*1 J , T T к T 
U - tv 
(1.18) 
~ T . — И + Г • ^ 
•y » 1— S t kV. 3JT "' " 5 С Hz * li — 
'Л. JL¥lv T 1 
_ b + t 
(1.19) 
2 y£ - j Ьик^Д-Ч -^r* d.^ - lv - -z= G0S4u —=r- SlLVvSU— - (1.20) 
Ч-U 1  
** , 
т 
u • 7" L Г т —• ^ LI1, 
^ =i:-jfc"i4T":r*'h41rT"UEir*tk,'~,M'Tj.(i.2i) 
Võttes valemites (1.18) ja (1.20) Г = 0 , saame: 
u. 7л ~ 5ÙK.AT £ t , 
6^ = T - "FT -1 1 SuA^. T T 
f T _ u U 1 
-L3ÛWÎC sCw^ T * 4 TJ 
(1.22) 
' (1.23) 
Nüüd leiame korrutiste keskmise: 
к.* L 
У, У* = -4- f sLuJ-u ^  5lw IT î^-h г 
JL *v ' T I 
M.-L 
, T T* iii-tt . „ 1 
= -1 cos JLM* — - 003 лТ —Y— s VU- Чм Y • (1.24) 
Seega on leitud valemis (1.17) vajalikud auurused. 
Autokorrelataioon Fourier' reas. Oletame, et statisti­
line" andmestik on keskmisega null ja esitub Fourier' reana: 
. É+1*-, 
Dispersiooniks on siin 
я, 
к- 4 f , 4-, ... . (1.25) 
• l S 
e;-|Z At. L lk 
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(1.26) 
Kasutades faasinihet Г , moodustame teise rea 
i, + + 6 
, (1.27) 
mille dispersioon on samuti 
ь j « ij 
= • 
Korrutiste keskmiseks saame 
УЛи = <u28) 
ja autokorrelatsiooni koefitsient arvutatakse valemiga 
_  j £ A K  _  z  A* *Ti ^  (1-29) 
tr™ " ZA*t 
Igakuulistest andmetest koosnevates majanduslikes aeg-
ridades v8ib tihti sisalduda sinusoid või koosinusoid juba 
sesoonse komponendi tSttu. Seevastu ridades, mis koosnevad 
iga-aastastest andmetest, esineb üksainus harmooniline kom­
ponent harva. Tavaliselt on mSistlikum seal uurida harmoo-
nikute esitumist Fourier' reana. 
1.6. VIITKORRELATSI00N 
Aegridade korreleerimisel tuleb silmas pidada, et üks näh­
tus v3ib teist mõjutada teatava hilinemisega, s. t. möödub 
teatud aeg, enne kui ühe nähtuse muutumine toob kaasa teise 
nähtuse muutumise. Näiteks võib tuua põhifondide ja toodan­
gu mahu vahelise seose. Kui tehases lastakse käiku uued täi­
endavad seadmed ja tööpingid, siis need ei saavuta oma täis-
vÕimsust kohe, vaid möödub teatud aeg seadmete häälestami­
seks, uute töövõtete omandamiseks jne. Alles mingi ajavahe­
miku möödumisel hakkavad seadmed tööle täie võimsusega, mis 
lõppkokkuvõttes avaldub toodangu mahu suurenemises. 
Sellise ajalise nihke (viitaja) olemasolu selgitamiseks 
tuleb põhjalikult analüüsida uuritavate nähtuste olemust. 
Mõnikord on viitaja olemasolu selge ilma pikema arutluseta, 
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vahel see loogilistest arutlustest täpselt ei selgu. Samuti 
pole vSimalik intuitiivselt määrata viitaja pikkust (peri­
oodide arvu). 
щ 
Viitaja olemasolu ja pikkuse uurimine seisneb tavali­
selt viitkorrelatsioonifunktsiooni uurimises^ mille moodus­
tavad viitkorrelatsiooni koefitsiendid: 
T-L Г-1 r- L 
Ь-А 
*u f T~L л М- W T"L t TÇL \Ч (1,30> 
L» : 




*•, = (1.31) 
Viitaja pikkus (max L) viitkorrelatsioonifunktsiooni 
arvutamisel sõltub uuritavate nähtuste spetsiifikast. Ma­
janduslikes uurimustes on harva max L > 10. Viitkorrelatsi­
oonifunktsiooni graafik on tavaliselt kiireït sumbuva võn­
kumise graafik. Kui graafikul esinevad tipud, kus r(L) väär­
tus on oluliselt suurem r(L—1) ja r(L+1) väärtustest, siis 
väidetakse, et uuritavad nähtused on seotud ajalise hiline­
misega, mille pikkus on L perioodi. Kui sellised tipud 
esinevad iga к L perioodi järele, siis on põhjust eeldada 
perioodilise komponendi olemasolu uuritavates ridades. 
Märgime veel, et viitaja olemasolu võimalikkust tuleb 
kontrollida ka siis, kui teoreetiline analüüs otseselt ei 
anna põhjust selle olemasolu eeldada. Tihtipeale võivad ana­
lüüsitulemused olla uurijale ootamatud ning pole mõtet vii­
taja olemasolu võimalikkust ignoreerida. 
4 
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2. PAARISKORRELATSIOON JA -REGRESSIOON 
Kõige lihtsamaks juhtumiks seoste analüüsimisel on seos 
kahe nähtuse vahel. Seose tugevuse hindamiseks kasutatakse 
üldjuhul korrelatsioàniindeksit 
R.= 
<Уу - Qa 
1 - ~-2- , (2.1) g; 
kus öy - resultaatnähtuse dispersioon; 
О!ç - jääkdispersioon, mis määratakse resultaatnähtu­
se tegelike väärtuste ja regressioonijoone punk­
tide väärtuste vaheliste hälvete ruutude kesk­
misena: 
* __ lU-y,)*1 t . T . (2.2) 
У T . 
Et tavaliselt ei ole võimalik kindlaks määrata, millise mär­
giga ruutjuur võtta, kasutatakse analüüsis korrelatsiooni-
indeksi absoluutväärtus!, mis asuvad intervallis 0 $ |R| é1. 
Kui R = 1 , siis on tegemist funktsionaalse seosega; 
kui R • 0 , siis uuritavad nähtused pole omavahel seotud. 
Kui on kindlalt teada, et kahe nähtuse vahelise seose 
vorm on lineaarne, s. t. esitatav sirgjoone võrrandiga,siis 
võib valemi (2.1) teisendada lihtsamale kujule: 
^ - (2.3) 
<51- S'y 
Suurust rl nimetatakse lineaarseks korrelatsioonikoefitsi-
endiks (-kordajaks) ning selle väärtused asuvad intervallis 
-1 i r 4 1. 
Kui korrelatsioonikoefitsient on positiivne, siis uuri­
tavate nähtuste vahel valitseb võrdeline seos (nähtused muu­
tuvad samas suunas); negatiivne korrelatsioonikoefitsient 
tähendab pöördvõrdelist seost. 







\Дт2.Л 2/- (£уГ] 
Z xy - £ X 2.7/т 
\Д r.'-a«)bA][zy»- ay)^ 
( 2 . 5 )  
Mõnikord kasutatakse kõrvuti korrelatsiooniindeksiga ka 
determinatsioonikoefitsienti 
ci = R1; (2.6) 
mis näitab, kui suur osa resultaatnähtuse dispersioonist on 
põhjustatud uuritava teguri varieerumisest. Sellesse näita­
jasse tuleb suhtuda ettevaatusega, sest majandusnähtuste ana­
lüüsimisel pole kunagi küllaldast alust väita, et just uuri­
tav tegur on ainuke, mis põhjustab resultaatnähtuse variee­
rumist . 
Seose vormi määramisel kasutatakse järgmisi põhilisi 
funktsioone: 
sirge y = aQ + a.jX , (2.7) 
parabool y = aQ + a.,x + a2x2 , (2.8) 
hüperbool У=ао+а1х' (2.9) 
eksponentfunktsioon y = aQa* , (2.10) 
astmefunktsioon у = ах , (2.11) 
poollogaritmiline funktsioon y = aQ + a1lnx , (2.12) 
Funktsioonide parameetrid leitakse tavaliselt vähimruutudо 
meetodil. 
2.1. LINEAARSE TRENDIGA 
AEGRIDADE KORRELEERIMINE 
Aegridade korrelatsioon- ja regressioonanalüüs esitab sta­
tistilisele andmestikule terve rea nõudeid: aegread ei tohi 
sisaldada trendi, autokorrelatsiooni, peavad olema sõltuma­
tud jm. Tavaliselt trendi väärtused lahutatakse aegrea tege­
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likust väärtusest ning analüüsimiseks kasutatakse hälbeid 
trendist. Sellisel juhul jääb uurijal saamata osa informat­
siooni, mis m3nel juhul võiks analüüsi kvaliteeti tõsta. 
Aegridade korrelatsioon võib toimuda ka nõnda, et tren­
di aegreast ei eemaldate. Sisuliselt kujutab aegridade kor-
relatsioonanalüüs endast aegridade paralleelse varieerumise 
astme määramist. Seejuures on kasutusel kaks põhilist näi­
tajat - kovariatsioon ja dispersioon. Esimene neist ise­
loomustab kahe aegrea paralleelset variatsiooni, teine aga 
tihe aegrea individuaalset variatsiooni. 
Tähistame: x,y - uuritavad aegread; 
X,Y - jääkliikmetest koosnevad aegread 
(näiteks = x^. - aQ - a11) ; 
t - aeg; 
С - kovariatsioon; 
V - variatsioon; 
a4, b^ - trendide parameetrid; 
twf j - regressiooni joone parameetrid. 
Eeldame, et £ t = Q . 
C. (X,y) = xy - X 7 j (2.13) 
V  U )  -  - ï - £ . (2.14) 
Oletame, et kaks aegrida x, у sisaldavad mõlemad lineaar­





. • (2.15) 
trendi mitte eemaldada, Kui aegridadest siis tuleb väLem (2.3) 
teisendada kujule, kus lugejas ja nimetajas olevatest näita­
jatest oleksid eemaldatud trendiga seotud коvariatsioonid ja 
variatsioonid. 
U-Ole- «•„£)(.7 - 4e-l4£). (2.16) 
Kuna aegridade silumise teooriast on teada, et 
л
о - X. I = у I 
ZÉK «S T 5:éx 




(2.18) £ 1 ^ y r  
L t y  _ v) 
4 " 2.^ " 1 li4" " V(4) 
T 
siis (2.16) saab kuju 
ЭИ ^ 1(<-х-сД)( 7-7->M)--
= 2.(*y- X у - - y* - xy - /»„ix - 0 A^ty + 
+ О.Л ^  у + CL а Ь + t ) -
с, y  _ CM ett,у) 
= tU,y] V U )  (2.19) 
CCix)tU,y) A . 
Siin уЩ—£^ — mSodab lineaarsetest tendentsidest tin­
gitud kovariatsioon!, mis on uuritavate ridade kovariatsioo-
ni üheks osaks. 
ff* - ф2 41(х"-»г X + X -
I 





xy^j iseloomustab seda osa aegrea x variatsioonist, 
mis on omane tendentsile. Analoogiliselt saame 
% = V(>)- e.4t,y) (2.21)  
^ v 'z VCt) 






VU) [vw - l 
Lineaarse regressiooni koefitsient <£., 
de meetodil saadud võrrandisüsteemist 
leitakse vähimruutu-
ТОС 0  + <х л£(<- &o- а1 c  Z L y -  to -
oCo 2~ 
r Z(x-do-a A f cXy-  L  - 4< О . (2.23) 
Siit <*0 = 0 je 
». X CLtMi.y) 
vii) 
и—; • <2-2>) 
vu,- c4u1 
vit) 
Lineaarse regressiooni jääkdispersiooni leiame valemiga 
1. 
фл = i-2.[y-Y-^t-^(x-x-a 4é)] 
t. 
Г e(^)cct,y?f 
= VCy)- C UlY' - — (2.25) 
Y  V(t) C ltt,x) 
V ( <  
V ( t )  
Näide 1. Olgu teada tehase kogutoodangu maht (tuh. rbl.) ja 
töötajate arv aastail 1969 - 1976. Silume mõlemad read sir­
gega ning leiame variatsioonid ja kovariatsioonid. Arvutuste 
tulemused on esitatud tabelis 2. 
Vastavalt (2.13) 
0<x,y) .55-5- 2?64|°;? - 34816 Û66» -
- 3705504,8 - 3729120,0 - -23615,2 . 
(2.14) annab __ 
vit), ? = *r s XL 
Edasi, CCt,#)* *7 r = - 450,^5. 
С- Cfc,7? » ty = 
X, 
Viу) с у*-у =  t£5^vu,_ t $9 *490 4 = 52.89^,-5) 
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ON CO со со со с- со со со 
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СЛ 
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ON 
о 
CM <л «fr in ЧО 
ЧО r~ t- t- с— t- c- c— ON m ON CT\ ON ON OY ON 
Nüüd leiame lineaarse korrelatsioonikoefiteiendi valemiga 
(2.22) :  
- 450, 
-*Н4ъ,1 - — 1 
Ï--
M 
мл  ЛЯЙ,Ц  
\J \[~TmTõõ/T 
UU/SW 
= 0, . 
Esimesel pilgul tulemus erineb oodatust. Kuivõrd uuritaval 
perioodil kogutoodangu maht on suurenenud ja töötajate arv 
vähenenud, siis võiks oodata negatiivset seost uuritavate 
nähtuste vahel (saaksimegi r = -0,8674). Peale seda aga, 
kui aegridadest on eemaldatud lineaarne trend, näeme, et te­
gelik seos on siiski positiivne, kuid väga nõrk. Järelikult 
uuritavas ettevõttes kogutoodangu maht pole töötajate arvu­
ga märkimisväärselt seotud. 
2.2. LINEAARNE JA PARABOOLNE TREND 
Oletame, et resultaatnähtuse aegreas on lineaarne trend ja 
faktor nähtuse aegreas - paraboolile. Jääkliikmete regres­
sioon peaks olema lineaarne, sest trendi eemaldamist aeg­
reast võib samastada mastaabi muutumisega, mistõttu uue aeg­
rea (jääkliikmetest koosneva) tasemed varieeruvad abstsiss-
telje ümber. 
Määrame paraboolse trendi parameetrid. Vähimruutude 
meetodil saame võrrandisüsteemi 
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Siit 
TÄ. jj **• ~ ^  ^ ) 
+ а^Zi 4  - Zi%, 
a^ - 2.6x . 
X i4 - i* £*x - vi/, x CU*x) 
»-о = —z= з^с * - x - VU) —• (2.26) 
^ ^ VU1) 
a4 = -iA- = ^^'x) • (2.27) 
t* VU) ' 
éy - é*ç cU%) 
ft, = —Ь X = — • х(2.28) 
1  «--?* V u ) Edasi, 
4 V 
- — £ ( х - a0 -a„-6 -аг^)(у- t0- О) -
— ^  JÏ. (.X y — A ^y — ~ ^л. ^ у ~ X + û0 4o ^  






— -_ _г* сu,х) titata,y) 
= xy - x y 4- y t 
vU4 V(t) 
л ÔUW _ - - ,i eu*x) 
• < ? Ж " ^ , у '  у £ ' ~ ^ Г *  
+ - ^  €•(*%) _ eu,x)eu,7) ^  ec*,*;eu, y) _ 
VU1) . VU) * v"u> . 
e.a,x) (LU,y) dU*,x) eufy) 





* V Ш vu*; 
v w -
c4t,o cHt1» 
Vit) " VIt*) V l y ) -
C l  * , y l  
Regressioonikoefitsiendi saame valemiga 
c(t,<)e«,v) ttt'xjctt'y) 
v ( t )  
tu.vl-
Vtt) vu*) 
V U ) - e(f,<) t4t',o 
V(t) v(t*) 
Jääkdispersioon määratakse valemiga 
(2.30)  
Nüüd saame määrata korrelatsioonikoefitsiendi: 
, ,  C(t,«)ttt,y) tL^x)t(t*,v) 





V U 1  " садц«,у) с (*>(&) 




Oletame nüüd, et paraboolset trendi omab resultaatnäh-
tus, faktornähtuse trend on aga lineaarne. 
- 3-2. ( *y - &«У ~ ~ ^ &A t> о 4 + A 0  t — 
~ (ф
Л 
i x + о-л ^ t x h a0 * es fi* ^ r 
С l(-y — CXoy-CX^ iy — t-i ^   ^  ^о ^ A ^ ~ 
л ecé,x)ect,>) e(t l,x)ca*y) ,  
. ' "
Х,У/ 
"" Vlé) ~ V(tl) (2.34) 
Valem (2.34) ühtib täielikult valemiga (2.29). Järelikult, 
sõltumatult sellest, millise nähtuse trend on mittelineaar­










>Y V(U " V(tl) 
C4«W 
JT VU)  
c*(A <) 
Vit) 
0^ î t: î. ~ - 4д_"ё - »<>) t* - û.0 - Ь )j 
сЧь, у) e4tx,y) 
= Vly)-
V(t) vu1) 
' c(t,<)cctl7) allele1, y) 
. 








Vaatleme lõpuks juhtumit, kus mõlemad aegread sisaldavad pa­
raboolset trendi. 
- -fT. [*-*•' 4.- M- txi*) = 
_ s CtWW,y> gUV)C(tS) (2.38) 
" 
У; Vit) V It*") 
Valem (2.38) ühtib valemitega (2.34) ja (2.29)• Seetõttu vc 
me väita, et paraboolne (mittelineaarne) trend põhjustab ala­
ti ühesuguse aegridade kovariatsiooni struktuuri. Korrelat­
sioonikoefitsient 





vit] via . V M ~  
Vit*; 
™c4V) tHt1; a) j 





ü m ) -
Vlt) viw 





»  V u ) -
v(fc) vir) 
, ,x > сме(ы eu^Rly) 
,7
' V(t) V(t4) 
(2.41) 
VU) c4t'0 ^45*0 
vit) v(44) 
Trendidega aegridade regressioon. 
Olgu meil kaks aegrida, mis sisaldavad lineaarseid tren­
de: 
Y f c  =  y U ) * «  А « , *  « ч  б *  ,  t »  A ,  . . .  , " T  ;  ( 2 . 4 2 )  
*t- *i')-b *'«* <><Wt • t= •••л. <2-«) 
RegressioonivÕrrand on lineaarne 
•^ = <*ei- У* X.t « AC L + L £ * £+ ) . (2.44) 
Parameetrid <*„ ja määrame vähimruutude meetodil saada­
va normaalvõrrandite süsteemi abil: 
f TÄ„ +• ï.i - Zjj. - Trf0 ^ 5L-6 - e<4 Ï ^ = о j 
T«.0to + ск л  (»o 2-i t 2. - 1 ix e t0 - Т»<.л Lo - о< л  Le ^  ^ ~ 
- 1<ДД^ 51 "t * АуД-t Zt +\
л
2-^-Ь - 0<e t/1 ~ 
i  CŽ^- XaL Z ^  +  
Û-I 1 ^ ~ <л ~ ž 
V  Z £ - ° • J (2.45) 
Aja mastaapi võime muuta nii, et 2Г t = 0 . Peale selle, 
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vähimruutude meetodil määratud trendide parameetrite aQ, a1, 
b Q  j a  b 1  k o r r a l  Z  \ b  -  t  ^  =  °  .  
Näitame nüüd, et -I : 
Kui 2. t = 0 , sile näiteks parameetri b1 saame määrata 
«l^iga T 
V" -jtî- • . (2.46) 
Asendades valemis (2.46) x^. võrrandi (2.45) parema poole­
ga, saame: 
1 - _ toU + 
ZiL "" 
(  Z f é é  
~ ""ŽT1 ' (2.47) 
millest 
-- 0. (2.48) 
2 с 
Kuivõrd 2,^* ^  о , siis = О . Analoogiliselt 
-"•Õib näidata, et ka X 6 ^  * О . 
Arvestades eeltoodut, võime süsteemi (2.45) teisendada 
järgmisele kujule: 
Тс*** Т<к,Д0г T <*. 0 • (2.49) 
To<e ^ 0+ L0 •+ Ыл = 
rT<x 0U-^^Zé\Z| é  ^  . (2.50) 
Jagades võrrandid (2#49) ja (2,50) T-ga, saame 
^ 0^ о ^ л h Q ~ о j 
» T (2.51) 
1 T 
Lahendame saadud süsteemi Krameri meetodil: 
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t, с * с y  + 
• t 
-  с  - С  Y *  -* •  = е <  Т  +  •  (2.52) 
Vs 
Л. < *Х W* 1Ы? С » С y 1 ^  
\ t 
г üetNtlict4 Y -
- к . Ц Ь  = 
, *лЪ\«.^-«<1лЛ 1- • (г-53) 
I. 0. Л . +  « А
л
ц \  ?lî±1± 




г аЛ.У-МЫ* . 
V Т 
А«г. (аХ-аЛи^ *а'^ * 
д "" ' С^+ lil 
" Т Т 






RegressioonivÕrrand omandab nüüd kuju 
,  „ JU I I 










_ q,t,H\a.ži< f иД.К*1' ZJ^ijU 
zft 
(2.58) »4^42-^ * w /I I f  1 
Nüüd võime teha järelduse, et kui aegrldade korreleeri-
mlsel lineaarseid trende ridadest el eemaldate, elle regree-
sioonivôrrandi liikmed sõltuvad trendide parameetritest aQ, 
b1, ajast t , jääkliikmeet , kovariatsioonlst CÜfi p 
ja dispersioonist. 
Vaatame nüüd, milline on tulemus, kui koostada regres-
sioonivõrrand ainult trendide põhjal. Kui trendid on line-
aareed, siis ka regressioonivõrrand peab olema lineaarne: 
ylö-Д'ДкМ <2-59> 
Parameetrid Д ja A leiame vähimruutude meetodil. Sihl-
funktsioon on 
mk j = i[7U)-7(ti]1- (2l60) 
Normaalvõrrandi süsteem on 
f ^ ae- * /^o ~ 1 tfi = О j 
ll лД«- 1 .Д -Тд, to + а
л
$м 2^ -/3< ^  *" = О ; 
millest 
Л +Д to = <Хо , 
ЛЛо + А(4о* С Ц- ) = аЛо + аД4 Щ- . (2.61) 
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4 А о 
to *Ае *-a4^ 4r 
е
аД4|14. (2-64) 





% аЛл*2-Ь*/Т л, 
(2.66) 
д 
" Cz^/T ^ 
Nüüd konstrueerime regressioonivôrrandi jääkliikmete põhjal: 
v k  "  ( 2 - 6 7 '  
Vähimruutude meetodil saame normaalvõrrandite süsteemi 
f .  '  o, 
\|4 - —— , I 
(2.68) 
sest £ ^  « £ |Г6 = О . 
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Summeerides nüüd trendide ja jääkliikmete regresseeri-
mise tulemused, saame 
Yt = 7 + Xi = А 4 Л * U) * /ф r 
:ft»- r а-Л * r 
- a0 + cx<-è + s 7 • (2.69) 
Seega saime tulemuseks resultaatnähtuse trendi ja jääkliik­
mete regressiooni summa. 
Näide 2. Vaatleme aegridade regressiooni näite 1 andmete 
põhjal. 
Resultaatnähtuse lineaarne trend avaldub võrrandiga 
Y (4)* Wl,Q+\S\,$S-b t= F, 
Nüüd leiame jääkliikmete regressioonivôrrandi. Arvutused on 
toodud tabelis 3. 
x(t) - 856,875 - 7,185t ; 
Ь " • * °'624 * 
Seega saame analüüsitavate aegridade regressioonivõrrandiks 
y*= *»35-1,0 * 45}, Sift «• О, . 
2.4. PAARISKORRELATSIOONI JA -REGRESSIOONI 
TULEMUSTE KONTROLLIMINE DISPERSIOON­
ANALÜÜSIGA 
Lineaarset trendi sisaldavate aegridade regressioonivõrran­
diks saime 
V «..•*; (UM.), (2.70) 
kus о(.
л 
on regressioonikoefitsiendi ol\ hinnanguks võtrrandis 
y f c  - ao+ ( 4.Л + ) + S«. . (2.71 ) 
Traditsiooniline kontroll toimub nõnda. 
Eeldades normaaljaotust, võib kontrollida nullhüpo-
xeesi (He•• <, = о ) P-kriteeriumi abil, kasutades dispersi­
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T a b e l  4  
Dispersioonanalüüsi tabel 
Variatsiooni Ruutude Vabadus- Keskmine « 
allikas suma astmed ruut 
Regressioon 0.
л
= 1 Cyt- уГ = £ 
( <^4 ) = et4ZUt-x) 1 £ (-Уе~>) ZÈVC^-JL) 
ÄILo- z< 
nist) = Z.&X T-JU 
Kõik Q : GtA*Qx»,s 
--2(yt-y)L Г-4. 
Hälvete ruutude summad tabelis (4) võib teisendada jBrg-
miselt: А » i Qv, = 2. Cyt - 9) = Z L < Ä o 4 c< i C i 1 i i -^ t .)-aQ3 г  
= (l<4Zé*+2^; . (2.72) 
-  
+  ^  -  a «> -  -
= {.Czb'+ //; . (2.73) 
Q = Z(yt-7)*-- Zke.a^>i(:b~a0)X=^zA^.(2.74) 
On teada., et F-jaotus kehtib sõltumatute 1*' -muutujate 
suhte korral, kusjuures kumbki %L jagatakse läbi oma vaba-
dusastmetega. %Ъ -jaotus kehtib omakorda standardse normaal­
jaotusega muutujate ruutude korral. Seega, eeldades (2.71)-s 
jääkliikmete normaaljaotust, jääkliikmete ruutude summa, 
jagatud nende dispersiooni hinnanguga , on jaotunud nagu 
Od1vabadusastmetega T-2: 
V = - (2.75) 
'Л-«. Q£ 
Jääkliikmete normaaljaotusest johtub samuti 
•/. л - с/. 
л 
\Jz. Cx f . ~ X )** 
л 
j /• 
(У :  ^ 1  AV N( ол). (2.76) 
Järelikult 6 
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7? * (2.77) /L °S
on jaotunud nagu % vabadusastmega 1. Kui lähtuda asja-
olust, et (2.75) ja (2.77) on sõltumatud, siis võib null-
hüpoteesi ( H„ * <<] = о ) kontrollida suuruse 
F = Q hHT-» • (2-78) 
abil, vastavalt vabadusastmeile 1 ja T-2. Kasutades valemeid 
(2.72) ja (2.73)t saame 
r „ О. _ . „ Ta, 
" Q/(T-A) " 1 li)-
Kuigi formaalselt valemi (2.79) lugeja ja nimetaja või­
vad olla sõltumatud (lugejas on ainult tihe juhusliku suuru­
se dispersioon X , nimetajas kahe juhusliku suuruse 
dispersioonid 2. *£t ja 2. ^  ), suhe annab ikkagi väära tu­
lemuse, sest peale parameetrite a1 , b1 on valemis ka veel 
aja dispersioon • Järelikult esialgu loogilisena paist­
nud tulemus pole Õige ning lineaarseid trende sisaldavate 
aegridade korrelatsioon- ja regressioonanaltitisi tulemuste 
kontrollimine tavalise F-kriteeriumi abil pole võimalik. 
Analoogilisele tulemusele jõuame ka Student! t-kritee-
riumi kasutamise suhtes. 
Kontrollsuurus t nullhüpoteesi kontrollimise korral 
on 
sest sõltumatuks muutujaks on hAi + ja regressiooni-
vÕrrandi jääkliikme standardhälbe hinnang on 
(V - \ Л %' \ т-ь Л 
(a*I6 
TÕrreldee kontrollsuurusi (2.79) ja (2.80), näeme, et F=tr, 
mida oligi oodata. 
Analoogilistele tulemustele jõuame ka korrelatsiooni-
koefiteiendi kontrollimisel. 
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2.5. AUTORBGRESSIIVSED PROTSESSID 
Autoregreaaiivaeteks protaeaaideka nimetatakse aelliaeid 
aegridu, kua aegrea tase mingil ajamomendil t sõltub sel­
lele eelnevatest tasemetest: 
X *A* A.Yt-1f ut • (2"82) 
Võrrand (2.830 esitatakse tavaliselt kujul 
+ +  r  ( 2 * 8 3 )  
kus , ... on sõltumatud ühtlaselt jaotunud 
juhuslikud suurused, kusjuures tcut=0 ja £"сД = &L , 
tu^u^rC, . Välismaises kirjanduses nimetatakse 
võrrandit (2.83) tihti stohhastiliseks vahevõrrandiks (sto­
chastic difference equations). 
Iga juhusliku suuruse y^ võib esitada temale eelneva­
te ja juhusliku suuruse у
г 
ja u-t lineaarse kombinatsiooni­
na. 
Lihtsaimaks juhtumiks on esimest järku võrrand 
V ? Y é-4tU-é • (2l84) 
Kui võrrandisse (2.84) asendada temale vastava võr­
randiga y^ ^ = <^у4_д_+ u t _4 , saame 
Vt= +  ( 2 ' 8 5 )  
Korrates asendamisi, saame lõpuks 
Y«= «4 * "••• » > <2,86) 
millest 
yt - (ut * * • . . * (JM) • (2e87) 
Võrrandi (2.87) matemaatiline ootus ei sõltu t-st ja lähe­
neb nullile s kasvamisel. Seetõttu 
CP 
y = Z. PXU . (2.88) 
4 vc У *-*-
Võrrandi (2.83) võime esitada kujul 





Asendades (2.90) (2.89)-sse, saame 
= (2,91) 
Korrates seda protseduuri s korda, saame ' 
Yi " ^ ^ л (Л. . ^ 4- $ ii ^ -V </ » 




Vt- i - A  -  u*- s-л ~ /5-i Y*- s~A s- j»- f ) 
saame \ 
Y( * Ut • 4 "t-1 + • •• + 4 "t-s -<* „<* t-5-и + 
t (<*s >, - »<31/Ь4)уб-5-Х, + ... ^  (*5^ 
"" ^5-lZ^f Yt - 5-^*4. ' (2»94) 
Koefitsiendid võrrandis (2.94) leitakse rekurrentsete võr­
randitega 
K <A = ^  , 
Л , . . .  
^5-4 , () Г ~ "Sa/V * (2.95) 
Eeltoodud protaeduuri kordamine annab lõpuks 
Ю 
Yt 4<-4->L , d°c= 4. . (2.96) 
г=о 
On tõestatud, et küllalt suure Ъ korral võrrandite (2.88) 
ja (2.96) paremad pooled korduvad. See tähendab, et auto-
regressiivsel protsessil on alati olemas järk p (o £ f><«v ). 
Eeltoodust on selgesti näha, et autoi gressiivsetel 
protsessidel on prognoosimisel väga tähtis osa. Kui on mää­
ratud autoregressiivse protsessi järk p ning parameetrid 
/4- , võime leida protsessi väärtused momentidel t+1,*t + 2, 
... . Autoregressiivse protsessina vSib esitada tkskSik mil- j 
liseid aegridu; majanduslikus analüüsis-uuritakse tavali-
aelt jääkliikmete (hälbed trendist, perioodilisest ja 
sesoonsest Komponendist) esitamise v8imalust autoregres­
siivse protsessina. 
Põhiliseks tööks autoregressiooni uurimisel on para­
meetrite fbi ja protsessi järgu p määramine. Parameetreid 
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on võimalik määrata nii autokorrelataioqni koefitsientide 
kaudu kui ka tavalisel vähimruutude meetodil. 
Kui on jaotunud normaalselt (üldreeglina on) ja 
kasutame mudelit (2.83), siis saame maksimaalse tõepära mee­
todil, kasutades autokorrelatsiooni koefitsiente, parameet­




Nullindat järku protsessi korral Д, = о ja, = 4. . Esimest 
järku protsessi parameetri saame (2.97)-st: 
А ( Л =. ^ (2.99) ( 1 Л о..АЛО ~ * i *S.,/6e ic) 
Teist .iärku protsessi parameetrid ^ ja on 
(2.100) 
44 *A<0'/J,WAW- - (2.101) 
A- *«, 
Analoogiliselt saame ka kõrgemat järku protsesside parameet­
rid. 
Normaaljaotuse korral annavad vähimruutude meetod ja 
maksimaalse tõepära meetod ühesugused tulemused. Demonstree­
rime seda esimest järku protsessi abil. 
Mudeliks on 
Vt * /î>7t-d = *V 
Sihifunktsiooniks saame 
JŠ -  X Ly t ~ ut */6 Vt-/t)L F 








/ Ь = -  7 t Y ' " '  - - ' С , -  ( 2 . 1 0 2 )  
Autoregressiooni uurimisel võib kasutada ka mudelit, mis 
sisaldab mõningaid sõltumatuid eksogeenseid muutujaid: 
r <V 
ч + L * VJzjt " ' (2.103) 
ъ cM ^-л 4 ч 
Vähimruutude meetodi sihifunktsioon on 
" V p  * V  
5 = Z. (Yv ^ * 5. e.z > vv^w. (2.104) 
6- Л £:л 4*4 
Tavaliselt eeldatakse, et z,^^= 4. ning jäetakse para­
meetrite arvutamisel kõrvale. Kui c^= l , siis parameetrid 
4 • saame võrrandist 
u P 













ÖL = Z V V T~ - . , (2.107) 
. T 
v - v  V  z  —  >  V  •  /  =  О  Л  о (2.108 ) 
Y- 7to ' 'tt) T бГл ' с- и.л, 
Autoregressiivse protsessi parameetrite usaldatavuse 
kontrollimiseks võib kasutada standardiseeritud normaaljao­
tust И (0,1), arvutades kriteeriumi empiirilise väärtuse 
valemiga <—;—-
) , /bç - NijWà" 
VT 
kus N(t) määratakse standardiseeritud normaaljaotuse tabe­
list vastavalt T väärtusele, 
 ^W = . f=r 1 - (2.109) 
t, 1т » 
t Try Z. u. 
<  =  — —  — ^ ^  )  ( 2 . 1 1 0 )  




Autoregressiivse protsessi .järgu määramine seisneb va­
likus, kas järk on p vSi p-1, ehk teisiti öelduna kont­
rollimises, kas is 0 . Püstitatakse nullhüpotees --o. 
Nullhüpotees lükatakse ümber, kui 
tA = (2.112) 
kus -S on määratud valemiga (2.110), t [6/ vaatab 100 -prot­
sendilisele kahepoolsele punktile standardiseeritud normaal­
jaotuses. Kui nullhüpotees osutub Õigeks, siis tuleb kont­
rollida nullhüpotees! = О jne., kuni protsessi järk 
on määratud. Kuivõrd kõrgemat järku protsessi parameetrid 
sõltuvad madalama järgu parameetritest (vt. võrrandid (2.98) 
ja (2.99)), siis on otstarbekas paralleelselt fb^A 
leidmisega kontrollida ka nullhüpotees! so * Protsessi 
järk on määratud, kui madalamatelt järkudelt kõrgematele üle 
minnes on leitud selline /3^. , mille korral nullhüpotees ei 
kehti. Muidugi ei saa võtta trwax. p = T . Küllalt suurte T 
väärtuste korral (T > 100) võib võtta kuid prak­
tikas on väga harvad juhud, kus või . 
i z 
1 - Yt-f 7( t-1 
л 7 
-  7  t - p  t Ь=и fc P 
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3. MITMENE KORRELATSIOON JA REGRESSIOON 
/ 
3.1. ÜLDINE LINEAARNE MUDEL 
Mingi ma j andusnähtus e muutumine on harva seotud ainult ühe 
teguri muutumisega. Enamasti moodustavad maj andusnähtus ed 
kompleksi, kus üht nähtust mõjutab terve rida tegureid, mis 
omakorda võivad olla resultaatnähtusteks ja sõltuda mingist 
kolmandast tegurite ringist. 
Mitme teguri mõju resultaatnähtusele uurib mitmene kor­
relatsioon- ja regressioonanalüüs. Mitmeste seoste analüü­
simisel on alati primaarseks regressioonanalüüs. Alles pea­
le seose vormi määramist saab uurida seose tugevust. Mitme­
se regressiooni võrrandid võib konstrueerida kas tavalises 
või normeeritud mastaabis, viimasel puhul on erinevad näh­
tused esitatud võrreldavates ühikutes. 
Kõige sagedamini on mitmese regressiooni võrrandina ka­
sutatav lineaarne funktsioon 
-y = CK о + • .. . • о-«. *w • (3.1 ) 
Kasutatakse ka veel järgmisi funktsioone: 
^, «.г) 
A t 
Y - ft-o + A* + •..* ''-лл* 
+ . ( 3 е 3 )  
Funktsioonide (3.1) - (^.3) parameetrid võib leida vä­
himruutude meetodil. Normaalvõrrandite süsteemi üldkuju on 
järgmine: 
^ + 4 • • .-•aibZKK - I 










Võrrandi parameetrite leidmiseks tuleb võrrand kõigepealt 
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(3?5) 
logaritmimisega teisendada lineaarsele kujule: 
Võrrandis (3.3) käsitletakse tegurite astmeid ja korrutis! 
iseseisvate teguritena. 
Mitmese regressiooni võrrandeid, parameetrite hindamist 
ja mitmesuguseid kontrollimisi on mugav kirjeldada maatrike-
vormis. Lineaarse mudeli (3«1) (ka teised mudelid mõningate 




Maatriksis X ühtedest koosnev veerg on tingitud vaba-
liikme olemasolust võrrandis (3.6). Vektor u kujutab en­
dast resultaatnähtuse tegelike ning regressioonivÕrrandi kau­
du leitud väärtuste vaheliste hälvete vektorit. Neid hälbeid 
nimetatakse tavaliselt kas "juhuslikeks liikmeteks" või "jääk-
liikmeteks".rEdaspidi kasutame viimast terminit. 
RegressioonivÕrrandilt (3.6) nõutakse, et jääkliikmed 
oleksid juhuslikud, keskmisega *0- ning dispersiooniga 
*Yi "4 *<4 • ^0 "и/ 
Yi ; Ä = 









Siit järeldub, et 
peab olema null 
kuivõrd 
E (u) = О -, 
E (u.u')> &\ . 





(3.10) E = & . 
Vähimruutude meetodil on vaja leida vektori A elemen­
tide hinnangud (mittetäieliku informatsiooni korral) 
et oleks minimiseeritud jääkliikmete hinnangu vektori e pik­
kus. Siin muudame tähistusi, sest vektor u on tegelike jääk-
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liikmete vektor, vektor e aga jääkliikmete hinnangu vek­
tor, mis saadakse peale parameetrite hindamist: 
e= У - $ А , (3.11) 
Kuna vektori e pikkus 
l/ = = М-'£А)'('Ч-'ЖА) = Ч''Ч-5.ЧЫ» 
6 
Л 
siis, võttes osatuletised A järgi ning võrdsustades need 
nulliga, saame 
£Д-(АН -îlîVi-jlât'SCft = о , 
millest 
ja 
se'ÏÂ = «V 
.'/«n- 4V, 
А.(*«гч-а, (3.12) 
mis ongi otsitavaks parameetrite hinnangute vektoriks. 
3.2. LINEAARSE MUDELI 
PARAMEETRITE USALDUSPIIRID 
Mudeli (3.6) parameetrite hinnangute usaldusväärsuse kont­
rollimiseks eeldame, et jääkliikmed jaotuvad normaal­
selt: - * 
(3.13) 
Võib näidata, et ka vektori A elemendid vastavad mitme-
1 
mõõtmelisele normaaljaotusele: 
Â ^  . (3.14) 
Kuivõrd ruutude summa ù jaotus ei sõltu Â jaotusest, 
siis parameetrite usaldusväärsuse kontrollimiseks võib ka­
sutada t-krit eeriumi. 
Vastavalt Studenti jaotusele 
A 
aî ~ fte . (3.15) 
^/[i 4AT-V,-Djc,; 
1 vt. näiteks Феллер В. Введение в теорию вероятностей 
и ее приложения. М.'; Мир, 1964, т. I, с. 259. 
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vabadusastmetega (T-n-1), kus е.— on maatriksi ( 36 #£ ) 1 
diagonaalielement. Kontrollimisel pannakse valemisse (3.15) 
hinnang a- ning hüpoteetiline väärtus, leitakse t-kri-
teeriumi empiiriline väärtus ning võrreldakse seda t-kri-
teeriiuni teoreetilise väärtusega mi0 vastab va-
badusastmete arvule (T-n-1) ning vea tõenäosusele <*< . Kui 
temp.>£ , _ , siis hinnang 0.. erineb oluliselt hüpotee-
tilisest väärtusest а. ja ütleme, et hinnang a. on usal-
dusväärne (tavaliselt kontrollitakse hüpoteesi tie:a; = o ). 
(3.15)-st järeldub, et 100(1 - <?C)-%-lised usalduspii­
rid a jaoks saadakse järgmiselt: 
\[~Мтг \F • 
3.3. FIKTIIVSED MUUTUJAD 
Mõnikord on tegemist seoste uurimisega selliste nähtuste 
vahel, kus mingil põhjusel on teatud momendil toimunud nih­
ked nähtuste struktuuris või mastaabis. Näiteks osa andmeid 
on sõjaaegse, osa rahuaegse perioodi kohta või on mingil mo­
mendil toimunud hindade muutumine, mis mõjustab nähtuste 
struktuuri, või midagi muud. Lihtne on seda situatsiooni il­
lustreerida tarbimise kaudu. Olgu tarbimise maht sõltuv tu­
ludest sõjaajal 
у с * & л * ал (3.17) 
ja rahuajal 
у г ад, * t* * АЛ-( ах><ял (3.18) 
kus koefitsiendi b sisu on mõlemal perioodil ühesugune -
näitab kalduvust tarbimisele (siin peitubki Uks tähtis mo­
ment fiktiivsete muutujate meetodi juures - regressiooni-
koefitsiendi sisu peab jääma eri perioodidel setmeks; vasta­
sel korral ei jää muud üle,kui kumbki periood esitada eri 
funktsiooniga). See võimaldab esitada võrrandid (3.17) ja 
(3.18) kompaktsel kujul 
у= * ix * , (3.19) 
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igal rahuaastal . 
Siinjuures tuleb silmas pidada asjaolu, et mudel (3.19) 
ei sisalda vabaliiget selle traditsioonilises mSttes. Tege­
likult on vabaliikmeteks koefitsiendid aq ja a2 » neist 
esimene vastab sõjaajale ning teine rahuajale. Vabaliiget 
n.-ö. "puhtal kujul" leida pole võimalik. Kui tahetakse saa­
da võrrandit vabaliikmega (arvutustehnika võimaldab ainult 
selliste võrrandite parameetrite leidmist), siis tuleb reg-
ressioonivõrrand esitada kujul 
y= t0 + сл2. * U , (3.20) 
f 0 igal sõja-aastal, 
(_ 1 igal rahuaastal . 
Hüüd C0 on vabaliige sõja-aastate jaoks ning -
vabaliige rahuaastate jaoks. 
Aegridade korrelatsioon- ja regressioonanalüuai juures 
võib kokku puutuda ka mõningate spetsiaalküsimustega, nagu 
jaotatud viitajad, peakomponendld, kanoonilised korrelatsi­
oonid, diskriminantanalüüs jm., kuid nende käsitlemist ei 
võimalda Õppevahendi maht ning taolistel juhtudel on vaja ka­
sutada spetsiaalsete monograafiate abi. 
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4. SPEKTRAALANALÜÜS 
Aegridade spektraalanalüüsi teooria baseerub öeldusel, 
et protsessi dispersiooni võib jaotada lõigul-1Г, li asuva­
te sageduste X vahel. Kui dispersioon jaotub nii, et 
{( Л - ô)& |(À) fc ^(А + 6 ) , s. t. ühelegi sagedusele ei 
vasta oluliselt suurem osa dispersioonist, siis on tegemist 
puhtjuhusliku protsessiga, mis ei sisalda mingit informat­
siooni. Selliseid protsesse nimetatakse valgeks mürfaks. Kui 
mingile sagedusele vastab oluliselt suurem osa protsessi dis­
persioonist kui naabersagedustele, siis protsess sisaldab 
vastava sagedusega perioodilist võnkumist. Järelikult, spekt­
raalanalüüsi tulemused võimaldavad oluliselt täpsustada prog­
noosi vaid võrrandeid. 
4.1. STATSIONAARSED PROTSESSID 
Eeldame, et meil on antud aegrea tasemed võrdse pikkusega 
ajavahemike järgi, s. t. diskreetse ajaga protsess. Üldreeg­
lina eeldatakse, et protsessi tasemed on jaotunud normaal­
selt. 
Olgu 
ET = Wx. (i) f (4.1 ) 
EK-^W]Lys- = & (*,$). (4.2) 
Kui tasemete у4 ,... y^ jaotus on samasugune kui tasemete 
Y< • é >•••1 t jaotus, siis öeldakse, et protsess on stat­
sionaarne kitsas mõttes. Statsionaarsus ise tähendab aga se­
da, et protsessi statistilised karakteristikud ei sõltu mo­
mentide Ь ja s asendist ajateljel, vaid sõltuvad ainult 
ajavahemiku t - s pikkusest. 
Kui tingimused 
Ey$ = ^ Ys-t = cousi- » (4.3) 
(q'Ui, = bi* b) , (4.4) 
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alllest 
#(J«, U = *ж,,0) = , (4.5) 
kehtivad, kuld el seata tingimust jaotuse kohta, siis öel­
dakse, et protsess on statsionaarne laias mõttes ehk nõr­
galt statsionaarne. Normaaljaotuse korral statsionaarsus 
laiemas mõttes samastub statsionaarsusega kitsamas mõttes. 
4.2. SPBKTRiALTIHEDUS JA 
SPSKTB A AT,FUNKTSIOON 
Olgu antud statsionaarne laias mõttes juhuslik protsess. Sel­
le põhjal saame määrata kovariatsioonifunktsiooni väärtused 
fîto), (?4l) • Fourier' teisendus kovariatsioonifunktsiooni 
suhtes annab 
<U) ^  ^(c). e(L)M5Àk ; 
= -L 2 <34L) tosxL -тг < л6 tr. (4.6) 
Kui see rida koondub ühtlaselt, s. t. 
k-i Us-oo 
siis, peale (4.6) korrutamist eos Лк -ga ja integreerimist 
saame | 
 ) CJ cosAKif (Л)Л.Л . (4е7) 
Seega kovariatsioonifunktsioon määrab funktsiooni ja 
vastupidi. Funktsiooni | ( A " )  nimetatakse protsessi spekt-
raaltiheduseks. 
Spektraalfunktsiooniks nimetatakse funktsiooni 
F  ( A 1 =  ] ( - M d v ,  ^  X  ( 4 . 8 )  
-"ii 
kusjuures 
j eos Л к ot F (Л). (4.9) 
Kuivõrd £(А) ja GDSAL on paarisfunktsioonid, S V K AL aga 
paaritu funktsioon, siis (4.6) ja (4.7) võib esitada järg­
miselt: 
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(W-jLÎ. e-Wc* 1" (4.10) 
(Уы = j Ä^K{um. (4.11) 
-ït 
Normeeritud spektraaltiheduse saame, kui koavariatsioonlfunkb-
siooni normeerime ja kasutame 64 k-) asemel 0,z(o(.U)/Q{o). Siis 
ja 
4.3. SPEKTRAALTIHEDUSE MÄÄRAMINE 
Olgu antud statsionaarne laias mõttes juhuslik protsess sta­
tistiliste karakteristikutega 
(4e12)  
C<Yfc' 76*L)= e Су
е
-Л^7н1и-Л)в 
1,... -, L= o, tvl, ; (4.13) 
kusjuures ^(U) = &(-U). Oletame, et spektraalfunktsioon on 
absoluutselt pidev (vajalik tingimus integreerimiseks), tihe­
dusega |.(A] . 
Tavaliselt uurija käsutuses olev andmestik moodustab väL-
javotukogumi y, ... у » m i e  o n  võetud üldkogumist { y é  j,é = 








Kovariatsioonifunktsiooni võib määrata kolmel erineval ku-
jUl! r U 
С,. * -ГС tYt-y)(yt.k-y), L=C,A,...,Y.tK4-15) 
= fTC. 





ŠV6 1 ö,, (4.17) 
I Î- lv 
y^^2- yt,Wik = c,<,...,т-*, 
4-4L= h^-yKïb.k-y) = 
k= 0,4, ...,T-d. (4-19) 
Olgu I <*• I 
л T 
A. (A)~v-£- Lyt-y)u>s\\i* (4.20) 4 » fc=1 c ° T 
41,tUSA.t-i|X;»=^, -1UAŽ»; 
6; (X) = 7 i. (yt-y)vbS.i -4 k-A d 
- 4yl- «wU -«Г^Л^(4.21) 
1 trn e d 1 t=i j ' 
e (A) + CA) J —и -ž A4 ч • (4.22) 
4*tT 
X= -rr - (4.23) 
t 
graafikut nimetatakse spektrop^Rmmi к g. 
^ Spektraaltiheduse määrame järgmiselt: 
TtX)= |=? R.*t(.A) = д|т|^ (4."24) 
kusjuures 
0 * (X) - У с-А). 
Võib näidata, et E" 0 (X) = f lA) , kui T-*o^ , s. t. kül­
lalt pika aegrea korral väljavõtukogumi põhjal saadud spekt-
raaltiheduse hinnangud lähenevad spektraaltiheduse teoree­
tilistele väärtustele. Seejuures aga D(X) dispersioon ei 
lähene nullile, mistõttu väljavõttel!st spektraaltihedust ei 
saa lugeda rahuldavaks hinnanguks. Paremaid tulemusi võib 
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saada siis, kui spektraaltiheduse määramisel võtta appi kaa-
lufunktsioon Ц) . Kui on vaja hinnata |Cv) väärtust, siis 
on soovitav, et со CA) graafikul oleks punktis А* V "tipp". 
Kui i[o) väärtust hinnata avaldisega 
(4.25) 
siis 
t I £ 





* " V ЧГ-Л) 
, , T-4 
uCA|v)= j=f " Jv"21 WKtosAttcos t^ = 
*h V-(TM) 
C CA - vio)-* из (A + Vlo)^J . (4.28) 
Tavaliselt nõutakse, et 
J UCA!V)CIA -- 4, (4.29) 
-Il 
millest u)0 = 1. 
Kaalufunktsiooni со CA l v) nimetatakse tihti "aknaks". 
4.4. MÕNINGAID NÄITEID KAALÜ-
PUNKTSIOONI KOHTA 
Paljudel juhtudel võetakse kaalumisel appi funktsioonid 
tvTU) 
Чат 
— ÏГГТ ' (4.30) 
A M 1 V» Vx  ^À 
ï  / n i  
klî-1 (X! = Ц -, (4.31) 
Ли ütV^A 
U\= У , 1- o.t A, . (4.32) 
ja 
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= Л, lie 0, t д, , I Ст-Л). (4.33) 
1 '  ' 
» f f  1  U- Y ) « M V ^ .  <4 - ^ >  
/-. v"k V< ^ T-l on täisarv. 




.„ (А). (4.36) 
Akna (4.35) maksimum asub punktis A= О ja 
w=u lO (.Alo) - . (4.37) 
Ли Ди T 
Akna (4.36) maksimum on samuti punktis Л = с : 
»wax. to* (Л1о) - • (4.38) 
<A V 
2. Bartlett'i aken 
: к 
_ JL у e. . 
" Й Srt <- !il n -4-39) 
\ 
im 
Siin côT= 4 - 1Г , kui V o, t к ja ülejäänud juh­
tudel. 




Aknad on vastavalt -
• "(Mo>= '^C\Ywo ' ( 4-4 0 )  
Ли Kt-iK (X/«L / 
48 
-Aa tol. ï (ч
м ^
 ' 
3* Parzeni hinnang 
--à 1.У * ) c e  ^• 
к < Г s^AntoU/a.) cosAk: *) 
" 
Ul°} = «" l 1*»сЛМ*} " ôn^U/Â) ]"(4e42)-
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