Abstract. In order to improve the performances of the recently-presented improved normalized subband adaptive filter (INSAF) algorithm for highly noisy system, this paper proposes a set-membership version of the INSAF algorithm (SM-INSAF) by exploiting the concept of the set-membership filtering. Apart from obtaining lower steady-state error under the same convergence rate, the proposed algorithm significantly reduces the overall computational complexity. In addition, to further reduce the steady-state error of the SM-INSAF, its smooth variant is developed by using smooth subband output errors to update the step sizes, called the SSM-INSAF algorithm. Simulation results in low signal-noise-ratio (SNR) environments, demonstrate the superiority of the proposed algorithms.
Introduction
approximately white, thereby improving the convergence rate. For the colored input signals, the family of affine projection (AP) algorithms (see [7] [8] [9] and the references therein) can also speed up convergence because of their decorrelating property in the time-domain. Unfortunately, they also require very large computational complexity, due mainly to involving the matrix inversion operation in the update of the tap-weight vector. In [11] , Lee and Gan proposed a normalized SAF (NSAF) algorithm based on the principle of the minimum disturbance. As compared to the NLMS, the NSAF provides faster convergence rate for the colored input signals. Also, this algorithm retains almost the same computational complexity as the NLMS, especially for applications of long adaptive filter such as echo cancellation. Following this algorithm, many works from the following aspects have been reported to obtain its improvement in the performances (including the convergence rate, steady-state error and computational complexity) [12] [13] [14] [15] [16] . In [12] and [13] , to overcome a tradeoff between the convergence rate and steady-state error, two variable step size NSAF algorithms were proposed, with increased computational burden. On the other hand, to reduce the final estimation error of the NSAF when identifying a highly noisy system (or low signal-noise-ratio (SNR) system), an improved version (INSAF) [14, 15] was proposed by reusing past tap-weight vectors at each iteration, also with a moderate increase in the computational cost. However, it is desired that efforts make sense in pursuing fast convergence rate, low steady-state error and low computational complexity at the same time. Interestingly, the set-membership (SM) adaptive filter attempts to implement these three properties [6, 7, [16] [17] [18] . The fundamental idea is that the tap-weight vector is updated only when the magnitude of the estimated error exceeds a predetermined bound. Recently, the set-membership NSAF (SM-NSAF) algorithm was proposed in [16] , which outperforms the NSAF in these three properties.
In this paper, the concept of the SM filtering is introduced into the INSAF, and the resulting SM-INSAF algorithm achieves low steady-state error as well as computational complexity. Subsequently, a smooth SM-INSAF (SSM-INSAF) algorithm is proposed to further reduce the steady-state error.
2

Review the INSAF
Consider a desired signal ( ) d n that originates from an unknown system
where ( ) T n u n u n u n M u = − − + is the input signal vector, and ( ) n η indicates a zero-mean system noise. Fig. 1 
where ( ) [ ( ), ( 1), ...,
] As described in [15] , the original INSAF algorithm is expressed as
where μ is the step-size, P denotes the number of using past tap-weight vectors, i denotes l 2 -norm of a vector, and
3 Proposed set-membership algorithms
Derivation of SM-INSAF
Define the subband input matrix and subband desired signal vector as follows:
To derive the SM-INSAF algorithm, we define a new constrained optimization criterion as 1 2
where 0 1 ρ < ≤ is the forgetting factor, and
is the subband error-bound vector.
According to the method of Lagrange multipliers, we get ( )
is the Lagrange multiplier vector. Let the derivative of (9) with respect to ( 1) k w + equal to zero, we have
Substituting (10) into (8) yields
where
Combining (10) and (11), we obtain
Using the assumption that the off-diagonal components of the matrix
can be neglected [11] , (13) is simplified as ( )
denotes the average of the recent P tap-weight vectors, and , D ( )
Based on the SM filtering theory [6, 7, 16] , we assume if the average tap-weight vector ( ) k w lies in the constraint set k Η at kth iteration defined by
then adaptive filter will stop updating and adaptive solution is obtained, where γ is a prespecified boundary of the constraint set k Η related to the subband errors. In other words, the adaptive filter only works in the condition of , D ( )
Next, an important problem is how to choose the subband error-bounds ( )
It has been reported in [7] that the only condition of choosing Applying this method into (17), the SM-INSAF algorithm for updating the tap-weight vector is expressed as
Note that, in the case of 1 ρ = , the SM-INSAF algorithm simply becomes 
Derivation of SSM-INSAF
Iterating the use of (24), we have
As can be seen, 
Discussions
Remark 1: By observing (4) and (18) σ is the variance of the system noise. It is worth mentioning that the choice of the parameter t for both proposed algorithms must consider a tradeoff between the convergence rate, steady-state error and computational burden. Namely, a large t reduces the steady-state error and overall computational complexity of both proposed algorithms, while slows the convergence rate, vice versa. Nevertheless, based on our extensive simulations, it is found that [1, 4] 
for the SM-INSAF and [0.7, 0.9] t ∈ for the SSM-INSAF can yield good tradeoff performances. As results, both proposed SM-INSAF and SSM-INSAF algorithms are summarized in Table 1 .
Remark 2: We investigate the relations of both proposed algorithms and some existing algorithms (e.g., the NSAF, INSAF and SM-NSAF), as follows:
1) The SSM-INSAF is a smooth version of SM-INSAF, i.e., both algorithms are equivalent when 0 β = ; 
Simulation results
In order to evaluate the performances of both proposed SM-INSAF and SSM-INSAF algorithms, the Monte Carlo (MC) simulations (average of 30 independent runs) are performed in the contexts of system identification and acoustic echo cancellation. The unknown o w is a measured acoustic echo path with 512 M = taps (the sample rate is 8kHz). The cosine modulated filter bank with number of subbands 8 N = is used in all the SAF algorithms [2] , unless otherwise specified. The system noise ( ) n η is a white Gaussian signal with a low signal-to-noise ratio (SNR) of 10 or 5dB. Here, we assume that the variance of the system noise, 2 η σ , is known, because it can be easily estimated online in practice like in [3, 12, 19] . The normalized mean square deviation (NMSD), 
System identification
In this section, the colored input signal ( ) u n is generated by filtering a zero-mean white Gaussian signal through a first-order system We start by investigating one by one the effect of the parameters N, ρ , and P on the performances of the proposed algorithms. Here, the SNR is low, e.g., 10dB. Fig. 2 examines the convergence performance of the SM-INSAF algorithm using number of subbands 2 N = , 4, and 8. As expected, the algorithm with a large number of subbands (e.g., 8 N = ) has faster convergence rate than that with a small one (e.g., 2 N = ). The reason of yielding this phenomenon is that each subband input signal is closer to a white signal for a larger number of subbands. However, when number of subbands is larger than a certain value (in this case, 4 N = ), this phenomenon will become weak. , 0.6, and 1. As can be seen, the value of ρ is closer to 1, the steady-state performance is better while the convergence rate is slightly slow. Fig. 4 shows the NMSD results of the SM-INSAF algorithm using 1 P = , 2, and 3. Clearly, a higher number of using past tap-weight vectors (i.e., 3 P = ) reduce the steady-state NMSD of the SM-INSAF, whilst maintains almost the same convergence performance as the SM-NSAF (i.e., the SM-INSAF with 1 P = ). Without loss of generality, the above results obtained from Figs. 2-4 are also reasonable for the SSM-INSAF algorithm, because both proposed algorithms use the same way to update the tap-weight vector, i.e., (20) . 
B) Performance comparisons
In this section, we compare both proposed algorithms with the NSAF, SM-NSAF [16] and INSAF [15] Figs. 5 and 6 show the NMSD results of these algorithms in the case of SNR = 10 and 5dB, respectively. It is also concluded that both proposed algorithms are superior to the NSAF, SM-NSAF, and INSAF algorithms in terms of the convergence rate and tracking capability. As compared to the NSAF algorithm, the INSAF, SM-INSAF and SSM-INSAF algorithms work better in low SNR cases, since they use past tap-weight vectors in adaptation process. As one can also see, the SM filtering algorithms (e.g., the SM-NSAF, SM-INSAF and SSM-INSAF) achieve a good trade-off between the steady-state error and convergence rate in contrast to their counterparts (e.g., the NSAF and INSAF). This is due to the fact that these SM algorithms can also be considered as variable step size algorithms. Interestingly, both proposed algorithms (especially for the SSM-INSAF) provide better steady-state performance. In addition, it can be observed from Figs. 5 and 6 that the steady-state NMSDs of all the algorithms increase as the SNR decreases. Table 2 gives a comparison of the above algorithms in the overall computational complexity by measuring the update rate (UR) for each subband, where the simulation condition is the same as 
Acoustic echo cancellation
Acoustic echo cancellation is a typical application of system identification [12, 19] , i.e., identifying the acoustic echo path. The only difference is that the input signal is a true speech signal, as shown in Fig. 7 . In this scenario, Fig. 8 
Conclusions
In this study, we derived the SM-INSAF algorithm by incorporating the concept of the SM filtering into the INSAF. Compared with the INSAF, the proposed algorithm not only provides better steady-state performance under the comparable convergence rate, but also saves the computational cost. Next, its smooth version, i.e., the SSM-INSAF, was proposed by smoothing subband error signals, thus further reducing the steady-state error. Simulation results have demonstrated that both proposed algorithms are superior to other existing algorithms in low SNR cases.
