Determining the hydrogen-deuterium exchange speeds of single residues from data for peptic fragments obtained by FT-ICS MS is currently mainly done by manual interpretation. We provide an automated method based on combinatorial optimization. More precisely, we present an algorithm that enumerates all possible exchange speeds for single residues that explain the observed data of the peptic fragments.
INTRODUCTION
Hydrogen-deuterium exchange (HDX) is a chemical reaction in which a covalently bonded hydrogen atom is replaced by a deuterium atom, or vice versa. Usually the examined protons are on the amides in the backbone of a protein. The method gives information about the solvent accessibility of various parts of the molecule, and thus the tertiary structure of the protein.
In modern times HDX has primarily been monitored by the methods: NMR spectroscopy and mass spectrometry. Each of these * Supported by the Centre National de Recherche Scientifique (CNRS) and by the German Academic Exchange Service (DAAD).
† The work of the second author was done while he was visiting the Max-Planck-Institut für Informatik, Saarbrücken, Germany.
methods have their advantages and drawbacks. A major disadvantage of mass spectrometry is that one obtains exchange data for peptic fragments and assigning exchange rates to single residues has to be done by manual interpretation. We provide an automated method to resolve this problem. More precisely, we present an algorithm that enumerates all possible exchange rates for single residues that explain the observed data of the peptic fragments. As the number of possibilities is often very large, we combine sets of assignments to equivalence classes which are easily interpreted such that the number of equivalence classes is typically very small.
The assignment of exchange rates to single residues from the data of the peptic fragments is a combinatorial problem. Hence, we applied methods from combinatorial optimization to it, i.e. we show how to formalize the problem into an integer linear program and propose a method to solve the problem.
The paper is organized as follows. In Section 2, we review the biochemical background of the underlying problem, motivating our research on this problem. Before giving an integer linear program for the combinatorial problem in Section 4, we make a formal description of the problem in Section 3. After that, we explain our solution method and the combination of possible solutions into equivalence classes in Section 5. In Section 6, we discuss the computational complexity of the problem and in Section 7, we show some experimental results of our algorithm. Finally, we give a short conclusion.
BIOCHEMICAL BACKGROUND
Determination of protein-protein interaction is best accomplished by X-ray crystal diffraction and NMR [9] because both methods provide the highest resolution of the sites of interaction. On the downside, both methods require large (milligram) quantities of protein. Other techniques rely on chemical or photo-induced reactions with MS analysis [5, 3] to reveal functional groups that are exposed to the solvent. These methods also suffer from physical limitations.
Another method utilizes hydroxyl radical reactions with alkyl C-H bonds. The OH tends to react mainly with surface-exposed residues providing a good footprint of the solvent exposed surface of the protein(s) [2, 6] . The modification is covalent and thus irreversible, but each modification can potentially change the conformation of the protein, thus skewing results.
Exchange of labile hydrogens for deuteriums (HDX) as a probe of protein surface accessibility does not change the conformation of the protein. Advantages over NMR and X-ray crystallography structural determination are the ability to work at low concentration and high molecular weight.
The experiment is initiated by dilution of the protein solution into a biological buffer made with D2O. Solvent accessible hydrogens are exchanged with deuterium. The exchange is quenched (greatly slowed) by dropping the pH to between pH 2.3 and pH 2.5 and lowering the temp to approximately 0
• C. The protein complex is digested with a protease that is active under quench conditions (such as pepsin) and on-line liquid chromatography is performed directly to the FT-ICR MS. Deuterium incorporation is monitored by the increase in mass of each peptic fragment as the deuteron is added.
The data sets produced are large and each spectrum has hundreds of overlapping peptic fragments. From this data, the exchange rate is easily determined for the same peptic fragments from the protein and the protein/protein complex. [4] . When peptic fragments are not directly comparable, but are overlapping ( Figure 1 ) manual interpretation must be performed to assign exchange rate to single residues. HDX data analysis is the greatest bottle-neck in these experiments, thus automated data analysis is necessary. Furthermore, we are interested in all such assignments, as we want to determine protein conformation, protein/protein interaction, and protein/ligand interactions. This data will be useful in the design and synthesis of small molecules to be used as therapeutic agents.
MATHEMATICAL ABSTRACTION
In an idealized setting, we are considering the following problem. We are given a sequence (1, . . . , n) of residues, a set
of peptic fragments, and a set of possible exchange rates S = {1, . . . K}. We denote a fragment (i, . . . , j) by (i, j) and refer to an exchange rate as a color. For each fragment (i, j) ∈ F and each color k ∈ S, we are given the number b k (i,j) of residues with color k within the fragment (i, j). The corresponding vector b k is referred to as the right hand side for color k. In our experimental data, we consider exactly three different colors (slow, medium, and fast), i.e. K = 3.
We have to compute an assignment π : {1, . . . , n} → S which assigns a color to each residue. This assignment has to respect our knowledge on the peptic fragments, i.e. π : {1, . . . , n} → S such that b k (i,j) = |{i ≤ l ≤ j : π(l) = k}| for all given fragments (i, j) ∈ F and all possible colors k ∈ S.
In real setting we will have errors in the data from our experiments. Hence we want to compute all assignments that minimize the total sum of errors, i.e. the assignments minimizing
MATHEMATICAL MODEL
First we formulate the idealized problem above as an integer linear program. More precisely, we show an integer linear program whose feasible solutions correspond to the feasible assignments of colors to residues.
Let π : {1, . . . , n} → S be an assignment of colors to residues and for each k ∈ S let x k ∈ {0, 1} n be a set of binary variables and let
. . , n} as every residue has exactly one color assigned. Furthermore every {0, 1}-assignment to x ∈ {0, 1}
Kn satisfying P k∈S x k i = 1 for all i ∈ {1, . . . , n} corresponds to an assignment.
An {0, 1}-assignment x corresponds to a feasible π, iff furthermore
for all (i, j) ∈ F and k ∈ S. Assume now, we want to compute an assignment with minimum number of errors. Notice that we want to minimize a sum of absolute values. We use a standard trick to formulate such a problem as an integer linear program. Assume we have a variable e k i,j for every color k ∈ S and every fragment (i, j) ∈ F whose value should be the error of the assignment x for the color k and the fragment (i, j). Hence we want to minimize P k∈S
. It suffices to formulate conditions on e k (i,j) that enforce it to be at least the error. As we minimize, the value will not be larger than the error in an optimal solution. To enforce e k (i,j) to be at least the error, the two linear constraints e
are sufficient. Hence the integer linear program, we are looking at is
We refer to this integer linear program as basic-ILP.
SOLUTION OF THE MATHEMATICAL MODEL
We implemented our approach using the C++-Library SCIL 1 to solve integer linear programs. SCIL uses the libraries LEDA 2 and SCIP 3 . SCIP uses CPLEX 4 or SoPlex 5 as solver for linear programs. The underlying solution method is branch-&-bound, which is described in detail in [7] .
In order to find all solutions within a given error bound e, we add the constraint P k∈S P (i,j)∈F e k (i,j) ≤ e to the integer linear program and hence are faced with the problem of computing all feasible solutions of an integer linear program. We do this with a branching-approach similar to the branch-&-bound approach described above. We solve the linear relaxation. If the linear relaxation if infeasible, we stop the search on this branch. If the solution is integral, we store it (if we haven't found this solution yet). If there is a binary variable which is not fixed so far (i.e. not set to 0 or 1), we pick one such variable x k l and solve the two subproblems where we fix the variable to 0 or 1 recursively. Notice that it is possible that we branch on a variable which already has an integral value. In this case, the solution of the linear relaxation of the subproblem will be the same as in problem itself. Nevertheless, we will terminate, as there are only a finite number of variables to branch on.
In our experiments, it turns out that finding a single solution is very fast, whereas finding all solutions takes quite some time (see Table 1 in Section 7). The reason is mainly that the number of solutions is quite large. This is as there are quite large intervals such that no fragment starts or ends within an interval. Let P be the partition of {1, . . . , n} into a minimal number of intervals, such that for each element of p ∈ P and each fragment f ∈ F either p ⊆ f or p ∩ f = ∅. Notice that for an assignment π, we can get further assignments with the same total error, if we permute the colors within these intervals, i.e. if i, j ∈ p for p ∈ P and π is a feasible assignment than π ′ with π
is a feasible assignment. We call two assignments equivalent, if one can be obtained by the other by iteratively applying this rule.
Hence we modify our integer linear program in order to enumerate equivalent solutions only once. For k ∈ S and p ∈ P, we replace the binary variables (x . Moreover, let A be the |F| × |P| matrix, i.e. for every f ∈ F and p ∈ P, the corresponding entry is given by
In matrix notation the constraints are then of the form
Hence our integer linear program gets where P is the vector that contains |p| for each component p ∈ P. We refer to this integer linear program as improved-ILP. We compute all solutions within a certain error bound by following basically the same approach as described above. The number of solutions is just a fraction of the number of solutions of the original integer linear program (see Section 7).
COMPUTATIONAL COMPLEXITY
We first consider the case with two colors. That is, we have the constraints y 1 p + y 2 p = |p| for all p ∈ P. This allows us to simplify the linear program considerably. We replace y 2 p = |p| − y 1 p and omit the superscript of the y-variables in the following. This yields
where F is the vector of fragment sizes. We may get rid of half of the constraints by the following observation. Let b := max{b
where the maximum is taken component-wise. Let y be an arbitrary feasible solution with minimum total error
We may consider the contribution of each fragment independently for that particular y. We may rename the error variables e 1 and e 2 component-wise according to b andb, i.e. 
which is equivalent to (multiplying the objective function by −1 and introducing slack variables)
We will show next that this LP is a Minimum Cost Circulation Problem. To this end, let M be the matrix of the equality constraints, i.e. 3) , (2, 5) , (3, 6) , and (5, 7).
Note that this matrix has the column-wise consecutive-ones property. By row operations like in Gaussian elimination, we can easily transform M such that each column contains exactly one 1 and one −1, as follows. We add the dummy constraint 0 = 0 at the end and subtract from each row its predecessor. The resulting matrix, sayM , can be considered as the node-arc-incidence matrix of a directed graph. Since the right hand side remains unchanged, we get a Minimum Cost Circulation problem on a graph with |P|+1 nodes and O(|P| + |F|) arcs [1] . As a matter of fact, we have for each variable yp two arcs corresponding to the constraint 0 ≤ yp ≤ |p| and for each fragment (i, j) the arcs (i, j + 1) and (j + 1, i) as depicted in Figure 2 . We may use any algorithm that solves the Minimum Cost Circulation problem, e.g. Cycle Canceling or Successive Shortest Path (see [1] for further reference). Both approaches have their advantages. The former always maintains a feasible circulation, i.e. we start with the zero flow and augment flow along negative cycles in the residual network until no negative cycle remains. Since the residual network with respect to an optimal circulation does not contain a directed negative circuit, we can find node potentials, i.e. a corresponding dual solution, using the Bellman-Ford algorithm in O(|P| · |F|) time. The difference between the potential of two neighboring nodes then yields the value of the corresponding y-variable. The errors are determined straight forward. If there is a solution without error this approach yields a solution within the running time of Bellman-Ford. On the other hand, the Successive Shortest Path algorithm maintains similar node potentials such that the arc-weights remain non-negative. Since the total excess is bounded by |P| in our case, the running time of that algorithm is O(|P| · |F| + |P| 2 log|P|). For three or more colors the complexity is open. The totally unimodularity of the constraint matrix is destroyed, i.e. there are instances with fractional vertices, e.g. the one from Figure 2 with the appropriate right hand sides. Moreover, there is an instance which has a positive error, but the value of the LP is 0. Hence the integrality gap is infinite. If the number of colors is not fixed but part of the input, the problem is NP-complete.
EXPERIMENTS
We applied our branch-&-bound solution method to several real instances and to randomly generated instances, as we only have a limited number of real instances at hand.
The real instances had between 28 and 57 residues and between 16 and 50 fragments. The solutions with a minimal number of errors could be computed in less than 0.1 seconds for all instances. All (non-equivalent) solutions with a minimal number of errors, between 6 and 62 in number, could be computed in less than 5 seconds, where the running time greatly depends on the number of solutions (see Table 1 ). Computing all solutions using the basic-ILP takes much longer as with the improved-ILP.
The results for the real instances are very promising as the small number of easily interpretable classes of equivalent solutions can be We give the characteristics of the instance, i.e. the number of residues (n), the number of fragments (F), number of intervals (P), and the minimal error of an solution (ǫ). For the basic and the improved ILP formulation, we give the solution times in seconds and the number of solutions found.
used in protein structure prediction tools and for manual inspection.
To evaluate the running time of our approach more closely, we created the random instances as follows. We generated a sequence of a given number of residues. For each residue, we randomly chose a color with a biased coin. We have chosen a probability of 0.6 for slow, and 0.2 for medium and fast, which reflect approximately the numbers we observed in the real instances. Then we generated random fragments, i.e. we chose i, j ∈ {1, . . . , n} with i < j at random and repeated this n/2 times. In our experiments, we use n = 50, 100, 150, 200, 250, 300, 500, 1000. Note that the actual numbers of variables for the Improved-ILP is lower than n. However, it is only a slight difference due to our random choice of the fragments. We computed for each fragment the numbers of residues having a certain color and added a random Gaussian noise on these numbers to reflect the errors in the measurement. Since those artificial instances are generated by a rather simple model of real measurements, we have to be careful about a quantitative analysis. We generated one series of instances without noise and three further series with gaussian noise of mean 0 and different standard deviations.
First, we evaluated the running times to find one optimal solution (see Figure 3) . As one can see, the noise has a growing effect the more variables we consider. At a first glance, this log-log-plot suggests a power law behavior. Hence, we fitted a power function for each series. For the sake of illustration, we only show the straight line representing the best fit of a power function to running times of the instances without noise. However, it demonstrates that the measurement points tend to follow a slight curvature to the left. Moreover, the exponent of this fit is roughly 2.1 and for the other series it tends towards 3 with growing noise. Though integer linear programming is exponential in general, this is appearantly not the case in the considered range n ≤ 1000. It seems that the running times are dominated by solving linear programs. Since this involves solving systems of equations, we assume a cubic polynomial for a further fit of the running times. In fact, the curve that one can see in Figure 3 , which corresponds to the measurements with the most noise, nicely fits the data.
The effect of the noise on the running times becomes more apparant when we enumerate all optimal solutions (see Figure 4) . One reason for this is that the higher the minimum error the more optimal solutions exist at this value. Moreover, the number of optimal solutions also grows with increasing number of variables. The straight lines in the log-log-plot show fits of power functions with exponents ranging from 3.2 to 4.3 roughly. However, the distribution of the running times is too broad to get a significant result with the limited number of measurements.
Anyways, it would be more interesting to have more real world instances than the randomly generated ones to evaluate our method and future work such as generalizing the combinatorial approach to more than two colors. However, gathering the experimental data involves a considerable effort. For the sake of completeness, we briefly explain the applied techniques in the following.
The entire HDX experiment was automated with a LEAP robot (HTS PAL, Leap Technologies, Carrboro, NC). Automation of the experiment reduces human error and reduces deuterium for hydrogen back-exchange. All time points where interlaced and performed in triplicate to ensure experimental reproduceability. After digestion, the protein digest was injected from a 10 µL loop to either a 1 mm x 50 mm C5 column (Phenomenex) or a Pro-Zap Prosphere HP C18 HR 1.5u 10 mm x 2.1 mm (Alltech). A rapid gradient 2% B to 95% B in 1.5 min (A: acetonitrile/H2O/formic acid 5/94.5/0.5, B: acetonitrile/H2O/formic acid 95/4.5/0.5) was used to elute peptides. The eluent was post-column split and infused by microelectrospray ionization into a custom built 14.5 T LTQ FT-ICR mass spectrometer. Data was analyzed by an in-house analysis package (Sasa 2007 paper, submitted).
CONCLUSION
We proposed an approach to assign exchange rates to single residues from data of peptic fragments based on integer linear programming. The resulting algorithm is very efficient. Furthermore we gave a combinatorial algorithm for the case of two exchange speeds.
In the case of three or more different exchange speeds, the complexity of the problem remains open. Furthermore, we want to extend the combinatorial approach for three exchange speeds and so that it is able to enumerate all solutions even faster, which could be important as the sizes of the problems will probably increase in the future.
