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Abstract
The behavior of pi0 meson properties in the presence of a uniform external magnetic field is
studied in the context of a nonlocal extension of the Polyakov-Nambu-Jona-Lasinio model. The
analysis includes the pi0 mass, the effective pi0-quark coupling and the pion-to-vacuum hadronic
form factors, both at zero and finite temperature. Numerical results are compared with previous
calculations carried out within the local NJL model, when available. The validity of chiral relations
and the features of deconfinement and chiral symmetry restoration transitions are discussed.
1
I. INTRODUCTION
The behavior of strongly interacting matter under the influence of intense magnetic fields
has become an issue of increasing interest in the last few years [1–3]. This is mostly motivated
by the realization that the presence of strong magnetic fields should be taken into account
in the analysis of some relevant physical systems, e.g. in the description of high energy non-
central heavy ion collisions [4], or the study of magnetars [5]. From the theoretical point
of view, addressing this subject requires to deal with quantum chromodynamics (QCD) in
nonperturbative regimes. Therefore, present analyses are based either in the predictions of
effective models or in the results obtained through lattice QCD (LQCD) calculations. In this
work we focus on the effect of an intense external magnetic field on various π0 meson prop-
erties at zero and finite temperature. This issue has been studied in the last years following
various theoretical approaches for low-energy QCD, such as Nambu-Jona-Lasinio (NJL)-like
models [6–12], chiral perturbation theory (ChPT) [13, 14] and path integral Hamiltonians
(PIH) [15, 16]. In addition, results for the light meson spectrum under background magnetic
fields at zero temperature have been obtained from LQCD calculations [17, 18].
In Ref. [19] we have studied the behavior of the π0 meson mass and one of its axial
decay form factors in the presence of a uniform static magnetic field at zero temperature,
within a relativistic chiral quark model in which quarks interact through a nonlocal four-
fermion coupling [20]. This so-called “nonlocal NJL (nlNJL) model” can be viewed as a sort
of extension of the NJL model that intends to provide a more realistic effective approach
to QCD. Actually, nonlocality arises naturally in the context of successful descriptions of
low-energy quark dynamics [21, 22], and it has been shown [23] that nonlocal models can
lead to a momentum dependence in quark propagators that is consistent with LQCD results.
Moreover, in this framework it is possible to obtain an adequate description of the properties
of light mesons in the absence of an external electromagnetic field at both zero and finite
temperature [23–34]. Interestingly, as shown in Refs. [35, 36], nlNJL models naturally allow
to reproduce the so-called inverse magnetic catalysis (IMC) effect, previously observed from
LQCD results. According to these calculations, the chiral restoration critical temperature
turns out to be a decreasing function of the magnetic field B. In fact, the observation of IMC
in LQCD calculations [37, 38] represents a challenge from the point of view of theoretical
models, since most naive effective approaches to low energy QCD (NJL model, ChPT, MIT
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bag model, quark-meson models) predict that the chiral transition temperature should grow
when the magnetic field is increased [1–3]. In addition, nlNJL models lead to a B dependence
of the π0 mass that is found to be in good agreement with LQCD results [19].
The aim of the present article is to extend the work in Ref. [19], considering some ad-
ditional properties of the magnetized π0 mesons. As shown in Ref. [39], in the presence
of a constant magnetic field ~B the pion-to-vacuum vector and axial vector amplitudes can
be in general parametrized in terms of three “decay” form factors. One of them, f
(A||)
pi0 ,
corresponds to the pion decay constant usually denoted by fpi. The behavior of this form
factor under the magnetic field has already been analyzed in Ref. [19], together with those
of the masses mpi0 and mσ, and the quark-meson coupling gpi0qq. The other two decay form
factors are a second axial decay constant, f
(A⊥)
pi0 , associated to momentum components that
are perpendicular to the magnetic field, and a vector decay constant f
(V )
pi0 . As shown in
Ref. [6], another relevant feature induced by the presence of the external magnetic field is
the fact that the π0 dispersion relation turns out to be anisotropic, implying that the move-
ment along the direction perpendicular to the magnetic field is characterized by a diffraction
index upi0 which is in general different from one. In this way, to complement the analysis
carried out in Ref. [19], in this work we study the magnetic field dependence of f
(A⊥)
pi0 , f
(V )
pi0
and upi0. In addition, we extend the analysis to a system at finite temperature T , considering
the thermal behavior of these quantities and also of the masses mpi0 and mσ, the coupling
gpi0qq and the decay constant f
(A||)
pi0 , which have been studied in Ref. [19] only for T = 0.
This article is organized as follows. In Sec. II we show how to obtain the analytical
equations required to determine the relevant π0 properties at zero temperature in the pres-
ence of the magnetic field. Our calculations are based on the formalism developed in
Refs. [19, 35, 36], which make use of Ritus eigenfunctions [40]. In Sec. III we show how
to extend the analysis in Sec. II to a system at finite temperature, taking also into account
the coupling of fermions to a background color field (the so-called “Polyakov loop nlNJL
model”). In Sect. IV we quote and discuss our numerical results, while in Sec. V we present
our conclusions. Finally, in Appendices A and B we outline the derivation of some of the
expressions quoted in the main text.
3
II. THEORETICAL FORMALISM
The Euclidean action for the nonlocal NJL-like two-flavor quark model we are considering
reads
SE =
∫
d4x
{
ψ¯(x) (−i/∂ +mc)ψ(x) −
G
2
ja(x)ja(x)
}
. (1)
Here mc is the current quark mass, equal for u and d quarks, while the currents ja(x) are
given by
ja(x) =
∫
d4z G(z) ψ¯(x+
z
2
) Γa ψ(x−
z
2
) , (2)
where Γa = (1 , iγ5~τ ). The function G(z) is a nonlocal form factor that characterizes the
effective interaction. The action can be “gauged” to incorporate couplings to electromag-
netic, vector and axial vector gauge fields Aµ, W
V,a
µ (x) and W
A,a
µ (x), respectively. This is
done by replacing
∂µ → Dµ ≡ ∂µ − i QˆAµ(x) −
i
2
ΓC τaWC,aµ (x) , (3)
where Qˆ = diag(qu, qd), with qu = 2e/3, qd = −e/3, C = V,A, a = 1, 2, 3, Γ
V = 1 and
ΓA = γ5. For this nonlocal model, gauge symmetry also requires the replacements [23, 29, 34]
ψ(x−z/2)→W (x, x− z/2) ψ(x−z/2) , ψ(x+z/2)† → ψ(x+z/2)†W (x+ z/2, x) , (4)
with
W(x, y) = exp
[
−i
(
Qˆ
∫ y
x
dℓµAµ(ℓ) +
τa
2
ΓC
∫ y
x
dℓµ W
C,a
µ (ℓ)
)]
, (5)
where ℓ runs over an arbitrary path connecting x with y. As it is usually done, we take it
to be a straight line path.
As stated, we assume the presence of an external uniform magnetic field ~B. Therefore,
using the Landau gauge, and choosing the x3 axis in the direction of ~B, we take Aµ to be a
static field given by Aµ(x) = Bx1δµ2.
Since we are interested in studying light meson properties, we carry out a bosoniza-
tion of the fermionic theory, introducing scalar and pseudoscalar fields σ(x) and ~π(x) and
integrating out the fermion fields. The bosonized action can be written as [19, 23, 34]
Sbos = − log detD +
1
2G
∫
d4x
[
σ(x) σ(x) + ~π(x) · ~π(x)
]
, (6)
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where
D (x, x′) = δ(4)(x− x′)
(
− i /D +mc
)
+
G(x− x′) γ0W(x, x¯) γ0
[
σ(x¯) + i γ5 ~τ · ~π(x¯)
]
W(x¯, x′) , (7)
with x¯ = (x + x′)/2. We expand now the meson fields around their mean field values.
Since the external magnetic field is uniform, one can assume that the field σ(x) has a
nontrivial translational invariant mean field value σ¯, while the vacuum expectation values of
pseudoscalar fields are zero. We separate the mean field piece of the first term of the action
in Eq. (6), writing
− log detD = −Tr logD0 − Tr log(1 +D
−1
0 δD) , (8)
where the traces run over color, flavor, Dirac and coordinate spaces. The form of the mean
field operator D0 in the presence of the external magnetic field has been studied in detail in
previous works, see e.g. Ref. [36]. It can be written as
D0 = diag
(
DMFAu (x, x
′) , DMFAd (x, x
′)
)
, (9)
where
DMFAf (x, x
′) = δ(4)(x− x′) (−i/∂ − qf B x1 γ2 +mc) + σ¯ G(x− x
′) exp [iΦf (x, x
′)] . (10)
Here Φf(x, x
′) = qfB (x2 − x
′
2) (x1 + x
′
1)/2 is the so-called Schwinger phase, and a direct
product to an identity matrix in color space is understood. The mean field quark propagators
SMFAf (x, x
′) =
[
DMFAf (x, x
′)
]−1
can be obtained following the Ritus eigenfunction method [40].
As shown in Ref. [36] (see also the analysis carried out within the Schwinger-Dyson formalism
in Refs. [41, 42]), it is possible to write the propagators in terms of the Schwinger phase and
a translational invariant function, namely
SMFAf (x, x
′) = exp
[
iΦf (x, x
′)
] ∫ d4p
(2π)4
ei p·(x−x
′) S˜f (p⊥, p‖) , (11)
where p⊥ = (p1, p2) and p‖ = (p3, p4). The expression of S˜f(p⊥, p‖) in the nlNJL model
under consideration is found to be [36]
S˜f(p⊥, p‖) = 2 exp(−p
2
⊥/|qfB|)
∞∑
k=0
∑
λ=±
[
(−1)kλ
(
Aˆλ,fk,p‖ − Bˆ
λ,f
k,p‖
p‖ · γ‖
)
Lkλ(2p
2
⊥/|qfB|) +
2 (−1)k
(
Cˆλ,fk,p‖ − Dˆ
λ,f
k,p‖
p‖ · γ‖
)
p⊥ · γ⊥ L
1
k−1(2p
2
⊥/|qfB|)
]
∆λ , (12)
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where the following definitions have been used. The perpendicular and parallel gamma
matrices are collected in vectors γ⊥ = (γ1, γ2) and γ‖ = (γ3, γ4), while the matrices ∆
λ
are defined as ∆+ = diag(1, 0, 1, 0) and ∆− = diag(0, 1, 0, 1). The integers kλ are given by
k± = k − 1/2± sf/2, where sf = sign(qfB). The functions Xˆ
±,f
k,p‖
, with X = A,B,C,D, are
defined as
Aˆ±,fk,p‖ = M
∓,f
k,p‖
Cˆ±,fk,p‖ + p
2
‖ Dˆ
±,f
k,p‖
, (13)
Bˆ±,fk,p‖ = Cˆ
±,f
k,p‖
−M∓,fk,p‖ Dˆ
±,f
k,p‖
, (14)
Cˆ±,fk,p‖ =
2k|qfB|+ p
2
‖ +M
−,f
k,p‖
M+,fk,p‖
∆fk,p‖
, (15)
Dˆ±,fk,p‖ =
M±,fk,p‖ −M
∓,f
k,p‖
∆fk,p‖
, (16)
where
∆fk,p‖ =
(
2k|qfB|+ p
2
‖ +M
+,f
k,p‖
M−,fk,p‖
)2
+ p2‖
(
M+,fk,p‖ −M
−,f
k,p‖
)2
. (17)
The functions Mλ,fk,p‖ play the role of effective (momentum-dependent) dynamical quark
masses in the presence of the magnetic field. They are given by
Mλ,fk,p‖ =
4π
|qfB|
(−1)kλ
∫
d2p⊥
(2π)2
M(p2⊥ + p
2
‖) exp(−p
2
⊥/|qfB|)Lkλ(2p
2
⊥/|qfB|) , (18)
where
M(p2) = mc + σ¯ g(p
2) , (19)
g(p2) being the Fourier transform of the nonlocal form factor G(x). In Eqs. (12) and (18),
Lk(x) and L
1
k(x) stand for generalized Laguerre polynomials, with the convention L−1(x) =
L1−1(x) = 0. The relation in Eq. (18) can be understood as a Laguerre-Fourier transform of
the function M(p2). It is also convenient to introduce the Laguerre-Fourier transform of the
form factor g(p2),
gλ,fk,p‖ =
4π
|qfB|
(−1)kλ
∫
d2p⊥
(2π)2
g(p2⊥ + p
2
‖) exp(−p
2
⊥/|qfB|)Lkλ(2p
2
⊥/|qfB|) , (20)
thus one has
Mλ,fk,p‖ =
[
1− δ(kλ+1) 0
]
mc + σ¯ g
λ,f
k,p‖
. (21)
The transform in Eq. (20) can be inverted to get
g(p2⊥ + p
2
‖) = 2 e
−p2⊥/|qfB|
∞∑
k=0
(−1)kλ gλ,fk,p‖ Lkλ(2p
2
⊥/|qfB|) . (22)
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To study the mass and decay form factors of the neutral pion, we expand the operator
δD(x, x′) in powers of the meson fluctuations and the external vector and axial vector fields,
keeping up to linear terms in δπ3, W
V,3
µ and W
A,3
µ . We obtain
δD(x, x′) = δDpi (x, x
′) + δD
(a)
W (x, x
′) + δD
(b)
W (x, x
′) + δDW,pi (x, x
′) , (23)
where
δDpi (x, x
′) = iγ5 τ
0 exp[iΦ(x, x′)]g(x− x′) δπ3(x¯) , (24)
δD
(a)
W (x, x
′) = −δ(4)(x− x′)
τ 3
2
∑
C=V,A
Γ¯C γµW
C,3
µ (x¯) , (25)
δD
(b)
W (x, x
′) = iσ
τ 3
2
exp[iΦ(x, x′)] g(x− x′)
∑
C=V,A
Γ¯C
[
UC,3(x, x¯)− UC,3(x¯, x′)
]
, (26)
δDW,pi (x, x
′) = −
1
2
exp[iΦ(x, x′)] g(x− x′) ×∑
C=V,A
γ5 Γ
C
[
UC,3(x, x¯)− UC,3(x¯, x′)
]
δπ3(x¯) . (27)
Here we have used the definitions x¯ = (x+ x′)/2, Γ¯C = γ0Γ
Cγ0 and
UC,3(x, y) =
∫ y
x
dℓµW
C,3
µ (ℓ) . (28)
Given a definite model parametrization, the value of σ¯ can be found by minimization of
the effective action at the mean field level. The corresponding “gap equation” reads [35, 36]
σ¯
G
=
NC
π
∑
f=u,d
Bf
∞∑
k=0
∫
q‖
∑
λ=±
gλ,fk,q‖ Aˆ
λ,f
k,p‖
. (29)
A. Pion field redefinition and quark-meson coupling constants
The calculation of the π0 mass in this model has been previously carried out in Ref. [19].
As shown in that paper, the piece of the bosonized action that is quadratic in the neutral
pion fields can be written as
Sbos
∣∣
(δpi3)2
=
1
2
Tr (D−10 δDpi)
2
∣∣∣
(δpi3)2
+
1
2G
∫
t⊥t‖
δπ3(t) δπ3(−t)
=
1
2
∫
t⊥t‖
[
F (t2⊥, t
2
‖) +
1
G
]
δπ3(t) δπ3(−t) , (30)
where for integration in two-component momentum spaces we use the notation∫
p q r...
≡
∫
d2p
(2π)2
d2q
(2π)2
d2r
(2π)2
. . . (31)
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Choosing the frame in which the π0 meson is at rest, its mass can be obtained as the solution
of the equation
1
G
+ F (0,−m2pi0) = 0 . (32)
To normalize the pion field we can expand the action in Eq. (30) around the pion pole
(t⊥ = 0, t
2
‖ = −m
2
pi0) up to first order in momentum squared. We define
Z−1‖ =
dF (t2⊥, t
2
‖)
dt2‖
∣∣∣∣
t2⊥=0, t
2
‖
=−m2
pi0
,
Z−1⊥ =
dF (t2⊥, t
2
‖)
dt2⊥
∣∣∣∣
t2⊥=0, t
2
‖
=−m2
pi0
, (33)
and renormalize the pion field according to π3(q) = gpi0qq π˜3(q), where gpi0qq = Z
1/2
‖ is the
meson-quark effective coupling constant. Thus, one has
S quadpi0 =
1
2
∫
q⊥q‖
δπ˜3(−q)
(
u2pi0 q
2
⊥ + q
2
‖ +m
2
pi0
)
δπ˜3(q) , (34)
where
u2pi0 =
Z‖
Z⊥
. (35)
From the above expressions of the quark propagators and δDpi, after some straightforward
calculation we find
F (t2⊥, t
2
‖) = −16 π
2NC
∑
f=u,d
1
(qfB)2
∫
q⊥ p⊥ p
′
⊥ q‖
g(q2⊥ + q
2
‖) g[(p
′
⊥ + p⊥ − q⊥)
2+ q2‖ ] ×
exp[i2φ(q⊥, p⊥, p
′
⊥, t⊥)/(qfB)] trD
[
S˜f (p⊥, q
+
‖ ) γ5 S˜f (p
′
⊥, q
−
‖ ) γ5
]
, (36)
where the trace is taken over Dirac space. We have defined q±‖ = q‖±t‖/2, while the function
φ in the exponential is given by
φ(q⊥, p⊥, p
′
⊥, t⊥) = p2 p
′
1 + q1 (p
′
2 − p2)− p1 p
′
2 − q2 (p
′
1 − p1)
+ t2(q1 − (p1 + p
′
1)/2)− t1(q2 − (p2 + p
′
2)/2) . (37)
As stated in Ref. [19], the trace in Eq. (36) is given by
trD
[
S˜f (p⊥, q
+
‖ ) γ5 S˜f (p
′
⊥, q
−
‖ ) γ5
]
= 8 e−(p
2
⊥+p
′
⊥
2)/Bf
∞∑
k,k′=0
(−1)k+k
′
×
[∑
λ=±
F
λ,f (AB)
kk′,q+
‖
q−
‖
Lkλ(2p
2
⊥/Bf)Lk′λ(2p
′
⊥
2
/Bf) +
8F
+,f (CD)
kk′,q+
‖
q−
‖
(p⊥ · p
′
⊥)L
1
k−1(2p
2
⊥/Bf)L
1
k′−1(2p
′
⊥
2
/Bf)
]
, (38)
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with
F
λ,f (XY )
kk′,q+
‖
q−
‖
= Xˆλ,f
k,q+
‖
Xˆλ,f
k′,q−
‖
+ (q+‖ · q
−
‖ ) Yˆ
λ,f
k,q+
‖
Yˆ λ,f
k′,q−
‖
. (39)
For simplicity we use the notation Bf = |qfB|.
To work out the integrals in Eq. (36) it is convenient to use the Laguerre-Fourier trans-
forms introduced above. In this way, the integrals over perpendicular momenta can be
performed analytically. As found in Ref. [19], the expression for F (0,−m2pi0) is
F (0,−m2pi0) = −
NC
π
∑
f=u,d
Bf
∞∑
k=0
∫
q‖
∑
λ=±
gλ,fk,q‖
[
gλ,fk,q‖F
λ,f (AB)
kk,q+
‖
q−
‖
+ 2kBf g
−λ,f
k,q‖
F
λ,f (CD)
kk,q+
‖
q−
‖
]∣∣∣∣
t2
‖
=−m2
pi0
.
(40)
The normalization constant Z−1‖ can be obtained by derivation on the r.h.s. with respect to
t2‖.
To obtain an expression for Z−1⊥ one has to expand F (t
2
⊥, t
2
‖) up to first order in t
2
⊥.
The calculation of the corresponding integrals over perpendicular momenta is sketched in
Appendix A. One finally gets
Z−1⊥ =
NC
4π
∑
f=u,d
∞∑
k=0
∫
q‖
∑
λ=±
{(
gλ,fk,q‖ F
λ,f (AB)
kk,q+
‖
q−
‖
+ 2kBf g
−λ,f
k,q‖
F
λ,f (CD)
kk,q+
‖
q−
‖
)
×
[
kλ
(
gλ,fk−1,q‖ + g
λ,f
k,q‖
)
+ (kλ + 1)
(
gλ,fk,q‖ + g
λ,f
k+1,q‖
)]
−
(
gλ,fk−1,q‖ + g
λ,f
k,q‖
)
×[
kλ
(
gλ,fk−1,q‖ + g
λ,f
k,q‖
)
F
λ,f (AB)
kk−1,q+
‖
q−
‖
+ 2Bfk(k − 1)
(
g−λ,fk−1,q‖ + g
−λ,f
k,q‖
)
F
λ,f (CD)
kk−1,q+
‖
q−
‖
]}
. (41)
B. pi0 decay form factors
The π0-to-vacuum amplitudes for vector and axial vector quark currents are given by
HV,0µ (x, ~p) = 〈0|ψ¯(x) γµ
τ 3
2
ψ(x)|π0(~p)〉 ,
HA,0µ (x, ~p) = 〈0|ψ¯(x) γµγ5
τ 3
2
ψ(x)|π0(~p)〉 . (42)
As discussed in Ref. [39], in the presence of an external magnetic field these currents can
be written in terms of three form factors. Following the notation in Ref. [43], in Euclidean
9
space we have
HV,04 (x, ~p)±H
V,0
3 (x, ~p) = ∓ f
(V )
pi0 (p4 ∓ p3) e
ip ·x ,
HV,01 (x, ~p)± iH
V,0
2 (x, ~p) = 0 ,
HA,04 (x, ~p)±H
A,0
3 (x, ~p) = −if
(A‖)
pi0 (p4 ± p3) e
ip ·x ,
HA,01 (x, ~p)± iH
A,0
2 (x, ~p) = −if
(A⊥)
pi0 (p1 ± ip2) e
ip ·x . (43)
If we write the corresponding piece of the bosonic action as
Sbos
∣∣
W 3 δpi3
=
∑
C=V,A
∫
t‖t⊥
FCµ (t)W
C,3
µ (t) δπ3(−t) , (44)
it is easily seen that
f
(V )
pi0 =
Z
1/2
‖
t2‖
[
t3F
V
4 (t)− t4F
V
3 (t)
]
, (45)
f
(A‖)
pi0 = i
Z
1/2
‖
t2‖
t‖ · F
A
‖ (t) , (46)
f
(A⊥)
pi0 = i
Z
1/2
‖
t2⊥
t⊥ · F
A
⊥ (t) . (47)
The functions FCµ (t) can be separated into three pieces F
C,(i)
µ (t) with i = I, II, III, coming
from the various contributions to the effective action, namely
S Ibos
∣∣
W δpi
= −Tr[D−10 δDW,pi] , (48)
S IIbos
∣∣
W δpi
= Tr[D−10 δD
(a)
W D
−1
0 δDpi] , (49)
S IIIbos
∣∣
W δpi
= Tr[D−10 δD
(b)
W D
−1
0 δDpi] . (50)
The explicit calculation of F
C,(i)
µ (t) leads to
FC,(I)µ (t) =
NC
2
∑
f=u,d
∫
q‖r‖q⊥r⊥
[
g
(
(q − r/2)2
)
− g
(
(q − r/2 + t/2)2
)]
×
trD[S˜f(q⊥, q‖) γ5 Γ
C ] hµ(r, t− r) , (51)
FC,(II)µ (t) = −i 8π
2NC
∑
f=u,d
1
B2f
∫
q‖q⊥p⊥p
′
⊥
g(q2) exp[i2ϕ(q⊥, p⊥, p
′
⊥, t⊥)/(qfB)] ×
trD
[
S˜f(p⊥, q
+
‖ ) Γ¯
Cγµ S˜f(p
′
⊥, q
−
‖ ) γ5
]
, (52)
FC,(III)µ (t) = −8π
2 σNC
∑
f=u,d
1
B2f
∫
q‖r‖q⊥r⊥p⊥p
′
⊥
g(q2) exp[i2ϕ(q⊥, p⊥, p
′
⊥, t⊥)/(qfB)]×
trD
[
S˜f(p⊥, q
+
‖ ) Γ
C S˜f(p
′
⊥, q
−
‖ )γ5
]{
g
(
(p⊥ + p
′
⊥ − q⊥ − r⊥/2)
2 + (q‖ − r‖/2)
2
)
−
g
(
(p⊥ + p
′
⊥ − q⊥ − r⊥/2 + t⊥/2)
2 + (q‖ − r‖/2 + t‖/2)
2
)}
hµ(r, t− r) , (53)
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where
hµ(q, t− q) =
∫
d4z exp [−i(t− q)z]
∫ z
0
dℓµ exp [itℓ] (54)
and
ϕ(q⊥, p⊥, p
′
⊥, t⊥) = p2(q1 − t1/2)− p
′
2(q1 + t1/2)− q1t2 − p2p
′
1 − (1↔ 2) . (55)
As in the case of the calculation of the π0 mass and wave function renormalization, the inte-
grals over transverse momenta can be performed analytically after Laguerre-Fourier trans-
forming the nonlocal form factor functions. The steps to be followed in each case are outlined
in Appendix B. In what follows we just quote the results of this rather lengthy calculation.
The form factors are evaluated at the pion pole, i.e. t2‖ = −m
2
pi0 , t
2
⊥ = 0.
The calculation of f
(A‖)
pi0 has been previously performed in Ref. [19], where the contribu-
tions from F
C,(I)
µ (t), F
C,(II)
µ (t) and F
C,(III)
µ (t) are quoted. Summing all three contributions
one has [19]
t‖ · F
A
‖ (t)
∣∣∣
t2⊥=0
= i
NC
π
∑
f=u,d
Bf
∞∑
k=0
∫
q‖
∑
λ=±
gλ,fk,q‖
(
M λ,fk,q‖ F
λ,f (AB)
kk,q+
‖
q−
‖
+
2kBfM
−λ,f
k,q‖
F
λ,f (CD)
kk,q+
‖
q−
‖
− Aˆλ,fk,q‖
)
. (56)
Taking account this result, and making use of Eq. (32) and the gap equation (29), one arrives
at [19]
f
(A‖)
pi0 = −mc Z
1/2
‖
NC
π t2‖
∑
f=u,d
Bf
∞∑
k=0
∫
q‖
∑
λ=±
gλ,fk,q‖
(
F
λ,f (AB)
kk,q+
‖
q−
‖
+ 2kBf F
λ,f (CD)
kk,q+
‖
q−
‖
)∣∣∣∣
t2
‖
=−m2
pi0
. (57)
In the case of f
(V )
pi0 , it is seen that F
V,(I)
µ (t) vanish identically, and the contribution from
F
V,(III)
µ (t) is zero. From F
V,(II)
µ (t) one obtains
f
(V ‖)
pi0 = Z
1/2
‖
NC
π
∑
f=u,d
Bf
∞∑
k=0
∫
q‖
(
q+‖ · t‖
)
t2‖
×
∑
λ=±
λ gλ,fk,q‖
(
Aˆλ,f
k,q−
‖
Bˆλ,f
k,q+
‖
− 2kBf Cˆ
λ,f
k,q−
‖
Dˆλ,f
k,q+
‖
)∣∣∣∣
t2
‖
=−m2
pi0
. (58)
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Finally, for f
(A‖)
pi0 the calculations sketched in Appendix B lead to
t⊥ · F
A,(I)
⊥ (t)
t2⊥
∣∣∣∣
t2⊥=0
= i
NC
4π
∑
f=u,d
Bf
∞∑
k=0
∑
λ=±
∫ 1
0
dβ β
∫
q‖
Aˆλ,fk,q‖
{
2g′
λ,f
k,q+
β‖
+
Bf
[
(kλ + 1)
(
g′′
λ,f
k+1,q+
β‖
+ g′′
λ,f
k,q+
β‖
)
+ kλ
(
g′′
λ,f
k,q+
β‖
+ g′′
λ,f
k−1,q+
β‖
)]}
, (59)
t⊥ · F
A,(II)
⊥ (t)
t2⊥
∣∣∣∣
t2⊥=0
= i
NC
2π
∑
f=u,d
Bfsf
∞∑
k=0
∫
q‖
∑
λ=±
λ
[
2 k gλ,fk,q‖H
λ,f
kk,q+
‖
q−
‖
−
kλ
(
gλ,fk−1,q‖ + g
λ,f
k,q‖
)
Hλ,f
k−λkλ,q
+
‖
q−
‖
]
, (60)
t⊥ · F
A,(III)
⊥ (t)
t2⊥
∣∣∣∣
t2⊥=0
= −i
σ¯ NC
4π
∑
f=u,d
Bf
∞∑
k=0
∫
q‖
∑
λ=±
{(
gλ,fk,q‖F
λ,f(AB)
kk,q+
‖
q−
‖
+ 2kBf g
−λ,f
k,q‖
F
λ,f(CD)
kk,q+
‖
q−
‖
)
×
1∫
0
dβ β
[
2g′
λ,f
k,q+
β‖
+Bf
[
(kλ + 1)
(
g′′
λ,f
k+1,q+
β‖
+ g′′
λ,f
k,q+
β‖
)
+ kλ
(
g′′
λ,f
k,q+
β‖
+ g′′
λ,f
k−1,q+
β‖
)]]
−
kλ
2
[(
gλ,fk−1,q‖ + g
λ,f
k,q‖
)(
F
λ,f(AB)
k−1k,q+
‖
q−
‖
− F
λ,f(AB)
kk−1,q+
‖
q−
‖
)
+ 2k−λBf ×
(
g−λ,fk−1,q‖ + g
−λ,f
k,q‖
)(
F
+,f(CD)
k−1k,q+
‖
q−
‖
− F
+,f(CD)
kk−1,q+
‖
q−
‖
)] 1∫
0
dβ
(
g′
λ,f
k,q+
β‖
+ g′
λ,f
k−1,q+
β‖
)}
, (61)
where g′λ,fk,q‖, g
′′λ,f
k,q‖
indicate derivations with respect to q2‖, and we have defined
q+β‖ = q‖ + β t‖/2 ,
Hλ,f
kk′,q+
‖
q−
‖
= Aˆλ,f
k,q+
‖
Cˆλ,f
k′,q−
‖
− (q+‖ · q
−
‖ ) Bˆ
λ,f
k,q+
‖
Dˆλ,f
k′,q−
‖
. (62)
Summing these three contributions, and using the relation
(
g′
λ,f
k+1,q‖
+ g′
λ,f
k,q‖
)
Bf = g
λ,f
k+1,q‖
− gλ,fk,q‖ (63)
(which arises from the properties of Laguerre polynomials), we arrive to a final expression
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for f
(A⊥)
pi0 , given by
f
(A⊥)
pi0 = Z
1/2
‖
NC
4π
∑
f=u,d
∞∑
k=0
∫
q‖
∑
λ=±
{[
− Aˆλ,fk,q‖ + σ¯
(
gλ,fk,q‖F
λ,f(AB)
kk,q+
‖
q−
‖
+ 2kBfg
−λ,f
k,q‖
F
λ,f(CD)
kk,q+
‖
q−
‖
)]
×
1∫
0
dβ β
[
(kλ + 1)
(
gλ,f
k+1,q+
β‖
− gλ,f
k,q+
β‖
)
− kλ
(
gλ,f
k,q+
β‖
− gλ,f
k−1,q+
β‖
)]
−
2Bfsf λ
[
2 k gλ,fk,q‖H
λ,f
kk,q+
‖
q−
‖
− kλ
(
gλ,fk−1,q‖ + g
λ,f
k,q‖
)
Hλ,f
k−λkλ,q
+
‖
q−
‖
]
−
σ¯
kλ
2
[(
gλ,fk−1,q‖ + g
λ,f
k,q‖
)(
F
λ,f(AB)
k−1k,q+
‖
q−
‖
− F
λ,f(AB)
kk−1,q+
‖
q−
‖
)
+ 2k−λBf ×
(
g−λ,fk−1,q‖ + g
−λ,f
k,q‖
)(
F
λ,f(CD)
k−1k,q+
‖
q−
‖
− F
λ,f(CD)
kk−1,q+
‖
q−
‖
)] 1∫
0
dβ
(
gλ,f
k,q+
β‖
− gλ,f
k−1,q+
β‖
)}∣∣∣∣
t2
‖
=−m2
pi0
. (64)
C. Chiral relations
It is interesting to study the relations involving form factors and renormalization constants
in the chiral limit, mc → 0. Firstly, taking into account the expression in Eq. (40), the gap
equation (29) and the relation
gλ,fk,q‖ F
λ,f (AB)
kk,q‖q‖
+ 2kBf g
−λ,f
k,q‖
F
λ,f (CD)
kk,q‖q‖
=
1
σ¯
(
Aˆλ,fk,q‖ −mc Bˆ
λ,f
k,q‖
)
, (65)
it is seen that
F (0, 0) = −
1
G
+
mc
σ¯
NC
π
∑
f=u,d
Bf
∞∑
k=0
∫
q‖
∑
λ=±
gλ,fk,q‖Bˆ
λ,f
k,q‖
. (66)
Thus, in the limit mc → 0, the second term on the r.h.s. vanishes and from Eq. (32) one
obtains mpi0 = 0, as expected.
The validity of the Goldberger-Treiman relation
f
(A‖)
pi0,0 = Z
−1/2
‖,0 σ¯0 (67)
and the Gell-Mann-Oakes-Renner relation
mc 〈u¯u+ d¯d〉0 = −m
2
pi0 f
(A‖)
pi0,0
2
(68)
in the presence of the external magnetic field have been shown in Ref. [19]. In these equa-
tions, subindices 0 indicate that the quantities have to be evaluated in the chiral limit. Now
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let us take into account the expression for f
(A⊥)
pi0 in Eq. (64). For mc = 0, mpi0 = 0, it is seen
that the first term into curly brackets is zero owing to Eq. (65), while the last two terms
also vanish since F
λ,f (XY )
kk′,q‖q‖
is symmetric under the exchange between k and k′. Moreover, it
is easy to see that
Hλ,fkk,q‖q‖ =
M−λ,fk,q‖
∆fk,q‖
, (69)
from which the piece proportional to Hλ,fkk,q‖q‖ also vanishes. One gets in this way
f
(A⊥)
pi0,0 = Z
1/2
‖,0
NC
2π
∑
f=u,d
Bfsf
∞∑
k=0
∫
q‖
∑
λ=±
λ kλ
(
gλ,fk−1,q‖,0 + g
λ,f
k,q‖,0
)
Hλ,fk−λkλ,q‖q‖,0 . (70)
On the other hand, from Eqs. (41) and (65) it is seen that in the chiral limit one has
Z−1⊥,0 =
NC
4π
∑
f=u,d
∞∑
k=0
∫
q‖
∑
λ=±
kλ
(
gλ,fkλ,q‖,0 + g
λ,f
k−λ,q‖,0
)[ 1
σ¯0
(
Aˆλ,fkλ,q‖,0 + Aˆ
λ,f
k−λ,q‖,0
)
−
(
gλ,fkλ,q‖,0 + g
λ,f
k−λ,q‖,0
)
F
λ,f (AB)
kλk−λ,q‖q‖,0
− 2k−λBf
(
g−λ,fkλ,q‖,0 + g
−λ,f
k−λ,q‖,0
)
F
λ,f (CD)
kλk−λ,q‖q‖,0
]
. (71)
After some algebra, it can be shown that the factor in square brackets is equal to 2Bf (kλ−
k−λ)H
λ,f
k−λkλ,q‖q‖,0
/σ¯0. Since kλ − k−λ = sf λ, by comparing with Eq. (70) one finally gets
f
(A⊥)
pi0,0 = Z
1/2
‖,0 Z
−1
⊥,0 σ¯0 . (72)
Thus, taking into account Eq. (67), one has
f
(A⊥)
pi0,0
f
(A‖)
pi0,0
=
Z‖,0
Z⊥,0
= u2pi0,0 . (73)
This result has been also found in the framework of the local NJL model in Ref. [43] and
(using a different notation) in Ref. [6], where it is obtained from a modified PCAC relation.
III. FINITE TEMPERATURE
In this section we extend the previous analysis to a system at finite temperature using
the standard Matsubara formalism. To describe the confinement/deconfinement transitions
we include a coupling between the fermions and the Polyakov loop (PL), assuming that
the quarks move on a uniform background color field. This type of interactions have been
previously considered in nonlocal models [30–33, 36], as well as in the local Polyakov-Nambu-
Jona-Lasinio (PNJL) model [44–47] and in Polyakov-quark-meson models [48, 49]. The
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background field is given by φ = igδµ0G
µ
aλ
a/2, where Gµa are the SU(3) color gauge fields.
Working in the so-called Polyakov gauge the matrix φ is given a diagonal representation
φ = φ3λ3 + φ8λ8, and the traced Polyakov loop Φ =
1
3
Tr exp(iφ/T ) can be taken as an
order parameter of the confinement/deconfinement transitions. Since at mean field Φ is
expected to be real owing to charge conjugation symmetry, one has φ8 = 0 and Φ = [1 +
2 cos(φ3/T )]/3 [47]. In addition, we include a Polyakov-loop potential U(Φ, T ) that accounts
for effective gauge field self-interactions. The mean field grand canonical thermodynamic
potential of the system per unit volume under the external magnetic field is given by [36]
ΩMFAB,T =
σ¯2
2G
− T
∑
f=u,d
|qfB|
2π
∞∑
n=−∞
∑
c
∫
dp3
2π
[
ln
(
p 2‖nc +M
sf ,f
0,p‖nc
2
)
+
∞∑
k=1
ln
(
∆fk,p‖nc
) ]
+ U(Φ, T ) , (74)
where ∆fk,p‖nc is the function in Eq. (17), and we have defined ~p‖nc = (p3, p4nc), with p4nc =
(2n + 1)πT + φc. The sum over color indices runs over c = r, g, b, and color background
fields are (φr, φg, φb) = (φ3,−φ3, 0).
Since ΩMFAB,T is divergent, it has to be properly regularized. We take the prescription
followed in Ref. [36], in which one subtracts to ΩMFAB,T the thermodynamic potential of a free
fermion gas, and then adds it in a regularized form. The regularized potential is given by
ΩMFA,regB,T = Ω
MFA
B,T − Ω
free
B,T + Ω
free,reg
B,T . (75)
In fact, the “free” piece keeps the interaction with the magnetic field and the PL. The
explicit expression of Ωfree,regB,T , for which the Matsubara sums can be performed analytically,
can be found in Ref. [36].
The form of the PL potential is an additional input of the model. In this work we take
a widely used polynomial form based on a Ginzburg-Landau ansatz, namely [46, 50]
U(Φ, T )
T 4
= −
b2(T )
2
Φ2 −
b3
3
Φ3 +
b4
4
Φ4 , (76)
where
b2(T ) = a0 + a1
(
T0
T
)
+ a2
(
T0
T
)2
+ a3
(
T0
T
)3
. (77)
The numerical values for the parameters ai and bi, which can be obtained by a fit to pure
gauge lattice QCD results, can be found in Ref. [46]. This potential leads to a first-order
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phase transition at T0, which becomes a further parameter of the model. In the absence
of dynamical quarks, form lattice QCD one would expect a deconfimenent temperature of
about T0 = 270 MeV. However, it has been argued that in the presence of light dynamical
quarks this parameter should be reduced. For definiteness we will take T0 ≃ 200 MeV, as
suggested in Refs. [48, 49].
The values of σ¯ and φ3 at the mean field level can be found by minimizing the regularized
thermodynamic potential, i.e. by solving the coupled equations
∂ΩMFA,regB,T
∂σ¯
= 0 ,
∂ΩMFA,regB,T
∂φ3
= 0 . (78)
Finite temperature meson masses and decay constants can be then calculated from Eqs. (32),
(40), (57), (58) and (64), following the prescription
NC
∫
q‖
F (q‖, t‖) → T
∞∑
n=−∞
∑
c
∫
dq3
2π
F (q‖nc, t‖) (79)
and taking the external momentum ~t‖ = (impi0(T ), 0). Notice that these mass values cor-
respond to spatial “screening masses” for the zeroth bosonic Matsubara mode (t4 = 0).
The reciprocals mpi0(T )
−1 can be understood as the persistence lengths of this mode, in
equilibrium with the heat bath.
IV. NUMERICAL RESULTS
To obtain numerical predictions for the behavior of the quantities defined in the previous
sections, it is necessary to specify the model parameters and the shape of the nonlocal form
factor g(p2). We consider here the often-used Gaussian function
g(p2) = exp(−p2/Λ2) . (80)
In general, the form factor introduces an energy scale Λ that represents an effective mo-
mentum cut-off. This constant has to be taken as a free parameter of the model, together
with the current quark mass mc and the coupling constant G in the effective Lagrangian. In
the particular case of the Gaussian form factor one has the advantage that the integral in
Eq. (20) can be performed analytically, which leads to a dramatic reduction of the computer
time needed for numerical calculations of meson masses and form factors.
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As in Refs. [35, 36], we fix the free parameters by requiring the model to reproduce
the empirical values (for vanishing external field) of the pion mass and decay constant, as
well as some phenomenologically adequate values of the quark condensate 〈f¯ f〉 (f = u, d).
Some parameter sets, corresponding to different values of the condensate, can be found in
Ref. [36]. Here we takemc = 6.5 MeV, Λ = 678 MeV and GΛ
2 = 23.66, which lead to 〈f¯f〉 =
(−230 MeV)3. This will be called Set I. As shown in Ref. [36], for this parametrization the
behavior of quark condensates with the magnetic field, at zero temperature, are found to be
in very good agreement with lattice QCD results. These parameters have also been used in
the previous calculation of mpi0 and f
(A‖)
pi0 for nonzero B carried out in Ref. [19]. In order
to test the sensitivity of our results to the parameters we also consider two alternative sets,
which correspond to quark condensates 〈f¯f〉 = (−220 MeV)3 and 〈f¯f〉 = (−240 MeV)3 in
vacuum. The latter are denoted as Sets II and III, respectively.
In Fig. 1 we show our numerical results for various quantities associated with the neutral
pion at zero temperature, as functions of eB. Solid red lines denote the results from Set
I, while the limits of the corresponding grey bands are determined by the results from Set
II (dashed lines) and Set III (dotted lines). For comparison we also include in the figure
the numerical results obtained within the local NJL model, quoted in Ref. [43]. Solid blue
lines correspond to a parametrization leading to a constituent quark mass M = 350 MeV
(for B = 0), while the limits of the grey bands correspond to M = 320 MeV (dashed
lines) and M = 380 MeV (dotted lines). The values of the quark-antiquark condensates
for these parametrizations of the NJL model are 〈q¯q〉 ≃ (−243 MeV)3, (−236 MeV)3 and
(−250 MeV)3, respectively. It should be noted that the results for the pion mass and the
f
(A‖)
pi0 form factor have been previously obtained in Ref. [19].
From the graphs in Fig. 1 it can be said that in general our results do not show a large
dependence with the model parametrization. As shown in the upper left panel in Fig. 1,
the dependence of the π0 mass with the external field for the nonlocal effective model is
significantly stronger than in the case of the local NJL approach. In the upper right panel of
the figure we plot the curves for the effective coupling constant gpi0qq, which shows different
behaviors for nlNJL and NJL models. In the left and right central panels of the figure we
quote the curves corresponding to the axial form factors. Notice that for B = 0 one has
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Figure 1: Neutral pion properties as functions of eB. Solid red lines correspond to Set I, while the
limits of the grey bands correpond to set II (dashed lines) and set III (dotted lines). Solid blue
lines and associated grey bands correspond to local NJL results (see text).
spacial rotation symmetry and both f
(A‖)
pi0 and f
(A⊥)
pi0 reduce to the usual π
0 decay constant
[see Eqs. (43)]. As the magnetic field increases, f
(A‖)
pi0 gets enhanced and f
(A⊥)
pi0 gets reduced.
This is in qualitative agreement with the results for the local NJL model, although for the
latter the B dependence is noticeably milder. The lower left panel shows the behavior of the
vector form factor f
(V )
pi0 as a function of eB. This form factor is zero at vanishing external
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field and shows a monotonic growth with eB, with little dependence on the parametrization.
In this case the growth is shown to be somewhat steeper for the local NJL model. Finally,
in the lower right panel we quote the curves for directional refraction index upi0, which is
found to get reduced for increasing external field.
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Figure 2: pi0 and σ meson masses (upper panel) and normalized pi0 decay form factors (lower panel)
as functions of the temperature. Solid lines correspond to eB = 0, dashed and dash-dotted lines
to eB = 0.6 GeV2, and dotted and dash-dot-dotted lines to eB = 1 GeV2.
The results for the above discussed quantities, together with those obtained for 〈q¯q〉 (for
the analysis of condensates and related quantities, see Refs. [35, 36]), allow us to check
the validity of the chiral relations in Eqs. (68) and (73). They are found to be satisfied
within 5% and 0.2% accuracy, respectively, for eB up to 1.5 GeV2 (for definiteness, we have
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considered parameter Set I). In particular, the opposite behavior of f
(A‖)
pi0 and f
(A⊥)
pi0 with
the magnetic field can be understood from Eq. (73), taking into account that upi0 becomes
significantly reduced for increasing B. In the NJL, it has also been shown that the relation
f
(V )
pi0 = eB/(8π
2f
(A‖)
pi0 ) holds in the chiral limit [43]. We have checked this relation numerically
in the nlNJL model, finding that it remains only approximately valid (that is, within a 15%
accuracy) for the chosen range of eB.
We turn now to our results for a system al finite temperature. As expected, at some
critical temperature Tc(B) the system undergoes a crossover transition in which chiral sym-
metry is partially restored. Moreover, as shown in Refs. [35, 36], this model leads to inverse
magnetic catalysis, in the sense that Tc is found to be a decreasing function of B. This is in
agreement with lattice QCD results [38]. It has been also shown that there is a very small
splitting between chiral restoration and deconfinement transition temperatures, the latter
being defined according to the behavior of the Polyakov loop Φ (see e.g. Ref. [36] for details).
Regarding the quantities we are interested in here, in Fig. 2 we show the behavior of the
π0 and σ meson masses (upper panel), and the normalized π0 axial and vector decay form
factors (lower panel) as functions of the temperature, for three representative values of the
external magnetic field, namely eB = 0, eB = 0.6 GeV2 and eB = 1 GeV2. The curves
correspond to parameter Set I and a polynomial Polyakov loop potential, as discussed in
Sec. III. It can be seen that for nonzero B the masses show a similar qualitative behavior
with T as in the B = 0 case. The π0 mass remains approximately constant up to the critical
temperature, and π0 and σ masses match above Tc, as expected from chiral symmetry. For
large temperatures it is seen that the masses get steadily increased, the growth being dom-
inated by pure thermal effects. As stated, the critical temperature gets lower for increasing
B. The critical temperatures for the chosen values eB = 0, 0.6 GeV2 and 1 GeV2 are found
to be Tc ∼ 180 MeV, 165 MeV and 150 MeV, respectively [36]. In the case of the form
factors, the curves for f
(A‖)
pi0 show a drop at the critical temperatures, exhibiting once again
a qualitatively similar behavior for zero and nonzero external magnetic field. The curves for
f
(A⊥)
pi0 , normalized to f
(A⊥)
pi0 (T = 0), differ from those of f
(A‖)
pi0 by less than about 5%. For
clarity they have not been included in the figure. Finally, the vector form factor f
(V )
pi0 also
shows a drop at T ∼ Tc(B). The transition in this case is somewhat steeper than for f
(A‖)
pi0 ,
and occurs at a slightly lower temperature. We recall that, at any temperature, f
(V )
pi0 is zero
for vanishing external field.
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Figure 3: pi0 and σ meson masses (upper panel) and directional refraction index (lower panel) as
functions of eB, for three representative values of the temperature.
For completeness, in Figs. 3 and 4 we show the behavior of meson properties as functions
of eB for three representative values of the temperature, namely T = 0, 165 MeV and
180 MeV. The results for T = 0, same as those previously shown in Fig. 1, are included just
for comparison. The curves for T = 165 MeV can be understood by looking at the results in
Fig. 2, which show that this is the critical temperature that corresponds to eB ≃ 0.6 GeV2.
Thus, the pion mass and form factors in Figs. 3 and 4 show approximately the same behavior
as for T = 0 up to eB ∼ 0.5− 0.6 GeV2. Beyond these values, as expected from the results
in Fig. 2, one finds an enhancement in the pion mass and a decrease in the axial and vector
form factors. On the other hand, the curves for T = 180 MeV are consistent with the fact
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Figure 4: From top to bottom, decay form factors f
(A‖)
pi0
, f
(A⊥)
pi0
and f
(V )
pi0
as functions of eB, for
three representative values of the temperature.
that the chiral restoration transition occurs at approximately this temperature for vanishing
magnetic field; the values of the pion mass and axial form factors are well separated from
the T = 0 values already at B = 0. Finally, as shown in the lower panel of Fig. 3, the
behavior of the directional refraction index upi0 is found to be basically independent of the
temperature.
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V. SUMMARY AND CONCLUSIONS
We have studied the behavior of neutral meson properties in the presence of a uniform
static external magnetic field B, in the context of the so-called nlNJL model. That is,
a nonlocal effective approach based on the Nambu-Jona-Lasinio chiral quark model. Our
analysis is a sort of extension of the work carried out in Ref. [19], where the pion mass and
the decay form factor f
(A‖)
pi0 , at zero temperature, were studied in this same framework. In
the nlNJL model the effective couplings between quark-antiquark currents include nonlocal
form factors that regularize ultraviolet divergences in quark loop integrals, and lead to
a momentum-dependent effective mass in quark propagators. In order to obtain closed
analytical expressions for meson polarization functions and pion decay constants in the
presence of the external magnetic field, we have worked out a formalism that involves Ritus
transforms of the Dirac fields.
We have firstly concentrated in the analysis at zero temperature of the form factors
associated with pion-to-vacuum matrix elements of the vector and axial vector hadronic
currents. In agreement with the model independent analysis in Ref. [39], it is seen that for
nonzero B three nonvanishing independent form factors can be defined. Two of them, f
(A‖)
pi0
and f
(A⊥)
pi0 , correspond to the axial-vector current, and the other one, f
(V )
pi0 , to the vector
piece. We have also calculated the neutral pion directional refraction index, upi0, which
in general is different from one. In addition, chiral relations are shown to be valid in the
presence of the external field.
For the numerical calculations we have considered the case of Gaussian nonlocal form
factors, choosing sets of model parameters that were previously found to reproduce the
empirical values of the pion mass and decay constant at B = 0, and lead to values of quark
condensates at nonzero B that are compatible with lattice QCD calculations. Taking into
account external fields in the range from zero to eB = 1 GeV2, from our numerical results
it is noticed that all studied quantities show a strong dependence with B. As discussed in
Sec. IV, in most cases this dependence is found to be significantly larger than that observed
in the local NJL model [43]. On the other hand, it is seen that in general the results are
rather stable under changes in the model parameters. It has been also verified that chiral
relations remain approximately valid for the chosen parameter sets.
We have extended the calculations to finite temperature systems, including the couplings
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of fermions to the Polyakov loop and a PL polynomial potential that accounts for effective
color gauge field self-interactions. As expected, it is seen that the system undergoes a phase
transition corresponding to the restoration of SU(2) chiral symmetry. The model predicts
the existence of inverse magnetic catalysis, leading to a decrease of the critical temperature
Tc with the magnetic field. Concerning the behavior of meson masses, it is seen that the π
0
mass remains approximately constant up to Tc(B), while the σ meson mass begins to drop
earlier. Beyond the transition both masses become degenerate, as expected, and show a
thermal growth for large T . Regarding the thermal behavior of the form factors, we observe
that they remain approximately constant until temperatures close to Tc(B) are reached,
and then they show sudden drops. Finally, the directional refraction index upi0 is found to
be basically independent of the temperature. To provide an alternative view, we have also
included some graphs showing the behavior of the studied quantities as functions of the
magnetic field, for some selected values of the temperature.
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Appendix A
We outline here the derivation of the relation in Eq. (41), which can be obtained following
a procedure similar to that described in the appendices of Ref. [19].
It is easy to see that the expression in Eq. (36) can be rearranged in the form
F (t2⊥, t
2
‖) = − 128 π
2NC
∑
f=u,d
1
B2f
∞∑
k,k′=0
∫
q‖
[∑
λ=±
F
λ,f (AB)
kk′,q+
‖
q−
‖
I
λ,f (0)
kk′,q‖
+F
+,f (CD)
kk′,q+
‖
q−
‖
I
f (1)
kk′,q‖
]
. (A1)
Taking the Laguerre-Fourier transforms of the nonlocal form factors given by Eq. (20),
and changing the integration variables to dimensionless vectors u = −
√
(2/Bf) p⊥, v =√
(2/Bf) p
′
⊥, w =
√
(2/Bf) (p⊥ − q⊥) and r⊥ =
√
(2/Bf) t⊥ in the plane perpendicular to
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~B, the integrals I
λ,f (0)
kk′,q‖
and I
f (1)
kk′,q‖
are given by
I
λ,f (0)
kk′,q‖
=
B3f
2
(−1)k+k
′
∞∑
m,m′=0
(−1)m+m
′
gλ,fm,q‖ g
λ,f
m′,q‖
K
λ,f (0)
kk′mm′ ,
I
f (1)
kk′,q‖
= 2B4f (−1)
k+k′
∞∑
m,m′=0
(−1)m+m
′−1 g+,fm,q‖ g
−,f
m′,q‖
K
f (1)
kk′mm′ , (A2)
with
K
λ,f (0)
kk′mm′ =
∫
u v w
exp
[
− w2
]
exp
[
− u2− u · w + isf(u1w2 − u2w1)
]
Lkλ(u
2)Lmλ
[
(u+ w)2
]
×
exp
[
− v2− v · w + isf(v1w2 − v2w1)
]
Lk′
λ
(v2)Lm′
λ
[
(v + w)2
]
×
exp
{
isf
2
[
r1(2w2 + u2 + v2)− r2(2w1 + u1 + v1)
]}
,
K
f (1)
kk′mm′ = −
∫
u v w
exp
[
− w2
]
exp
[
− u2− u · w + isf (u1w2 − u2w1)
]
L1k−1(u
2)Lm+
[
(u+ w)2
]
×
(u · v) exp
[
− v2− v · w + isf (v1w2 − v2w1)]Lk′−1(v
2)Lm′− [(v + w)
2
]
×
exp
{
isf
2
[
r1(2w2 + u2 + v2)− r2(2w1 + u1 + v1)
]}
. (A3)
Notice that K
λ,f (0)
kk′mm′ and K
f (1)
kk′mm′ do not depend on the magnetic field, but they do depend
on the external momenta r⊥ = (r1, r2). Thanks to rotational symmetry we can chose r1 = r
and r2 = 0. Using the polar coordinates
u1 = u cos(α− β) , v1 = v cos(α− γ) , w1 = w cos(α) ,
u2 = u sin(α− β) , v2 = v sin(α− γ) , w2 = w sin(α) , (A4)
and performing a series expansion around r = 0 in the exponential, we can integrate the
variable α. As seen from Eq. (33), only the terms quadratic in the external momenta t2⊥ will
contribute to the perpendicular renormalization constant. Thus, we have
2pi∫
0
dα exp {isfr [2w sinα + u sin(α− β) + v sin(α− γ)] /2} =
2π −
πr2
8
[
u2 + v2 + 4w2 + 4uw cos β + 4vw cos γ + 2uv cos(β − γ)
]
+O(r4) . (A5)
The calculation of the remaining integrals can be performed with the aid of the useful
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relations
1
2π
∫ 2pi
0
dθ Ln(x
2+ y2+ 2xy cos θ) exp[−xy exp(±iθ)] = Ln(x
2)Ln(y
2) , (A6)
1
2π
∫ 2pi
0
dθ cos θ Ln(x
2+ y2+ 2xy cos θ) exp[−xy exp(±iθ)] = −
xy
2
[L1n(x2)L1n(y2)
n+ 1
+
L1n−1(x
2)L1n−1(y
2)
n
]
, (A7)
1
2π
∫ 2pi
0
dθ sin θ Ln(x
2+ y2+ 2xy cos θ) exp[−xy exp(±iθ)] = ∓
ixy
2
[L1n(x2)L1n(y2)
n+ 1
−
L1n−1(x
2)L1n−1(y
2)
n
]
, (A8)
together with the orthogonality properties of the generalized Laguerre polynomials. This
leads to
I
λ,f (0)
kk′,q‖
=
B3f
128 π3
{
gλ,fk,q‖ g
λ,f
k,q‖
δkk′ −
t2⊥
4Bf
[[
(2kλ + 1) g
λ,f
k,q‖
gλ,fk,q‖ + (kλ + 1) g
λ,f
k,q‖
gλ,fk+1,q‖ +
kλ g
λ,f
k,q‖
gλ,fk−1,q‖
]
δkk′ −
kλ + 1
2
(
gλ,fk,q‖ + g
λ,f
k+1,q‖
)2
δkk′−1 −
kλ
2
(
gλ,fk,q‖ + g
λ,f
k−1,q‖
)2
δkk′+1
]
+O(r4)
}
(A9)
and
I
f (1)
kk′,q‖
=
k B4f
32π3
{
g+,fk,q‖ g
−,f
k,q‖
δkk′ +
t2⊥
8Bf
[[
− sf
(
g+,fk−1,q‖ g
+,f
k+1,q‖
− g−,fk−1,q‖ g
−,f
k+1,q‖
)
− k
(
4 g+,fk,q‖ g
−,f
k,q‖
+ g+,fk−1,q‖ g
−,f
k,q‖
+ g+,fk,q‖ g
−,f
k+1,q‖
+ g+,fk+1,q‖ g
−,f
k,q‖
+ g+,fk,q‖ g
−,f
k−1,q‖
)]
δkk′ +
(k + 1)
(
g+,fk,q‖ + g
+,f
k+1,q‖
) (
g−,fk,q‖ + g
−,f
k+1,q‖
)
δkk′−1 +
(k − 1)
(
g+,fk−1,q‖ + g
+,f
k,q‖
) (
g−,fk−1,q‖ + g
−,f
k,q‖
)
δkk′+1
]
+ O(r4)
}
. (A10)
Replacing the results in Eq. (A9) and (A10) into Eq. (A1) one arrives at our final expression,
quoted in Eq. (41).
Appendix B
To calculate the contributions t⊥ · F
A,(I)
⊥ and t⊥ · F
A,(III)
⊥ to f
(A⊥)
pi0 we start by integrating
t⊥ · h⊥ along the straight line path ℓµ = βzµ. One has
t⊥ · h⊥ = −i(2π)
4
∫ 1
0
dβ δ(2)
(
r‖ − (1− β)t‖
)
∂βδ
(2) (r⊥ − (1− β)t⊥) . (B1)
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Given the definition in Eq. (47), we perform a series expansion around t⊥ = 0 up to order t
2
⊥
for each contribution to the axial perpendicular decay constant, similar to the case of Z⊥.
Thus, we find
t⊥ · F
A,(I)
⊥ (t) =
i NC
2
t2⊥
∑
f=u,d
∫
q
trD
[
S˜f(q)
] ∫ 1
0
dβ β
[
g′(q2⊥ + q
+2
β‖ ) + q
2
⊥ g
′′(q2⊥ + q
+2
β‖ )
]
,
(B2)
t⊥ · F
A,(II)
⊥ (t) = −8π
2NC
∑
f=u,d
sf
B3f
∫
p⊥p
′
⊥q
g(q2) exp
[
i2ϕ0(q⊥, p⊥, p
′
⊥)/(qfB)
]
×
trD
[
S˜f(p⊥, q
+
‖ ) γ5 (t⊥ · γµ) S˜f(p
′
⊥, q
−
‖ ) γ5
]
|t⊥ × (q⊥ − u⊥)| , (B3)
t⊥ · F
A,(III)
⊥ (t) = −i 4π
2NC σ
∑
f=u,d
1
B2f
∫
p⊥p
′
⊥q
g(q2) exp
[
i2ϕ0(q⊥, p⊥, p
′
⊥)/(qfB)
]
×
trD
[
S˜f(p⊥, q
+
‖ ) γ5 S˜f(p
′
⊥, q
−
‖ ) γ5
]
×
3∑
i=1
fi(q⊥, u⊥, t⊥) , (B4)
where
f1 = −
2 i
Bf
∣∣t⊥ × (q⊥ − u⊥)∣∣ (u⊥ · t⊥)
1∫
0
dβ
[
g′(u2⊥ + q
−2
β‖ ) − g
′(u2⊥ + q
+2
β‖ )
]
, (B5)
f2 = 2
(
u⊥ · t⊥
)2 1∫
0
dβ
[
(1− β) g′′(u2⊥ + q
−2
β‖ ) + β g
′′(u2⊥ + q
+2
β‖ )
]
, (B6)
f3 = t
2
⊥
1∫
0
dβ
[
(1− β) g′(u2⊥ + q
−2
β‖ ) + β g
′(u2⊥ + q
+2
β‖ )
]
. (B7)
In these expressions we use the notation q+β‖ = q‖ + β t‖/2, q
−
β‖ = q‖ − (1 − β) t‖/2, u⊥ =
p⊥ + p
′
⊥ − q⊥, and ϕ0(q⊥, p⊥, p
′
⊥) = ϕ(q⊥, p⊥, p
′
⊥, 0).
To calculate the integrals over perpendicular momenta we follow a similar procedure as
that described in App. A. That is, we introduce the Laguerre-Fourier transforms of the form
factors and the expressions for the traces. Afterwards, performing appropriate changes of
the integration variables, the integrals can be calculated using the orthogonality properties
of the generalized Laguerre polynomials, the properties in Eqs. (A6), (A7) and (A8), and
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the relations
1
2π
2pi∫
0
dθ cos(2θ)Ln(x
2+ y2+ 2xy cos θ) exp[−xy e±iθ] =
1
2
[
Fn(x, y) + Fn−2(x, y)
]
, (B8)
1
2π
2pi∫
0
dθ sin(2θ)Ln(x
2+ y2+ 2xy cos θ) exp[−xy ei±θ] =
±i
2
[
Fn(x, y)− Fn−2(x, y)
]
, (B9)
and
∞∫
0
dw2e−w
2
[
Fm(x, w)± Fm−2(x, w)
][
Fn(y, w)± Fn−2(y, w)
]
=
(
δmn ± δmn−2
)
Fm(x, y) +
(
δmn ± δmn+2
)
Fm−2(x, y) , (B10)
∞∫
0
dw2e−w
2
[
Fm(x, w)± Fm−2(x, w)
][
Fn(y, w)∓ Fn−2(y, w)
]
=
(
δmn ∓ δmn−2
)
Fm(x, y) −
(
δmn ∓ δmn+2
)
Fm−2(x, y) , (B11)
where
Fn(x, y) = Ln+1(x
2)Ln+1(y
2)−
1
n + 2
L1n+1(x
2)L1n+1(y
2) +
1
n+ 1
L1n(x
2)L1n(y
2) . (B12)
In the case of calculations of t⊥ · F
A,(II)
⊥ (t), and f
(V )
pi0 , some relations between the Bessel
functions Jν(x) and the Laguerre polynomials are also required (see appendices in Ref. [19]).
In this way, after a lengthy calculation, one arrives at the expression for f
(A⊥)
pi0 in Eq. (64).
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