Dakin, H., and Gray, A. (2017) Economic evaluation of factorial randomised controlled trials: challenges, methods and recommendations. Statist. Med., 36: 2814--2830. doi: [10.1002/sim.7322](10.1002/sim.7322).

1. Introduction {#sim7322-sec-0001}
===============

Increasing numbers of economic evaluations are conducted alongside randomised controlled trials (RCTs) [1](#sim7322-bib-0001){ref-type="ref"}, [2](#sim7322-bib-0002){ref-type="ref"}, [3](#sim7322-bib-0003){ref-type="ref"}. Such studies help inform decisions about which intervention provides best value for money.

There is an extensive literature on methods for trial‐based economic evaluation [4](#sim7322-bib-0004){ref-type="ref"}, [5](#sim7322-bib-0005){ref-type="ref"}, but currently little guidance on how such methods should be applied to different types of trial. In particular, no research has yet assessed the best methods for conducting economic evaluations alongside factorial trials, [^1] which account for around 2--4% of RCTs [9](#sim7322-bib-0009){ref-type="ref"}, [10](#sim7322-bib-0010){ref-type="ref"}.

Factorial RCTs evaluate ≥2 factors simultaneously, randomising patients to ≥2 levels of ≥2 factors, with different groups of subjects being randomly allocated to receive different combinations of levels for each factor. The factors under investigation may comprise the presence or absence of a drug or other healthcare technology (as in Table [1](#sim7322-tbl-0001){ref-type="table-wrap"}), ≥2 active treatments or any other aspect of dose or treatment administration for which outcomes can be usefully compared.

###### 

Illustration of a 2 × 2 factorial trial evaluating the effect of two drugs (A and B).

                                         Factor A: presence/absence of Drug A                                                       
  -------------------------------------- --------------------------------------- -------------------------------------------------- -------------------------------------------
  Factor B: presence/absence of Drug B   Level 0: Placebo for B                  *0*: Placebo for A + Placebo for B Mean outcome:   *a*: Drug A + Placebo for B Mean outcome:
  Level 1: Active drug B                 *b*: Placebo A + Drug B Mean outcome:   *ab*: Drug A + Drug B Mean outcome:                

Factorial designs enable multiple questions to be addressed in the same study [11](#sim7322-bib-0011){ref-type="ref"}, [12](#sim7322-bib-0012){ref-type="ref"}: for example, we can assess the effectiveness and safety of A and B individually and in combination. In particular, factorial trials allow us to investigate interactions between treatments [13](#sim7322-bib-0013){ref-type="ref"}, [14](#sim7322-bib-0014){ref-type="ref"}. Interactions indicate that the effect of A differs depending on whether B is given, i.e. that the effect of using A and B in combination is not equal to the sum of the individual effects. Interactions may be super‐additive or synergistic if the effect of A + B is greater than the effect of A and B individually, or sub‐additive or antagonistic if the effect of A + B is less than the effect of A and B individually. Sub‐additive interactions may be qualitative if the effect of one intervention changes sign, not just magnitude, depending on whether or not the other is given.

If there are no interactions, factorial designs provide greater power for the same sample size than three‐arm studies evaluating the same treatments and (in theory) could provide the same information as two two‐arm studies, but at substantially lower cost [13](#sim7322-bib-0013){ref-type="ref"}, [15](#sim7322-bib-0015){ref-type="ref"}. By contrast, three‐arm studies do not offer this efficiency advantage and do not provide direct estimates of the magnitude of interactions. However, realising these benefits and obtaining consistent, unbiased and statistically efficient estimates of treatment effects depend on how results are analysed and whether or not treatments interact.

The main statistical approaches for analysing clinical endpoints from factorial trials are as follows: Assume zero interaction: At‐the‐margins analysis (comparing outcomes for all patients receiving A with all those not receiving A) and regression without interaction term(s) are generally statistically efficient [12](#sim7322-bib-0012){ref-type="ref"}, [13](#sim7322-bib-0013){ref-type="ref"} but implicitly assume no interactions. They therefore produce biased estimates whenever the true interaction is not zero [13](#sim7322-bib-0013){ref-type="ref"}, [15](#sim7322-bib-0015){ref-type="ref"}, [16](#sim7322-bib-0016){ref-type="ref"}, [17](#sim7322-bib-0017){ref-type="ref"}. [^2]Assume important interactions exist: Inside‐the‐table analysis [^3] (considering each combination of factors as a separate treatment) and regression analyses including interaction term(s) almost always have lower statistical power than at‐the‐margins analysis [17](#sim7322-bib-0017){ref-type="ref"} but are always unbiased [16](#sim7322-bib-0016){ref-type="ref"}, [17](#sim7322-bib-0017){ref-type="ref"}.

As a compromise between bias and inefficiency, a two‐stage testing approach is commonly used [14](#sim7322-bib-0014){ref-type="ref"}, [17](#sim7322-bib-0017){ref-type="ref"}, in which an initial test is done to assess whether statistically significant interactions exist, which determines the type of analysis done in the second step. Factorial designs are generally used either to efficiently evaluate multiple factors if it is believed that there is no interaction [13](#sim7322-bib-0013){ref-type="ref"} or to investigate interactions that are believed to exist [13](#sim7322-bib-0013){ref-type="ref"}, [22](#sim7322-bib-0022){ref-type="ref"}. However, it is generally not possible to achieve both objectives simultaneously [22](#sim7322-bib-0022){ref-type="ref"}, because interactions reduce the efficiency gains possible with factorial trials [12](#sim7322-bib-0012){ref-type="ref"}, [13](#sim7322-bib-0013){ref-type="ref"} and bias the most efficient estimators [13](#sim7322-bib-0013){ref-type="ref"}, [15](#sim7322-bib-0015){ref-type="ref"}, [16](#sim7322-bib-0016){ref-type="ref"}, [17](#sim7322-bib-0017){ref-type="ref"}, while large samples are needed to detect interactions [22](#sim7322-bib-0022){ref-type="ref"}, [23](#sim7322-bib-0023){ref-type="ref"}. Although the methods for statistical analysis of clinical endpoints are well established, the implications for economic evaluations have not been explored previously.

The next section discusses the four key challenges that factorial designs raise for researchers conducting economic evaluations alongside factorial RCTs, relating to interactions, data transformation, regression and defining the study question. Section [3](#sim7322-sec-0007){ref-type="sec"} uses a hypothetical worked example to illustrate these challenges and demonstrate methods that can be used to analyse costs and quality‐adjusted life‐years (QALYs) alongside a factorial RCT. We also demonstrate the impact that different analytical methods can have on the results and conclusions and introduce the concept of the *opportunity cost of ignoring interactions* as a measure of the bias associated with omitting interactions from the analysis. We conclude with some recommendations for health economists, statisticians and trialists when planning, analysing and reporting economic evaluations alongside factorial RCTs.

2. Challenges for economic evaluation of factorial trials {#sim7322-sec-0002}
=========================================================

2.1. Challenge 1: Interactions {#sim7322-sec-0003}
------------------------------

It has previously been recognised that interactions may arise due to non‐compliance [13](#sim7322-bib-0013){ref-type="ref"} or pharmacokinetic, biological or behavioural mechanisms [13](#sim7322-bib-0013){ref-type="ref"}, [15](#sim7322-bib-0015){ref-type="ref"}, [24](#sim7322-bib-0024){ref-type="ref"}. Interactions may also be an artefact of the scale of analysis [13](#sim7322-bib-0013){ref-type="ref"}, [14](#sim7322-bib-0014){ref-type="ref"}: if two factors have a multiplicative effect, whereby the effect of A and B in combination is equal to the product (not the sum) of the individual effects of A and B, there will be an interaction on a natural scale, but not on a logarithmic scale. [^4] Logistic regression is therefore often used to allow for treatments having a multiplicative effect on the incidence of clinical events. However, the incremental costs and QALYs associated with preventing clinical events must be interpreted on a natural scale (see point (5) below), where treatment effects will be non‐additive (see Section [3.1](#sim7322-sec-0008){ref-type="sec"}). Many interventions also have non‐additive effects on quality or length of life: particularly because diminishing marginal effects are built into many utility measures, such as EQ‐5D [26](#sim7322-bib-0026){ref-type="ref"} and the Health Utilities Index [27](#sim7322-bib-0027){ref-type="ref"}.

These mechanisms are likely to produce interactions for costs and QALYs even when there are no interactions for clinical endpoints. This has also been observed for interactions between treatment and subgroup/country, where incremental costs and QALYs often differ between subgroups or between countries even in trials that find treatment effects to be consistent across subgroups/countries for clinical endpoints [3](#sim7322-bib-0003){ref-type="ref"}. Factorial designs are also often chosen when no interaction is expected for the primary clinical endpoint [12](#sim7322-bib-0012){ref-type="ref"}, [13](#sim7322-bib-0013){ref-type="ref"}, [28](#sim7322-bib-0028){ref-type="ref"}, although the likelihood of interactions for economic endpoints is rarely considered. This selection effect may reduce the number of factorial trials with interactions for clinical endpoints [12](#sim7322-bib-0012){ref-type="ref"}, but not the incidence of interactions for economic outcomes, further increasing the chance that there are interactions for economic endpoints in studies that have additive clinical effects.

As illustrated in Section [3.1](#sim7322-sec-0008){ref-type="sec"}, the combination of super‐additive interactions for cost and sub‐additive interactions for QALYs may also produce much larger sub‐additive interactions in measures of cost‐effectiveness, such as net monetary benefit (, where *Rc* represents the 'ceiling ratio' indicating the amount a health system is willing or able to spend to gain one QALY). Indeed, all studies that observe non‐zero interactions for costs or QALYs and find ≥1 treatment to be more costly and more effective than its comparator will observe qualitative interactions for NMB at some ceiling ratio. [^5] These interactions are likely to introduce substantial bias into analyses that assume no interaction between interventions and could distort the conclusions.

2.2. Challenge 2: Difficulties with transformation {#sim7322-sec-0004}
--------------------------------------------------

Because the strength of interactions depends on the scale of measurement, transformation is often used to eliminate or reduce interactions in clinical endpoints of factorial trials [13](#sim7322-bib-0013){ref-type="ref"}, [14](#sim7322-bib-0014){ref-type="ref"}, [28](#sim7322-bib-0028){ref-type="ref"}, as well as to normalise non‐Gaussian distributions. For example, if treatment effects are multiplicative (i.e. interaction = 0 on a logarithmic scale), logistic regression or log‐transformation are often used to analyse results and draw statistical inferences. However, analysis of transformed data raises additional problems for economic evaluation that are not raised by analysis of clinical endpoints: The correct transformation may not be known (or knowable) [3](#sim7322-bib-0003){ref-type="ref"}.Transformation will not eliminate qualitative interactions [14](#sim7322-bib-0014){ref-type="ref"}, [28](#sim7322-bib-0028){ref-type="ref"}. Monotonic transformations (e.g. taking the logarithm, square‐root or power of all values) can increase or decrease and but will not cause them to have the same sign. In principle, non‐monotonic transformations (e.g. trigonometric functions) could be used, but these are unlikely to reflect realistic data‐generating mechanisms and would only eliminate qualitative interactions in very specific circumstances.Total costs, total QALYs and NMB are the weighted sum of several components (e.g. the cost of drugs, clinical events and side‐effects [29](#sim7322-bib-0029){ref-type="ref"}), and treatments may have additive effects on some components (e.g. drug cost) and multiplicative effects on others (e.g. the cost of treating clinical events). Analysing total costs on a natural scale will therefore give an interaction arising from the multiplicative effect of events, while analysing total costs on a logarithmic scale will give an interaction arising from additive drug costs. In some cases, it may be possible to separate the components that are multiplicative from those that are additive so that we can, for example, analyse log‐transformed event cost with one model and non‐transformed drug costs with another. However, in many cases (e.g. where treatment has both additive and multiplicative effects on quality of life), it may not be possible to separate costs and QALYs into components amenable to different types of transformation.Frequently, many trial participants have zero cost [3](#sim7322-bib-0003){ref-type="ref"}, [30](#sim7322-bib-0030){ref-type="ref"}, [31](#sim7322-bib-0031){ref-type="ref"}. However, Box--Cox transformations (such as logarithms) can only be done on non‐zero values [3](#sim7322-bib-0003){ref-type="ref"}, [30](#sim7322-bib-0030){ref-type="ref"}. Arbitrary constants are often added to all zero values to get around this problem, although the magnitude of such constants can affect results [3](#sim7322-bib-0003){ref-type="ref"}.Resource allocation decisions must be based on incremental costs and QALYs measured on a *natural* scale [31](#sim7322-bib-0031){ref-type="ref"}. Health gains from a finite healthcare budget are maximised by adopting those treatments with incremental cost‐effectiveness ratios (ICERs) below a ceiling ratio that represents the opportunity cost of the healthcare activities that would be displaced by the new treatment [2](#sim7322-bib-0002){ref-type="ref"}, [32](#sim7322-bib-0032){ref-type="ref"}, [33](#sim7322-bib-0033){ref-type="ref"}. Setting the ceiling ratio using a league table [2](#sim7322-bib-0002){ref-type="ref"}, [33](#sim7322-bib-0033){ref-type="ref"} necessarily requires *adding* the total cost of each treatment to the total already spent. The ICER must therefore be calculated as the *absolute* difference in cost divided by the *absolute* difference in effect. Decision‐making on a log‐scale, based on a measure of relative difference in cost divided by relative difference in effect, would fail to meet this objective. If analyses are conducted on a non‐natural scale, it is therefore necessary to back‐transform results so that conclusions can be based on inside‐the‐table means on a natural scale.Transforming costs and QALYs prior to analysis means that coefficients, statistical inference and predictions are on the transformed scale and are not applicable to the natural scale [3](#sim7322-bib-0003){ref-type="ref"}, [31](#sim7322-bib-0031){ref-type="ref"}, [34](#sim7322-bib-0034){ref-type="ref"}. Furthermore, estimates based on data subjected to non‐linear transformations cannot be returned to a natural scale by simply inverting the transformation [30](#sim7322-bib-0030){ref-type="ref"}. Instead, more complex back‐transformation methods are needed, such as smearing estimators [3](#sim7322-bib-0003){ref-type="ref"}, [31](#sim7322-bib-0031){ref-type="ref"} or Taylor series approximation [31](#sim7322-bib-0031){ref-type="ref"}, which both require assumptions about the distribution or heteroskedasticity [3](#sim7322-bib-0003){ref-type="ref"}, [31](#sim7322-bib-0031){ref-type="ref"}.

Issues 4--6 can be avoided using generalised linear models (GLM), which predict a function of the dependent variable [3](#sim7322-bib-0003){ref-type="ref"}, [31](#sim7322-bib-0031){ref-type="ref"}: for example, GLM with log‐link could estimate linear effects of A and B on the natural logarithm of mean cost (in contrast to modelling the effect of each treatment on the mean of log‐cost) [3](#sim7322-bib-0003){ref-type="ref"}. As a result, GLM enables analysis of zero values [3](#sim7322-bib-0003){ref-type="ref"}, inferences that are valid on a natural scale [3](#sim7322-bib-0003){ref-type="ref"} and simple back‐transformation of the output [3](#sim7322-bib-0003){ref-type="ref"}, [31](#sim7322-bib-0031){ref-type="ref"}.

2.3. Challenge 3: Difficulties with regression analysis {#sim7322-sec-0005}
-------------------------------------------------------

Regression analysis is generally the most convenient way to correctly analyse factorial trials and estimate the magnitude and statistical significance of interaction terms [15](#sim7322-bib-0015){ref-type="ref"}. Regression also facilitates exploration of heterogeneity [31](#sim7322-bib-0031){ref-type="ref"}, [35](#sim7322-bib-0035){ref-type="ref"}, [36](#sim7322-bib-0036){ref-type="ref"} and adjustments for between‐centre effects/clustering [31](#sim7322-bib-0031){ref-type="ref"}, [36](#sim7322-bib-0036){ref-type="ref"} and imbalance in baseline characteristics [31](#sim7322-bib-0031){ref-type="ref"}, [37](#sim7322-bib-0037){ref-type="ref"}. However, economic evaluation of factorial trials raises several challenges for regression analysis.

First, more complex regression techniques (e.g. GLM or two‐part models [3](#sim7322-bib-0003){ref-type="ref"}, [31](#sim7322-bib-0031){ref-type="ref"}) are frequently required to deal with skewed or kurtotic cost and QALY data, the frequently high proportion of zeros in cost data [3](#sim7322-bib-0003){ref-type="ref"}, [30](#sim7322-bib-0030){ref-type="ref"}, [31](#sim7322-bib-0031){ref-type="ref"} and the unusual distribution of EQ‐5D utilities [38](#sim7322-bib-0038){ref-type="ref"}, [39](#sim7322-bib-0039){ref-type="ref"}.

Second, guidelines for economic evaluation recommend presenting uncertainty using cost‐effectiveness acceptability curves (CEACs) and the value of information [4](#sim7322-bib-0004){ref-type="ref"}. For two‐arm trials, CEACs can be based on one‐sided *p*‐values from regression [35](#sim7322-bib-0035){ref-type="ref"}, while both the value of information and CEACs can be estimated from the mean incremental NMB and its standard error (SE) by assuming a normal distribution [40](#sim7322-bib-0040){ref-type="ref"}, [41](#sim7322-bib-0041){ref-type="ref"}, [42](#sim7322-bib-0042){ref-type="ref"}. However, methods (other than Markov chain Monte Carlo, MCMC [43](#sim7322-bib-0043){ref-type="ref"}) to estimate CEACs or value of information from regression‐based cost‐effectiveness analysis on \>2 alternatives are less well developed.

Third, the properties of ICERs make them unsuitable for use in regression analysis [2](#sim7322-bib-0002){ref-type="ref"}, [44](#sim7322-bib-0044){ref-type="ref"}, [45](#sim7322-bib-0045){ref-type="ref"}, particularly for studies evaluating \>2 interventions, where it is necessary to calculate ICERs relative to the next most effective non‐dominated comparator [2](#sim7322-bib-0002){ref-type="ref"}. Net monetary benefit is therefore frequently used in regression analyses as a measure of cost‐effectiveness. Because the ceiling ratio (*Rc*) representing the amount a health system is willing or able to pay to gain one QALY is unknown, researchers generally present results at multiple ceiling ratios [31](#sim7322-bib-0031){ref-type="ref"}, [35](#sim7322-bib-0035){ref-type="ref"}, [46](#sim7322-bib-0046){ref-type="ref"}. However, conducting regression analyses separately at each ceiling ratio is problematic as the distribution of NMB, the covariates that affect it and the appropriate scale of analysis may vary with the ceiling ratio [35](#sim7322-bib-0035){ref-type="ref"}, [46](#sim7322-bib-0046){ref-type="ref"}. In factorial trials, the importance of interactions and the appropriate scale of analysis may also differ between costs and QALYs and therefore with ceiling ratio: for example, if there is a genuine interaction for QALYs, but treatments have additive effects on costs, omitting the interaction term may be appropriate at *Rc* = £0 (which is equivalent to a regression on cost), but interactions will become increasingly important at higher ceiling ratios. Furthermore, if treatments have multiplicative effects on QALYs, but additive effects on cost, the appropriate functional form could be a linear model at *Rc* = £0, but GLM with log‐link at (which is equivalent to a regression on QALYs).

Conducting one regression analysis on costs and another on health outcomes avoids the need to replicate models at multiple ceiling ratios and enables model specification to differ between costs and effects [31](#sim7322-bib-0031){ref-type="ref"}, [46](#sim7322-bib-0046){ref-type="ref"}, [47](#sim7322-bib-0047){ref-type="ref"}. However, such bivariate analyses must allow for correlations between costs and effects [36](#sim7322-bib-0036){ref-type="ref"}, [47](#sim7322-bib-0047){ref-type="ref"}, [48](#sim7322-bib-0048){ref-type="ref"}.

2.4. Challenge 4: Framing the study question {#sim7322-sec-0006}
--------------------------------------------

For clinical endpoints of factorial trials, conclusions are often drawn independently for different factors. However, this approach may not be appropriate for economic evaluation, where the decision rules used to interpret results depend on whether treatments are considered to be independent or mutually exclusive.

When interventions are considered to be 'independent', the ICERs for these treatments (each calculated relative to their next best non‐dominated alternative) can simply be compared side‐by‐side, or used in a league table [2](#sim7322-bib-0002){ref-type="ref"}, [32](#sim7322-bib-0032){ref-type="ref"}, [33](#sim7322-bib-0033){ref-type="ref"}, with all treatments having ICERs below the ceiling ratio being adopted simultaneously.

Conversely, given a set of 'mutually exclusive' alternatives, we must identify and exclude from consideration any treatments that are strongly or weakly dominated by others and calculate the ICER for each of the remaining options compared with its next best non‐dominated alternative [2](#sim7322-bib-0002){ref-type="ref"}, [32](#sim7322-bib-0032){ref-type="ref"}, [33](#sim7322-bib-0033){ref-type="ref"}. We can then adopt the single treatment that lies on the cost‐effectiveness frontier (i.e. is not dominated) and has an ICER below our ceiling ratio.

Although there is ambiguity in the literature, many textbooks and reviews which describe decision rules specifically refer to non‐additive effects as the defining feature that determines whether treatments should be considered mutually exclusive or independent [32](#sim7322-bib-0032){ref-type="ref"}, [33](#sim7322-bib-0033){ref-type="ref"}, [49](#sim7322-bib-0049){ref-type="ref"}, [50](#sim7322-bib-0050){ref-type="ref"}, [51](#sim7322-bib-0051){ref-type="ref"}, [52](#sim7322-bib-0052){ref-type="ref"}, [53](#sim7322-bib-0053){ref-type="ref"}, [54](#sim7322-bib-0054){ref-type="ref"}, [55](#sim7322-bib-0055){ref-type="ref"}. This suggests that whenever treatments interact we should treat the combinations of treatments (e.g. *0*, *a*, *b* and *ab*) as mutually exclusive alternatives, comparing the treatment combinations incrementally and selecting the single strategy with highest NMB. If there is no interaction, the interventions can be treated as independent alternatives and their ICERs compared separately against the ceiling ratio. It follows that whenever there is an interaction, economic evaluations of factorial trials should aim to identify which of the mutually exclusive treatment‐combinations (e.g. *0*, *a*, *b* and *ab*) is most cost‐effective, rather than making independent decisions about each factor in isolation.

As well as making different assumptions about interactions, different methods for analysing factorial trials lend themselves to different decision rules for economic evaluation. At‐the‐margins analysis implicitly treats the factors as independent options, calculating separate ICERs for A versus not‐A and for B versus not‐B that are independently compared against the ceiling ratio and used to make separate decisions on the two treatments. However, even if decisions are made independently on each factor, the decision to adopt both A and B in the same patients implicitly means that *ab* is recommended. By contrast, inside‐the‐table analysis treats the four cells as mutually exclusive options, estimating costs, QALYs and NMB for each of the four options and allowing us to identify the cost‐effectiveness frontier and select the option that has highest NMB at our ceiling ratio.

Indeed, as shown in [Supporting Information 1](#sim7322-supitem-0001){ref-type="supplementary-material"}, treating the cells of a factorial trial as mutually exclusive alternatives and considering interactions between factors will always enable us to maximise the health gains from the budget regardless of whether treatments have additive effects. Analyses allowing for interactions give unbiased estimates of the difference between *0* and *a* [16](#sim7322-bib-0016){ref-type="ref"}, [17](#sim7322-bib-0017){ref-type="ref"} and therefore unbiased estimates of the expected NMB of each treatment. By implication, this means that allowing for interactions and considering the four cells as mutually exclusive alternatives must give the correct ranking of cells by NMB and therefore correctly identify the treatment with highest NMB. For treatments with perfectly additive effects on both costs and QALYs, inside‐the‐table analysis informing a joint decision between mutually exclusive alternatives and at‐the‐margins analysis informing independent decisions would give identical results and both approaches would maximise expected NMB.

By contrast, excluding interactions will bias NMB estimates whenever treatment effects are not genuinely additive [13](#sim7322-bib-0013){ref-type="ref"}, [15](#sim7322-bib-0015){ref-type="ref"}, [16](#sim7322-bib-0016){ref-type="ref"}, [17](#sim7322-bib-0017){ref-type="ref"}. Non‐qualitative interactions in NMB will change the magnitude of differences between treatments, while qualitative interactions will change the ranking of treatments. Furthermore, qualitative interactions that change which treatment has highest expected NMB will change the conclusions about which treatment is best value for money, and ignoring such interactions will cause us to adopt a treatment that is not the best use of healthcare resources. If there are no qualitative interactions for NMB, ignoring interactions will give the same conclusions as allowing for interactions and making a joint decision between the four mutually exclusive alternatives. When there is evidence that interactions are negligible, it may therefore be appropriate to omit some or all interaction terms when analysing trial outcomes to maximise power and avoid the risk that a small, chance interaction drives the conclusions.

3. Methods for the worked example {#sim7322-sec-0007}
=================================

3.1. Data {#sim7322-sec-0008}
---------

To illustrate the four challenges identified above, a simple model was used to simulate the data that might be obtained from a 2 × 2 factorial RCT of hypertension drugs A and B. Model assumptions and data inputs are reported in [Supporting Information 2](#sim7322-supitem-0002){ref-type="supplementary-material"} and the data are provided [56](#sim7322-bib-0056){ref-type="ref"}. In the absence of events and treatment, patients accrued no costs and an average of 25 QALYs. However, 0.23% of untreated patients experience clinical events, such as stroke, each year (odds = 0.30). Both drugs reduce the odds of events, with zero interaction between drugs on a log‐odds scale. Each event increases healthcare costs and reduces QALYs by an amount independent of treatment. Treatment side‐effects also reduce patients\' quality of life. Microsoft Excel 2003 was used to generate 250 hypothetical patients within each treatment arm.

Because treatments have a multiplicative effect on the odds of having an event, we observe a sub‐additive interaction on the number of events (Table [2](#sim7322-tbl-0002){ref-type="table-wrap"}), with a positive interaction term and negative main effects. Because each event increases costs but reduces QALYs, we see a positive interaction for costs and a negative interaction for QALYs. After allowing for additive effects on drug costs and the disutility of side‐effects, main effects are positive for costs and QALYs (i.e. both A and B increase costs and improve health). Overall, we therefore see a large super‐additive interaction for costs and a sub‐additive interaction for QALYs (Table [2](#sim7322-tbl-0002){ref-type="table-wrap"}). Combining costs and QALYs produces a qualitative interaction in NMB at a £30 000/QALY ceiling ratio, because A increases NMB (i.e. is cost‐effective) when used alone, but reduces NMB when added to *b*. However, as is commonly observed in trial‐based economic evaluations, there is substantial variability and uncertainty in costs, QALYs and NMB, reducing power to draw inferences about either main effects or interactions.

###### 

Group means and standard deviations (SD) for the worked example.

                                                                   *0*: Placebo for A + placebo for B (*n* = 250)   *a*: Drug A + placebo for B (*n* = 250)   *b*: Drug B + placebo for A (*n* = 250)   *ab*: Drug A + Drug B (*n* = 250)   Interaction[\*](#sim7322-note-0001){ref-type="fn"}
  --------------------------------------------------------------- ------------------------------------------------ ----------------------------------------- ----------------------------------------- ----------------------------------- ----------------------------------------------------
  Mean (SD) no. events per patient                                                   7.2 (2.3)                                     5.9 (2.4)                                 5.3 (2.1)                              4.5 (2.1)                               0.5 (sub‐additive)
  Mean (SD) cost per patient                                                     £87 804 (£33 508)                             £98 324 (£32 408)                        £109 109 (£28 851)                     £125 015 (£29 958)                         £5386 (super‐additive)
  Mean (SD) QALYs per patient                                                        18.1 (6.6)                                   18.9 (5.9)                                19.6 (6.0)                             19.8 (5.6)                              −0.7 (sub‐additive)
  Mean (SD) total NMB per patient at £30 000/QALY ceiling ratio                 £455 010 (£211 746)                           £470 155 (£186 507)                       £479 504 (£188 881)                    £468 985 (£174 617)                        −£25 664 (qualitative)

, where indicates the mean outcome in group k.

3.2. Analysis {#sim7322-sec-0009}
-------------

The simulated trial data were analysed in Stata versions 11 and 12 (StataCorp LP, College Station, Texas) and WinBUGS (The BUGS Project, Cambridge, UK [57](#sim7322-bib-0057){ref-type="ref"}) using at‐the‐margins, inside‐the‐table and regression analyses. Stata and WinBUGS code are provided in [Supporting Information 2](#sim7322-supitem-0002){ref-type="supplementary-material"}.

Ordinary least squares (OLS) and GLM were estimated on costs and QALYs separately, using the `suest` command in Stata [58](#sim7322-bib-0058){ref-type="ref"} to allow for correlations between costs and QALYs in seemingly unrelated regression. An additional analysis used bootstrapping to generate an empirical distribution of costs and QALYs, by sampling with replacement 1000 times (stratified by treatment arm) and running OLS models predicting cost and QALYs with and without interactions on each replicate. Bootstrapping results were used to plot CEACs [59](#sim7322-bib-0059){ref-type="ref"}; the expected value of perfect information (EVPI) [60](#sim7322-bib-0060){ref-type="ref"} was also estimated ([Supporting Information 2](#sim7322-supitem-0002){ref-type="supplementary-material"}). Markov chain Monte Carlo was also used to evaluate the impact of using an informative prior on the interaction, following the methods used by Welton *et al*. [7](#sim7322-bib-0007){ref-type="ref"} to allow for scepticism or prior beliefs about the magnitude of the interaction between drugs ([Supporting Information 2](#sim7322-supitem-0002){ref-type="supplementary-material"}).

3.3. Effect of analytical approach on economic evaluation results {#sim7322-sec-0010}
-----------------------------------------------------------------

The at‐the‐margins approach treats the factorial trial as though it were two overlapping two‐arm RCTs [12](#sim7322-bib-0012){ref-type="ref"} and effectively ignores the factorial design [61](#sim7322-bib-0061){ref-type="ref"}. Results are typically presented separately for each factor (e.g. for A versus not‐A and for B versus not‐B), rather than for the individual cells (Table [3](#sim7322-tbl-0003){ref-type="table-wrap"}) [24](#sim7322-bib-0024){ref-type="ref"}. Factor means are generally calculated by pooling cells *a* and *ab* (and similarly cells *0* and *b*) together and calculating the mean and SD across the pooled study groups, with treatment effects being calculated as the difference between factor means [12](#sim7322-bib-0012){ref-type="ref"}. At‐the‐margins analysis therefore estimates the average treatment effect across the study population, weighted by the number of patients assigned to each treatment‐combination.

###### 

At‐the‐margins results.

                                                    Treatment A                                                  Treatment B                                                                                                               
  ------------------------------------------------- ------------------------------------------------------------ ------------------------------------------------------------ ------------------------------------------------------------ ------------------------------------------------------------
  Mean cost per patient (SD)                        £98 456 (£33 005)[\*](#sim7322-note-0002){ref-type="fn"}     £111 669 (£33 917)[\*](#sim7322-note-0002){ref-type="fn"}    £93 064 (£33 348)[\*](#sim7322-note-0002){ref-type="fn"}     £117 062 (£30 439)[\*](#sim7322-note-0002){ref-type="fn"}
  Difference in cost (SE)                           £13 213 (£2116)[\*](#sim7322-note-0002){ref-type="fn"}       £23 998 (£2019)[\*](#sim7322-note-0002){ref-type="fn"}                                                                    
  Mean QALYs per patient (SD)                       18.9 (6.4)[\*](#sim7322-note-0002){ref-type="fn"}            19.4 (5.8)[\*](#sim7322-note-0002){ref-type="fn"}            18.5 (6.3)[\*](#sim7322-note-0002){ref-type="fn"}            19.7 (5.8)[\*](#sim7322-note-0002){ref-type="fn"}
  Difference in QALYs (SE)                          0.52 (0.38)                                                  1.19 (0.38)[\*](#sim7322-note-0002){ref-type="fn"}                                                                        
  Mean total NMB per patient at Rc = £30 000 (SD)   £467 257 (£200 813)[\*](#sim7322-note-0002){ref-type="fn"}   £469 570 (£180 480)[\*](#sim7322-note-0002){ref-type="fn"}   £462 582 (£199 470)[\*](#sim7322-note-0002){ref-type="fn"}   £474 245 (£181 783)[\*](#sim7322-note-0002){ref-type="fn"}
  Incremental NMB at Rc = £30 000 (SE)              £2313 (£12 075)                                              £11 662 (£12 069)                                                                                                         
  Incremental cost/QALY                             £25 530                                                      £20 189                                                                                                                   

Significantly greater than zero (*p* \< 0.05).

In this example, at‐the‐margins analysis suggests that prescribing A (with/without B) costs £25 530/QALY gained versus not‐A, and, independently suggests that B costs £20 189/QALY gained versus not‐B (Table [3](#sim7322-tbl-0003){ref-type="table-wrap"}). Based on a £30 000/QALY ceiling ratio, we might therefore conclude that both A and B are cost‐effective treatments with positive incremental NMB and recommend that both should be adopted (i.e. implicitly, we should use *ab*). However, this inference would be incorrect due to the qualitative interaction for NMB and the bias inherent within at‐the‐margins analysis.

Costs and QALYs were then analysed using seemingly unrelated regression. Ordinary least squares was used for simplicity although costs, QALYs and NMB were positively skewed (*p* ≤ 0.001) and variances were lower for patients receiving B; GLM is explored below. Regression without interaction terms replicated the mean at‐the‐margins treatment effects (Table [4](#sim7322-tbl-0004){ref-type="table-wrap"}), although SEs differed. However, prediction of group means and their SEs (Table [4](#sim7322-tbl-0004){ref-type="table-wrap"}, [Supporting Information 2](#sim7322-supitem-0002){ref-type="supplementary-material"}, Figure A1A) is easier after regression than at‐the‐margins analysis. These predictions can be used to consider the cost‐effectiveness of the four cells as mutually exclusive options, draw conclusions about dominance and identify which of the four options maximises NMB, conditional on the model used. In this example, the predicted values from regression suggest that *a* is extendedly dominated by a combination of *b* and *0* (being more costly and less effective) and explicitly predict that *ab* is the optimal treatment at a £30 000/QALY ceiling ratio, costing £25 530/QALY gained compared with *b*. However, these predictions rely on the same assumptions as at‐the‐margins analysis and will be biased if interactions are present.

###### 

Results of OLS regression without interaction term.

                                            Total cost/patient                                        Total QALYs/patient                                      NMB/patient[†](#sim7322-note-0004){ref-type="fn"}           Cost/QALY                                                                       
  ----------------------------------------- --------------------------------------------------------- -------------------------------------------------------- ----------------------------------------------------------- ----------------------------------------------------------- --------- --------- -----
  Treatment effect for A (SE)               £13 213 (£1974)[\*](#sim7322-note-0003){ref-type="fn"}    0.52 (0.38)                                              £2313 (£12 075)                                             ---                                                         ---       ---       
  Treatment effect for B (SE)               £23 998 (£1974)[\*](#sim7322-note-0003){ref-type="fn"}    1.19 (0.38)[\*](#sim7322-note-0003){ref-type="fn"}       £11 662 (£12 075)                                           ---                                                         ---       ---       
  Constant term (SE)                        £86 457 (£1794)[\*](#sim7322-note-0003){ref-type="fn"}    18.26 (0.35)[\*](#sim7322-note-0003){ref-type="fn"}      £461 426 (£10 457)[\*](#sim7322-note-0003){ref-type="fn"}   ---                                                         ---       ---       
  Predicted mean outcome (SE)               *0*: Placebo for A + placebo for B (*n* = 250)            £86 457 (£1794)[\*](#sim7322-note-0003){ref-type="fn"}   18.3 (0.35)[\*](#sim7322-note-0003){ref-type="fn"}          £461 426 (£10 457)[\*](#sim7322-note-0003){ref-type="fn"}   ---       ---       ---
  *a*: Drug A + placebo for B (*n* = 250)   £99 670 (£1753)[\*](#sim7322-note-0003){ref-type="fn"}    18.8 (0.33)[\*](#sim7322-note-0003){ref-type="fn"}       £463 739 (£10 457)[\*](#sim7322-note-0003){ref-type="fn"}   £25 530                                                     ---       ---       
  *b*: Drug B + placebo for A (*n* = 250)   £110 456 (£1624)[\*](#sim7322-note-0003){ref-type="fn"}   19.5 (0.33)[\*](#sim7322-note-0003){ref-type="fn"}       £473 088 (£10 457)[\*](#sim7322-note-0003){ref-type="fn"}   £20 189                                                     £16 070   ---       
  *ab*: Drug A + Drug B (*n* = 250)         £123 669 (£1664)[\*](#sim7322-note-0003){ref-type="fn"}   20.0 (0.31)[\*](#sim7322-note-0003){ref-type="fn"}       £475 402 (£10 457)[\*](#sim7322-note-0003){ref-type="fn"}   £21 809                                                     £20 189   £25 530   

Significantly greater than zero (*p* \< 0.05).

Based on a ceiling ratio of £30 000/QALY.

Repeating the regression analysis with an interaction term (Table [5](#sim7322-tbl-0005){ref-type="table-wrap"}) demonstrates that there are in fact large interactions for costs (£5386) and QALYs (−0.68) and a qualitative interaction for NMB (−£25 664), which introduce substantial bias into at‐the‐margins estimates and those from regression without an interaction term. None of the interactions were statistically significant (*p* ≥ 0.172); given that most two‐arm trials are not powered to detect significant differences in mean costs or NMB [4](#sim7322-bib-0004){ref-type="ref"}, [62](#sim7322-bib-0062){ref-type="ref"} and the variance around the interaction term is four‐fold higher than that for main effects [17](#sim7322-bib-0017){ref-type="ref"}, [23](#sim7322-bib-0023){ref-type="ref"}, this finding is likely to be common among economic evaluations of factorial trials.

###### 

Results of OLS regression with an interaction term.

                                            Total cost/patient                                        Total QALYs/patient                                      NMB/patient[†](#sim7322-note-0006){ref-type="fn"}           Cost/QALY                                                                       
  ----------------------------------------- --------------------------------------------------------- -------------------------------------------------------- ----------------------------------------------------------- ----------------------------------------------------------- --------- --------- -----
  Treatment effect for A (SE)               £10 520 (£2944)[\*](#sim7322-note-0005){ref-type="fn"}    0.86 (0.56)                                              £15 145 (£17 076)                                           ---                                                         ---       ---       
  Treatment effect for B (SE)               £21 305 (£2792)[\*](#sim7322-note-0005){ref-type="fn"}    1.53 (0.57)[\*](#sim7322-note-0005){ref-type="fn"}       £24 494 (£17 076)                                           ---                                                         ---       ---       
  Interaction (SE)                          £5386 (£3945)                                             −0.68 (0.77)                                             −£25 664 (£24 149)                                          ---                                                         ---       ---       
  Constant term (SE)                        £87 804 (£2116)[\*](#sim7322-note-0005){ref-type="fn"}    18.09 (0.42)[\*](#sim7322-note-0005){ref-type="fn"}      £455 010 (£12 074)[\*](#sim7322-note-0005){ref-type="fn"}   ---                                                         ---       ---       
  Predicted mean outcome (SE)               *0*: Placebo for A + placebo for B (*n* = 250)            £87 804 (£2116)[\*](#sim7322-note-0005){ref-type="fn"}   18.1 (0.42)[\*](#sim7322-note-0005){ref-type="fn"}          £455 010 (£12 074)[\*](#sim7322-note-0005){ref-type="fn"}   ---       ---       ---
  *a*: Drug A + placebo for B (*n* = 250)   £98 324 (£2047)[\*](#sim7322-note-0005){ref-type="fn"}    18.9 (0.37)[\*](#sim7322-note-0005){ref-type="fn"}       £470 155 (£12 074)[\*](#sim7322-note-0005){ref-type="fn"}   £12 297                                                     ---       ---       
  *b*: Drug B + placebo for A (*n* = 250)   £109 109 (£1822)[\*](#sim7322-note-0005){ref-type="fn"}   19.6 (0.38)[\*](#sim7322-note-0005){ref-type="fn"}       £479 504 (£12 074)[\*](#sim7322-note-0005){ref-type="fn"}   £13 956                                                     £16 070   ---       
  *ab*: Drug A + Drug B (*n* = 250)         £125 015 (£1892)[\*](#sim7322-note-0005){ref-type="fn"}   19.8 (0.35)[\*](#sim7322-note-0005){ref-type="fn"}       £468 985 (£12 074)[\*](#sim7322-note-0005){ref-type="fn"}   £21 809                                                     £31 375   £88 573   

Significantly greater than zero (*p* \< 0.05).

Based on a ceiling ratio of £30 000/QALY.

Inside‐the‐table analysis treats each cell within the factorial design as a separate treatment [12](#sim7322-bib-0012){ref-type="ref"} and estimates simple effects showing differences between individual cell means. For a 2 × 2 factorial design, outcomes are therefore estimated and presented separately for each of the four treatment arms, based only on those patients randomised to that combination of treatments (Table [6](#sim7322-tbl-0006){ref-type="table-wrap"}). This allows the reader to see the effect of interactions directly [24](#sim7322-bib-0024){ref-type="ref"} and avoids pooling cells. Inside‐the‐table analysis gives identical point estimates to regression with interaction terms (Table [5](#sim7322-tbl-0005){ref-type="table-wrap"}), although the SEs differ due to heteroskedasticity. Both analyses allowing for interactions find that although *a* is cost‐effective versus *0* (£12 297/QALY gained) and *b* is cost‐effective versus *a* (£16 070/QALY gained), *ab* costs £88 573/QALY gained versus *b*. On that basis, *b* would maximise NMB at a £30 000/QALY ceiling ratio (not *ab* as at‐the‐margins analysis suggested). As discussed in Section [2](#sim7322-sec-0002){ref-type="sec"} and [Supporting Information 1](#sim7322-supitem-0001){ref-type="supplementary-material"}, the correct conclusions are those from analyses allowing for interactions, which avoid bias from omitted interaction terms.

###### 

Inside‐the‐table results.

                                                               *0*: Placebo for A + placebo for B (*n* = 250)                  *a*: Drug A + placebo for B (*n* = 250)                      *b*: Drug B + placebo for A (*n* = 250)                         *ab*: Drug A + Drug B (*n* = 250)
  ----------------------------------------------------- ------------------------------------------------------------ ------------------------------------------------------------ ------------------------------------------------------------ ------------------------------------------------------------
  Mean cost per patient (SD)                              £87 804 (£33 508)[\*](#sim7322-note-0007){ref-type="fn"}     £98 324 (£32 408)[\*](#sim7322-note-0007){ref-type="fn"}    £109 109 (£28 851)[\*](#sim7322-note-0007){ref-type="fn"}    £125 015 (£29 958)[\*](#sim7322-note-0007){ref-type="fn"}
  Incremental cost per patient versus *0* (SE)                                      N/A                                 £10 520 (£2948)[\*](#sim7322-note-0007){ref-type="fn"}       £21 305 (£2797)[\*](#sim7322-note-0007){ref-type="fn"}       £37 211 (£2843)[\*](#sim7322-note-0007){ref-type="fn"}
  Interaction: cost (SE)                                                       £5386 (£3951)                                                                                                                                                   
  Mean QALYs per patient (SD)                                18.1 (6.6)[\*](#sim7322-note-0007){ref-type="fn"}            18.9 (5.9)[\*](#sim7322-note-0007){ref-type="fn"}            19.6 (6.0)[\*](#sim7322-note-0007){ref-type="fn"}            19.8 (5.6)[\*](#sim7322-note-0007){ref-type="fn"}
  Incremental total QALYs per patient versus *0* (SE)                               N/A                                                      0.86 (0.56)                               1.53 (0.57)[\*](#sim7322-note-0007){ref-type="fn"}           1.71 (0.55)[\*](#sim7322-note-0007){ref-type="fn"}
  Interaction: QALYs (SE)                                                       −0.68 (0.77)                                                                                                                                                   
  Mean total NMB per patient at Rc = £30 000 (SD)        £455 010 (£211 746)[\*](#sim7322-note-0007){ref-type="fn"}   £470 155 (£186 507)[\*](#sim7322-note-0007){ref-type="fn"}   £479 504 (£188 881)[\*](#sim7322-note-0007){ref-type="fn"}   £468 985 (£174 617)[\*](#sim7322-note-0007){ref-type="fn"}
  Incremental NMB versus *0* at Rc = £30 000 (SE)                                   N/A                                                   £15 145 (£17 846)                                            £24 494 (£17 946)                                            £13 976 (£17 358)
  Interaction: NMB at Rc = £30 000 (SE)                                      −£25 664 (£24 149)                                                                                                                                                
  Cost/QALY versus *0*                                                              ---                                                        £12 297                                                      £13 956                                                      £21 809
  Cost/QALY versus *a*                                                              ---                                                          ---                                                        £16 070                                                      £31 375
  Cost/QALY versus *b*                                                              ---                                                          ---                                                          ---                                                        £88 574

Significantly greater than zero (*p* \< 0.05).

However, including the interaction term also substantially increased SEs around treatment effects and predicted costs and benefits for each group. [^6] This affects statistical inference, CEACs and EVPI.

Uncertainty around at‐the‐margins analyses interpreting the trial as two independent questions (one on each factor) is sometimes displayed as pairwise CEACs ([Supporting Information 2](#sim7322-supitem-0002){ref-type="supplementary-material"}, Figure A2). However, the uncertainty around the entire decision between four mutually exclusive cells is more accurately shown by CEACs showing the proportion of bootstrap replicates where each of the four treatment‐combinations had highest NMB. These CEACs for multiple comparisons differed markedly between analyses with (Figure [1](#sim7322-fig-0001){ref-type="fig"}A) and without (Figure [1](#sim7322-fig-0001){ref-type="fig"}B) interactions. In particular, the probability of any given cell being cost‐effective was always closer to 25% (even--odds across the four treatments) when interactions were considered, except at ceiling ratios where the treatment maximising NMB differs between analyses; this appears to be a general finding.

![CEACs for multiple comparisons using **A** regression with interaction term and **B** regression without an interaction term. The lines for *0*, *a*, *b* and *ab* show the proportion of bootstrap replicates where each of the four treatment‐combinations had highest NMB. The dotted line that generally follows the top‐most curve shows the cost‐effectiveness frontier, i.e. the probability that the treatment with highest expected NMB is cost‐effective. \[Colour figure can be viewed at [wileyonlinelibrary.com](http://wileyonlinelibrary.com)\]](SIM-36-2814-g001){#sim7322-fig-0001}

Regression with interaction terms generally produced much higher EVPI estimates than analyses excluding interactions, except for the range of ceiling ratios at which the treatment having highest expected NMB differs between the two analyses ([Supporting Information 2](#sim7322-supitem-0002){ref-type="supplementary-material"}, Figure A3).

Repeating results using GLM with log‐link and gamma family reduced the size of the interaction for cost compared with OLS: *ab* had 2% (£2833) higher costs than would be expected from the effect of A and B individually, versus £5386 in OLS. However, GLM for QALYs gave a −4% interaction, which is equivalent to −0.748 on a natural scale: somewhat larger than the −0.676 interaction in OLS. This highlights the difficulties associated with using transformation to eliminate interactions composite endpoints such as costs and QALYs: even when interactions arose due to multiplicative effects on the odds of clinical events.

We also conducted seemingly unrelated OLS on NMB at different ceiling ratios. This showed that the interaction increased linearly with ceiling ratio, while its SE increased at a faster rate, such that the *p*‐value on the interaction increased from 0.147 to 0.306 as the ceiling ratio increased from £5000 to £40 000/QALY.

Including an informative prior on the interaction term within MCMC reduced the absolute magnitude of the interactions for both costs and QALYs and also changed the size of all other coefficients ([Supporting Information 2](#sim7322-supitem-0002){ref-type="supplementary-material"}, Table A2). This subjective prior also halved the size of SEs around the interaction term (as well as substantially reducing SEs for other coefficients), which may suggest that the type of prior proposed by Welton *et al*. [7](#sim7322-bib-0007){ref-type="ref"} is highly informative and is given a large weight in the analysis.

3.4. Opportunity cost of ignoring interactions {#sim7322-sec-0011}
----------------------------------------------

The expected value of stratified decision‐making has previously been proposed to quantify the benefits of allowing for heterogeneity in economic evaluation and making separate decisions for different subgroups [63](#sim7322-bib-0063){ref-type="ref"}, [64](#sim7322-bib-0064){ref-type="ref"}. The value of stratification (or the value of considering heterogeneity) is defined as the NMB gained from adopting treatment in only those subgroups for which it has highest expected NMB, minus the NMB of adopting treatment in the whole population [63](#sim7322-bib-0063){ref-type="ref"}, [64](#sim7322-bib-0064){ref-type="ref"}. The static value of stratification () reflects the benefits of stratification under current information [63](#sim7322-bib-0063){ref-type="ref"}, [64](#sim7322-bib-0064){ref-type="ref"} (i.e. based on the trials that have been conducted to date and informed the analysis in question) and equals the expected NMB achieved by adopting the best treatment for each subgroup, minus the expected NMB from adopting the treatment that has highest NMB when averaged across all subgroups. Similarly, the dynamic value of stratification or heterogeneity reflects the NMB gained under perfect information (i.e. if sufficient evidence was collected to eliminate all uncertainty about which treatment had highest NMB, for example by conducting an infinitely large RCT). It equals the EVPI with stratification minus the EVPI without stratification.

Factorial RCTs are analogous to subgroup analyses but enable stronger inferences as patients are randomised to both factors. For factorial trials, stratification means that we consider the cells as separate, mutually exclusive treatments and adopt the treatment‐combination that maximises expected NMB, rather than considering factors independently.

We propose the *opportunity cost of ignoring interactions* (OCII) as a measure (analogous to the value of stratification) of the NMB lost from assuming additive effects and making separate decisions on the two factors, rather than taking account of interactions and making a joint decision on both (or all) factors simultaneously. [^7] The OCII under current information () is equal to the expected NMB for the treatment‐combination that would be adopted if we took account of all interactions, minus the NMB for the treatment combination that would be adopted based on an analysis ignoring some or all interactions. equals zero whenever this pair of analyses give the same conclusion. To obtain a fair, consistent, unbiased estimate of the opportunity cost, both NMB estimates should be based on analyses allowing for interactions (i.e. inside‐the‐table). [^8]

The OCII under perfect information () can be estimated by replicating the calculation of across the posterior distribution of NMB for each treatment and averaging across the distribution. For the worked example described above, this was implemented by identifying the treatment that would be adopted based on inside‐the‐table and at‐the‐margins analyses for each bootstrap replicate and taking the difference between the inside‐the‐table NMB estimates for these two treatments. was then calculated by averaging these differences across all 1000 bootstraps.

Within this example, allowing for interactions and making a joint decision between the four cells would lead us to adopt the treatment that has highest expected NMB at the ceiling ratio of interest (£30 000/QALY): in this case *b*, which has an expected NMB of £479 504 per patient (Tables [5](#sim7322-tbl-0005){ref-type="table-wrap"}, [6](#sim7322-tbl-0006){ref-type="table-wrap"}). If we conducted at‐the‐margins analysis and made independent decisions about A and B, we would instead adopt *ab*, which has an expected NMB of £468 985 (based on inside‐the‐table analysis). The (i.e. the value of allowing for interactions) therefore equals £10 518 (£479 504--£468 985) per patient at a £30 000/QALY ceiling ratio. This means that ignoring interactions and basing decisions on at‐the‐margins analysis would waste £10 518 of healthcare funds per patient treated, which is equivalent to losing 0.35 QALYs/patient. At a population level, spending £1 billion on *ab* will allow us to treat 7999 patients and accrue 158 381 QALYs, whereas allowing for interactions and adopting *b* will allow us to treat 9165 patients and accrue 179 825 QALYs: 21 443 more than we would achieve using the biased at‐the‐margins estimates and making separate decisions on A and B. was zero in three ceiling ratio ranges (£0--£12 000, £20 500--£25 500 and ≥£90 000; Figure [2](#sim7322-fig-0002){ref-type="fig"}), as analyses with and without interactions give the same treatment adoption decision at these ceiling ratios.

![Opportunity cost of ignoring interactions given both current and perfect information.](SIM-36-2814-g002){#sim7322-fig-0002}

Bootstrapping also enables us to calculate the probability that ignoring interactions would give a misleading conclusion (i.e. adoption of a treatment that does not have highest NMB when we allow for interactions), which is equal to the proportion of bootstrap replicates in which the OCII is \>0. The probability is zero at ceiling ratios \<£1000 (because there is negligible chance that any treatment other than *0* has highest NMB regardless of whether interactions were considered) and peaks at £13 000/QALY ([Supporting Information 2](#sim7322-supitem-0002){ref-type="supplementary-material"}, Figure A4), just above the ICER for *a* versus *0*.

takes account of the implications of adopting the wrong treatment, as well as the probability that the conclusions are sensitive to interactions; it therefore initially followed a similar trend to the probability but continued to rise with ceiling ratio as the value placed on maximising QALYs increases (Figure [2](#sim7322-fig-0002){ref-type="fig"}). Unlike , which equals zero when the point estimates of the analyses give the same conclusion, will not equal zero unless there is no uncertainty about which treatment has highest NMB. will generally be approximately equal to the difference in EVPI between the two analyses but will rarely be exactly equal because the EVPI estimates from at‐the‐margins analysis are biased due to interactions being ignored, while those from inside‐the‐table analysis may be overestimated due to inefficiency.

4. Discussion {#sim7322-sec-0012}
=============

In this paper, we have identified the challenges associated with economic evaluations conducted alongside factorial RCTs and demonstrated how such studies can be analysed with and without allowance for interactions, on a natural scale or using GLM and using a frequentist framework or a Bayesian framework with either non‐informative or informative priors.

Within this hypothetical example, allowing for interactions had a relatively small effect on the predicted costs and QALYs for each treatment but changed the conclusions about which treatment was best value for money. Although hypothetical, this example illustrates the methods that can be used, the impact that interactions could have in real RCTs and the conflicting conclusions which different analytical methods may produce. As demonstrated above, the difference between analyses with and without interactions is due to the bias introduced by assuming no interaction; when ignoring interactions changes the conclusions, taking account of interactions in the analysis will achieve more efficient allocation of healthcare resources.

In this paper, we proposed the opportunity cost of ignoring interactions as a measure of the impact that interactions have on the conclusions and the value of avoiding bias by taking account of interactions could change the conclusions. demonstrates the extent to which the treatment adoption decision is affected by interactions at different ceiling ratios and the net loss to the healthcare system from ignoring interactions. Even if interactions do not change the conclusions at a £30 000/QALY threshold, there is likely to be at least one ceiling ratio range at which the conclusions do change.

takes account of the implications of adopting the wrong treatment, as well as the probability that the conclusions are sensitive to interactions. Situations where , but are analogous to those with dynamic value of heterogeneity [64](#sim7322-bib-0064){ref-type="ref"}, suggesting that conducting further research could make the conclusions sensitive to interactions. However, whereas has a clear interpretation, it is less obvious how analysts and decision‐makers should interpret or what the implications of this figure are for decision‐making.

Both and are based on comparisons between two specific analyses; the analyses being compared need to be clearly stated in all applications. One limitation of these measures is that the inside‐the‐table analysis used to estimate NMB and obtain unbiased conclusions is not a 'gold standard' and could give the 'wrong' treatment adoption decision by chance.

Allowing for interactions increases SEs and the width of confidence intervals [17](#sim7322-bib-0017){ref-type="ref"}. For economic evaluations, this means that allowing for interactions generally increases the EVPI, brings the probability that any given treatment‐combination is cost‐effective closer to 25% (even‐odds across the four treatments) and decreases the height of the cost‐effectiveness frontier, *except* at ceiling ratios where the treatment maximising expected NMB differs between analyses. It is unclear whether analyses excluding interactions underestimate the value of conducting further research, or whether including interactions overestimates the value of research. However, in situations where there are important interactions, it could be argued that the higher EVPI estimate from inside‐the‐table analysis more accurately reflects the value of collecting additional information. Nonetheless, given that analyses which take all interactions fully into account have less statistical power and may be more costly in time and resources, there may be value in excluding interactions that are considered unimportant based on pre‐specified criteria, such as statistical significance, information criteria or magnitude.

5. Recommendations {#sim7322-sec-0013}
==================

Based on the challenges and the methods explored above, we have developed 14 recommendations for health economists, trialists and statisticians designing, analysing and reporting economic evaluations based on factorial trials. These recommendations represent a starting point for improving research practice and might later be developed into a formal set of consensus‐based guidelines, similar to the CHEERS [65](#sim7322-bib-0065){ref-type="ref"} or CONSORT [66](#sim7322-bib-0066){ref-type="ref"} guidelines. The aims and methods of economic evaluation are different from analyses of clinical trial endpoints, and it will frequently be inappropriate to replicate the analytical methods used for the primary clinical endpoint in the economic evaluation. In particular, economic evaluation focuses on estimation rather than hypothesis testing, and large super‐additive or qualitative interactions are particularly likely to arise for costs and QALYs. Furthermore, the conclusions of economic evaluations must be drawn on a natural scale, unlike clinical endpoints, which are frequently interpreted on a logarithmic scale to eliminate interactions. Statisticians and health economists should discuss analytical methods while statistical analysis plans are being prepared to help minimise any unnecessary differences in approach.The likelihood of interactions in each component of NMB (e.g. QALYs, intervention costs, hospitalisations, etc.) should be considered at the start of the study. Although it may not be appropriate to exclude interactions from the analysis solely on the basis of prior beliefs, *a priori* considerations may identify components of NMB that need to be analysed separately (see recommendation 7).Any economic evaluation of factorial trials should follow best practice guidelines for trial‐based economic evaluation [4](#sim7322-bib-0004){ref-type="ref"}, [5](#sim7322-bib-0005){ref-type="ref"}, [65](#sim7322-bib-0065){ref-type="ref"} and take account of the distribution of costs and benefits, missing data, censoring and correlations between costs and benefits.A clear decision rule, or combination of rules, determining the situations where interactions will be included in the base case analysis should be pre‐specified to avoid data dredging and bias. For clinical endpoints, a two‐stage testing approach is generally used, whereby interactions are only included in the main analysis if they are statistically significant in an initial test [16](#sim7322-bib-0016){ref-type="ref"}, [17](#sim7322-bib-0017){ref-type="ref"}, [21](#sim7322-bib-0021){ref-type="ref"}, [67](#sim7322-bib-0067){ref-type="ref"}; this approach increases statistical power but introduces a small amount of bias, which may be acceptable for analyses driven by statistical significance. By contrast, in economic evaluation, we need to choose between treatment combinations based on expected incremental costs and QALYs and statistical inference is often said to be irrelevant [60](#sim7322-bib-0060){ref-type="ref"}. In economic evaluation, it may therefore be appropriate to include interactions unless proven to be negligible, rather than exclude them unless proven to be important, because it is preferable to conduct an inefficient analysis including all interactions than introduce bias that changes the conclusions. However, although unbiased, analyses allowing for interactions may nonetheless give the wrong answer by chance (especially for small samples) and would systematically overestimate the value of information and bias CEACs if there is genuinely no interaction.Bayesian analyses attaching informative priors to interaction terms provide an alternative compromise between including and excluding interactions [7](#sim7322-bib-0007){ref-type="ref"}, [43](#sim7322-bib-0043){ref-type="ref"}, [68](#sim7322-bib-0068){ref-type="ref"}. Although this has rarely been done for clinical endpoints, it shows particular promise for economic evaluation, which is frequently done in a Bayesian framework, or with Bayesian interpretations, and where consideration of external evidence alongside the current trial is recommended [69](#sim7322-bib-0069){ref-type="ref"}. This can be done using MCMC [7](#sim7322-bib-0007){ref-type="ref"}, or Bayesian bootstrapping [70](#sim7322-bib-0070){ref-type="ref"}. Informative priors could be based on prior evidence (e.g. previous factorial trials) or beliefs about the mechanisms by which interactions may arise; however, care should be taken to ensure that subjective priors are given a suitably low weight in the analysis. In this paper, we followed Welton *et al*. [7](#sim7322-bib-0007){ref-type="ref"} in assuming that there is a 95% probability that the interaction for QALYs is sub‐additive but non‐qualitative. However, this prior appeared to be highly informative, substantially changing predicted costs and QALYs and halving the size of SEs around the interaction term; Welton *et al*. also found their trial results to be sensitive to the priors used for the interaction term [7](#sim7322-bib-0007){ref-type="ref"}, [43](#sim7322-bib-0043){ref-type="ref"}.Regression analysis provides a convenient way to evaluate interactions and main effects, although inside‐the‐table analysis gives equivalent results in the absence of additional covariates. Regression analyses facilitate adjustment for baseline imbalance, which may be particularly important for factorial trials: especially for small trials and those with many treatment arms and/or imbalance in characteristics (e.g. baseline utility) that are incorporated within estimates of cost and QALYs. The model specification should be chosen carefully. If factors are thought to have multiplicative effects, GLM may be more appropriate than OLS on transformed data.If the likely importance of interactions or the appropriate scale of analysis differs between different types of cost or benefit (e.g. cost of drugs, side‐effects or clinical events), it may be useful to analyse these components of NMB separately, while accounting for correlations between components.Multiple imputation models (if used) should include all treatment indicators that are considered in any analysis. In general, it will be necessary to include dummy variables for each factor and a full set of interaction terms as predictors of missing data. Omitting interaction terms from the imputation model could cause subsequent analyses to underestimate interactions.Any extrapolation of trial results should be conducted inside‐the‐table or allow for interaction terms unless interactions are shown to be negligible. When results are extrapolated using parametric survival models, researchers could estimate a single model with interaction terms and dummies for each factor, or (if the survival function differs between arms) estimate separate survival models for each cell (or several sets of cells). Similarly, event‐based cost‐effectiveness analyses [31](#sim7322-bib-0031){ref-type="ref"}, [71](#sim7322-bib-0071){ref-type="ref"} could allow for interactions within model(s) predicting the risk of events and/or analyse model output separately for each treatment combination.Abstracts and manuscripts describing economic evaluations based on factorial trials should state that the trial is factorial.It is more appropriate to report results for all factors in a single paper (rather than reporting each factor separately), unless there is clear evidence that treatment effects are additive or that results averaged over the levels for the other factor are meaningful. In particular, if it is necessary to allow for interactions in the analysis, it is also essential to interpret the results as a joint decision between all cells in the factorial design, which requires presentation of all factors simultaneously. Nonetheless, in some situations, it may be useful to present different factors to different audiences (e.g. surgeons and nutritionists), present early results for one factor before another reaches its primary endpoint or measure health outcomes using different units for different factors. In these situations, results for *ab* versus *b* and *a* versus *0* could be presented separately from the results of *ab* versus *a* and *b* versus *0*, in addition to a combined paper if journal editors allow.The results of a sensitivity analysis that includes all interactions (e.g. Tables [5](#sim7322-tbl-0005){ref-type="table-wrap"}, [6](#sim7322-tbl-0006){ref-type="table-wrap"}) should always be reported whenever the base case analysis excludes any interactions, to evaluate the potential for bias resulting from assuming additive effects. Sensitivity analyses showing the results with different assumptions about interactions are also useful to demonstrate whether or not the analysis is sensitive to interactions. Estimating the opportunity cost of ignoring interactions can help evaluate the impact of excluding interactions. Presenting mean, disaggregated outcomes in each arm allowing for all interactions (e.g. Table [2](#sim7322-tbl-0002){ref-type="table-wrap"}) also enables readers to see the magnitude and direction of interactions.Researchers should present CEACs for multiple interventions (Figure [1](#sim7322-fig-0001){ref-type="fig"}), which show the probability that each cell of the factorial design has highest NMB and a cost‐effectiveness frontier [59](#sim7322-bib-0059){ref-type="ref"}. Pair‐wise CEACs showing the probability that A is cost‐effective compared with not‐A ([Supporting Information 2](#sim7322-supitem-0002){ref-type="supplementary-material"}, Figure A2) are not sufficient for factorial trials unless there is clear evidence of additive effects. Similarly, the value of information should be evaluated for the joint decision between all mutually exclusive alternatives evaluated in the trial, not separately for each factor.Conclusions should be based on an incremental comparison between 'mutually exclusive' treatment‐combinations that considers the factors as interacting treatments (e.g. Tables [5](#sim7322-tbl-0005){ref-type="table-wrap"}, [6](#sim7322-tbl-0006){ref-type="table-wrap"}), regardless of whether interactions are included in the analyses that estimate the mean cost and mean QALYs for each arm. Presenting the costs and QALYs for the full set of mutually exclusive alternatives and identifying the cost‐effectiveness frontier reminds decision‐makers of the importance of making a joint decision. In particular, presenting *0*, *a*, *b* and *ab* as mutually exclusive alternatives forces decision‐makers to consider whether *a* is better than *b* or whether *ab* is appropriate, whereas considering A and B separately may lead to recommendations for both treatments without explicit guidance of whether they should be used together.
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###### 

Supporting Information 1: Demonstrating that joint decisions inside‐the‐table give efficient treatment‐adoption decisions.

**Table A1.** Data inputs used in the worked example.

**Table A2.** Effect of including an informative prior on the interaction term. Results in this table are based on MCMC rather than OLS; the results with non‐informative priors therefore differ slightly from those shown in Table 5.

**Figure A1.** Cost‐effectiveness plane showing predicted costs and outcomes from regression analyses on the same simulated data. **A**: Regression without interaction term. **B**: Regression with interaction term. Error bars show SEs from regression analysis. The dashed black line represents the cost‐effectiveness frontier, which links the treatments that are not dominated and have highest NMB at one or more ceiling ratio.

**Figure A2.** CEACs for two pair‐wise comparisons, treating the two factors as independent treatments, with no interaction. **A** shows the probability that A (averaged over cells *ab* and *a*) is cost‐effective (i.e. has higher NMB) compared with not‐A (averaged over cells *b* and *0*) at different ceiling ratios. **B** shows the probability that B is a cost‐effective with not‐B.

**Figure A3.** EVPI estimates from regression with and without interaction terms.

**Figure A4.** Probability that ignoring interactions leads to the wrong conclusion (i.e. adoption of a treatment that does not have highest NMB when we allow for all interactions).

###### 

Click here for additional data file.

###### 

Supporting Information 2: Methods and code used to generate and analyse the simulated data and additional results.

**Figure A1.** Cost‐effectiveness plane showing the four treatment options in the situation where there is a super‐additive interaction for cost and a sub‐additive interaction for QALYs and conclusions are drawn inside‐the‐table, allowing for interactions and considering the four cells as mutually exclusive alternatives. The blue line shows the cost‐effectiveness frontier, which joins the treatments that are not dominated by other alternatives. ICERs are shown by the gradient of lines joining two treatments.

**Figure A2.** Cost‐effectiveness plane showing the four treatment options in the situation where there is a super‐additive interaction for cost and a sub‐additive interaction for QALYs, but where results are analysed at‐the‐margins, ignoring interactions. The blue line shows the gradient of , which joins a point halfway between *0* and *b* with a point halfway between *a* and *ab*.

**Figure A3.** Cost‐effectiveness plane showing the four treatment options in the situation where there is no interaction for either costs or QALYs. The blue lines show the three ICERs (, and ) that are equal when there is zero interaction for NMB.

###### 

Click here for additional data file.
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[^1]: One of the authors (HD) searched Medline via PubMed for (factorial\[Title\]) AND ('economic evaluation' OR 'cost‐effectiveness'), searched past papers presented to the Health Economists\' Study Group (HESG, <http://www.hesg.org.uk>) for the term 'factorial' and searched the British Library Electronic Theses Online Service (EThOS, <http://ethos.bl.uk>) for the terms 'factorial' and 'cost' in combination. Such searches were conducted on 7 October 2011, 7 August 2013 and 10 February 2016. These searches identified no previous methodological research on factorial trials, besides the programme of work conducted by the authors, applied examples (e.g. [6](#sim7322-bib-0006){ref-type="ref"}, [7](#sim7322-bib-0007){ref-type="ref"}) and one systematic review [8](#sim7322-bib-0008){ref-type="ref"}.

[^2]: Bias is a systematic tendency to over‐ or underestimate the parameter of interest. In this case, analyses excluding interactions systematically overestimate the effect of A compared with not‐A in the absence of B by a bias equal to 50% of the true interaction term [17](#sim7322-bib-0017){ref-type="ref"}.

[^3]: Within this article, we use McAlister\'s term 'inside‐the‐table' [12](#sim7322-bib-0012){ref-type="ref"} to describe the method of analysing a factorial trial in which each cell or factor‐combination is analysed as a separate study arm, with no pooling, but in which regression analysis is not used. This term has been used by several recent factorial trials citing that review (e.g. [18](#sim7322-bib-0018){ref-type="ref"}, [19](#sim7322-bib-0019){ref-type="ref"}), although the earlier literature tends to refer only to analyses of this type as those estimating 'simple effects' [16](#sim7322-bib-0016){ref-type="ref"}, [17](#sim7322-bib-0017){ref-type="ref"}, [20](#sim7322-bib-0020){ref-type="ref"}, [21](#sim7322-bib-0021){ref-type="ref"} or conducting comparisons between cell means without reference to a specific term [21](#sim7322-bib-0021){ref-type="ref"}.

[^4]: For example, if smoking increases the risk of dying of lung cancer by 36‐fold, while a 100 Bq/m^3^ increase in residential radon exposure increases the risk by 16% [25](#sim7322-bib-0025){ref-type="ref"}, there will be no interaction between smoking and radon on a logarithmic scale (e.g. in logistic regression), but raising radon levels will increase the number of lung cancer deaths from 0.42% [25](#sim7322-bib-0025){ref-type="ref"} to 0.49% in non‐smokers, but from 15.12% to 17.54% in smokers: an interaction of 2.35% (0.42% + 17.54%--0.49%--15.12%).

[^5]: Whenever ≥1 treatment is both more costly and more effective than its comparator and interactions are not exactly equal to zero, there will be a qualitative interaction for NMB at a ceiling ratio equal to the ICER for this treatment relative to its comparator. This is because when the ceiling ratio equals the ICER, the incremental NMB for this treatment relative to its comparator will equal zero and will therefore have an absolute magnitude smaller than any non‐zero interaction term. This means that at a ceiling ratio of either ICER + *δ* or ICER − *δ* (where *δ* equals a very small number), the interaction for NMB will always be qualitative, i.e. have a magnitude that is larger than one or more simple effect that has the opposite sign. This qualitative interaction will change the ranking of treatments, e.g. causing *a* to be cost‐effective \[i.e. increases NMB\] compared with *0* even if *ab* is not cost‐effective \[reduces NMB\] compared with *a*. Conversely, if both *a* and *b* dominate (or are dominated by) *0*, qualitative interactions in NMB could only arise if there were qualitative interactions for both costs and QALYs.

[^6]: Although including interactions increases SEs, *p*‐values may either increase or decrease, depending on the magnitude and direction of changes in the point estimate. For example, the two‐sided *p*‐value for the difference in QALYs between *a* and *0* was 0.128 with interactions and 0.177 without, because allowing for interactions also increased the difference between *a* and *0* from 0.518 (SE: 0.383) to 0.856 (SE: 0.563). By contrast, the two‐sided *p*‐value for the difference in QALYs between *b* and *0* was 0.007 with interactions and 0.002 without.

[^7]: We define OCII in terms of NMB. However, it could equivalently be expressed in health units (e.g. QALYs) using net health benefit (NHB).

[^8]: If the OCII is calculated using NMB estimates from two different analyses (e.g. basing the NMB for the treatment combination that would be adopted based on at‐the‐margins analysis on the maximum NMB predicted in regression *without* interaction terms), the OCII may, misleadingly, appear to be zero (or even negative) if the bias inherent within at‐the‐margins analysis causes NMB for that treatment to be overestimated.
