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Abstract
The subject of the thesis is the modelling, design, fabrication and characterisation 
of single-stage and multi-stage resonators on Silicon-on-Insulator (SOI) strip and 
rib waveguides. The devices have been investigated with the aim to produce 
small and efficient wavelength selective elements that could one day be used in 
multiplexers, filters and other components of integrated optical circuits.
Due to the complexity of devices and very often requirements of advanced sim­
ulation packages, most of the devices have been modelled (A =  1.55pm) through 
separate analyses of the components forming the filters. The study starts with 
the modelling of rib and strip waveguides aiming at the single-mode and zero- 
birefringent regime of operation, followed by the analysis of a directional coupler. 
The modelling suggests that the cross-sectional rectangular area of a strip waveg­
uide should be smaller than 0.10pm2. Similarly, rib waveguides with a height of 
1.35pm, and a waveguide width of 0.8 pm  or 1.0pm, could be used as basic single­
mode and zero-birefringent elements for building relatively large rib waveguide 
based devices. The analysis of a directional coupler on strip waveguides has shown 
that a near-polarisation-independence regime is possible for waveguide separations 
below 0.20pm and waveguide widths in range 0.29 — OAOpm, when a waveguide 
height is chosen to be 0.29pm  or 0.34pm. Simplified z-transform models of filters 
have been employed to calculate values of the most relevant figures of merit such 
as Free Spectral Range (FSR), Full Width at Half Maximum (FWHM), Finesse 
(F) and Q-factor, and also to quantify the sensitivity of the transfer function to 
the changes of geometric parameters, coupling issues and thermal effects.
Based on the modelling and information from test chips of previous students, 
4 main designs grouped in 6 test chips have been proposed and fabricated in col­
laboration with the Intel Corporation Photonics research groups from San Jose 
and Jerusalem. Two designs were based on rib waveguide type devices and two on 
strip waveguide type devices. The goals in all cases were: polarisation insensitiv­
ity, single-mode behaviour, improvement of the FSR, shaping response by using 
various geometries, the possibility of tuning response by thermal means etc.
Experimental results have shown improvement in the FWHM and FSR as ex­
pected for both strip and rib designs. An additional stage of multi-level, serially 
coupled racetrack resonator in rib waveguides has resulted in a decrease of the 
FWHM by more than 30% (6pm). Polarisation independence by using identical 
multiple serial-coupled rib racetracks has also been demonstrated. The FSR above 
60nm have been reported for small strip resonators (radius of 1.5pm) with good 
polarisation characteristics for rings which radius is near 3pm. To the author’s 
knowledge this is the largest FSR yet reported for a silicon based ring resonator. 
There is also improvement of the spectral response of multiple Vernier rings, which, 
with some corrections in terms of side lobes appearing in the spectrum, may be 
used for designing devices with the FSR as large as 70nm.
Key words: silicon photonics, silicon on insulator, rib waveguide, strip (wire) 
waveguide, directional coupler, ring resonator, racetrack resonator, add/drop filter
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A little fable
’A lassa id  the mouse, ’the world is growing smaller every day. At first it was so 
big that I was afraid, I ran on and I  was glad when at last I saw walls to left and 
right of me in the distance, but these long walls are closing in on each other so 
fast that I have already reached the end room, and there in the corner stands the 
trap I  am heading for. ’You only have to change direction’, said the cat, and ate 
it up.
Franz Kafka
Chapter 1 
Introduction
1.1 Motivation
Photonics has emerged from a number of disciplines, together involved in the 
mastery of the photon. As a sophisticated combination of optics, material science, 
chemistry, electrical engineering and nanotechnology it has created synergies that 
no one could dream of when the term ’’photonics” was coined in 1967 [1]:
- Photonics is the science of harnessing of light
- Photonics encompasses the generation of light, the detection of light, the 
management of light through guidance, manipulation, and amplification, and 
most importantly, the utilisation of light as a tool for the benefit of mankind
Since then photonics disciplines experienced rapid development. Recent advance­
ments in the field has made one of them particularly popular. The term ’’ integrated 
photonics” refers to the fabrication and integration of several optical (photonic) 
components on a common planar substrate. The need to introduce light as an 
information carrier and optical devices acting as switches, modulators and filters 
on the same chip was, in fact, a reaction to the inability of their electronic coun­
terparts to meet increasing demands of communication networks for higher data 
rates. It is well known, for instance, that copper interconnects fail to operate if 
the rate is greater than 20Gb/s. The cost, size and complexity of commercially 
available optical fibre components have increased this need even more. Apart from 
increasing performance, there is another crucial reason for integration - decreasing 
cost. The development of semiconductor micro- and nano-photonics has the clear 
advantage in that it can use a mature micro-electronics fabrication technology as 
a platform, especially when silicon-based materials are used.
1
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Silicon-on-insulator (SOI) technology is a fascinating choice in implementa­
tion of integrated optics. Silicon as a waveguiding material has low loss in the 
near infrared and it can, therefore, be used at telecom wavelengths of 1.3pm and 
1.55pm. In spite of the large refractive index difference in the waveguide structure, 
the silicon waveguide can be designed to operate in the single mode regime with 
low optical fibre-waveguide coupling loss even with large waveguide dimensions. 
The possibility of modulation by either thermal or electrical means is another key 
attribute in its integration. The success of silicon in this area, however, is not only 
due to its material characteristics, but also to the combination of its availability, 
cost, processing flexibility, and compatibility with other materials. In only the 
last '2-3 years several remarkable steps forward have been reported: integration 
with CMOS [2], Raman silicon laser [3], 30Gb/s modulators [4], compact wave­
length routers [5], low loss waveguides [6, 7], all-optical switching [8] etc. These 
results have strengthened the position of silicon CMOS photonics, but for some 
components to be commercialised better progress is needed in areas such as light 
sources, amplifiers and all-optical functions.
2
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1.2 Resonator filters
Fast and inexpensively mass-produced optical switches, modulators and filters are 
some of the elements required if optical communication technology is to be brought 
close to the end users. Low-loss waveguides tailored for polarisation insensitivity 
which are relatively easy and efficiently coupled to optical fibre are just one step. 
Further optimisation is necessary to maintain the device size on the sub-micron 
scale to achieve both high volume yield and maximum performance. These two 
requirements are, however, often contradictory. Channel dropping filters on the 
basis of single and multiple resonators are of great interest due to their compact­
ness and high wavelength selectivity, which is a very desirable feature for photonic 
modulators, detectors and more generally for Wavelength Division Multiplexing 
(WDM) components. Particular advantage is that they are capable of produc­
ing relatively large Free Spectral Range - FSR > 30nm (in WDM determined by 
number of channels and channel spacing) as well as narrow (several nanometers) 
3dB-width of the filter’s resonant peaks/dips (in WDM determined by system 
bitrate)1. The main goal of the work herein is to discuss key points for implemen­
tation of resonator filters on the SOI platform and to suggest some new solutions 
in order to improve the performance.
The simplest resonator filter is formed by joining a straight waveguide and a 
closed loop waveguide (resonator) that can take different forms, where a ring is 
one of the most common. Here the term filter or resonator filter denotes the basic 
function of such a device, that has the ability to remove certain frequencies from 
the output spectra. Even though simple at the first glance, a single resonator 
requires a lot of design effort. To prevent distortion of the signal caused by the 
presence of higher order modes, single-mode operation is a prerequisite. Polarisa­
tion independence is also desirable as, instead of two separately designed devices 
for two different modes, a single device can be used. The modelling of the waveg­
uide profile is therefore critical for overall filter performance and it is an important 
part of the work of this thesis.
Thus far two main profiles have been used by researchers: strip (wire) waveg­
uides aiming at small-bend devices with radii of curvature as small as 1 pm and rib 
waveguides for which the radii of curvature are typically above 25pm. Researchers 
took different routes in investigating photonic devices since it is quite difficult to
1 These features are crucial for filters in  optical communications because o f the requirements 
for a narrow bandwidth and a wide FSR. For example, Telecom filters for use in  the C and 
L-Bands typically have to cover the wavelength range larger than 30nm, thus FSR >  30nm
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satisfactory meet the polarisation and modal requirements at the same time. It 
has been reported that rib waveguides are promising candidates for polarisation 
independent and single mode resonator filters comprising racetrack resonators [9]. 
However, the basic configuration of a straight waveguide and a single resonator, 
fails to provide a sufficiently large FSR if rib waveguides are used. This is simply 
due to the inability to use small bends in rib waveguides because of loss issues, 
but, on the other hand, small resonators are necessary to achieve a large FSR as 
this parameter is inversely proportional to the length of the resonator. In contrast, 
strip waveguides allow for small bends [10] and much better response in terms of 
the FSR is expected, but polarisation remains a significant bottleneck. In spite of 
the drawbacks both configurations can be exploited to tailor the filter response. 
For example, multi-stage configuration of resonators can be used to adjust FWHM  
and even to give several times better FSR through Vernier configurations, whereas 
careful design of the coupler in small strip filters can lead to a near-polarisation- 
independent (PI) regime of operation. For this reason the main objective of the 
thesis will be the optimisation of various forms of resonator filters in an attempt 
to tailor the transfer function to a desired response.
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1.3 Thesis outline
Chapter 2, Background, reviews (integrated) photonics and, in particular, the 
properties of silicon as a material choice and auto-regressive filters as a design 
with the aim to give an insight into how these two joined together may represent 
next generation of basic photonic elements.
Chapter 3, Theory, is a summary of theory needed for understanding of the 
operation of an optical filter. It comprises the fundamentals of electromagnetism 
in dielectric slab, strip and rib waveguides, the analysis of a single resonator, 
the analysis of directional couplers and the analysis and synthesis of multi-stage 
architectures of filters. The most common modelling approaches have also been 
briefly discussed as the level of accuracy of results sometimes depends on the 
applied mathematical tool.
Chapter 4, Modelling, is dedicated to the modelling of basic filter elements and 
filters as stand-alone devices. Profiles of strip and rib waveguides have been ad­
dressed to determine the cut-off condition and birefringence as a function of waveg­
uide geometry. Directional couplers have been addressed to investigate possibility 
of achieving polarisation independence in strip waveguides. Finally, simplified fil­
ter models based on z-transforms have been employed to investigate properties of 
the transfer functions with respect to coupling, geometry and material parame­
ters. Recommendations from all sections were subsequently used to design optical 
devices.
Chapter 5, Design, provides the main aspects of device and cell designs referring 
to theory and modelling wherever possible. Detailed justification of the 4 test chip 
designs have been given.
Chapter 6, Experimental methodology, is the overview of methods and equip­
ment used in experiments. This includes some aspects of chip post-processing (pol­
ishing, Scanning Electron Microscopy (SEM)), explanation of experimental tech­
niques, loss measurements, spectra measurements etc.
Chapter 7, Results and discussion, provides the data gathered during experi­
mental characterisation of fabricated samples. Each test chip is analysed through 
testing of straight waveguides, single ring and racetrack resonators, multiple seri­
ally coupled resonators, directional couplers and bends by measuring response at 
the through and drop ports for both TE and TM polarisations. Feedback on the 
results is also included.
Chapter 8, Conclusions and future work, emphasizes the outcomes of the the­
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sis. Both modelling and experimental results are used to draw conclusions about 
existing designs and suggest improvements and future work.
In summary, there are several levels of the author’s contribution to the field of 
SOI resonator filters:
• optimisation of rib and strip waveguide profiles in terms of single-mode and 
zero-bireffingent conditions,
• optimisation of strip waveguide directional coupler i.e. calculation of the 
(polarisation insensitive) coupling length as a function of waveguide width, 
height and separation,
• multiple, identical, serial-coupled racetrack resonators on rib waveguides 
with an improved FWHM  have been demonstrated,
• single ring resonator filter on strip waveguides with an FSR as large as 63nm 
and improved polarisation response have been reported,
• serially coupled double-ring resonators in strip waveguides with a potentially 
large FSR (>70nm) have been demonstrated, and
• cascaded and coupled Vernier devices upon rib waveguides have been anal­
ysed theoretically (Matlab modelling) and experimentally; a polarisation 
insensitive response with an improved FSR of 500pm has been reported by 
using similar double-racetracks.
6
Chapter 2
Background
The aim of this chapter is to establish foundations for the work in subsequent 
chapters by giving an overview of the previous work in the field of photonics and 
integrated optical filters. Particular attention is paid to work in silicon photonics 
and integrated micro-resonators.
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2.1 Photonics
Since the pioneering efforts in electrical communication with the demonstration of 
the telegraph by Samuel Morse in 1837, humankind have constantly been progress­
ing toward faster communication technologies. The first devices, such as the radio, 
operated in the 0.5-2MHz range and carried voice signals with 15kHz bandwidth. 
More complex devices in years and decades to come required higher carrier fre­
quencies and larger bandwidths. For example, television used 6MHz bandwidth, 
while radar systems developed in 1940’s pushed frequencies to microwave domain 
(frequencies in GHz). Thus, the ultimate goal was very high carrier frequency 
together with a large bandwidth. However, progress toward frequencies in THz 
region was limited by the fact that electronic components cannot operate at such 
frequencies. The invention of the laser in 1960 announced the beginning of a new 
era where light as a high frequency signal could be used to convey the information.
The technology associated with signal generation, processing, modulation, 
transmission and detection where the signal is carried by light i.e. photons is 
called photonics. For 30 years after the invention of the transistor, the processing 
and transmission of information were based on electronics. A notable difference 
from electronics where most of devices are integrated on a single chip in one or two 
materials, manipulation of light in photonics requires a number of devices such as 
lasers, optical fibres, waveguides, modulators, detectors, filters etc, and these are 
typically developed in various materials and often as standalone devices. There are 
three generic families of technology which are used to build optical components. 
These are:
- optical fibre technology,
- micro-optic technology, and
- planar waveguide technology.
The fibre technology successfully entered the market as a transmission medium 
in the long distance telecommunications (Telecom) since a glass fibre is capable 
of transporting large amount of data at very high speeds. In addition, devices 
such as gratings have been successfully implemented into fibres. Micro-optic de­
vices are made using traditional optical components such as lenses, prisms and 
diffraction gratings assembled together. In planar waveguide technology devices 
are constructed on the surface of a flat thin piece of a planar material. Some de­
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vices such as optical amplifiers can be made in all three technologies, while several 
components can only be constructed in one technology.
2.1.1 Optical integration 
Brief historic overview
Fibre optics is well established today due to the great capacity and reliability it 
provides, but it has a clear disadvantage in cost. Typically large and expensive 
fibre elements, the precision of micro-optics around or above 1 pm, the possibil­
ity to build devices integrated within a block (or slab) of transparent material 
and, consequently, the much smaller footprint were all the reasons for increas­
ing interest in planar technologies i.e. integrated optics/photonics. Pressure for 
better performance and cheaper components in data communication (Datacom) 
and optical interconnects particularly increased interest in integrated optics. The 
reason lies in a bottleneck caused by copper links connecting microprocessors to 
memory and chipsets, since these links become bandwidth limited above 10GHz 
due to thermal and RC time delay issues [11, 12]. Thus, one of the major drivers 
to replace electronics at shorter, not only long-haul distances, is the increased 
bandwidth in a variety of applications such as rack-to-rack, board-to-board and 
chip-to-chip. Finally, a good reason for integration is the need for accurate and 
therefore expensive alignment when coupling light from one component to another. 
When integrating functions, this alignment is typically taken care of by means of 
fabrication (lithography etc).
The term integrated optics, was introduced in 1960 by Miller [13], who no­
ticed obvious similarities between planar optical circuit technology and the well- 
established integrated micro-electronic circuits. In integrated photonics, devices 
and more complex integrated optical circuits are developed on a common sub­
strate using planar fabrication technologies similar to integrated electronics. The 
origins of integrated optics date to 1960s and 1970s with demonstration of the 
first two-dimensional waveguides on planar substrates and three-dimensional op­
tical waveguides, which are basic elements for guiding light in integrated circuits.
The first optoelectronic integrated circuit was reported in 1978 by Lee et al [14] 
on a semi-insulating GaAs substrate. More complex devices such as a multiple- 
quantum-well integrated heterodyne receiver by Koch et al [15] started appearing 
in 1990s and onwards. It is interesting to note that this is more than 30 years after 
the starting point for integrated electronics - the invention of the transistor at Bell
9
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Laboratories in 1947, followed by development of the electronic integrated circuit 
in 1959 and the first microprocessor in 1971 [16]. Compared to microelectronics, 
these integrated optical devices possessed some fundamental advantages. Size 
reduction, high data transmission rates in optical waveguides, low sensitivity to 
electromagnetic radiation or pulses, and the potential to reduce the cost are the 
most important ones. In more advanced systems that are predicted, there could 
be potentially less optical loss due to the elimination of fibre interfaces and, also, 
assembly should be simpler and less costly as there are fewer independent devices. 
The final step, integration of electronics with the optics could further reduce the 
size, cost and packaging complexity. All these good properties initiated intense 
research on all major optical devices in order to improve their performance and 
reduce the cost, striving to monolithic integration of all photonic functions on a 
single chip. Luxtera [17] has made an important step forward toward this goal in 
2005 when ” world’s first integrated photonic system on a chip” was announced [2]. 
In this device (figure 2.1), high speed optical communications for the first time in 
history were accomplished directly between silicon die.
Figure 2.1: World’s first integrated photonic system on a chip [2]
Optical material platforms
At the beginning of the research in the field of integrated optics, lithium-niobate 
(LiNbCfy) recognised as the most promising material for optoelectronics [18] 
because of valuable electro-optic and acousto-optic effects. Few other materials 
with one or more good optical properties soon started gaining attention: dielectrics 
such as polymers, glass, silica on silicon (SiCfy/Si), and semiconductors such as
10
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indium phosphide (InP), gallium arsenide (GaAs) and silicon (Si). To date the 
key material systems used in optical componentry include silica fibres, silica on 
silicon, silicon on insulator (SOI), silicon oxynitride, sol-gels, polymers, thin film 
dielectrics, lithium niobate, indium phosphide, gallium arsenide, magneto-optic 
materials, birefringent crystals etc. Table 2.1 summarises and contrasts the key 
attributes of these platforms at wavelength of 1.55pm, while table 2.2 gives an 
overview of the optics market as published by WDM Solutions magazine in 2001
[19]. Thus, unlike electronics, where one or two materials could be used for the 
design of integrated circuits, photonic components are made in the most appropri­
ate platform (see table 2.3). For illustration, the silica (Si02)  fibre technology is 
well established optical guided-wave technology and is particularly attractive be­
cause of the possibility to form in-line components (fused to transmission fibres) 
[21, 22, 23]. The silica on silicon technology is the most widely used planar tech­
nology [24, 25]. Soon afterwards the silicon-on-insulator (SOI) planar waveguide 
technology [26, 27] was developed since it allows faster turnaround time and higher 
yields. This material turned out as very useful for passive components such as fil­
ters, couplers, switches and attenuators [28, 29]. Silicon oxynitride (SiON) was 
particularly attractive due to the adjustable index contrast (the variation can be 
as high as 30%) as this permits significant miniaturisation [30, 31]. Optical devices 
made with polymers have an advantage in low cost and free-stress materials, low 
cost equipment and turnaround time (wafers produced up to 10000 faster than in 
other planar technologies) [32, 33]. Lithium niobate (LiNbOs) has been the focus 
of the research for a long time because of its good electro-optic and acousto-optic 
coefficients and the ease of processing. Most external modulators in long-distance 
high-bit-rate systems are made in this material [34, 35]. Indium phosphide (InP) 
is one of the few semiconductor materials that can be used to produce both active 
and passive optical devices, but on the other hand it is an expensive material and 
difficult material to manufacture reliably since it is fragile, and, also, it has a low 
yield [36, 37]. Gallium arsenide (GaAs) is another semiconductor material that 
can be used to fabricate both active and passive optical devices and is cheaper than 
InP, but its use is limited because of fabrication and cost issues [38, 39]. There are 
many other materials that can be used for the whole variety of components (iso­
lators, circulators, prism polarisers...) such as magneto-optic materials, sol-gels, 
birefringent crystals (calcite, rutile) etc. These materials are nowadays present in 
optoelectronics, but most of them are complicated to process and very often active 
alignment to connect devices and fibres is needed. For these reasons and because
11
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Material %
Lithium niobate 30
Indium phosphide 22
Gallium arsenide 20
Silica on silicon 11
Polymer 5
Silicon 3
Other 9
Total 100
Table 2.2: Integrated optics market in 2001 by material type [19]
Devices Materials
Electronics transistors
interconnects
Si, Al, Si02, Si3N4 
Al, Cu
Photonics light emitter InGaAsP (III-V)
interconnect Si, Si3N4, SiO.Ny (Si)
MUX (filters) Si02 (Si)
detector InGaAs (III-V)
modulator LiNb03 other
amplifier InGaAsP (III-V)
isolator YIG:Bi other
Table 2.3: Electronics and photonics - diversity of devices and materials [20]
of the aforementioned integration reasons, the world trend is to reduce materials 
diversity by using components that are compatible with CMOS electronics.
2.1.2 Silicon photonics
It is believed that silicon can be used to overcome some of the limitations men­
tioned above. In the past it has not been recognised as a good candidate for 
photonic functions because of its indirect bandgap, resulting in the lack of silicon 
active devices, particularly light sources. It is well known that due to its centro- 
symmetric crystal structure, the linear electro-optic (Pockel) effect is absent and, 
also, silicon is inefficient as a photodetector at the (tele)communication wave­
lengths of 1.3pm and 1.55pm because a wide bandgap. Although passive, silicon 
photonics since pioneering research conducted in the 1980’s and 1990’s [40], has 
been investigated focusing on its good aspects in order to be empowered to emit 
and modulate light. Nevertheless, silicon has two crucial qualities that has made 
it desirable in photonics:
1. Cost reasons. Silicon is a cheap, plentiful and well known material through
13
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CMOS technology [41], which is used for producing electronic integrated 
circuits. Owing to the longstanding use of silicon in semiconductor elec­
tronic industry, the fabrication tools for producing electronic devices could 
be employed for (mass) production of photonic components.
2. Material reasons. Electronic circuits have dimensions as small as a few tens 
of nanometers, while the dimensions of photonic devices are normally much 
larger. This is due to a relatively large bend radius, which is necessary in 
devices where the light is weakly confined, which, in turn, is due to a low 
index contrast. To make optoelectronic integration more attractive there is 
a need for more compact structures, which requires ultra-high optical index 
contrast waveguides, where silicon comes into the ’photonic picture’ .
The need for high index contrast and CMOS compatible processing made 
Silicon-on-Insulator (SOI) the most attractive of all silicon platforms. For passive 
functions silica-based technologies have been very successful in the WDM systems 
in terms of spectral behaviour and losses [22, 25], but the devices based upon silica 
have the low refractive index contrast, which does not allow the use of bend radii 
on a sub-micron scale. SOI waveguides on the other hand, owing to the very high 
refractive index contrast (core 3.48 and the cladding 1 for air and 1.44 for the 
oxide) allow for tighter bends and, consequently, can be used for ultra-compact 
fabrication.
A starting point in investigating SOI photonics was the work by Soref et al 
in the 1980s [40, 42], who recognized silicon as a material of future integrated 
optical devices. Nevertheless, their work in rib waveguides was crucial for investi­
gating silicon as an optical waveguiding system; previously, SOI was only famous 
for being used in IBM and AMD processors i.e. in transistors as SOI devices are 
inherently latchup resistant, but relatively quickly researchers began to investi­
gate optical waveguides patterned in SOI wafers (by using either Separation by 
IMplanted OXygen (SIMOX) or Bond and Etch-back SOI (BESOI) [43] fabrica­
tion techniques). As with other materials, the early work on silicon waveguides 
occured in 2D (planar) waveguides. The first single-crystal silicon planar waveg­
uide was demonstrated by Soref et al [40]. Since such structures are not practical 
for integration, various waveguide profiles were investigated in the following years, 
mainly aiming at low-loss and the single mode performance as the higher order 
modes can cause inter-modal dispersion in communication systems. Most of the 
attention was turned to rib waveguides as these could be made sufficiently large al­
14
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lowing for single-mode and low-loss performance simultaneously. The early works 
of Petermann et al [44] and Soref et al [45] on rib structures were crucial. Their 
analytic single-mode condition was one of the main guidelines for fabrication of 
optical devices based upon single-mode rib waveguides and a starting point for 
further corrections on the proposed single mode condition by using the effective 
index method [46] and the beam propagation method [47]. However, they have 
only addressed shallow etched waveguides. By using finite element and the full- 
vectorial beam propagation method, Chan et al extended Soref’s condition further 
by taking into consideration deeply etched SOI rib waveguides [48].
Such a high index contrast of the SOI material platform allows confinement 
within much smaller structures than rib waveguides. Rectangular (strip) waveg­
uides could also be used for single mode performance provided cross sectional 
dimensions are sufficiently small. Bogaerts et al [49] reported such structures by 
using 500nm by 220nm strip waveguides. Historically silicon strip waveguides, or 
’’silicon wires”, as they are often referred to, are still in their infancy and only 
recently started gaining attention. The reasons were requirements for a very good 
accuracy of fabrication tools and some concerns with their polarisation sensitivity 
and large loss [50, 7]. Small features are also possible if periodic structures called 
photonic crystals are used as a high index contrast of SOI allows for very tight 
bends in these structures [51].
Apart from the performance in all main waveguide elements, one of the reasons 
that silicon photonics has continued to grow is because of the continuous decrease 
in the propagation loss reported by research groups worldwide [52, 53]. These 
factors prompted large companies such as Intel [54] and IBM [55] to attempt to 
” siliconize photonics” despite some drawbacks of a silicon as a material.
15
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2.2 Optical filters
In current optical communication systems, integrated optical filters are rarely 
used or needed as standalone devices. In some applications they could be found 
in front of an LED to narrow a signal spectral width before transmission and 
in few other roles. However, in future optical networks, these filters will play a 
crucial role. In particular, integrated optical filters are an enabling technology 
for Wavelength Division Multiplexing (WDM) systems. Investigation of general 
concepts of filtering light is also beneficial since many devices that are not called 
filters have the characteristics of filters, for example modulators, switches, AWGs, 
even optical sensors.
There are many similarities between optical and electronic filters, the most 
obvious being - they are both described by their frequency response. This response 
describes how the magnitude and phase of each frequency component (harmonic) 
of an incoming signal is altered by the filter. Nevertheless, there is a trend to apply 
designs of electronic analog and digital filters to optical filters due to the extensive 
work on electronic filters in the past. Traditional analysis by using an analog 
wave (electromagnetic) propagation approach can be useful in analysis of simpler 
structures and is typically used for defining a filter’s figure of merit [56]. For more 
complex systems this approach is often cumbersome and the analysis in a ’’digital 
manner” i.e. by using a digital signal processing approach is preferred1 [57]. Digital 
signal processing techniques are applicable to the optical filters because the former 
are linear, time-invariant systems. Moslehi et al [58] brought the digital concept 
to optical filters by using the fact that optical filters consist of splitters, delays and 
combiners and have discrete delays, which had already been used for synthesis of 
digital filters in electronics. Since the delays in filters are discrete values of the 
unit delay, the frequency response is periodic, a period of which is referred to as 
the Free Spectral Range or FSR.
2.2.1 Classification
The first optical filters were realised with fibres. Fibres and tapered fused-fibre 
couplers were first used to realise splitters and combiners [59]. Since several cen­
timeters of fibre are needed for splicing, optical fibre filters usually had very small 
FSRs; for example, the fibre length of 100cm in this technology (n =  1.5) has the
1 Certain factors such as loss should be particu larly taken care of in  the case of optical filters, 
whereas the loss is not a major concern for the design of electronic d ig ita l filters.
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FSR of only 200MHz, while, as mentioned above, several GHz are needed to sep­
arate high bit-rate communication channels. Fibres were then used by Wilner et 
al [60] to realise high-speed correlators, which was one of the first moving average 
optical filters, while Marom, Ohlhaber et al [61, 62] used fibre delay lines to re­
alise pulse coders and encoders. The work of Marcatili in 1969 on integrated ring 
resonators was the main impetus for development of auto-regressive filters, which 
contain a feedback in optical path [63]. The first coherent moving-average filter 
was demonstrated in 1984 using optical fibres [64]. The advancements in waveg­
uide fabrication, in particular low loss, contributed to the increased interest in 
waveguide based filters: the first planar waveguide coherent moving-average filter 
was demonstrated in 1991 [65], while the first coherent multi-stage auto-regressive 
filter was demonstrated in 1996 [66].
The aforementioned filters were developed in several main architectures. Fibre 
Bragg Gratings (FBG) are probably the most important optical filters in com­
munications today. Although large and with limited scalability they are impor­
tant standalone devices because nearly square bandpass filter responses can be 
achieved. Thin film optical filters are also mature in terms of design and fabri­
cation. They are composed of alternating layers of high and low refractive index 
materials, where freedom in optimisation of layers thickness and index is employed 
to carefully sculpt the spectral response, but at the cost of tunability and limited 
scalability. Arrayed waveguide grating (AWG)  devices can also serve as filters, 
especially bandpass filters. Currently, silica-on-silicon AWGs are commercially 
available devices and have a footprint of several cm2. Bogaerts et al [67] have de­
signed and fabricated an 8-channel AWG in SOI with a footprint of 380/i x 290pm, 
or about 0.1mm2, with the on-chip insertion loss of approximately 8dB. The same 
technology - SOI, was also a choice for cascaded Mach-Zehnder interferometers 
(MZI), demonstrated by several authors [68, 69]. Such filters consist of a series of 
MZI with constant path-length difference but with varying coupling ratio, which 
is optimised to obtain the desired wavelength dependent transmittance. This type 
of filter is particularly useful for designing the response with a relatively flat am­
plitude and linear phase response, for example Chebyshev type filter behaviour 
[70], which is known as a response with low sidelobe levels2.
2This type of filte r is named in honor of Pafnuty Chebyshev because the ir mathematical 
characteristics are derived from Chebyshev polynomials
17
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Resonator filters
None of the architectures from the previous section dominate the market today 
since each of them faces at least one issue (see table 2.4). Stronger interest for 
resonator structures based upon 3D waveguides came to force at the moment, fibre 
components turned out as large and expensive. The second reason is the fact that 
these can offer similar performance at reduced size when compared to the com­
mercial fibre based filters. In other words, the main advantages are compactness 
and possibility for much lower cost, added to which are multiple uses (not only 
filters but also dispersion compensators, ring lasers etc. are possible), but issues 
such as scattering loss and mode mismatch to standard fibres need to be addressed 
if they are to be commercially sustainable.
The ring resonator was already known in electronics for filtering purposes in 
the microwave domain [71] (figure 2.2). In integrated optics, they can be fab-
Figure 2.2: A dual-mode gold resonator filter with corner-cut used by NASA for 
satellite communications [71]
ricated in two ways: laterally coupled and vertically coupled. In the laterally 
(horizontally) coupled approach the straight waveguides are in the same plane as 
the ring waveguide, in the vertically coupled approach they are underneath the 
ring. The SOI material system is a very good choice for realising these devices 
due to a very high lateral and vertical index contrast. This enables fabrication of 
bend waveguides with radii down to a few microns with low radiation loss, which, 
in turn, allows for a very large FSR.
Haavisto and Pajer demonstrated one of the first fabricated ring resonator 
devices in 1980 [72] by using the photopolymerisation of a doped polymethyl 
methacrylate film on a quartz substrate. Soon afterwards, a ring resonator made
18
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by silver ion-exchange in glass was reported by Walker et al [73]. Their particular 
contribution is in a reduction of a resonator size i.e. radius from several centime­
ters as reported by Haavisto to several hundred microns, all with much improved 
coupling efficiency of approximately 90%. This parameter is important for res­
onator structures as it describes the quality of power exchange between ring and 
input/output waveguide (bus) and, consequently, the quality factor (Q) of a filter. 
Regarding the coupling efficiency, the spacing between the resonator and waveg­
uides turns out critical. It was shown by Little et al [74] that it should be on the 
order of lOOnm to make an optical communication quality device. The separa­
tion between the waveguide and the ring can be controlled precisely by depositing 
a dielectric layer of desired thickness and then placing the ring on top. Such 
devices have been realised in the following material configurations: Si02-Ta20 5 
[75], GaAs-AlGaAs [76], and GalnAsP-InP [77]. In slightly more than a decade 
since 1985, resonators in lithium niobate, phosphosilicate glass [78], silica [79], 
and Ge02 doped silica [80] were reported, opening the door for the realisation of 
tunable filters. The work particularly relevant to this thesis and also very useful 
for understanding the basics of a ring resonator was published in 1998 by Little 
et al [74]. In it the authors discuss channel dropping filters on SOI material and 
demonstrated a ring as small as 3pm  in radius with the corresponding FSR of 
24nm.
Simultaneously with work in different materials, resonators were designed in 
different architectures i.e. shapes of the resonator cavity in order to carefully shape 
a filter response. The most notable variation is the introduction of additional 
resonators or so called multiple resonators [81, 82, 83]. Such devices have the 
advantage in further restriction in light propagation which allows for improvement 
of the FSR and other figures of merit by using serially and parallel coupled identical 
and dissimilar resonators.
The next important step in the design of resonator filters happened on a waveg­
uide level, when processing resolution improvements allowed for accurate fabrica­
tion of smaller devices, namely strip waveguides; prior to this moment mainly rib 
waveguide devices were used to build resonators. Dumon et al reported a ring 
resonator with waveguide height of 220nm and a width of 500nm at relatively low 
loss for these devices [7]. They have achieved the FSR of 14nm with a racetrack 
resonator, a radius of which is 5pm and the length of straight section is 3pm. 
Baher-Jones et al also demonstrated ring resonator composed of strip waveguides 
but with several times better quality factor (94 000) [84]. Particular contribu­
20
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tion of the former group is the use of Deep UV-lithography in fabrication unlike 
previous approaches where e-beam lithography were used.
Owing to the size and versatility or resonators, the trend in the last a couple 
of years has been the design of tunable and active devices in attempts to pro­
duce modulators and amplifiers. A thermally tuned ring resonator in Si3N4 on a 
silicon substrate was reported by Katila [85], while Almeida et al demonstrated 
all-optical control of light in a ring resonator [86]. Active materials were also used 
to fabricate ring resonators acting as optical amplifiers [87], compact notch filters 
[88], wavelength converters [89], tunable lasers [90], as well as bio-sensors [91].
2.2.2 Applications 
W D M
In optical telecommunication of today, wavelength division multiplexing and de­
multiplexing is extensively used for increasing the accessible bandwidth in a single 
fibre. In WDM, a series of discrete wavelengths are transmitted through the same 
fibre, each one of them encoded individually. Even though optical fibres have enor­
mous transmission capacity (normally over 50THz), Erbium-Doped Fibre Ampli­
fiers (EDFA) have a gain bandwidth covering approximately 5THz (40nm) and 
are centred around 1.54pm. There are two ways to increase the capacity: 1. to in­
crease the wavelength range and, 2. to use the current bandwidth more efficiently
i.e. by decreasing the channel spacing. Closer channel spacings require sharper 
filter responses to separate the channels without introducing cross-talk from the 
other channels. Channel spacings are standardised based on the International 
Telecommunications Union (ITU) grid. During the past few years the channel 
spacing in commercial use for dense WDM systems has been decreasing from 
standard of 100 to 25 and 10GHz spaced frequencies: /  =  193.1 ±  m x 0.01 THz, 
where m is an integer [92]; the centre of the grid - 193.1THz corresponds to a 
wavelength of 1.552524pm in vacuum.
With such small spacings, adding and dropping individual wavelengths from 
the fibre while letting the rest pass on to their ultimate destination is a great 
challenge in WDM systems. This process requires elements called multiplexers 
and demultiplexers and they are critical elements of WDM systems from perfor­
mance and cost standpoints. It is a particular issue in so called Dense WDM 
(DWDM) where spacing between channels is as small as 5nm or less. The key 
technologies involved in this problem include fibre Bragg grating, Mach-Zehnder
21
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interferometers and hi-Q resonators made from integrated waveguide structures.
The importance of optical filters in such systems is demonstrated in figure 2.3, 
where a schematic [57] of a simplified WDM system is given. In it, filters play 
many important roles: (de)multiplexing, add/drop filtering, gain equalisation, and 
dispersion compensation. Multiplexing and demultiplexing happens in terminals
Tx
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Figure 2.3: A simplified WDM system [57]
A and B where the role of the multiplexer is to combine various signals from dif­
ferent terminals to a single signal, which as after transmission through the system 
decoded into individual signals by using the demultiplexer. It is often advanta­
geous to drop a single or multiple of signals at various wavelength towards one or 
more intermediate points, for which purpose add/drop filters are used (Node 1 in 
figure 2.3). Bandpass optical filters are used for multiplexing, demultiplexing and 
add/drop filters; these are typically realised in technologies such as Fabry-Perot 
cavities, diffraction gratings, thin-film interference filters, fiber Bragg gratings, and 
various planar waveguide filters. Requirement of the filter directly depends on the 
device function. For example, for demultiplexers, a large stopband rejection is es­
sential to minimise cross-talk from neighboring channels. Figure 2.4 illustrates a 
demultiplexer response with a 50GHz channel width and 100GHz channel spacing 
[57].
Gain equalisers also belong to subset of filters where an amplitude response is 
changed. They are needed to recover the signal at intermediate points in telecom­
munication system as the optical amplifiers, particularly EDFAs, can provide sig­
nal regeneration but they are strongly wavelength dependent3. Technologies such 
as long period fibre gratings [93] and planar waveguide filters [94] have been used 
for realising gain equalisation filters.
3The EDFA gain bandwidth typ ica lly covers the range from 1.525pm to  1.565jum.
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wavelength (nm)
Figure 2.4: Demultiplexer filter spectral response for a single output port. Each 
channel passband is shaded, L is the minimum passband loss, X adj and X non- adj 
are the adjacent and non-adjacent channel cross-talk losses, and the filter passband 
width is defined by the full width at x dB down from the peak transmission [57]
Dispersion compensators are needed to repair filter’s phase response. When 
dispersion in fibres is sufficiently strong, broadened pulses may overlap resulting 
in intersymbol interference. One method for the compensation is to use a several 
kilometers long fibre with a negative dispersion (typically -200ps/nm-km) [95] 
or, alternatively, fibre Bragg grating [96], planar waveguide filters [97] or optical 
all-pass filters, which are analogous to the digital all-pass filters [98].
Biosensors
The fields of biosensors and biophotonics have emerged as topics of strong scien­
tific interest and economic significance because of the requirement for better mea­
surements in areas such as cancer research, drug delivery, and food monitoring. 
Conventional methods of sensor detection require a number of time-consuming lab 
steps and, even when adequately sensitive, these biosensors are still quite slow, 
often bulky, have limited functionality and are usually expensive. For example, in 
labs, DNA or protein molecules must be tagged with strongly fluorescent dyes to 
be detectable. The sample must be processed, which takes time and skill, and can 
change the relative levels of the molecules originally present. For the direct detec­
tion of the dynamics and interactions of molecules in a small surface volume, it is 
desirable to have compact devices that can be integrated on a small single chip.
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The use of integrated optical waveguides and micro-ring resonators as the detec­
tion devices (figure 2.5) could offer a very promising and cost effective solution and 
there is already some initial work in this field [99, 100, 101]. Sensitivity to small
Figure 2.5: The Salmonella microorganism as it was captured on the sensor’s 
waveguide [102].
amounts of a pathogen would be a particular advantage of resonator structures 
due to their small size.
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Chapter 3
Theory
In order to understand principles of resonator filters and to define the figures of 
merit for their analysis this chapter will be constructed in several stages. Basic 
electro-magnetic (EM) theory is at the beginning to introduce fundamentals of 
light propagation in dielectric media. Properties of light such as reflection and 
refraction, dispersion, loss mechanisms and modes are important to comprehend 
to move to the next stage, which is the analysis of waveguide profiles. A section 
on the most common technics of device analysis is added to identify possible issues 
with implementation of different mathematical approaches. This is because soft­
ware tools may give different predictions for device performance under identical 
conditions and knowledge of weaknesses and strengths of the methods is beneficial 
in the device design phase. The final part of the chapter is devoted to derivation 
of the parameters that are typically used to asses a single resonator filter perfor­
mance. Simplified models of multi-level filter architectures are included in order 
to calculate the transfer function of double and triple serially coupled resonators 
and compare it with the corresponding transfer function of single resonators.
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3.1 EM theory of dielectrics
From the historic point of view classical electro-dynamics is the first serious ap­
proach in investigating light. The laws of classical theory rely on continuous prop­
agation of light treating it as a wave. Quantum theories, on the other hand, start 
with the assumption that matter shows properties both of waves and particles; 
which property is going to be dominant does not depend on the matter but on 
the instrument that measures it. To date, quantum electro-dynamics has proven 
as more accurate and, consequently, is the dominant tool in analyses of physi­
cal systems, but there are still situations where the classical approach remains 
untouchable. The main consideration in the sections that follow will be propaga­
tion of light without deeper analysis of effects where the quantum nature may be 
dominant (emission, absorption), thus, the approach where light is considered as 
a classical EM wave is completely adequate to address all the relevant problems. 
By starting with Maxwell’s equations, basic properties of the light propagating in 
dielectrics will be introduced.
3.1.1 Maxwell equations
Experimentally confirmed fact that charged particles influence each other even 
without physical contact is explained by introducing the term ’’ field” . Static 
charges interact mutually by means of an electrical field
F  e =  q E , (3.1)
whereas in case of moving particles, additional force corresponding to a magnetic 
field appears:
F M =  qv  x B , (3.2)
Thus, total force exerted on a charge is given by
F — qE  +  qfiv x B , (3.3)
It can be shown by using 4 basic laws of EM theory that there is a strong
link between these two fields: the electric field is generated by charges and vari­
able magnetic fields and the magnetic field is generated by electrical currents and 
variable electric fields. The laws were developed by different researchers and even­
tually united by Maxwell [103]:
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Faraday’s law of electro-magnetic induction: The line integral of the electric 
field around a closed loop is equal to the negative of the rate of change of the 
magnetic flux through the area enclosed by the loop (equation 3.4). The line 
integral here is equal to the generated voltage (emf) in the loop, so Faraday’s law 
is the basis for electric generation, inductors and transformers.
=  (3.4)
C  A
Gauss’ electric law: The electric flux out of any closed surface is proportional to 
the total charge within the surface (equation 3.5). Therefore, by using the integral 
form of this law one can calculate electric field around charged objects.
f  —> —>
(b E -dS
A  V
Gauss’ magnetic law: The net magnetic flux out of any closed surface is zero 
(equation 3.6). This amounts to a statement about the sources of magnetic flux. 
For a magnetic dipole and any closed surface, the magnetic flux directed inward 
toward the south pole will equal the flux outward from the north pole. Therefore 
the net flux will always be zero for dipole source. If there were mono-pole source, 
this would give a non-zero area integral.
/
A
B -dS =  0 (3.6)
Ampere’s law: Similarly to Faraday’s law, Ampere’s law relates a line integral 
of B  tangent to a closed curve C , with the total current passing within the con- 
tures of C. Maxwell’s re-statement here by adding displacement current density 
e (j)E /dtj was crucial as it points out that when J =  0, a time varying E -field 
will be accompanied by a F?-field (equation 3.7).
f n  -d l =  - n J J  ( y  +  (3.7)
C  A
In maths calculations the previous four equations are more appropriate if they are 
represented in differential form. Together they represent complete set of equations
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for describing EM-fields (3.8):
— > 
dBV  x ~E —
V  x B =  h
V - ~E _  P 
€
V - B =  0
dt
d~E\
J + e N )
(3.8)
Starting from Maxwell equations 3.8 it is possible to come to qualitative descrip­
tion of EM waves. Basically it can be understood from simple experimental obser­
vation. A fixed small charge produces constant radial electrical field in the space 
around it. If it starts to speed up, the field is not constant anymore, it is disturbed 
(variable), and owing to Ampere’s law 3.7 induces variable magnetic field, which 
in turn according to Faraday’s law 3.4 induces new electrical field and vice versa. 
In simple words, electric and magnetic fields are manifestations of one physical 
phenomena - an EM disturbance (wave), upon which propagation is based on per­
petual regeneration of electric from magnetic field and vice versa. The symmetry 
present in Maxwell’s equations 3.8 indicates that waves should propagate in the 
direction orthogonal to E  and B. As E and B  are not parallel, longitudinal 
propagation is not possible; therefore, the EM wave is a transverse wave. Let us 
for a moment assume that wave propagates in vacuum. The system 3.8 can be 
reduced to the system of two vector equations
d2E
W E — 6 q P o -
dt2
, d2 B
V 2S = e  oMo-^p-, (3.9)
or in scalar form:
a v  i_cN_ J _  ( 3 1 0 )
dx2 ^  dy2 dz> v2 dt2 ' v ^ ’ { ’
where €  {Ex, Ey, Ez, Bx, By, Bz}. 3.10 represents well known three-dimensional 
wave differential equation. It is therefore extracted from Maxwell’s equation that 
the EM-wave has wave properties. It is important to notice in the last equation 
that the speed of the EM-wave in vacuum is 1/ffeopo which is very close to ex­
perimentally measured values for the speed of light. This was one of the strongest
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proofs of the electro-magnetic nature of light.
The solutions of the wave equation will be addressed with more details in 
the next section. Let us now consider the interaction of EM-wave with dielectric 
materials as this is of crucial importance for light guiding structures in optics 
and photonics. If the dielectric is isotropic and homogeneous, Maxwell equations 
change only with respect to constants po and e0 as they become p and e. Therefore 
the only term that changes in the wave equation 3.10 is the phase velocity v:
The velocity in vacuum to velocity in material ratio is known as the absolute index 
of refraction:
where er and pr are relative permittivity and relative permeability. As the majority 
of materials which are of interests in photonics are non-magnetic (pr «  1), the 
previous equation can be written in the more common form as:
3.13 is often referred to as Maxwell’s relation. However, experiments have shown 
significant deviation from the formula in some cases. The main reason is a depen­
dence of relative permittivity on wavelength or n =  n(A). A more common term 
for such behaviour is dispersion. The fundamental reason for the frequency (wave­
length) dependence of the refractive index is in the interaction between atoms in 
dielectric and incident EM radiation. The interaction develops in two different 
ways:
- An atom scatters light i.e. it redirects it without altering it. Thus, we have 
scattering.
- An atom absorbs light as the energy of an incoming photon overlaps with 
one of possible atom excitation energies. More precisely, this is the so called 
dissipating absorption, as the part of the energy is normally transformed 
into thermal energy. Therefore, the second way is absorption.
Since both scattering and absorption are frequency dependent, the resulting effect 
is a change of the propagating conditions for incident light i.e. dispersion appears.
(3.12)
(3.13)
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To analyse a dispersive system theoretically, it is necessary to insert e(A) and p(X) 
into Maxwell’s relations and then find solutions.
The change of the index of refraction with frequency is important for many 
applications and therefore worth considering. When the dielectric is exposed to 
an electric field, the structure of the field in the dielectric changes. Dipoles which 
are randomly oriented in ’non-excited’ dielectric become more organised due to
the presence of the field. Therefore we have an additional component of electric
field, namely the vector of electric polarisation:
P  =  (e -  c0) E  (3.14)
By using equation 3.14 and fundamental physics laws for the (oscillating) system 
of the atom - electron, it can be shown that following relation for refractive index 
is valid for solid media [103]:
r?{w) =  1 +  M  ( - r i - A  (3.15)
e 0m e -  u j2 J
3.15 is valid only for the system with one resonant frequency o/0. In the more 
general case when there are many resonances it becomes:
n2 -  1 Nql v  f j  .
n2 +  2 3eome ~  oJqj — u>2 +  i j j c u  *
where u>oj is the characteristic frequency at which atoms can absorb or emit ra­
diation, fj  is a weighting factor known as the transition probability (Y)f j  =  1)> 
7 j is a damping coefficient, qe is electron charge, m e is mass of electron and N  
is number of dipole electrons per unit volume. It has been shown[104] that the 
following equation describes dispersion in silicon:
2 , oco , 0.939816 0.009934n — 11.6858 -J- -j— r— T -jn t—  (3.17)(A[/im])2 (A[pm])2 -  1.22567
Values obtained from 3.17 will be often used for modelling purposes, for example in 
transfer function analysis of multi-stage filters and investigation of rib waveguide 
profiles.
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3.1.2 The wave equation in dielectrics
SOI materials upon which the devices present in this work are made can be de­
scribed as linear (e and p are independent of E and /?), isotropic and non­
magnetic (pr =  1). In addition, the filters are also in most of the cases passive 
devices. Without charges and currents present in a medium we can assume that 
it is also true that J — 0 and p =  0. Some of the assumptions may not be al­
ways true as, for example, SOI waveguides can be slightly non-isotropic and some 
free charge can exist in the structure but most of the times these effects can be 
neglected or modelled by small perturbations with no significant alteration of the 
original solution. In other words, it can be assumed that the initial conditions 
stated above are satisfied. Maxwell’s equations 3.8 transform to the following set 
of equations:
 . fTr
V x f i  =  ~~dt (3-18)
Vxtf = (3.19)
V - B  = 0 (3.20)
V - P  = 0 (3.21)
By assuming the material is homogeneous (Ve = 0) the last four equations can be 
as previously brought down to two vector identities given by:
V 2B - =  0 (3.22)
V 2f f - M ^  = ° (3.23)
Solving 3.22 and 3.23 can be made much easier if the general form of the solution
can be guessed. If, for example the excitation source has a single oscillation
frequency a/, the EM wave radiated as a result of such an excitation has the same 
single frequency lj . In general, even if the EM wave is not of a single frequency, 
it can be treated as consisting of many single-frequency waves by using Fourier 
transforms. Therefore, the following discussion concentrates on solutions to the 
wave equations with a given frequency in the form of
~E(~r,t) =  ~E{yr)e?ut (3.24)
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(3.25)
By substituting 3.24 into 3.22 one obtains
V 2 E(T^) + uj2 peE(~r) — 0, (3.26)
which is equivalent to
S72E(~r) +  k2E ( 'r )  =  0, (3.27)
where k2 =  As Maxwell suggested, this equation should be accompanied by 
two more conditions:
The very important relation 3.27 is known as the Helmholtz relation for electric 
field and provided all the assumptions regarding material such as homogeneity, 
isotropy etc are correct, it is the starting point for finding solutions for structures 
such as plain and rib waveguides. Of course it is not always possible to find 
an analytical solution to a problem but in some cases it might be as precise as 
rigorous numerical methods and it also helps to understand the principle of optical 
modes. We will introduce this term by solving the simplest structure - the planar 
waveguide. More complex and more important devices such as 3D rib and strip 
waveguides will be also covered later in this chapter.
The Helmholtz equation that we need to solve is the second-order differential 
equation which can be rewritten as
For a plane wave there is no variation in the transverse directions, which is in this 
case chosen to be in the icy-plane, so the derivatives with respect to x and y are 
zero, leaving
V -  E (~ r)  =  0 (3.28)
and
B = - V  x £(T*) (3.29)
(3.30)
(3.31)
The solution of this ordinary differential equation is
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where E o+ and E o_ are two constants to be determined by the boundary con­
ditions for the second-order differential equation and they refer to plane waves 
traveling along the negative and positive z-direction. By adding the time varia­
tion as 3.24 suggests we obtain the full solution in the form
E (z, t) = 'E0+e?(wt~kz) +  E o -e jiu,t+kz\ (3.33)
The physically meaningful electric field is of course the real part of 3.33 or
E  (z, t) =  E 0+ cos(ut — kz) + E 0- cos(ut + kz), (3.34)
By applying the condition V • E (/ff) =  0 to 3.33 it is found that
~k • ~E =  0, (3.35)
" ) —)■ _ *"■* 8 where vector k is defined as k =  kiz . The parameter k is called the wave
vector, and its direction is along the wave propagation direction ~CZ. There are two
important results regarding plane wave from this analysis:
- E is a transverse field
- Ez =  0
If the solution for the electric field given by 3.33 is substituted into 3.29 the solution 
for magnetic field can be obtained:
~B =  — V x B = I f k  x ~E (3.36)
CO LJ
B = -Ifc* x E (3.37)
CJ
From the last equation it is obvious that it is again
~k • ~B = 0 (3.38)
From the results for both electric and magnetic field we have really important
results with respect to the propagation of EM-wave in planar waveguides and in
many aspects with respect to the propagation in any other medium also:
- E , B and k are orthogonal to each other;
H  —Y- E and B are in phase
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- E x B is along the propagation direction
The whole procedure given here for electric field can be applied to magnetic field 
which is obvious from the symmetry of the Helmholtz equation.
3.1.3 Phase and group velocity
For understanding of light propagation and confinement it is necessary to explain 
the difference between phase and group velocity. Phase velocity v introduced by 
equation 3.10 can be confirmed by simple observation of the solution given by 
equation 3.34. At time t — 0 the wave peak is at 2 == 0; at a later time t, the 
wave peak is at the point z defined by cos (cot — kz) — 1 e.g. cot — kz = 0. In other 
words
2 = ft, (3.39)
K
which means that the wave peak travels at a phase velocity of:
lj 2rcv 1
Vp 2nj\  ^ m^edium, ^  (3.40)
This of course can be generalised to all points satisfying ut — kz — constant. As 
u t—kz represents phase in the equation 3.34 it is called phase velocity. Considering 
that e is frequency (wavelength) dependent, the solution given by 3.34 can be more 
accurately described as the wave packet rather than a ’pure” cosine function. It 
can be easily shown that the speed at which the packet is moving, vg - the group 
velocity, is given by [105]:
duj .
Vg ~  ~dk 1 ^
This parameter is often considered as the velocity at which energy (information) 
is conveyed along a wave, and it is used as a parameter in describing filter figures 
of merit such as the Free Spectral Range (FSR). A more accurate expression is 
given by
v =  1 =  I   I   c (3.42)
9 dk/du) d(um/c)/doj n/cA- (cj/c)dn/duj n — Xdn/dX’ 
where the denominator in the last relation is referred to as the group index:
= n- f t  3^'43)
We can recognize three possible cases from the expression 3.43:
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- No dispersion: dn/dX =  0 => vg =  vp
- Normal dispersion: dn/dX < 0 => vg <  vp (in optical materials throughout 
their transparent region)
- Anomalous dispersion: dn/dX >  0 => vg >  vp (in absorption bands)
As SOI is transparent around 1.55pm we will consider only the case when disper­
sion is normal or, in other words:
(3.44)
The relation 3.44 is of interest for instance when the profile of the waveguide is 
known. In this case functionality n =  n(A) can be estimated and then used for 
calculation of ng which, in turn, can be used for calculation of parameters such as 
the FSR.
Ur n +  X
dn
dX
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3.2 EM wave in slab waveguides
So far only the general concepts of E M  radiation and propagation have been 
addressed. In this section the main aspects of light propagation through basic 
building blocks of photonic devices - waveguides, will be investigated.
3.2.1 Confinement of light
To understand how an EM field is confined and guided in waveguides it is necessary 
to start with basic principles of transmission, reflection and refraction. By using 
straightforward analysis regardless of the approach (ray analysis, EM theory) it 
can be shown that the following is true [103]:
The law of reflection
Let us consider the situation when a wavefront impinges at some angle on a smooth 
flat surface. If is the angle made by the incident wave and the surface normals 
or angle of incidence and in similar fashion 6r angle of reflection then:
0i =  9r (3.45)
For this law to be complete it is necessary to add the statement that the incident 
wave, the reflected wave and the normal to the surface lie in the same plane called 
plane of incidence.
The law of refraction
When impinging on a flat surface, a certain amount of the wavefront is not only 
reflected but also refracted through the transmitting medium. In this case by 
using the same analysis the following statement is true:
rii sin 6i =  nt sin 0t, (3.46)
where nx and nt are refractive indices of an incident and transmitting media re­
spectively and 6t the angle between refracted wavefront and the surface normal. 
The equation 3.46 is the first part of the law of refraction known as Snell’s law. 
In addition, it should be noted that the incident, reflected and refracted rays all 
lie in the plane of incidence. Therefore, the complete form of the refraction law is
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a vectorial equation:
nt (kio x Un) — rtfiktQ x un), (3.47)
where is a unit vector normal to the interface pointing in the direction from 
the incident to the transmitting medium.
Reflectance and transmittance
By using the basic laws of reflection and refraction it is possible to derive the 
relations between amplitude coefficients of incident, transmitted and reflected 
beams [103]:
r =  E l  (3.48)
&0i
t ^  E i  (3.49)
&0i
Parameter r is the amplitude reflection coefficient and t is the amplitude trans­
mission coefficient. Depending on the orientation of electric field, two cases are 
possible [103]:
- Case T.E is perpendicular to the plane of incidence.
/ K A  =  n M - n ^ e ,
\ Eoi) ± Hi cos di + nt cos 0t
f — (  \  ___ 2n*   (3 32)
± ~ \ E oiJ L ni cos$i +  nt cos 9t
- Case 2: E is parallel to the plane of incidence.
=  ( Es l )  =  nt CQS 0i ~~ Ui CQS Gt f3 32)
r|1 ~ \ E oi)  j rii cos $t + nt cos 0i
t =  ( =  ZniCosOi
\EoiJ | m cos 0 t + nt cos Bi
It should be stressed that in both cases it was assumed that the environment is
linear, isotropic, homogeneous and non-magnetic (p & p0). What is measured in
experiments is the power and not the amplitude so it is useful to calculate intensity 
ratios given by reflectance R and transmittance T:
IrA COS 0r Ir
R  =  1 J M = V  (3-54)
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T =  (3.55)
I i  COS fy
where RA cos fy is power arriving on the surface over A. Similarly, IrA cos fy. and 
It A  cos 9t are power in the reflected beam and power being transmitted through 
A. The quotient Ir/h  equals vrerEQr/vieiEQi and since the incident and reflected 
waves are in the same medium corresponding velocities and dielectric constants for 
the incident and the reflected waves are identical e.g. vT — Vi, er = e*. Therefore 
[103],
R = ( U r - ) 2 =  r2 (3 -56)
i ,
In like fashion assuming pi =  pt — p0>
T  =  Ut C° S 0t ( M 2 =  ( Ut C0S6>A  t2 /3 57v
rii cos fy \E 0iJ \rii cos fy J ’
where use was made of the fact that povtet =  nt/c. It should be noted that 
reflectance and transmittance corresponding to perpendicular and parallel case 
are different except when fy = 0 since the incident wave becomes undefined and 
any distinction between the parallel and perpendicular components or R and T 
vanishes. Therefore:
(M 9 )
Total internal reflection
The foregoing discussion for the most part was restricted to the case of external 
reflection i.e. when nt >  rii and it is very important for effects such as coupling 
from fibre. The situation when the incident medium is more dense is also of
interest as it can be used to explain what is happening to the signal once it has
been ’’trapped” in the fibre or waveguide. Let us therefore consider the opposite 
situation - internal reflection: n* > nt. Suppose that we have a source embedded 
in an optically dense medium, and we allow fy to increase gradually. Since rii >  nt 
and
■a nt ■ a sm fy = —  sm fy
rii
fy > fy. Thus as fy becomes larger, the transmitted ray gradually approaches 
tangency with the boundary and as it does more and more of the available energy
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appears in the reflected beam. Finally, when 6t =  90°, sin 0t =  1 and
(3.60)
The special value of 0* for which 0t =  90° is called the critical angle. 9C is very 
important property of medium as it says that all incoming rays for which Q7 >  9C 
will be trapped in the fibre or waveguide. Therefore, the smaller 9C the better. 
For incident angles greater than or equal to 9C, all the incoming energy is reflected 
back into the incident medium in the process known as total internal reflection. 
For the configuration consisting of a cladding from Si and an oxide layer from Si02 
the critical angle is
c v > r  1.4440? = arcsin « 24.5° (3.61)
If fibre and input waveguide were perfectly aligned most of the power would be 
confined within the structure and there would be no loss due to refraction. As 
this never really happens it is important to use materials with low critical angles 
(large index difference between core and cladding) as in this way, a ray can slightly 
deviate from the ideal path and still be confined. According to the result above 
SOI materials are good choice as the incident angle in this case is 24.5°.
With good optical material and good coupling between waveguide and fibre 
we are just at the beginning of the design of an optical device. It is now necessary 
to find the optimal waveguide profile and also tailor the device size and geometry. 
In the following sections we will analyse what type of solutions (so called modes) 
can be supported by two basic waveguide geometries: rib and strip waveguides. 
However, in order to understand the principle of modes it is more convenient to 
start with a less realistic case - the slab waveguide.
3.2.2 Helmholtz equation, TE and T M  modes
A general solution of the Helmholtz equation 3.27 given by 3.33 can be employed 
here to analyse a slab waveguide shown in figure 3.1. The waveguide consists of 
three layers infinite in the y direction: a higher-index (ni) guiding layer (or core 
layer) sandwiched between the lower-index substrate (n2) and the cover or cladding 
(n3) layers. The structure is usually called an asymmetric slab waveguide with 
ni >  n2 > n3. As said previously, in general both E and I? are orthogonal to each 
other as well as to the propagation vector k . We will consider the two possible 
polarisations in a slab waveguide, one with E polarised along the y axis and the
sin 9r nt
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xn
rb
yr>2
Figure 3.1: A step index infinite planar slab waveguide
other with E  lying in the x  — z plane. They establish the so-called transverse 
electric (TE) and transverse magnetic (TM) fields respectively. More precisely, a 
wave is called a TE wave when its electric field is transverse to the direction of 
propagation, thus, there is no longitudinal electric field component. Similarly, a 
wave is called a TM wave when there is no longitudinal magnetic field component. 
If a wave does not have longitudinal electric or longitudinal magnetic components, 
it is called a TEM wave. Generally speaking, waves in a slab waveguide can be 
classified as either TE or T M  waves.
To find solution for a wave propagating through the structure in figure 3.1 
it is necessary to solve the Helmholtz equation 3.27 in each of the three layers. 
For simplicity, we will consider one of the two waves, the TE wave, in the follow­
ing derivation. The case for the T M  wave can be solved similarly by using the 
corresponding boundary conditions. Therefore
^ 2E t e ( x ,z )  +  kln 2ETE(x, z) =  0 (z =  1 ,2 ,3 ) (3.62)
Et e (x , z) is not a function of y because the slab extends to infinity in the y 
direction. The solution to equation 3.62 should have the following form for the 
TE wave traveling along the 2 direction:
E t e ( x , z) =  E rE{x ) e - jl3z (3.63)
The amplitude is independent of z due to the translational invariance of the struc­
ture along the z direction, while the phase varies along the propagation direction. 
The new parameter introduced here, 0, is a propagation coefficient along the z 
direction, namely, the wave vector along the z direction. It is often called the
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longitudinal wave vector. Inserting this solution into 3.62, we have
+  (fcgn2 -  P2)E t e {x ) =  0 (* =  1,2 ,3) (3.64)
The solution to equation 3.64 depends on the relative magnitude of kqUi with 
respect to f3. The possible solutions are:
1. if (3 < konp
E t e { x )  =  (3.65)
The solution is oscillatory with a transverse wave vector k defined by
«  =  \]koni ~  P2 (3-66)
2. if (3 > konp.
Et e (x ) =  E0e± J l32~k°n?x . (3.67)
The solution is exponentially decaying, and the attenuation coefficient is
7  =  \JP2 ~  k in2 (3.68)
Because (3 is the longitudinal component of wave vector k it may take values 
ranging from 0 to k, depending on the incident angle of k to the guiding interface. 
Each possible solution of (3 is called a mode. Depending on the value for (3, the 
asymmetric waveguide in figure 3.1 can support different types of modes.
In the range of (3 =  0 to (3 =  k0n3 oscillatory waves may exist in all three 
regions of the waveguide as (3 <  kon3 <  k0n2 <  koni (equations 3.65 and 3.66) e.g. 
the incident angle is less than the critical angle for total internal reflection. The 
wave is therefore not guided. In this region, the value of (3 is obviously continuous 
and the number of modes is infinite but as they are not guided we say that the 
modes are radiation modes (figure 3.2). In the range of /c0U3 <  (3 <  k0n2 solutions 
to the wave equation in the cover layer are exponentially decaying (equations 3.67 
and 3.68). However, oscillatory waves form in the substrate layer because (3 <  k0n2 
and we again have non-guided modes.
Finally, in the case (3 >  k0n2, the waves in the guiding layer can be totally 
reflected from both interfaces because the incident angle can be larger than the 
critical angles for total internal reflection for both interfaces. The wave can there­
fore be guided. The possible value of /? is described by equation 3.65 and there
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Figure 3.2: Condition of radiated and guided waves as a function of /3
is a limited number of solutions, which can be seen if boundary conditions are 
applied to the equation. In other words, (3 is discrete and there is a limited num­
ber of modes that can be guided by the waveguide for given A. Each is typically 
described by a mode number m. Finally, the maximum possible value for (3 is 
k0ni, beyond which the picture would be unphysical; at (3 =  korii, k and (3 are 
both along the z direction and the ray in this case is called the central ray.
Slab waveguide modes
From the above discussion, it is obvious that the condition for the existence of a 
guided wave in a planar slab dielectric waveguide with n \ >  n2 > n3 is
k0n2 <  (3 <  k0rii (3.69)
Assume 3.69 is true. This means we have guided modes in the structure. In or­
der to determine supported modes we have to determine possible values for the 
longitudinal wave vector /3 which can be done if we apply the proper boundary 
conditions to the general solutions of 3.65 and 3.67. Since we are interested in 
standing waves inside and evanescent fields outside the guiding layer, the trans­
verse electric field in the three regions of the slab waveguide can be written as:
Et e (x) =  A c o s ( k x  — 0), ac = yj k^nf — f32, for 0 < x <  h (3.70)
Et e (x ) =  Re7lX, 7i = y j(32 - klnl, for x < 0 (3.71)
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E t E{x ) =  Ce72(:t-fe), 72 =  J p 2 -  k20nl, f o r  x > h  (3.72)
where A, B and C are amplitude coefficients to be determined. By applying
boundary conditions for the continuous tangential ~E and Ii (which is equivalent
to continuous dE /dx) across each interface, we have, at x — 0:
B =  A cos/, 7 1B =  — AcAsin(— (jj)\ (3.73)
which is equivalent to
tan(<f>) = — , (3.74)
K
and at x =  h:
C  =  A cos(K,h — fi), 72C = K,Asin(K.h — /), (3.75)
which is equivalent to
tan(nh - <f>) =  — (3.76)
K,
By combining 3.74 and 3.76 we get
tan(Kh)\TE =  + 12- (3.77)
k 2 -  7172
Equation 3.77 is called the characteristic equation for the TE modes of a slab 
dielectric waveguide. 3.77 is actually the eigenvalue equation for (3 because all the 
parameters in the equation depend on j3. Since this is a transcendental equation, 
the eigenvalues for (3 have to be calculated numerically. More importantly, this is 
a transcendental equation which has a set of discrete solutions to (3, therefore the 
waveguide can only support a set of discrete modes.
Similarly, the characteristic equation for the T M  mode can be derived by set­
ting up the initial problem for transverse magnetic fields. Without repeating very 
much of the same derivation, the TM-mode eigenvalue equation for (3 can be 
written as
K
tan(/c/i)\tm — —
n i\  , f nA
—  ) 7 i  +  —  72n2 \n3J
(  n\ \  7l72
\n2n3J
(3.78)
It can be shown that in the case of symmetric waveguide (ni = ncore, n2 =  n3 =  
rtciadding) at least one mode is supported by the waveguide. It can be shown that
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following condition has to be satisfied for all the possible guided modes [57]:
-  ndaMing = ft> m  = 0, 1, 2, ... (3.79)
This expression describes the so called cut-off condition. It is straightforward to 
show that at least one mode can be supported by a symmetric waveguide, although 
the mode can be very poorly guided. For the lowest mode with m — 0, we have
koh
~2~
~ n = 0, (3.80)
which is possible only if ko =  0 which, in turn, means that there is no cut-off and
at least one mode, the lowest-order mode, can always be supported. To design
such a waveguide we set m = I and obtain:
hmax ~  T , . . ~=  (3.81)
ko / rJ2 _  „2
\ l  ° c o r e  c l a d d i n g
which is the design criterion for the guiding layer thickness for given nciadding and 
ncore values. As long as the film thickness is less than the value defined by equation 
3.81, only the m — 0 mode can be supported.
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3.3 EM wave in strip and rib waveguides
Planar one-dimensional waveguides confine waves only in one dimension and are 
therefore not practical for integration. By introducing the second dimension of 
confinement, rectangular or two-dimensional waveguides with other cross-sections 
are formed, which lay the foundation for planar integrated optics.
Three of the commonly used structures are shown in figure 3.3. The raised 
strip waveguide shown in 3.3a is formed by an etching process, removing the high 
index thin films on both sides of the strip. The cladding material can be formed 
by air or another dielectric material with a dielectric constant nci lower than that 
of the strip. The buried strip or channel waveguide shown in figure 3.3b can be 
formed by ion implantation, diffusion or over-cladding. The guiding layer can be 
completely surrounded by a cladding material if formed by deep ion implantation. 
Figure 3.3c depicts a rib waveguide where the film on both sides of the rib is not 
completely removed. Whatever the structure may be, all rectangular waveguides
(a) (b) (c)
Figure 3.3: Three commonly used rectangular waveguide structures: raised strip 
waveguide (a), buried strip (channel) waveguide (b), and rib (ridge) waveguide (c)
confine waves in both lateral dimensions and waves are essentially bounced back 
and forth between four boundaries that may or may not have the same dielectric 
constants.
3.3.1 Analytical methods
For actual optical waveguide, the analytical methods are less accurate than the nu­
merical methods, but they are easier to use and more transparent. For this reason 
it is advantageous to address common analytical methods such as the Marcatili’s 
method and the effective index method (EIM).
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Marcatili’s method
The first method is an approximate analytical solution to the wave equation de­
veloped by Marcatili [106], which ignores the corner regions of the rectangular 
waveguide based on the assumption that the modes are far from cutoff or the 
index difference between the cladding and guiding materials is small so that fields 
are essentially transverse.
Consider a general waveguide structure shown in figure 3.4 where four different 
dielectric materials surround the waveguide core. If the shadowed corner regions
X
f
Figure 3.4: A general rectangular waveguide (h x  w) as used in the Marcatili’s 
method
are neglected, there will be no coupling between the three components of the wave 
and the vector wave equation can be decomposed into a scalar equation for each of 
the three components. Furthermore, if the index difference between the cladding 
and core materials is small or if modes far from cutoff are considered, the waves 
are essentially transverse waves. Consequently, the scalar wave equation for each 
of the wave components becomes, assuming an exp(—j/3z) dependence for the 
longitudinal component,
d2E (x ,y) d2E (x ,y) rt2 2 \ / ^
qJ  + ' —Qy2 + [*o»? - 0  \E{x, y) =  0, i = 1,2,3,4,5, (3.82)
where rii is the index of refraction for the region under consideration, and j3 is 
the eigenvalue for each possible mode. By employing the separation of variables 
method, we can solve equation 3.82 in a straightforward manner for each region of 
the waveguide. Let Ei(x,y) =  AiXi(x)Yi(y) with X /x ) and Y /y ) describing the 
field amplitudes along the x- and y-direction, respectively. The solution for each 
of the five regions (z = 1,2,3,4, 5) can be obtained as follows.
- ni region: X /x ) = cos(nxx + 4>x) and Yi(y) = cos(nyy + </>y),
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- n2 region: X 2(x) =  e ^ x+h^ and Y2(y) — cos(/%?/ +  4>y)
- n3 region: X 3(x ) ~  e ^ x) and Y3(y) =  cos(nyy +  f y)
- n4 region: X ffx )  =  cos(kxx -1- cj)x) and Yffy) —
- n5 region: X 3(x) — cos(kxx +  <f>x) and Y5(y) =  e^ 5V\ 
where the separation constants kx and Ky satisfy
+  Kl =  kln\ — (32 (3.83)
and 72, 73, 74 and 75 are defined as
72 =  y f  kl(n\ -  n\) -  (3.84)
7s =  y j k l ( n \ - n l ) -  k2x (3.85)
74 =  ^ k l (n l  -  n|) -  n2 (3.86)
7s =  \jkl(n\  — n2) -  k2 (3.87)
Notice that the solutions in the guiding core are oscillatory while at least one of 
the wave amplitude components, X (x )  or Y (y ) , must be exponentially decaying in 
the other four regions outside the guiding core to satisfy the boundary conditions. 
In the shadowed four corners, the solutions for both x  and y  components should 
be exponentially decaying.
By utilising the proper boundary conditions for the transverse fields with the 
electric field polarised along the x  direction and the magnetic field polarised along 
the y  direction, we can obtain the characteristic equations for both kx and Ky as
tm {K x h )  =  ») (3 88)
n%niK,2 -  7J 7273
and
tan(Kyw) — -— jL C X  k (3.89)
« 2 -7 4 7 5
By combining these characteristic equations, we can solve for kx and ny and there­
fore the propagation constant (3 by using 3.83. The phase constants (f)x and cpy are
determined as [107]
tan<f)x =  —^ ~ -  (3‘.90)
n \73 V '
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and
(3.91)
An analogous procedure could.be applied to the case when the electric field is po­
larised along the y-direction and the magnetic field polarised along the 2-direction.
near cutoff where the assumptions are not valid. In such a case, either the effec­
tive index method or the perturbation approach should be taken to more closely 
estimate the propagation constant (3.
The effective index method (EIM)
When the modes are near cutoff where the direct wave equation analysis cannot be 
used to obtain accurate solutions, the effective index method becomes attractive. 
It basically allows us to analyse two-dimensional optical waveguide structures 
by simply repeating the slab optical waveguide analysis. In this approach, the 
rectangular waveguide is viewed as two orthogonally oriented slab waveguides, 
and the problem becomes one-dimensional, instead of two dimensional.
Figure 3.5 depicts the basic idea of the effective index method: a general rect­
angular waveguide is decomposed into two orthogonally-oriented slab waveguides. 
The thinner horizontal slab waveguide maintains the same core index of reffac-
Figure 3.5: Decomposing a rectangular waveguide into two slab waveguides in the 
Effective Index Method
tion while the thicker vertical slab waveguide is solved by replacing the core index 
of refraction by the effective index of the horizontal slab waveguide, defined by 
neffp s/ko[43]. The procedure for the effective index method is therefore to solve 
the characteristic equation for the TE or T M  mode of the thinner slab waveguide. 
Once 0s is found, the effective index ne// is calculated as 0 s/ko and used as the 
core index of refraction for the thicker slab waveguide. The corresponding char­
acteristic equation for the mode under consideration in the vertical slab thicker
Caution should be taken when applying the results of the wave equation solutions
rectangular
waveguide n. f t
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waveguide is then solved to find the propagation constant 0, which is the approx­
imate propagation constant for the rectangular waveguide. By using the effective 
index of refraction, the interaction between the two slab waveguides is taken into 
consideration. In other words, the effect of the corner regions neglected in the 
former analysis is now considered.
Perturbation methods
Another way to obtain more accurate solutions to the rectangular waveguide prob­
lem is the perturbation approach. The basic idea of the perturbation approach 
is to replace the index of refraction profile n(x,y) by an approximate index of 
refraction napp(x, y) for which an analytical solution to the wave equation can be 
obtained. If napp(x,y) is very close to n(x,y), the analytical result will be very 
close to the true wave equation solution. Based on the completeness of modes, 
the true wave mode can be expressed approximately in terms of the superposition 
of the complete set of the analytical solutions. The perturbation expressions can 
be applied to waveguides of arbitrary cross section and the integration procedures 
need to be carried out over the regions where the approximated index profile is 
different from the actual one.
3.3.2 Numerical methods
Although the optical systems employ a rich array of physical effects, which are 
described by well-understood equations, these equations are typically too com­
plex to permit closed-form solutions as was demonstrated in the previous section. 
Numerical methods are thus both essential and powerful for predicting the perfor­
mance of photonic devices. To date various packages have been investigated as it 
is rather difficult to provide a fast and accurate solution of the Maxwell equations 
in devices the dimensions of which are on micro- and nano-scale. The analysis of 
the numerical tools is beyond the scope of this thesis; a brief overview of the most 
common numerical methods will be provided in appendix A.
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3.4 Single-resonator filters
Dimensions, flexibility and potential for integration make filters based on res­
onators very attractive. To develop quality integrated optical filters, good techni­
cal solution is not enough. It has to be joined with excellent optical performance 
(material). This part of the theoretical chapter is designed to introduce a res­
onator filter by taking into account all the component parts. We will start the 
analysis with the simplest auto-regressive filter by deriving the transfer function 
and defining relevant parameters. Particular attention is paid to a part of the 
device where light has to be transferred from one to the other waveguide arm. 
Thus, a directional coupler analysis will be given. Multi-level filters are inves­
tigated through z-transform models. They are very useful tools to deduce I/O 
characteristics of the filter as a function of the coupling coefficient, material and 
geometry variables. A corresponding Matlab(R)[108] programme can be found in 
appendix B.
3.4.1 Basic principles and figures of merit
Figure 3.6 depicts resonator filters consisting of a straight waveguide and a 
ring/disk resonator. Let us consider the simplified schematic of a single ring
(a) (b)
Figure 3.6: Single ring resonator filter consisting of a straight waveguide and a 
circle resonator given in (a) ring and (b) disc configuration
resonator given in figure 3.7. Filters may be more complicated, but the procedure 
for their synthesis can be easily generalised. The main parameters of the device 
are ring radius R, the coupling factor between input/output waveguides and the 
resonator ac, the intensity attenuation coefficient a and the propagation constant 
kn. Even though the waveguide profile and the separation between the waveguides 
are not directly taken into consideration, they influence the response of the filter
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through drop
Figure 3.7: Simplified schematic of a single ring resonator filter
through parameters such as the loss factor and the coupling coefficient, which, in 
turn, are known from experiments or modelling.
Without losing generality we will analyse the filter for electric field. In figure 
3.7 four fields can be identified: input signal Ex, output signal at the through port 
Et, and ” coupling” fields Er\ and Er2. There could be another output at the so- 
called drop port given by dashed line, the purpose of which is to decouple the signal 
from the ring. The basic idea of a resonator filter is simple. Light propagating 
through the straight waveguide starts coupling to the resonator in the area where 
the straight waveguide and the resonator are placed in close proximity. A part 
where coupling happens is called a directional coupler and its fundamental role is 
to transfer light from one waveguide to the other or, in this case, from the input 
straight waveguide to the ring. Depending on the distance between these two, 
as well as the type and the design of the waveguides, a certain amount of light 
confines within the closed loop and begins propagation around the resonator. If 
the optical wave is at a specific wavelength it will continuously propagate around 
the resonator i.e. it will remain within the resonator. This is possible as the ring 
structure acts as an interferometer i.e. if the wavelength of the light A* satisfies 
the resonant condition:
m —  =  i ( 3  9 2 )
T l e f f
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where L is the circumference of the resonator, neff the refractive index of the ring 
waveguide, and m is integer, the light at the wavelength of a source A* remains 
trapped in the resonator. As a result, the output at the through port will result in 
periodical resonances in points corresponding to A*, which is shown in the figure 
3.8. This characteristic is often referred to as the transfer function of the filter at 
the through port. Analytically the transmission spectrum similar to 3.8 can be
wavelength x I O "6
Figure 3.8: The transfer function of a single resonator filter at the through port
obtained from the following set of equations that can be developed from the figure
3.7:
Et =  y /l — 7 * [EiV 1 — k + jE r2\J~K| (3.93)
Erl =  \/l - 7 • [jEiy/k + E rW  1 - /c| (3.94)
Er2 =  Erle%L~jknL (3.95)
where 7 denotes the intensity insertion loss coefficient of the directional coupler. 
Using these equations, the transfer function at the through port can be obtained 
from the following equation:
Et
t f  =  ^  = \/l — « — \/l — 7e
— % L—j k nL
(3.96)
1 — \/l — Ky/l — ye 2L JknL 
Optical filters are usually characterized by four parameters. The Free Spectral
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Range - FSR), of a ring resonator is defined as
where ngr is group index and L is the circumference of the resonator. More pre­
cisely, the FSR is the distance between two subsequent resonances in the spectrum. 
According to equation 3.97, the FSR is inversely proportional to the size of the 
ring resonator. Thus, in order to achieve a large FSR, the ring must be small. As 
pointed out in previous chapters, a large FSR is desirable as the optical commu­
nications window supported by erbium-doped amplifiers is approximately 30nm 
wide. To achieve the FSR larger than this, a ring radius in silicon of less than 
5um is required.
The finesse (F) is another key specification of the ring resonator and it is
The Full Width at Half Maximum (FWHM) in equation 3.98 denotes the -3dB 
bandwidth. Considering the fact that a good filter has a large FSR and small 3dB 
bandwidth, it should also have high finesse. Finesse, therefore, gives an estimate 
of overall quality of the filter. The F is dependent on both the internal loss and 
the coupling to the resonator (that is, external loss). The higher the total losses 
are, the lower the finesse of the resonator. It is usually advantageous to reduce 
both the internal and external losses in order to obtain higher finesse. However, 
the external loss due to coupling is necessary and cannot be too small for the 
resonator to operate as an optical filter. If the external loss is smaller than the 
internal loss, all the coupled power will be lost inside the cavity and no power 
will be coupled out. Because of these constraints, the ring resonator must use a 
strongly guided waveguide to minimize the bending loss for a curved waveguide 
with a very small radius.
The quality (Q) of the filter is given by the time averaged stored energy per 
optical cycle, divided by the power coupled or scattered out of the resonator. The 
Q is strongly determined by radiation loss. For example, a loss of lOdB/cm can 
result in a Q of 50000. Thus, the resonator can tolerate moderately large levels in 
attenuation rate and still provide useful performance. The Q can be calculated if 
the finesse F is known by using the following equation
defined as
FW H M
(3.98)
(3.99)
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or by replacing the F from equation 3.98 and the FSR from equation 3.97 into 
equation 3.99:
Q  =  fw(3 -100)
The design of a resonator has been determined by several factors. Polarisation 
independent issues represent the first impetus for aiming at different types of 
the resonant cavity. Considering that TE and T M  modes normally propagate 
differently, i.e. at different speeds, it was necessary to reshape the cavity in a 
way which will keep TE and T M  modes at the output unchanged. One solution 
is to incorporate a straight section in the ring resonator as in figure 3.9. The
Figure 3.9: A single racetrack resonator
obtained structure is known as a racetrack resonator filter. Headley et al used 
this structure on rib waveguides to control the polarization and hence produce 
polarisation independent devices [9]. Due to its importance we will address the 
directional coupler in more detail in the following section.
Secondly, various shapes of resonators were investigated to further improve the 
FW HM and the FSR, which can be achieved through multi-stage filter architec­
tures. There are two main subsets: multiple resonators with identical cavities (in 
series or parallel) and multi-stage filters based on the Vernier effect. The number 
of rings in the filter with identical rings/racetracks affects only the shape of the 
stop-bands (FWHM), but does not influence their periodic distribution i.e. the 
FSR. Therefore, improvement of the FSR is not possible with identical multi­
stage filters. Apart from decreasing the size of the ring, there is a way to increase 
the FSR through dissimilar multiple resonators. Vernier elements are resonators 
coupled in series but different in circumference. An FSR is effectively increased 
by the fact that it is determined by the least common multiple of FSRs of the 
two ring resonators. More precisely only wavelengths supported by both rings can
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pass through the system:
FSRgystem — rn ■ FSRi =  n • FSR2 (3.101)
where m and n are integers. The two resonators have to be carefully designed to 
make sure that both n and m are integers. This way, the n-th peak of the resonator 
1 located at the same wavelength as the ra-th peak of the resonator 2, results in 
a sharper peak (high finesse). The potential danger here is that FSR\ and FSR2 
are not constant which means that the equation 3.101 is not easy to satisfy and 
achieve the effect over a broad wavelength range. This will be demonstrated later 
in chapter 7.
3.4.2 Directional coupler
A directional coupler is an example of a splitter and combiner for guided waves. 
It is formed when two waveguides are placed in close proximity. Coupling occurs 
as a result of the overlap between the evanescent fields of the two waveguides. 
Figure 3.10 shows the field distributions and the refractive index profiles for two 
symmetrical slab waveguides along the ^ -direction with guiding layer refractive 
indices nci and nc2 and a refractive index ns everywhere outside the guiding layers. 
In the analysis we will assume that the waveguides are mono-mode and the electric
X
Figure 3.10: Field distributions (top) and refractive index profile (bottom) for two 
closely positioned symmetric slab waveguides
field is polarised along the y-direction. The wave equation for each of the single-
55
Autoregressive optical add/drop.. Chapter3: Theory
mode isolated waveguide is
&Ek(x,y) d2Ej(x, y) 
dx2 dy2
and the isolated modes can be written as,
+ [kln2ci(x, y) - (3?\Ei(x, y) =  0 (i = 1,2) (3.102)
E ffx, y , z) =  E i(x, y )e  j(3iZ (i =  1,2) (3.103)
We have already shown analytical and numerical methods to solve this problem. 
For example, Ei and pi can be determined by using Marcatili’s method, but the 
coupling as shown in figure 3.10 would not be taken into consideration. The 
method that relies on the Marcatili’s method can be used to determine the coupling 
when the two waveguides are not isolated from each other.
The coupler wave equation for the //-polarised electric field can be written as
y'2E(x, y, z) +  p n 2(x, y)E(x, = 0 (3.104)
where n (x ,y )  is the refractive index profile for the whole coupler. Since the cou­
pling from one waveguide to the other occurs slowly due to the overlap of the 
evanescent waves, the solution for 3.104 can be described as a superposition of the 
two isolated modes:
E (x ty ,z )  =  C 1(z )E 1( x , y ) e - ^ z +  C2(z )E 2(x ,y )e (3.105)
where C\ and C2 describe the modification to the mode amplitude as a result 
of coupling. Notice that they are assumed to be a function of z, as we expect 
the power coupling between the two waveguides to be 2-dependent. By insert­
ing 3.105 into the coupler wave equation 3.104, making use of the solutions for 
the isolated waveguides and by neglecting the second-order derivative terms (the 
coupling mode envelopes vary slowly with distance), equation 3.104 transforms to
'2^ 1~Jz +  ~~ n^ Cl E ie
- j P l Z +
+  kl(n? -  n% )C2 E ie -* 12* =  0 (3.106)
Equation 3.106 can be further simplified by multiplying on both sides by the 
complex conjugate of the transverse field in waveguide 1, E( (or in waveguide 2,
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E2) and integrating the equation over the whole coupler cross-section. The result
is
f  Ei ■ E{dA + C\kl (n2 - 
dz Ja Ja
E\e -jpiz +
+ 'Zjp2
dC2
dz I .
E2 ■ EldA +  C2kl [  ( n 2 -  n2c2)E2 ■ E*dA 
Ja
E2e ~ ^ z =  0 (3.107)
Note that (n2 — n2cl) describes the perturbation to the dielectric constant of waveg­
uide 1 caused by the presence of nearby waveguide 2. This perturbation needs to 
be considered only in the neighborhood of waveguide 2 where Ei exists in the 
form of an evanescent wave and is very small. The second integral in 3.107 can, 
therefore, be neglected. The third integral can also be neglected if we assume the 
spatial overlap of the two waveguide modes is small, which is true if the waveguides 
are not too close to each other. Consequently, we have
2 j / 3 i ^  J  Ei ■ E^dA + C 2 ( 2 -  n2c2)E2 ■ E{dA E2e -jlhz =  0 (3.108)
Defining ^ 12, known as the coupling coefficient from waveguide 2 to 1, by
kl IA(n2 -  n2c2)E2 ■ EjdA 
K l2  2Pi JAE i-E ;d A
we get the first coupled-mode equation
dCx
(3.109)
dz
+  jK i2C2e - j ^ z =  0 (3.110)
where A/? =  P2~  fii describes the difference in the propagation constants between 
the two waveguides. It is straightforward to see that, as a result of the symmetry 
of the coupler, the second coupled-mode equation can be derived by symmetry as
dC2
dz
(3.111)
and the coupling coefficient «2i> can also be calculated by
*o  L (n 2 - n 2ci)E i-E idA
K 21 = 202 JA E2 ■ E2dA
(3.112)
For identical waveguides, « i2 = «2i = « and, also when A/? is small we can assume 
that Pi = (32 — P in the definitions of k32 and k2i- The mode amplitudes, Ci and 
C2 are coupled through the coupling coefficient k. The critical factor that affects
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the magnitude of k is the integral in the numerator. It is obvious that, in order 
for k. to be large, the evanescent tail of field E 2 has to reach a significant region of 
waveguide 1 and vice versa. Basically, it suggests that the spacing between the two 
waveguides has the largest effect on the coupling coefficient, as expected physically. 
It should also be obvious that k depends exponentially on the waveguide spacing 
because the evanescent tails of Ei and E2 decrease exponentially. In order for the 
assumptions made earlier to be true and for k not to be too small, the spacing 
between the waveguides of a coupler should be in the order of the waveguide width.
The coupled-mode equations 3.110 and 3.111 provide the basis for the design 
of directional couplers because power coupling between the two waveguides in the 
coupler can be obtained by solving these two equations with the proper boundary 
conditions. However, some of the assumptions made here earlier are not always 
true especially for small waveguides and numerical methods are unavoidable. Let 
us only mention few important results from the analytical approach.
By assuming that light is input into waveguide 1 only with unit modal ampli­
tude, we can show that, when A 0 = 0 (identical waveguides), the solutions to the 
coupled-mode equations are:
Ci(z) =  cos (kz), C2(z) =  —jsin(/ft (3.113)
which means that the power in waveguide 1 is P\(z) =  |Cift|2 = cos2(/ft and the 
power in waveguide 2 is P2(z) =  \C2(z)\2 — sin2(/ft. Note that the total power 
in the coupler is conserved as Ptot(z) — P\(z) T- ft ft = 1 because a lossless case 
is assumed in the derivation. By using 3.113 one can calculate the needed length 
of the directional coupler over which the power is completely coupled from one to 
the other waveguide. This length is often referred as to the coupling length (Ln) 
and in this case is equal to
L  =  A, forA/3 =  0 (3.114)
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3.5 Multi-resonator filters
Insertion of one or more resonators is beneficial for the transfer function as it 
can improve its shape at all levels. It can give steeper roll-off and a better FSR 
and also reduce the net loss as larger devices can be used. However, tailoring 
of a filter spectrum with a multi-stage configuration is a complex process as the 
design is far more difficult than for single resonators. The main reason is that 
larger numbers of filter parameters in the synthesis, which together with small 
changes in geometry caused by fabrication imperfections, can make the transfer 
function very sensitive. Unlike in previous two sections, where electro-magnetic 
models were very useful, signal processing approach is more appropriate here as 
it is more intuitive and less cumbersome. Optical filters are in many ways similar 
to electrical and digital filters because many parameters can be extracted from 
their frequency response. Thus, synthesis of the filters can be better understood 
and faster performed if they are approached via z-transforms rather than through 
more conventional approaches such as the coupled-mode theory. By using this 
method we will analyse the two most common types of multi-resonators: lattice 
and cascade filters.
3.5.1 Lattice architecture
A lattice filter is formed when one or more resonators are serially added directly 
to the basic resonator as shown in figure 3.11. Later in this section we will analyse
e 0 . 0 k V X 2 5 0 i 2 0 A> m
Figure 3.11: SEM of a two-stage lattice racetrack filter
the configuration with inserted straight section between the resonators which is 
often referred to as a cascaded filter. The former case is better from the loss point
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of view as the length the light travels is shorter, but the latter configuration has 
the clear advantage of decoupling resonators which allows us to calculate output 
drop port as a product of individual transfer functions or, in other words it makes 
the modelling easier.
Complex transfer function at the through port
Let us consider a general configuration of a resonator lattice filter given in figure
3.12. The device has two input ports, En and Ei2, and two output ports, E0\ and 
Eo2. The aim is to calculate transfer function at both output ports as a function 
of the device parameters. The transfer function at the through port assuming 
Ei2 = 0 (we will consider the case when only one input signal is used) is given by:
T F t =  f y ,  (3.115)
Eil
and at the drop port with
T F °  =  E l ,  (3.116)
En
Parameters shown in 3.12 have the following meaning: Tn and Rn denote signals 
propagating in the forward and reverse directions respectively, kn refers to the 
amount of the signal power transferred to the n-th resonator, and 4>n-block denotes 
a phase term of the n-th resonator. To make the analysis more appropriate for 
calculations we will divide the filter on four-port devices as shown in figure 3.12.
Representation of such an element in the z-space is given in figure 3.13. We will
Rn+1—R o 2  Tn Rn-1 Ti Ro=Ei1
Tn+1=Ei2 Rn Tn-1 Rl To=Eo1
Figure 3.12: A schematic of the n-th order lattice filter, where n is odd and n > 0 
(for even n, Rn+i and Tra+i shall replace their places)
use this block to calculate the global transmission matrix for single stage and then
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use it to calculate net transfer functions. Parameters shown in figure 3.13 have
T n Rn-1
< g >
^n-1
Rn Tn-1
Figure 3.13: A  four-port element extracted from figure 3.12 and its z-transform 
representation
the following meaning:
• cn =  y/1 — kn - denotes coupling for the through port
• ~ j  ' sn = y/kn ~ denotes coupling for the cross port
• £n = 'yne~j^ Tn+<t>n^ - include the phase, unit delay and loss
• 7n = 10-anLn/20, where an is the average loss per unit length, Ln is the 
nominal ring perimeter, anLn ring loss
27rn” Ln
• Bn =  uTn +  (j)n =   — h (f)n
• u> =  27r f  =  2n^-
X 
n ”  Ln
• ■‘■n —
C
• ngr ' group index for the n-th ring
For clarification, kn, an, Ln, nngr and 0n are known parameters of the structure 
and therefore input values. It should be noted that an includes all sources of 
loss: propagation loss, bend loss and transition loss. cn, sn, and are derived 
parameters and without physical meaning but very convenient for z-transform 
methods. In the case of an element from figure 3.13 we start two equations:
Tn~i =  • Tn +  cn-1 • R n-i (3.117)
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R n  \ /C n  Cn—i y / f , n ‘ Tn j& n—l " R n — 1 
Matrix representation of equations 3.117 and 3.118 is
(3.118)
Tn+ift = $»• '  f t f t  '_ Rn(z) _ (3.119)
where <Fn is given by
$ «  =
1 ~Cn
Cn£n+1 ft+1j  $ n  y / f t + 1
Further transformations of the equation 3.119 lead to
(3.120)
Tn+l f t  
Rn+1 (z)
=  § n • $ n_ ! • • .
n^O
T o f t
■Soft
(3.121)
The last equation links the input ports T0 and Tn+1 with the output through port, 
Ro, and the output drop drop port Rn+i. These are connected via matrix <I>n0 
which can be calculated from the parameters of the filter and it has the following 
form :
$ n 0  =  • $ n —1 • • ■ $ 1  • $ 0
1
I
j®
i
m u  (-jsiv'fi+i) Cn Dn
(3.122)
where:
An Bn 1 cn
_ c n Dn C-nfn+l ~ ft+1
1  - C i o
UH
I
_ C i f t  —ft _ _ coft —ft  _
(3.123)
Therefore, the relation between output and input ports of a multiple, serial- 
cascaded lattice filter with n resonators is given by
(3.124)Tn+i (z) 1
Rn-hl(z) m=o ( - j
An Bn '  T„(*) "
Aoei _ Ra(z) _
const
As suggested by equation 3.115, in order to calculate the transfer function at 
the through port we need fields En and Eo2 which are in this case equivalent to 
T0ft and i?oft- As we assumed that there is no signal at the second input port,
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Ei2 = 0, i.e. Tn+1 = 0, T F D can be obtained in the following way:
0
=  const
I
3
1
' To(z) ‘
_ Rn+i(z) Cn Bn . R°(z)
<£> 0 = const • (AnT0(z) + BnR0(z))
& 0  =  A nT0{z) + BnR0(z)
Tp(z) =  Bn 
R o(z) A n
=> (3.125)
Thus, if parameters An and Bn are known, which can be determined by multiplying 
matrices as explained in equation 3.123, then the complex transfer function at 
the through port of an n-order lattice filter can be obtained from the following 
equation:
TJ A  R (3.126)rpj?T _  T p (-g )
n Ro(z)
This form of solution is suitable for programming where, for given n, the pro­
gramme generates a matrix with elements A n, Bn, Cn and Dn which are then 
used to find the transfer function at the through port. For n — 1,2,3 one can 
calculate the exact expressions for the first, second and third order filters at the 
through port as follows:
t f t  = Co - Cigi (3.127)
1 — c0ci£i 
Co (1  — ClC2^2) +  Cl ( _ C 1 +  C 2& ) (3.128)
TFo
1 — C1C2C2 +  coCi (—ci +  C2C2)
Cp (1 — C2C3C3 +  C1C2 ( — C2 +  C3C3)) — £ lc l  (1 — C2C3C3) — C1C2 ( - C 2  +  C3C3)
1 — C2C3C3 +  C1C2 (— C2 +  C3C3) — C0C1 (c i (1 ~  C2C3C3) +  £2 ( — C2 +  C3£3))
(3.129)
Complex transfer function at the drop port
The second equation that can be extracted from the matrix relation given by 3.125
is
Rn-j-i const (CnTo(z) -j- DnR3(z)), (3.130)
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which after replacing T0(z) by 3.126 becomes
B n
Rn-\-\ — const(Cn( ~ )Ro J- DnRo) ==
A n
=  const(——^Cn + Dn)R0 =>►
A n
=> '^ p+-1- = c o n s t ( - ^ C n + Dn) (3.131)
Xlo A n
The left-hand side of the last equation in 3.131 is by definition the transfer function 
at the drop port. Thus:
T F ?  =  = ---------- 7— ------— v ( ~ C n +  D n)  (3.132)
A,
In conclusion, the entire procedure of calculating transfer functions for given struc­
tures is in determination of coefficients cn, sn and loss factor £n from real parame­
ters such as coupling coefficient (kn), average loss per unit length (an), circumfer­
ence of the structure (Ln) and group index of resonators (nj). If such parameters 
are known, matrix d>n0 can be calculated and in this way its elements An, Bn, 
Cn and Dn, which is everything that is needed to determine the spectrum of the 
device at both ports. The procedure explained in this section was used to write 
a Matlab(R)[108] programme that calculates transfer functions at the through and 
drop ports of single, double and triple lattice filters. In chapter 4 this will be 
useful tool to investigate the influence of the filter parameters, especially coupling 
coefficient, on the filter spectral characteristics.
3.5.2 Cascade architecture
The cascade architecture can be simply realised by inserting an additional trans­
mission line (a straight waveguide) between each two stages depicted in figure
3.12. Additional straight waveguides make each stage independent as there is no 
feedback to the stage where light has already passed. However, the entire filter is 
still auto-regressive as there are closed loops of resonators i.e. there is a feedback 
signal. Such a design makes filter synthesis slightly easier as small adjustments 
can be made on only one stage without altering the operation of all other stages.
In order to calculate the transfer function for a cascaded filter architecture we 
will start with a general scheme given in figure 3.14. Let us assume that there is no 
excitation at the input of transmission lines e.g. let us assume their only purpose
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Tn+1— Ei2 Rn-1,n R23 Tl2 Ro=Ei1
Figure 3.14: A schematic of the n-th order cascade filter
is to connect two subsequent stages of the filter. Z-transform representation of the 
first resonator in a series of resonators is given in figure 3.15. It is obvious from
Figure 3.15: z-transform representation of an input four-port element from figure 
3.14.The analysis is carried out with an assumption that signal is not added at 
transmission lines i.e. R12 =  ... =  Rn-i,n — 0
this figure that the following relation between output I\2 and input R0 is valid:
/l2  =  c1b R i2 +  (— jSiB)y/€l'
• (— js\A)Ro + ci^ x/CjCibn/Ci • J —jsiA)Ro + cm \/£icin \/£i ' (• • •)) 5 (3.133) 
which, by using R\2 =  0 and the well known identity for sum of geometric pro­
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gressions, can be transformed to
I12 =  {—jSlA)y/£i(—jSlB)Ro * 1 + CiaCib x/ft + (/lAClB V^l) + • • •
=  ■ x _  =
^  [l2 _  ( - jS lA j j - jS iB ) ^ ! _ V ^ iX h A V h B ^ 13^
Ra 1 — ciaCib V^ i 1 — ftVl — ft^Vl ~~ Lib
The equation 3.134 represents response of the drop port (Jft of the first level of 
a resonator cascade filter. Since all stages are independent, the response at the 
last output port in series of resonators can be obtained by multiplying individual 
responses:
TF® = % i  = T7    (3.135)
i t 1 "  ft V I  -  hAy/l ~  kiB
In the case when coupling coefficients on a transmission line are identical e.g. 
k\A — kiB — ft,..., knA =  knB = ft, previous equation becomes:
T R
13,361
n
As an example, the transfer function of a two-stage cascade filter with symmetrical 
coupling coefficients is given by
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Modelling results and discussion
Computer-aided design (CAD) in electronics has evolved to a very powerful tool 
throughout the entire engineering process, from conceptual design and layout of 
products to definition of manufacturing methods of components. Photonics soft­
ware has not been developed to such a level due to small features of waveguiding 
structures and hence difficulty to provide high accuracy without extensive con­
sumption of a processor memory and time. Computational modelling is for this 
reason a critical point in the context of design in integrated optics. It requires 
carefully chosen mathematical methods and perhaps separation of a device into 
its fundamental components.
We have followed the separation approach in modelling resonator structures. 
The preceding chapter stressed the significance of modal and polarisation issues 
and they are the main impetus for work in this chapter. As a reminder, devices 
should be single-mode to minimise dispersion caused by multiple spatial modes 
which, in turn, allows for more information to be transmitted per unit time giving 
a higher bandwidth. Secondly, it is desirable that TE and T M  modes result in 
similar transfer functions i.e. a filter should perform as a polarisation independent 
(PI) device as, otherwise, two separate devices, each optimised for operation for 
one particular mode, would have to be provided.
Thus far two main waveguide geometries have been used - rib and strip ge­
ometries (figure 3.3). We will, in following sections, discuss modelling aspects 
pertinent to designing single-mode and zero-birefringent rib and strip waveguides. 
Polarisation maintenance in a directional coupler is another major design issue as 
TE and T M  modes tend to transfer in a different manner in the coupler, thus the 
aim is to design polarisation independent couplers. The final part of the chapter 
is dedicated to tailoring of the device spectrum by optimising coupling coefficients
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and the filter geometry.
Software tools were primarily chosen by criteria to provide accurate and fast 
solutions, which are, as a rule, opposite requirements. Two-dimensional (2D) and 
three-dimensional (3D) BPM and FEM are desirable because of the relatively small 
time and memory consumption, but at the cost of possible errors due to assumed 
approximations. They are favourable for calculations where small accuracy is 
sufficient to obtain reliable solutions, for example, determination of the cut-off 
frequency by calculating effective index. However, they are not applicable to 
small strip waveguides; more rigorous approaches such as 3D FD-TDM with very 
small time and spatial steps are typically employed in this case.
Modelling structure are composed of a Si-waveguide (n = 3.4757), an Si02- 
substrate (n = 1.444) and an Si02-cladding (n = 1.444). Furthermore, a 
waveguide height (WGH) in this work is a fixed parameter, dictated in ad­
vance by established wafer processing procedures. A rib waveguide height is 
set to WGH — 1.35pm, a height of a strip waveguide to WGH — 0.29pm or 
WGH =  0.34pm, while a waveguide width (WGW) and an etch depth ED are 
variables.
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4.1 Fundamental waveguide issues
Parallel research on two platforms determined by the waveguide geometry is a con­
sequence of the lack of material and design which would guarantee desirable modal 
and polarisation performance. Discussion herein will consequently be divided into 
two sections:
- small (bend radii< 10pm) strip waveguide based filters, where waveguide 
cross-sectional dimensions are typically below < OApm;
- relatively large (bend radii> 10pm) rib waveguide based filters, where waveg­
uide cross-sectional dimensions are usually of the order of 1 pm or above.
Single-mode and polarisation independent resonators on rib waveguides have al­
ready been experimentally demonstrated [9], but their FSR is too small for appli­
cations in optical networks. Strip waveguides are more promising regarding the 
FSR but they have to be rather small in a cross-section to prevent higher-order 
modes (HOM) from propagation [109], which, in turn, potentially increases the 
loss. Both cases will be re-investigated, in order to set out rules for designing 
resonator filters on SOI.
4.1.1 Rib waveguides
Single-mode rib waveguides with a relatively large cross section have been studied 
extensively by a number of researchers to find single mode behaviour at the same 
time as low propagation loss [110, 111]. They were recognized as promising candi­
dates due to the compatibility with single-mode fibre dimensions and the possibil­
ity for control of polarisation. A turning point in addressing modal behaviour in 
rib waveguides was Soref’s paper from 1991 where he gave analytical condition for 
waveguide dimensions necessary to satisfy the single-mode behaviour [45]. Since 
the initial condition assumed shallow etched waveguides (0.5 < r < 1.0 in figure 
4.1) this problem was subsequently revisited by many authors, which resulted in 
refinements of the initial equation [112, 46] and modelling of the zero-birefringent 
(ZB) characteristics [48]. The general form of the condition is
W G W /W G H < q  +  ~ r r = , (4.1)\/l — r2
where W G W is a waveguide width, WGH is a waveguide height, r is the ratio 
of slab height to overall rib height, and a is a constant. However, not much
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work has been reported on the platform of interest in this work, which is the 
SOI rib with oxide cladding on the top of waveguides. The method used by
waveguide width (WGW)
r = (WGH - ED) / WGH
Figure 4.1: A schematic of a rib waveguide. The main parameters of the structure 
are: a waveguide height (WGH), a waveguide width (W GW) and an etch depth 
(ED)
Chan et al in [48] was used here to revisit modelling for a rib waveguide with 
Si02 included. The results were obtained from 3D Semi-Vectorial BPM software. 
More precisely, to analyse ZB and the single-mode (SM) behaviour Parametric 
Scan from RSoft-BeamPROP [113] was used to calculate effective indices of the 
fundamental and first two higher order modes. A parametric scan is a convenient 
automated procedure to repeat the process for a number of waveguide widths 
and etch depths. The launch field was deliberately shifted off the axis to enforce 
propagation of HOM. A typical response is given in figure 4.2. It depicts Neg 
versus waveguide width for ED = 0.925pm. The graphs can be used to find the 
SM condition for a given etch depth (ED) in a following way: the minimum width 
at which Neg corresponding to the first higher order mode appears, represents the 
boundary between SM and HOM. For the graph in figure 4.2, the boundary is 
at W G W s m /h o m  =  0.34p m  for a T M  mode and W G W Sm /h o m  =  0.70p m  for a 
TE mode. In all cases the critical waveguide width for a T M  mode is smaller 
than for a TE mode. In other words, higher order T M  modes appears for smaller 
W G W and are therefore more critical. Repeating the same procedure for other 
etch depths one can now determine a set of (ED,WGW) pairs that represent 
the boundary between SM and H O M  areas for WGH =  1.35pm in SOI. These 
results are summarised in graph 4.3. Compared to results from Chan [48] who 
considered an identical structure but without oxide, the SM condition given here 
looks stricter. Such a result is not surprising as the refractive index of the top 
layer has been changed by approximately 40%, from n =  1 to n =  1.444. Several 
points were revisited by using COMSOL Multiphysics 2D software [114], which is 
based on the FEM. The first higher order T M  mode shown in figure 4.4 is a typical
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Figure 4.2: TE and TM  effective indices for a rib waveguide as a function of 
W G W , where WGH =  1.35pm  and ED =  0.925pm. Indices have been calculated 
for the fundamental and first two higher order modes.
representative obtained by using 2D FEM for a waveguide with dimensions given 
by a red triangle in figure 4.3. The modelling for other etch depths has confirmed 
most o f the result from 3D BPM , giving in a few cases a slightly more relaxed SM 
condition for a TM  mode.
The second reason for calculations of N eff as a function of W G W  (figure 4.2) 
is to investigate birefringence. Its definition is given by
B  m Nfj-  , (4.2)
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Figure 4.3: The single mode condition for rib waveguides with WGH  =  1.35pm  
obtained by using 3D BPM  [113].
Figure 4.4: The first higher order TM  mode (E y component) in a rib waveguide 
with WGH =  1.35pm,, W G W  =  0.55pm, and ED =  0.85pm  obtained by using 2D 
FEM [114]. ” Position” o f this waveguide is given by a red triangle in graph 4.3.
where N/J' and N ™  are effective indices o f the TE and TM  fundamental modes. 
By using this relation and graphs such as 4.2 for each ED  we can calculate a 
series o f B-points, the number o f which is determined by the chosen number of 
waveguide width points. The results can be sorted into two categories. For lower 
etch depths birefringence is always positive i.e. TE and TM  polarisations cannot 
be equalised by altering waveguide width (top graph in figure 4.5). Deeper etched 
devices, on the contrary, show a tendency towards not only one but two specific
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Figure 4.5: Birefringence (B ) o f a rib waveguide as a function o f W GW ioi different 
E D s, where WGH =  1.35pm . The results are separated in two graphs to show 
that shallow etched rib waveguides (ED  <  0.80/im) are not suitable for zero- 
birefringence (B  >  0). For ED  >  0.8pm  there are two W G W s at each ED  for 
which a waveguide is zero-birefringent (B  =  0).
waveguide widths for which N jg  ~  N ™  B  =  0 (bottom  graph in figure 
4.5). At these points i.e. for these dimensions, a waveguide should guide both 
modes in a similar fashion. On a W G W -ED  plot, the ZB curve is represented by a 
parabola as shown in figure 4.6 by purple asterisks. Therefore, ZB rib waveguide 
has the dimensions determined by this curve; if a rib waveguide is meant to be 
ZB its dimensions should lay somewhere on this curve. Apparently to find a ZB 
and SM waveguide we have to find point (s) where the TM  SM curve intersects 
the ZB curve. However, the TM  SM condition, which is also shown in figure 4.6,
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Figure 4.6: The SM and ZB conditions for vertical rib SOI waveguides with 
WGH — 1.35pm by using 3D BPM from RSoft [113].
does not have common points with the ZB curve, suggesting that rib waveguide 
with WGH = 1.35pm cannot satisfy ZB and SM conditions simultaneously. Sim­
ilar results were obtained by Passaro et al [115] who modelled the structure by 
using Full-Vectorial FEM (Comsol Multiphysics) and Alternating Direction Im­
plicit Method (Optiwave Mode Solver BPM [116]) obtaining agreement within 1%. 
They repeated the modelling of the structure for several data points for both SM 
and ZB conditions. The ZB curve has been confirmed with high accuracy. The 
SM curve when ED < 0.85pm is also in good agreement with the data obtained 
by the author. For deeper etch depths, the applied software packages showed 
some instability because the software had difficulty to establish a clear bound­
ary between SM and H O M  in case when H O M  are expected to appear for small 
waveguide widths. The modelling in 4.3 was revisited by Passaro’s group [115] 
for three etch depths: 0.675pm, 0.8pm. and 0.925pm.. Small oscillations of the 
SM boundary was observed near ED = 0.925pm, with most of the values located 
around W G W  — 0.42pm,, giving good agreement with the author’s results (figure 
4.7). However, SM and PI resonators based upon 1.35pm ribs have been reported 
[9] for W G W = 0.8pm and ED « 0.87pm. This point is in the graph 4.6 placed 
where the ZB and SM curves are close, which means that there may be factors 
relaxing one or both conditions allowing them to intersect. This may be associated 
with the other factors that have not been considered such as oxide stress, slanted 
waveguide walls and roughness. Also, the reason why H O M  are not present at the
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Figure 4.7: A  comparison between the SM condition from 4.3 (the curve SM  
condition - Surrey) and the SM condition obtained by Passaro et al [115] (the 
curve SM condition - Bari).
output may be due their higher sensitivity to propagation around bends and in di­
rectional couplers. Whilst useful, the analysis of these factors is beyond the scope 
of the thesis and we will mention here as an example the influence o f the side-wall 
non-verticality, as it can be easily implemented into the previous modelling by 
simply changing the waveguide geometry.
A cross-sectional Scanning Electron Microscope (SEM) of several rib waveg­
uides has shown that waveguide walls are inclined by approximately 8° with respect 
to the vertical axis (top graph in figure 4.8). Modelling by Passaro et al [115] for 
the schematic in figure 4.8 has indicated interesting influence of the sidewalls. The 
graph in figure 4.9 is a result o f simulations when non-verticality is taken into con­
sideration. Unlike the SM condition which remains relatively stable, the ZB curve 
shifts down sufficiently to give intersection points with the SM curve. Neverthe­
less, the modelling predicts near-ZB behaviour for a broad range o f etch depths, 
for 0.825pm  and above. The additional modelling on asymmetry in sidewall an­
gles, 8° on the left wall and 10° on the right wall, did not introduce a bigger change 
in the obtained result. The effect o f finite oxide thickness was also considered. In 
software simulations it is normally assumed that cladding is infinite or quite thick. 
By testing a few structures for the oxide thickness o f 0.5pm , which was observed 
from SEMs it was realised that an error in SM and ZB characteristics is negligible, 
below 5%.
It should be mentioned that built-in assumptions of the FEM and the BPM  can
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Figure 4.8: The top graph: Cross-sectional SEM of a fabricated rib waveguide. 
The bottom graph: A schematic of a structure used to model the SM and ZB 
conditions in non-vertical SOI rib waveguides with WGH =  1.35pm [115].
Figure 4.9: The SM and ZB conditions for non-vertical rib SOI waveguides from 
figure 4.8 ([115])
also alter the results, especially for higher order modes. Neg of fundamental TE 
and T M  modes can typically be very accurately estimated by software packages.
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Hence, the ZB curve that is calculated as a locus of data points where N/jj — 
N ™ « 0 can be considered as accurate, which was confirmed by good agreement 
between the BPM and the FEM. On the other hand, certain flexibility should be 
allowed for the SM condition considering that there is no clear boundary between 
SM and H O M  areas. Programmes somehow have to ’decide” where to draw the 
boundary which is determined by the length of the structure, the position of 
the input field and many other factors which are not always known or possible to 
predict. For example, the modelling has confirmed high sensitivity of H O M  modes 
(their effective indices) to the changes of a waveguide position within the chosen 
modelling area. Comparison between the results when a rib waveguide is centred 
within a rectangular Si02 area and when it is dislocated shows no change in the 
fundamental mode, but it affects HOM. This is an indication that imperfections 
of the structure can help the SM condition to shift towards bigger waveguides.
The modelling of rib waveguide profiles presented here is intended to be a 
guideline for the waveguide designs, which, due to possible inaccuracies, should 
be realised by designing series of slightly different structures i.e. in order to deal 
with variations in performance that arise from the modelling and fabrication is­
sues, devices should be realised with target dimensions and numerous variations 
achieved by gradually changing waveguide, height width etc. The main limitation 
of a rib waveguide with respect to this work is large loss in resonator bends when 
the radius of the curvature is of the order of 20pm or less. This is a significant 
restriction because maximising the FSR of the filter requires a small device circum­
ference (< 30pm) and, therefore, bend radii as small as possible. Solution to this 
problem may be the use of multi-stage filters in form of Vernier element, which will 
be considered later in this chapter. Alternatively, strip waveguide devices could 
be used to yield a large FSR.
4.1.2 Strip (wire) waveguides
Strip waveguides allow very small bend radii to be used resulting in a compact 
. device footprint [8], but they suffer from increased loss and significant polarisation 
issues. Resolution of the latter is one of the main aims in this work but similarly 
to the rib waveguide analysis, modal analysis of the profile should be performed 
first in order to establish the SM/HOM condition i.e. to find a boundary between 
the single-mode and higher-order mode areas.
It is a well known fact that strip waveguides must be several times smaller than 
rib waveguides to prevent higher order modes from propagating. To determine the
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SM /H O M  boundary, the 2D FEM mode solver from Comsol Multiphysics [114] 
was used. It is less accurate than 3D FEM from COMSOL [114] and 3D BPM 
from BeamPROP [113], which were used for rib waveguides, but much faster 
and without issues with locating modes, unlike the latter two. These methods 
for example fail to couple modes into strip waveguides with a height and width 
as small as 0.3pm. On the other hand, though powerful and flexible, the basic 
FD TD  implementation on a single computer is extremely time consuming since 
its computational requirements grow exponentially with task size. For this reason 
3D FD TD  were used where strictly necessary, for example in modal analyses of 
directional couplers. The drawback o f the 2D approach is in uncertainty if HOMs 
near the boundary are still going to be present in a structure after a certain 
propagation distance. Hence, it is more convenient to establish two lines rather 
than a single line as a boundary on a W G W -W G H  graph. The first line is the 
upper limit o f the SM region above which HOM are fully confined. The second 
line is the bottom  limit o f SM condition, meaning that HOM are not likely to 
appear.
An example for a TE mode is given in figure 4.10 for a W G W  x WGH =  
0.35pm  x 0.30pm  strip waveguide. It is clear from 4.10 that the first higher order
Figure 4.10: E  x H  profiles o f the first two higher-order TE modes for an SOI 
strip waveguide with W G W  =  350nm and W GH — 360nm
mode is not fully confined within the structure, but there is a tendency towards 
multi-mode behaviour, so the position of this point on a graph will be in the HOM 
area near the upper boundary. The final result of the modelling for TE mode is 
given in graph 4.11.
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Figure 4.11: The single-mode condition for an SOI strip waveguide - TE mode
When the same structure was tested on T M  excitation, the first higher-order 
mode became fully confined (W G W  x WGH =  0.35pm x 0.36pm) within the 
structure (figure 4.12), which puts the single-mode line for a T M  mode below the 
line for a TE mode or, in other words, the SM condition for strip waveguides is 
the one of the T M  mode for most of dimensions in the simulation range as shown 
in figure 4.13.
Figure 4.12: E x H  profiles of the first two higher-order T M  modes for an SOI 
strip waveguide when WG W  =  350nm and WGH = 360nm
Similarly to the modelling of rib waveguides, a few extra measures were carried 
out to confirm the results. This includes mesh optimisations, the study of the
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Figure 4.13: The single-mode condition for an SOI strip waveguide - T M  mode
influence of small refractive index perturbations etc. Side-walls were not addressed 
here since the fabricated strip waveguide walls were very close to vertical.
Modelling of the structure by Aalto et al [109] suggests a condition W G W x 
WGH < 0.13pm2 which is close to the top line on the graph in figure 4.13. In our 
case the condition is stricter W G W x WGH < 0.08ym2. The first HO T M  mode 
in a waveguide for which W G W x WGH =  0.10pm2 shown in figure 4.14 is a clear 
indication that there should be H O M  below the W G W x WGH =  0.13pm2 line 
as suggested by Aalto. However, it should be noticed that the 2D mode solver
Figure 4.14: An E x H  profile of the 1st higher order T M  mode for an SOI strip 
waveguide when W G W  =  400nm and WGH — 250nm
from COMSOL Multiphysics [114] is based on the assumption of ideal modes i.e.
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existence of only an E z component for TE and an Hz component for T M  modes. 
Repeated modelling of a few waveguide profiles by analysing quasi-modes has given 
the SM condition closer to the W G W x WGH — 0.10pm2 line, which allows some 
flexibility in the design of strip waveguide profile. This result actually suggests 
that the actual SM condition is probably somewhere between the two lines in 
figure 4.13, which will be taken into account in the design phase (chapter 5).
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4.2 Polarisation issues in directional couplers
The purpose o f the design of ZB waveguides is to equalise propagation of TE 
and TM  modes in a straight waveguide but this is insufficient to achieve full 
polarisation insensitivity. To realise a PI device modes should propagate similarly 
not only in a straight waveguide but in all other sections. Bends and directional 
couplers are the most critical and in both cases the modes generally propagate 
differently. For example, in rib waveguides, a TE mode is more sensitive around 
bent waveguides but transfers faster from one to another arm o f the coupler [117]. 
Hence, once optimised for SM and ZB conditions, straight waveguides should 
be deployed to design polarisation insensitive filter elements such as directional 
couplers and bends. Influence o f bends can be minimised if bigger devices are used, 
but directional coupler (figure 4.15) has to be optimised to provide insensitivity 
and that will be focus of the following two subsections.
through port input port
directional coupler
Figure 4.15: A  schematic o f a directional coupler. Parameters o f the structure 
are: length of a coupler (LOC) and a waveguide separation (Sep)
4.2.1 Couplers based upon rib waveguides
Rib waveguide devices have been investigated at Surrey as a part o f several 
projects. One o f the most important results is the design o f a polarisation in­
dependent single-racetrack resonator, the central part of which was the design of 
SOI PI directional couplers [117]. Since the type of rib waveguides, material plat­
form and wafer processing remain the same for rib waveguide devices presented in 
this work, the modelling of the coupler will not be repeated. Basic outcomes and 
principles are worth mentioning because the results and methods are different to 
those for strip waveguides.
Plotted in graph 4.16 is the coupling length (Ln) for TE and TM  modes versus 
waveguide separations, for rib waveguides with WGH =  1.35pm, W G W  = 1 pm 
and ED =  0.82pm. The graph shows no intersection point between Ln for TE 
and Ln for a TM  mode, indicating that PI directional coupler is not possible with 
given dimensions. The length needed for a TE mode to transfer is simply always
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Figure 4.16: Coupling length (L /) versus waveguide separation for a rib waveguide 
with height WGH =  1.35pm. In order to target PI device, 3 x Ln and 5 x Ln for 
TE mode are added to the graph [modelled by Ansheng Liu of Intel Corporation]
shorter than the corresponding length for TM  mode at any separation. However, 
if 3 x Ln and 5 x Ln are added to the same graph, it can be seen that there are 
points (waveguide dimensions) for which one TE transition corresponds to 3 and 
5 TM  transitions which is an alternative way to achieve PI. For W G W  =  1 pm 
these points correspond to separations of 0.62/w?, (Ln =  1030pm) and 0.95//m 
(Ln =  4841pm) respectively. The modelling for other W G W has shown trend in 
decreasing Ln when W G W decreases. For W G W  =  0.8pm Ln was calculated to 
be 310pm for a single TM  and 2 TE transitions. This is an important result as Ln 
is more than 3 times shorter than the Ln for 1 pm, waveguides, which is important 
saving in the length of the resonator because the FSR is enhanced by having a 
short coupler.
4.2.2 Couplers based upon strip waveguides
The extremely small feature size o f a SOI strip waveguide requires more careful 
approach to the design of a directional coupler made in these waveguides . In most 
cases any attempt to analyse the device by applying analytical forms, either scalar 
or vectorial, fails to give any solution and generally the number of approaches 
capable o f solving the structure is very limited. One of them is to start with the 
basic Maxwell equations represented in the form which is adjusted to numerical
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solving (differentials replaced by finite time and spatial steps). This is the core of 
the FD-TD methods, differing from each other mainly in a way of setting boundary 
conditions and defining the mesh on which the problem is solved.
To address the problem we have carried out rigorous 3D modelling based 
on the FDTD method by using the RSoft package [113]. The programme was 
used to analyse mode transfer in the directional coupler comprising straight 
strip waveguides with a fixed waveguide height (W GH — {0.29/im, 0.34/zra}), 
a separation in range Sep =  150nm — 210nm and a waveguide width in range 
W G W  =  200nm — 400nm.
The first example given in figure 4.17 shows the propagation of TE and T M  
modes represented by their Ex and Ey components respectively in a coupler in 
strip waveguides, where W G W  — 0.24pm and WGH — 0.34pm. The example is 
chosen to demonstrate the difficulty of a TE mode to propagate in very narrow 
strip waveguides. The modelling in general has shown strong power leakage for 
W G W < 0.25pm when WGH =  0.34pm, particularly for smaller separations in the 
range. The graphs in 4.17 also shows faster TE mode transfers; after launching 
into the left-hand side waveguide, TE exhibits 3 full transitions in a 9pm long 
coupler while T M  exhibits 2 full transitions.
The further modelling of waveguides with WGH = 0.34pm has shown that 
differences in mode propagation can be overcome by gradually increasing a waveg­
uide width. The result in figure 4.18 is for a waveguide with: WGH =  0.34pm,, 
W G W = 0.34pm and Sep — 0.19pm. A TE mode due to the orientation of its ma­
jor component experiences more interaction with sidewalls and hence more loss in 
the area between the couplers, but since the structure is wider most of the power 
is inside the waveguides. More importantly, for the given set of parameters, TE 
and T M  coupling lengths are equal. Therefore, to realise a PI single resonator by 
using strip waveguides with WGH =  0.34pm, and directional couplers based on 
the same waveguides with Sep =  0.19pm, the waveguide width should be set to 
0.34pm, and length of the coupler to 5.6pm. The latter could be read directly 
from the figure 4.18. The last part of the design is an appropriate choice of a 
racetrack resonator radius, which is driven by loss issues, and the required FSR 
of the device.
A further increase of a waveguide width for WGH — 340nm has implied an 
exponential nature of the Ln- W G W dependence. Nonetheless, differences in prop­
agation between the modes appear again and become stronger and stronger as we 
move away from the point where L /e zh L™, which is at W GW pi = 0.34pm.
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Figure 4.17: Propagation of TE  (Ex) and TM  (Ey) modes in an SOI strip direc­
tional coupler with WGH =  0.34pm, W G W  =  0.24pm, and Sep =  0.16pm
The 3D graph in figure 4.19 is a demonstration of such a behaviour on a coupler 
with WGH =  0.34pm , W G W  =  0A5pm  and Sep =  0.21 pm. It shows that a TM  
mode travels faster for wide waveguides and results in a significant increase in Ln. 
If we compare the TE mode from the graph 4.19 where W G W = 0A5pm , and 
Sep =  0.21 pm  and the TE mode from the graph 4.18 where W G W =  0.34pm  and 
Sep =  0.19pm  we can see that length of the coupler necessary to support 2 full 
TE  transitions is 3 times longer for the wider waveguide. The fact that a TM
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Figure 4.18: Propagation o f TE  (E x) and TM  ( f t )  modes in an SOI strip direc­
tional coupler with WGH =  W G W  =  0.34pm and Sep =  0.19pm
mode travels faster for relatively wide strip waveguides is interesting as in a rib 
waveguide a TE mode transfers faster than a TM  mode.
The results for combinations of waveguide widths and separations for the case 
WGH =  0.34pm  are summarised in corresponding f t -W G W  graphs. Two exam­
ples are given here for illustration: figure 4.20 for Sep =  0.16pm and figure 4.21 
for Sep =  0.21 pm. Ln-W G W  graphs look similar for other separations from 
the range 0.1 pm — 0.2lpm with the only difference in the obtained values for f t .
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Figure 4.19: Propagation of TE mode (top graph) and T M  mode (bottom graph) 
in an SOI strip directional coupler with WGH = 0.34pm, W G W  =  0.45pm and 
Sep =  0.21 pm
As expected, the wider the separation - the bigger the coupling length. Since we 
want to keep a resonator circumference at the minimum, a coupler should be short, 
implying small separations, which is on the other hand restricted by fabrication 
capabilities. For example Sep < 0.1 pm is at or beyond the limits of the tools 
available. Hence, separations above 0.1 pm should be used.
In conclusion of this part, the polarisation independent waveguide width for 
a height of 0.34pm was found to be around 0.34pm at all separations, which
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Figure 4.20: The coupling length (L /) as a function of W G W for an SOI strip 
directional coupler with WGH =  0.34pm and Sep — 0.16pm.
Figure 4.21: The coupling length (L„) as a function of W G W for an SOI strip 
directional coupler with WGH =  0.34pm and Sep =  0.21 pm.
implies that square-like shape of strip waveguides is the most suitable for designing 
polarisation independent couplers. Modelled coupling lengths generally predict 
similar behaviour of the modes for waveguide widths below 0.4pm. Above this 
value the TE and T M  curves are more and more distant and, not only modal, but 
also polarisation behaviour becomes an issue and such dimensions should not be 
used in designs.
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Modelling of strip waveguides with WGH — 0.29pm  has confirmed the nature 
of the results for WGH = 0.34pm. The best candidate for PI operation is again a 
square waveguide: W G W  — WGH — 0.29pm . In figure 4.22 is given the ft- W G W  
modelling when Sep — 0.16pm  and WGH =  0.29pm. Particularly important is the
Figure 4.22: The coupling length (ft) as a function of WGW, where WGH =  
0.29pm and Sep — 0.16pm
value for ft near the polarisation independent waveguide width W GW pi. Such a 
small value for ft (below 5pm) indicates the possibility of using ring resonators 
instead of racetrack resonators for achieving good polarisation properties. More 
precisely, insertion of a straight section in order to achieve PI could be avoided 
in this case, resulting in a shorter resonator circumference and, consequently, a 
larger FSR.
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4.3 The multi-resonator filter transfer function
Multi-resonator filters have the advantage in better flexibility to tailor the spec­
tral response. As such they have found implementations in areas such as photonic 
crystal cavities [118, 119], ring/racetrack resonators [120, 121], and planar semi­
conductor cavities [122]. The transfer function of a single resonator is described by 
periodic resonances, dips or peaks, depending on the device port being monitored. 
The presence of additional stages contributes with extra resonances to the trans­
fer function, which makes filter synthesis even more complex. When devices are 
rather small and the number of resonators large, standard BPM, FEM, FD-TD 
and similar methods, that are normally used for single resonators, are not suitable 
for efficient modelling of such small and complex devices. As previously demon­
strated, even single resonators often require decomposition into smaller parts to be 
modelled. The signal processing method is more appropriate as it does not require 
strict analysis of waveguide profile and directional couplers; it is simply based on 
observation of propagation oi e ^ k'r wave assuming coupling coefficients and 
loss are known or can be estimated. Such an analysis provides efficient insight 
into the tailoring of transmission spectra by changing coupling conditions and de­
vice geometry. The derived model from section 3.5.1 can be used to analyse the 
transfer function of lattice filters comprising two or three identical or dissimilar 
directly coupled resonators (figure 4.23). A Matlab [108] programme developed 
to simulate a response (the transfer function) of these structures is provided in 
appendix B.
A similar method can be applied to cascaded filters. Instead of equations 
3.132 we would use equation 3.135 for the transmission spectra. However, as the 
stages are separated and therefore independent there is another way of obtaining 
the transfer function at the drop port. We can simply multiply the drop port 
responses of individual resonators. This is very useful tool as we can make use of 
experimental data for single resonators from characterised test chips.
4.3.1 Modelling of lattice filters
Let us consider a lattice filter as shown in figure 4.23. To demonstrate performance 
of double identical resonators we will compare its response with a response of 
a single resonator with coupling coefficients k'0 and k[ that are identical to the 
assumed values of the ’outer’ coupling coefficients in figure 4.23 i.e. kU =  ko 
and k[ =  k2. In this way we are assuming identical coupling conditions with
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an input/output straight waveguide in both single-resonator and double-resonator 
case. Experimental responses o f previously fabricated single racetrack resonators
in p u t  p o r t
Figure 4.23: A schematic o f a lattice filter consisting of two identical racetrack 
resonators.
based on rib waveguides have been modelled by using Yariv’s model [56] giving k- 
values in a range 0.7 — 0.9. In the first example we will assume a double-racetrack 
has the following parameters: Rad =  100pm, LOC =  500pm and k0 =  k2 =  0.78. 
The corresponding single response at the drop port when Rad =  100pm and 
k'o =  k\t =  0.78 is given in figure 4.24. If the coupling between the resonators
rad=100um, coupler=500um, k0=k1=0.78
Figure 4.24: The transmission spectrum at the drop port o f a single racetrack 
resonator with Rad =  100pm, LOC — 500pm, and kQ — k3 — 0.78.
is slightly weaker (directional coupler is effectively shorter), assume k\ =  0.5, we 
obtain corresponding response at the drop port as shown in figure 4.25. It can be 
seen that possible application o f identical rib resonators is as a narrow band-pass
d r o p  p o r t
t h r o u g h  p o r t
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Figure 4.25: The transmission spectrum at the drop port o f a double lattice filter 
(from figure 4.23) with Rad =  100pm, LO C  =  500pm, k0 =  k2 =  0.78, and 
ft  =  0.5
filter. Compared to the single response in figure 4.24, graph 4.25 has much flatter 
response and better roll-off (a steeper slope). However, very careful design of the 
inner coupling coefficient f t  is needed to achieve a flat response. For example, 
when ft  gradually increases from ft  = 0 . 5  the flat peak transforms to two closely 
spaced peaks. This behaviour is expected as the transfer function of a two-level 
filter has the second order polynomial in denominator giving two poles i.e. two 
resonances in the spectrum. A  general response for randomly chosen values of 
parameters is shown in figure 4.26. Phase delay of 7r/4 in the bottom  resonator 
was also assumed to account for imperfections within the resonator.
There are applications where it is desirable for the interstitial coefficient ft  to 
be smaller than the ’critical’ value at which the response is flat. Let us now assume 
ko = k2 = 0.6 and ft = 0.12 for the structure in figure 4.23 with Rad = 100pm 
and LO C  =  500pm. It should be noted that much smaller value for ft  has been 
chosen. The corresponding single racetrack response at the through port when 
ko =  ft  =  0.6 is given in figure 4.27. Prom the double racetrack response at 
the through port in figure 4.28 we can see that the second level o f resonators 
imposed stricter condition on light propagating through the filter, resulting in a 
sharper resonance. Yet, as the coupling is not too strong, the feedback from the 
upper resonator does not cause the appearance of the second resonant dip. Such
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Figure 4.26: The transmission spectrum of a lattice filter from figure 4.23 at the 
through port, where Rad =  100pm,, LOC =  310pm, k0 =  0.82, ki =  0.66 and 
k2 =  0.73. It was also assumed that there is a phase delay of 7r/4 in the bottom 
resonator.
Figure 4.27: The transmission spectrum at the through port of a single racetrack 
resonator with Rad =  100pm, LOC =  500pm, and k0 =  ki =  0.6
experimental data will be presented in chapter 7.
Lattice filters can also be used in a form when the resonators are dissimilar.
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Figure 4.28: The transmission spectrum at the through port of a double lattice 
filter from figure 4.23, where Rad =  100pm, LOC =  500pm, k0 =  k2 — 0.6, and 
k\ =  0.12
Such a structure is shown in the figure 4.29 and it can be used to improve the FSR 
parameter. To demonstrate behaviour of structures consisting of strip waveguides
Figure 4.29: A schematic of a lattice filter made of two dissimilar ring resonators 
(Vernier rings)
we will choose smaller resonators compared to those made of rib waveguides, by 
using radii of 25pm and 20pm. Also, slightly smaller values for the outer coupling 
coefficients (for example ko =  k2 =  0.58) shall be assumed to account for higher 
losses of these waveguides (figure 4.29). A spectrum of the smaller ring (a larger 
FSR) by taking k'0 =  k[ =  0.58 (identical to the outer coefficients of the double 
ring) is given in figure 4.30. For the appropriate interstitial k\-coefficient, the two-
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Figure 4.30: The transmission spectrum of a single ring at the through port where 
Rad =  20pm and ko =  ki =  0.58.
level structure in figure 4.29 can give a better response. It can be shown [123, 81] 
that for k0 =  k2 =  0.58, ki should take value ki < 0.2 to obtain a wide-FSR  
filter. The response in figure 4.31 is an example when ki =  0.11. It shows an 
improvement in the FSR of 4 times. This is a significant improvement considering 
that it is obtained by using 20pm and 25pm rings which, individually give FSRs of 
the order of 5nm. Nonetheless, for the obtained FSR of 20nm a single ring should 
be as small as 4pm, which imposes serious loss constraints because of small bends. 
Side resonances in multi-level filter spectra are inevitable but if the ratio between 
spectral maxima and minima or so called the Extinction Ratio (ER)  is sufficiently 
large, as in the shown example, they are not too serious. Furthermore, if a smooth 
response is required, this can be achieved by using more than two resonators.
4.3.2 Modelling of cascaded filters
The schematic diagram in figure 4.32 is a typical cascaded configuration of two 
racetrack resonators. The resonators are obviously independent and we can obtain 
the transfer function at the drop port by multiplying the responses at drop ports of 
the corresponding single resonators. This approach is very practical as we can use 
experimental responses of single-resonator structures to model the expected output 
of a two- or three-level device with a higher probability of success. A particular
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Figure 4.31: The transmission spectrum at the through port of a double lattice 
filter consisting of two dissimilar rings with radii of 25pm and 20pm (figure 4.29). 
ko =  k2 =  0.58, ki =  0.11.
through port input port
Figure 4.32: A schematic of a cascaded filter made of two dissimilar racetrack 
resonators.
advantage is the fact that all factors that have not been taken into account in 
the modelling here, are included via the real data. A typical example is the 
assumption of the filter modelling above that the coupling coefficients are constant. 
However, the experimental responses of rings as small as 5pm in radius clearly 
show broadening of spectrum resonances as the wavelength increases, which was 
successfully modelled [124] after taking into account that the coupling coefficients 
are also wavelength dependent. The effect is not strong for relatively large devices 
(Rad > 20pm), but it has to be considered for small ring resonators based upon 
strip waveguides, where radii are typically below 5pm.
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To demonstrate the performance of a cascaded filter we will consider two race­
track resonators based on rib waveguides with identical couplers - LOC =  310pm 
and different radii of the bends - Radi — 50pm, Ra<k — 25pm. Their experimental 
responses have given the FSRs of 0.68nra and 0.81nm respectively. The modelling 
of the cascaded resonators shown in figure 4.33 increased the FSR by 5 times, from 
0.81nm to 4.1nm. The cascaded configuration is therefore another candidate for
Figure 4.33: A modelled response of a double cascaded filter from figure 4.32 
at the drop port. The results was obtained by multiplying experimental spectra 
of single racetracks, parameters of which are Radi — 50pm, Radk =  25pm, and 
LOCi =  LOC2 =  310 pm.
improving the FSR parameter. Resonant conditions are basically the same for 
both lattice and cascaded configurations: FSR =  m x FSRi =  n x FSR2, but 
cascaded resonators have the benefit of independent operation and possibility of 
tailoring the output by modulating only one resonator. The spectra in figure 4.34 
represents the modelled response of a cascaded filter made of two strip waveguide 
racetracks with parameters as shown in the figure. The dotted line is the response 
of the configuration at a room temperature. Unlike the previous case, the spec­
trum does not show any improvement in terms of the FSR or, in other words, we 
have a typical two-level filter response where m x FSRi /  n x FSR2 for any two 
integers m and n. After fitting the spectrum of the first racetrack into Yariv’s 
model for a single resonator [56] and by changing refractive index as if the first 
resonator is heated to 46°C, and by multiplying again with the ’’unaltered” second 
racetrack response, we obtain the spectrum with a stronger dip near A =  1.56pm.
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Figure 4.34: The dotted line: A modelled response of a double cascaded filter 
from the figure 4.32 at the through port at a room temperature. Parameters: 
Radi — 2jum, Rad% =  3pm, LOCi =  6pm, LOC2 =  4pm, W G W i =  0.34pm and 
W G W 2 =  0.3pm. The solid line: A modelled response of the device when the 
smaller-bend racetrack is heated to 46°C [124]
Hence, cascaded resonators are convenient as unadjusted responses can be tuned 
by thermal or other means. It should also be mentioned that side resonances are 
constantly present in the spectrum of multi-resonators, which is the main limiting 
factor when the Vernier effect is needed for a broad wavelength range.
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Design of the test chips
The information from the modelling and theory chapters will be utilised in this 
chapter to design four main test designs , two for the study of the rib waveg­
uide devices and two for the study of the strip waveguide devices. Each test chip 
is grouped into smaller units called cells that contain one particular sort of de­
vices with variable dimensions. All designs are aimed at shaping the spectrum of 
multi- and single-resonators, but there are also cells on the chips provided for nor­
malisation purposes, bend loss measurements, taper optimisation, and directional 
coupler experiments. In order to target the required performance and avoid the 
influence of fabrication and modelling tolerances, geometry variations of the same 
device are applied to all test chips. One way to achieve variation in dimensions 
is to use the technique as depicted in figure 5.1. In this process, known as the 
variable energy split, during photolithography, columns with the test chips are ex­
posed by the light i.e. by the energy beam, a dose of which changes from the lowest 
at one end to the highest at the other end, providing gradual and small change 
in geometry of fabricated devices. Since repeatability of the results is desirable 
in experiments, the procedure is repeated for other columns on a wafer in such a 
way that each row is subject to the same energy dose. In this way if processing 
of a chip damages any column or, if a die is contaminated, a working sample can 
be found in the same row in other columns. Another way of varying the resonator 
size is by laying out devices similar to the target device by using slightly altered 
dimensions, which will be addressed in detail throughout the following sections.
Two software tools have been used for design purposes. L-Edit [125] was 
used for producing design files (.gds files), which stepper machines need to layout 
the mask. BeamPROP [113] was occasionally employed for drawings of more 
complicated structures, including all curved devices, which are not possible to
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low dose
Figure 5.1: Die placement on an SOI wafer. Dose of the energy beam from the 
lowest at the top to the highest at the bottom of the columns
realise in L-Edit. These files are exported from BeamPROP in form of .gds files 
and joined with other parts of the device in L-Edit. In figure 5.2 a part of a cell is 
shown, containing a straight waveguide, directional couplers, racetrack resonators 
and bends, which are organised so that the space on the test chip is efficiently 
exploited. Figure 5.3 is a closer look at how devices are defined. The shown graph
bends
directional coupler
racetrack resonator
 ' V *
L-rnyinifc== *1
same dose dose
Figure 5.2: Design of waveguide device in BeamPROP [113] comprising straight 
waveguide, directional coupler, racetrack resonators and bends
is a part of a double lattice filter, where waveguides are represented by white lines 
defined by waveguide trenches on both sides (red strips in figure 5.3).
There are devices that are common for majority of test chips. A straight 
waveguide is placed next to a filter, with the same dimensions as the waveguides 
forming the filter. Its purpose is data normalisation which is necessary because
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directional coupler bends metal pad
Figure 5.3: Design of a double racetrack resonator in L-Edit [125].
the laser source efficiency is wavelength dependent. To obtain the spectrum which 
is not influenced by this effect, the response of a device should be divided by 
the response of an accompanying straight waveguide (figure 5.4). Tapers are the
Figure 5.4: A response of a normalisation (strip) straight waveguide in a range of 
1.53//m — 1.62/77n. The response is wavelength dependent as the efficiency of the 
source (tunable laser) depends on the operating wavelength (the strongest near 
1.6/7771.
second common feature. They are needed to bridge the gap in beam sizes between
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the source, typically fibre, and front side of the input waveguide. A horizontal 
taper, the height of which is constant while the width varies with a very small 
angle, is shown in figure 5.5. It functions by gradually suppressing all modes
waveguide trench taper area
Figure 5.5: Light coupling from a fibre to a horizontal taper (top-down view)
apart from the fundamental waveguide mode. The tapers on the test chips are 
10pm wide at the input side and as long as possible to minimise the loss of useful 
power (figure 5.5), which depends on the dimensions of a test chip.
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5.1 The first study of rib waveguide devices - 
test chip design no. 1
Summary. Single racetrack resonators had already been investigated at Surrey as 
a part of a student project in 2003. Further along in the project during 2004, the 
opportunity arose to design another set of similar test devices, which is denoted 
as the first test chip design of this work. The designs were aimed at further study 
of modal and polarisation issues of racetrack resonators. The focus of the author’s 
research was the investigation of tailoring the filter spectra by using multiple 
serially coupled racetrack resonators i.e. the lattice filters. Two cells containing 
double and triple lattice filters in rib waveguides are allocated on the test chip 
(figure 5.6). The configuration of identical resonators has been deployed to pursue
20mm
Cell 2 - Triple racetrack resonators
Cell 1 - Double racetrack resonators
7.2mm
7.9mm
4.8mm
k
10mm 10mm
Figure 5.6: Recommended cell placement on the first test chip.
improvement of the FWHM with the aim to maintain modal and polarisation 
properties achieved for the single racetrack in previous projects [117].
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5.1.1 Double-lattice identical racetrack resonators
It was built upon the previous work (previous test chip results) by introducing 
additional resonators to achieve a better filter response, but it is of equal impor­
tance to maintain polarisation insensitivity and single mode operation that were 
achieved on the previous test chip. Consequently, we have utilised information 
from previous designs and kept the same profiles of waveguides and directional 
couplers. There are two main groups of devices:
- WGW =  0.8pm, WGH =  1.35pm; a waveguide separation in directional 
couplers in this case is 0.5pm for directional coupler lengths of 210pm and 
310 p m , ;
- WGW =  1.0pm, W GH =  1.35pm; modelled separations for directional cou­
pler in this case are 0.4pm, for a directional coupler length of 500pm, and 
0.58pm for a directional coupler length of 1030pm.
With a waveguide profile and dimensions of a directional coupler known, the only 
remaining parameter to define is a ring radius. Rings on the previous test chip 
were typically bigger than 200pm resulting in the FSR of several hundreds pi- 
cometers. To improve this parameter the radii were reduced to 100pm and below. 
Therefore, the waveguide and directional coupler designs were repeated for each 
radius from the following array: {10,15,25,50,75,100pm}, which is summarised 
in table 5.1. By following these rules double-racetrack resonators have been de-
WGW [pm] LOC [pm] Rad [pm]
0.8 210 10-100
0.8 310 10-100
1.0 500 10-100
1.0 1030 10-100
Table 5.1: Device parameters for the first test chip
signed and organised into cells together with normalisation straight waveguides, 
as shown in figure 5.7.
5.1.2 Triple-lattice identical racetrack resonators
The same design rules have been applied to a three-resonator lattice filter, with 
few modifications to the basic topology of the resonator filters. Firstly, an extra 
waveguide (a bend) has to be added to the third resonator to redirect light to
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50|jm
Figure 5.7: The schematic of cell 1 on chip 1. The cell contains double identical 
racetrack resonators and normalisation straight waveguides.
Figure 5.8: The schematic of cell 2 on chip 1. The cell contains triple-lattice filters 
consisting of identical racetrack resonators and normalisation waveguides.
the output drop port (figure 5.8). In figure 5.9, which shows the three-racetrack 
lattice filter in L-Edit [125] layout editor, the input and output for a filter with 
WGW =  0.8pm, LOC — 210pm  and Rad — 100pm are labelled with blue arrows. 
Secondly, to fill in the unused space on the chip, the triple resonators are organised 
as shown in figure 5.8, where two filters with different coupler lengths but the 
same waveguide widths and radii are joined. Therefore, ( WGW  =  0.8pm, LOC =  
210pm) is paired with ( WGW =  0.8pm, LOC — 310pm) and, similarly, ( WGW =
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lpm, LOC =  500pm) is paired with ( WGW =  lpm, LOC =  1030pm) for each 
radius. Another mask was prepared with identical device designs and additional
■  1 4 * .H O W  O K M I M I   - .....      .
Rad = 100pm Rad = 100pm
W G W  = 0.8pm W G W  = 0.8pm
LOC = 310pm LOC = 210pm
Figure 5.9: An L-Edit [125] layout of cell 2 on chip 1
issss issr...WBSSk&saSZZ
Figure 5.10: Placement of metal heaters on the test chip 1 in L-Edit [125]
metal heaters. The purpose of these is to investigate the possibility to modulate 
the transfer function. Figure 5.10 depicts placement of the heaters on a two- 
racetrack lattice filter. By the heaters 1 and 2 the upper resonator is heated, by 
the heater 3 the bottom resonator, while the heaters 4 and 5 provide heating of
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both resonators simultaneously. Hence, the filter can be driven either separately 
or at the same time.
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5.2 The first study of strip waveguide devices - 
test chip design no. 2
Summary. The FSR in excess of lnm is not possible single racetrack resonators 
from the previous chapter. This is mainly due to the use of long couplers (200pm 
to 1mm), which were introduced to control polarisation properties. Bend radii 
were also too large, above 100pm, giving a resonator length of several milimetre. 
To reduce the length of a resonator and increase the FSR we need to use bend radii 
as small as 5pm, which is not possible with rib waveguides. Shrinking resonator 
size is therefore related to the change of waveguide geometry. In this section we 
will aim at a large-FSR devices by using small single resonators: single rings and 
single racetracks made in strip waveguides. Cells dedicated to the investigation 
of the Vernier effect, directional couplers and bends in strip waveguides are also 
included. The whole design was a part of a bigger project which, due to designs of 
other co-workers, resulted in splitting the author’s devices into two test chips as 
shown in figure 5.11. Part II contains straight waveguides and directional couplers,
Figure 5.11: Cell placement on the second test chip
while the remaining designs are in Part I. Cell placement on this chip is shown in 
figures 5.12 and 5.13.
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,Q<j>||.6-P<?nds
t
15mm
Figure 5.12: Cell placement on the second test chip - part I
Cell 8 - Directional couplers
Cell 7 - Straight waveguides
10mm
Figure 5.13: Cell placement on the second test chip - part II
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5.2.1 Straight waveguides
Straight waveguides have been added to the study to investigate the influence of 
waveguide cross-section size and taper length on the power transmission. The 
goal is to maximize the output power for both polarisation modes by enlarging 
waveguide cross-section and using long tapers. The study is therefore intended to 
find an optimum taper length and waveguide heights and widths. Design of the 
straight waveguide as used on the test chip is given in figure 5.14. The modelling
taper
Lo 10mm - Lo Lo
Lo = 500, 1000, 1500, 2000, 2500pm  
W G W  = 0.30, 0.34, 0.38pm
Figure 5.14: The schematic of cell 7 on chip 2. The cell is used for testing straight 
waveguides
suggested waveguides satisfying the relation WGWx WGH < 0.10pm2 for a rectan­
gular cross-section (section 4.1.2). As a waveguide height is fixed at either 0.29pm 
or 0.34pm, waveguide widths have been chosen so that WGW  x WGH is less or 
near 0.1 pm2. More precisely, the following widths are chosen: WGW  =  0.30pm, 
WGW — 0.34pm and WGW =  0.38pm. The first two values have been selected for 
obvious reason to realise square waveguides for which the modelling has indicated 
polarisation insensitivity, while the width of 0.38pm was added to investigate flexi­
bility of the single-mode (SM) condition, which suggests WGWx WGH < 0.10pm2, 
while, obviously, in this case: 0.38pm x 0.34pm > 0.10pm2.
Each of the waveguide types is combined with 5 different horizontal tapers 
determined by the length: L0 =  {0 .5 ,1,1.5,2,2.5mm}. 0.5mm long horizontal 
tapers were used in all designs prior to this test chip. We will outwardly use the 
same design of the taper in terms of the input width - 10pm, while the width at 
the other taper end (the end where a waveguide ” begins” ) has to match actual 
waveguide width. Therefore, the height and widths of the taper are fixed, while 
the length of the taper is gradually increased by 0.5mm steps from 0.5mm to 
2.5mm, in turn for all waveguide profiles. More precisely, the taper length i.e. the
110
Autoregressive optical add/drop. Chapter5: Design o f the test chips
taper angle are the variables in the taper design, aiming to find the optimal length 
at which the output power is at the maximum. It can be seen from figure 5.14 
that the design is made symmetric so that both sides of a test chip can be used 
as the input ports.
5.2.2 Directional couplers
A test device that is used for an investigation of a strip waveguide directional cou­
pler is given in figure 5.15. The coupler branches are separated by approximately
R = 75(jm
LOC = 2, 4. 6. ... 20. 23. 27, 32, 38, 45, 53, 62, 72miti W G W  = 0.30, 0.34|jm
2 x Ls = 10mm - 2 x 1000pm -  2 x 200pm  -  LOC SEP = 0.12pm
Figure 5.15: The schematic of cell 8 on chip 2. The cell contains directional coupler 
test devices
100pm to prevent an input beam from coupling into both waveguides. A large 
value is also selected for waveguide bend radius of R =  75pm to minimise bend 
loss. The directional coupler as modelled in the previous chapter is represented 
by the yellow straight section in the same figure. The modelling suggested small 
separations to keep the coupling length at a minimum but fabrication tools restrict 
the use of separations smaller than 0.1 pm. This value has been chosen for ring 
resonators since the region where the coupling takes place in this case is very short 
and very small separations are needed to obtain a small coupling length for the 
modes. A slightly bigger value was selected for racetrack resonators. The increase 
of 0.02pm in separation should not greatly increase coupling length, but it allows 
for easier fabrication. Consequently, separation Sep =  0.12pm has been selected 
as a value for a waveguide separation in the coupler given in 5.15. Finally, a length 
of the coupler - LOC , is a variable parameter. Therefore, the aim of the design
111
Autoregressive optical add/drop.. Chapter5: Design o f the test chips
is to find optimal directional coupler performance for the fixed set of parameters 
{W G W , W GH, Sep) by varying the LOC.
The coupler is tested by measuring powers at both output ports (blue arrows) 
when either of the input waveguides is excited. The aim is to locate the coupler 
length which provides the best transfer from one to the other coupler arm. Fur­
thermore, the coupler length should be optimised to provide maximum transfer for 
both modes simultaneously if the device is to be polarisation insensitive. The mod­
elling of a strip straight waveguide and a strip directional coupler have indicated 
0.29pm, x 0.29pm and 0.34pm x 0.34pm waveguide profiles for PI operation. As a 
result, waveguide widths of 0.30pm and 0.34pm and waveguide heights of 0.29pm 
and 0.34pm will be combined with lengths of the coupler in the range 2pm—72pm 
to pursue polarisation independent strip waveguide directional couplers.
5.2.3 Single ring and racetrack resonators
Good polarisation and modal properties of single resonators based upon rib waveg­
uides can be achieved but this comes at the cost of a degraded FSR. For illus­
tration, the value of several hundreds picometers is approximately by two orders 
of magnitude smaller than the desired value of over 30nm. Vernier devices on rib 
waveguides have been proposed to increase the FSR to several nanometers and they 
will be analysed on a test chip no. 3. Results above lOnm are theoretically possible 
by this configuration but side peaks/dips, which are typical for multi-resonators, 
can have intolerable amplitudes. A part of the project on strip waveguides was to 
improve the FSR beyond 30nm by using small single resonators. A general rule 
for the SOI platform is: if the FSR is to be larger than 20nm, circumference of 
the resonator has to be below 30pm., which corresponds to ring resonators with 
radii of 5pm and smaller.
A schematic of a cell containing single ring resonators is shown in figure 5.16. 
To maximise the usage of the space on the test chip, devices on the left-hand 
side were copied and rotated once horizontally and once vertically and fitted into 
the space occupied by the original device. This can be very beneficial to study 
repeatability of the response and also to have a spare device if either of them is 
damaged or contaminated. Owing to the discussion of a required ring size, radii 
of ring test devices range from 2pm to 5pm. An output waveguide with a bend 
radius of 25pm is included to redirect light to the drop port at the input side of the 
test chip. A value of 25pm was chosen since strip waveguides are not considered 
as critical regarding bend loss, provided a radius of a curvature is bigger than
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Figure 5.16: The layout of cell 1 on chip 2. The cell contains single rings.
20//m. Therefore, propagating modes should not be affected in this part of the 
device. Straight waveguides are added for normalisation purposes.
Ring resonators have a good FSR but potential danger lays in polarisation 
sensitivity, therefore, it is usually very difficult to match responses for TE and 
TM modes. The modelling predicts small (< 10pm) and similar values for the 
TE and TM coupling lengths for certain separations. Thus, it may be possible to 
adjust the resonator to the regime near polarisation independence (PI) without 
significant decrease in the FSR, which appears due to a longer circumference 
of racetrack resonator when compared to ring resonators. However, there is an 
advantage in using the racetrack configuration because of more efficient mode 
coupling (for both modes) within a directional coupler; the coupling area of a 
racetrack is simply longer than the corresponding area of a ring with the same 
bend radius, which normally enhances the power transferred to the resonator 
from the input waveguide. Furthermore, these racetracks can be utilised to build 
Vernier elements to improve the FSR even further.
A schematic of a single racetrack resonator on the second test chip is shown in 
figure 5.17. Resonator bends are designed by using the same radius range as for 
rings: Rad =  2, 3,4, 5pm. Each radius in the design is repeated for three lengths
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Figure 5.17: The layout o f cell 2 on chip 2. The cell contains single racetracks.
o f a directional coupler determined by the values obtained in the modelling of a 
strip directional coupler. For example, a PI coupling length (L^1) o f the coupler 
when W G W  =  0.34pm, W GH  =  0.34pm and Sep =  0.12pm was estimated to 
be L^1 ~  5.5pm. To target the optimum directional coupler, this device was, 
for the given bend radius, repeated twice more, with coupling lengths of LOC =  
5.5pm ±  0.5pm. Identical procedures were applied to the other device designs 
consisting of racetracks. This step was a measure of precaution as the modelling 
did not take into account the influence of the areas outside the straight part of 
the directional coupler, where coupling also happens. Since, in actual racetrack 
resonators, coupling happens in areas outside straight section, this indicates that 
a slightly shorter coupler should be used than suggested by the modelling. A 
bigger value, LOC A- 0.5pm, was also added to account for possible tolerances. 
A  separation has been increased from Sep =  0.1 pm (used for rings) to 0.12pm 
to ease fabrication. We could see from the modelling o f directional couplers in 
strip waveguides (section 4.2.2) that for W G W  < OApm, this value for Sep should
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not increase coupling length by a great amount. The values exponentially rise if 
WGW  > 0.4pm. Coupling lengths are however bigger for Sep =  0.12pm than for 
Sep =  0.1 pm and it is not recommended to use much bigger values than 0.12pm 
as this would lead to a need for much longer couplers (figures 4.20 and 4.21).
5.2.4 Double-lattice Vernier ring and racetrack resonators
Another advantage of studying single resonators is that the results can be used 
to analyse the spectrum of multi-resonators. The transfer function of an N-stage 
filter contains N resonances, each of them being related to a corresponding single 
resonator, which can be used to correct the transmission spectrum of a multi­
resonator. Single rings should be sufficient to meet standards imposed by EDFA 
sources in terms of the FSR, however, the specific shape of the higher-order filter 
transfer function can be of interest for the improvement of the response and, in 
particular, for the design of band-pass filters. Furthermore, multiple dissimilar 
resonators, or so called the Vernier elements, are worth considering despite the 
propagation loss issues (a large circumference of a multi-resonator) because of a 
potentially better FSR when compared to the FSR of single resonators making 
the multiple-stage filter. Nevertheless, the loss influence could be reduced if bigger 
radii are used as this would still give a larger FSR than the single configuration. 
Also, racetracks could be used in these cases to reduce polarisation sensitivity, 
which is typical for very small rings. If the choice of parameters is correct such 
a design could provide filter with good amplitude and phase response in a broad 
wavelength range. Although identical resonators could improve the FWHM as 
proposed for the rib resonators in the previous section, these designs and exper­
iments were abandoned due to a lack of a chip space. Thus, multi-resonators on 
this design are primarily aimed at tailoring the FSR.
A Vernier device design made of two resonators is similar to the design of a 
single resonator and it is shown in figures 5.18 and 5.19. The bigger resonator 
is at the bottom closer to the input side, to provide more power for the next 
stage (the losses in smaller resonators are higher because of tighter bends). The 
output S-bend is used to guide light to the drop port by gradually increasing the 
gap between input and output waveguides towards the far end. After passing two 
resonators, light is progressing in the same direction as the input signal, there­
fore, a redirection bend is not necessary, but the radii of resonators are relatively 
small, only several microns, making input and output waveguides very closely 
placed. To ensure coupling into only the input waveguide, the input and output
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Figure 5.18: The layout of cell 3 on chip 2. The cell contains Vernier double rings 
in the lattice configuration.
Figure 5.19: The layout of cell 4 on chip 2. The cell contains Vernier double 
racetracks in the lattice configuration.
waveguide are separated to a safe distance by using the S-bend. Rings are paired
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as follows: {Radi, Rack) — {(2pm, 3pm); (3pm, 4pm); (4pm, 5pm )} on waveguides 
with WGH =  {0.29pm, 0.34pm} and WGH =  {0.30pm,0.34pm}. The distance 
between the input waveguide and the first ring, the second ring and output drop 
waveguide and between rings is 0.10pm to maximise coupling and maintain con­
sistency with the single ring resonator cell. The total width of the S-bend is 40pm, 
which, for a minimum height of two resonators of 10pm, gives a minimum distance 
between the output ports of 50pm. This is, from previous experience, estimated 
as a safe minimum distance between two subsequent devices. It is also used as a 
distance between filters and normalisation waveguides.
Similarly, combined racetrack resonators are designed by using single racetrack 
resonator profiles (figure 5.19). Combinations of racetrack radii are as follows: 
{{2pm, 3pm); {3pm, 4pm); {4pm, 5pm)}, each of them being repeated for three 
closely chosen values for a target length of the coupler (see single racetrack design 
in figure 5.17) and for a fixed separation of 0.12pm.
5.2.5 Single high transmission cavities
High transmission cavities (HTC) are sometimes considered as better candidates 
than the curved resonators such as rings and racetracks as, theoretically, they 
give higher transmission bandwidth. Manolatou et al proposed a two-dimensional 
cavity with a polygonal shape [126], with a bandwidth exceeding lOOnm and the 
transmission greater than 95%. This structure acts as a low-Q resonator where the 
mode matching and, consequently, the loss has been improved by using reflective 
mirrors instead of bends (figures 5.20 and 5.21). Hence, theoretically it is possible 
to build small resonators with a lower transmission loss. However, for this to work, 
the corners require particularly careful design. There were not modelled here due 
to lack of memory for 3D FDTD approach. Instead, the mirror-corners were used, 
as proposed by Lim [127] for polysilicon. L-Edit [125] layout of this device is 
shown in figure 5.21. The straight section of the cavity was designed by using the 
results from directional coupler modelling; in order to target the best performing 
directional coupler, three lengths are used as targets and two offset lengths. In 
other words the design of the HTC cell is the same as the design of racetrack cell 
with the difference that HTC is used instead of a racetrack. It should be noted 
that variations for different bend radii are not necessary, because the profile of the 
’’mirror” is directly determined by waveguide width and the chosen angle of 45° 
(see figure 5.20).
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Figure 5.20: The layout of cell 5 on chip 2. The cell contains HTC devices.
Figure 5.21: L-Edit layout of a HTC on the test chip no. 2
5.2 .6  S -bends
The primary goal for investigating bends is an estimate of loss in ring resonators (or 
bends in racetrack resonators) for different bend radii. To study the bend loss, the 
bend is designed in form of a modified, unfolded ring as shown in figure 5.22. The 
remaining space on the test chip was enough for investigation of only one waveguide 
width which is in this case 0.34pm. Bend radii are (2pm, 3pm, 4pm, 5pm} as these 
structures are used for the ring and racetrack resonator designs. Finally, straight 
waveguides with WGW  =  0.34pm are added as normalisation devices.
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Figure 5.22: The layout o f cell 6 on chip 2. The cell contains S-bends.
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5.3 The second study of rib waveguide devices - 
test chip design no. 3
Summary. The second study of rib waveguide type devices was intended to ad­
dress implementation of Vernier configurations in rib waveguides. Both lattice and 
and cascaded configurations have been investigated. In addition, the adjustments 
of the coupling between resonators have been applied to a lattice filter by chang­
ing the separation between resonators (i.e. the interstitial coupling coefficient) in 
order to tailor the spectrum. To be consistent with the previous study, waveguide 
profile has not been changed, thus 0.8pm and 1.0pm rib waveguides have been 
used. Resonators have the shape of racetracks to maintain good control over po­
larisation. Apart from a straight normalisation waveguide added to each device, 
two sections with straight waveguides have been added for loss experiments and 
potential fabrication of devices such as gratings by using the Focused Ion Beam 
(FIB). An important difference to previous designs is in the design of the tapers. 
Since the experimental results from the first rib waveguide design showed unex­
pected extra resonances, it was suspected that the tapers have not been successful 
in suppressing higher order modes. For this reason the tapers have been removed 
from this design. Performance i.e. the transfer function of devices is not likely to 
be influenced by this change but larger coupling loss is expected. The final part 
of chip no. 3 study is investigation of the coupling issues in the directional coupler 
for 0.8pm-waveguides. Two basic designs are used to investigate coupling between 
a resonator and a straight waveguide. Finally, it should be noted that cells are 
organised into two vertically separated smaller test chips. The width of 10mm 
is sufficient for the lateral dimension of a chip i.e. to accommodate the proposed 
devices (figure 5.23), which contributes to saving in the chip space and also in 
management of the loss as wider test chips would only unnecessarily increase the 
propagation loss.
5.3.1 Straight waveguides
A total of 16 straight waveguides have been included in two separate cells (cells 
2 and 5 in figure 5.23), with the first part of 10 devices at the bottom of test 
chip and remaining 6 waveguides in the middle. The straight waveguide sections 
are aimed at propagation loss experiments and study of device performance in 
different parts of the test chip. More precisely, since the devices on the test chip
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Figure 5.23: Cell placement on the third test chip
close to the bottom  and top edges are more likely to be damaged due to dicing 
and other processes, the bottom  cell with straight waveguides was repeated in the 
layout and placed in the middle o f the test chip to investigate possible differences 
in performance e.g. in output power (figures 5.23 and 5.24)
5.3 .2  D irectional couplers
The study of the directional coupler is particularly important for this test chip 
as one of the important aims is to investigate the efficiency of the coupling be­
tween resonators and waveguides making a filter as this directly influences the 
shape o f the output characteristics i.e. the transfer function. This could be car­
ried out by studying the coupling through observation o f the transfer function of 
a directional coupler when its parameters (shape, dimensions) vary. Two basic 
coupler designs have been suggested. Test device 1 (figure 5.25) is a prototype 
o f a directional coupler between two racetrack resonators. Outside the straight 
section, both waveguides are bent, acting as actual resonator bends. Test device 2 
is composed of one straight waveguide and a branch of directional coupler which
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6 devices
V
r
p ;  Cell 2 ■
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v
Figure 5.24: The layout o f cells 2 and 5 on chip 3. The cells contain straight 
waveguides.
Figure 5.25: The layout o f cell 4 on chip 3. The cell contains two types o f direc­
tional couplers.
corresponds to the coupling area between input/output straight waveguide and a 
racetrack resonator.
There are several important aspects o f the design. By using different bend 
radii (Rad =  (50pm, 100pm , 200pm , 300 //m }) loss dependence o f the coupler on
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the curvature radius can be estimated. Behaviour of cross-state TE or TM mode 
is also important to address. If power transfer is different for TE and TM modes, 
an initially polarisation insensitive device can become polarisation dependent. Fi­
nally, polarisation conversion can be quantitatively determined for both designs 
at given bend radius as this was an issue on few previous masks containing rib 
waveguides. To minimise the possibility of multi-mode behaviour, 0.8pm waveg­
uides have been deployed instead of 1 pm waveguides as the latter are more likely 
to support higher-order modes. The remaining coupler parameters have been 
repeated from previous rib test chip: Sep =  0.5//ra, LOC =  400//ra.
5.3.3 Double-lattice Vernier racetrack resonators
The study of lattice racetracks is divided into two sections, one with two greatly 
dissimilar racetracks, for example 100pm and 50pm, and another one with two 
similar resonators, where the radii are different by 0.5pm (figure 5.26). Two similar
Cell 1A - Similar i 
LOC = 500pm. WGW = 1.0pm
LOC
• .'i Sep1-— *y  
(fixed) f Rad2 )  (Radi, Rad2) =
(200pm, 100pm)
(3 variations) [
Sep1 (
C (fixed)------y
Radi > R
(100pm, 50pm) 
ad4  (50pm,25pm)
1C: LOC=1030pm 1D:LOC=500pm
Sep1=0.58pm Sep1=0.4pm
Sep2={0.63pm, 0.68pm, 0.73pm} Sep2={0.44pm, 0.48pm, 0.52pm}
LOC
z  i Sep1— 
(fixed)
V Sep2 
(3 variations) 
Sep1 
<=—) (fixed)
Rad2
Rad1=Rad2+0.5 n
(Radi, Rad2) = 
(200pm, 199.5pm) 
(100pm, 99.5pm) 
(25pm,24.5pm)
' ’1
J 1A:LOC=500Mm 1B: LOC=1030Mm
Sep1=0.4pm Sep1=0.58pm
Sep2={0.44pm, 0.48pm, 0.52pm) Sep2={0.63pm, 0.68pm, 0.73pm)
Figure 5.26: The layout of cell 1 on chip 3. The cell contains similar and dissimilar 
double Vernier racetracks in the lattice configuration.
resonators should as single stage filters produce similar transfer functions in terms 
of position of resonances and the FSR. Consequently, ra and n in the condition 
ra x FSR\ =  n x FSR2 have to be large for the Vernier condition to be satisfied. 
The outcome is a very large overall FSR: FSRtotai =  m x FSRi =  n x FSR2. 
The aim is to investigate the response of both similar and dissimilar categories
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and identify a configuration with less influential side resonances that always ap­
pear due to overlapping of the single resonator peaks/dips. Larger waveguides 
- 1.0pm have been used as they generally gave better response in the charac­
terisation of the test chip no. 1 in terms of loss, which is important for multi­
stage filters as light is meant to propagate through two stages. Separations 
and coupler lengths were replicated from the designs where polarisation inde­
pendence was achieved: Sep =  {0.40pm, 0.58pm} and LOC — {500pm, 1030pm } 
respectively. As previously, the coupling was deliberately altered in the mid­
dle section, between two resonators, by increasing the separation to investigate 
the possibility of achieving a box-shape filter response as predicted by mod­
elling in the figure 4.25 together with the improved FSR. Each device design 
has been repeated for three separations obtained by increasing initial separa­
tion by steps which are approximately 10% of an original value. For example, 
if a separation of Sep — OApm is used for input and output directional cou­
plers, then separations 0.44pm, 0.48pm  and 0.52pm  are used for the directional 
coupler between racetracks. This increase of the gap decreases the interstitial 
coupling coefficient leading to a more box-like shape of the spectrum. The rule 
was used to design device with following combinations of radii: (Radi, Rad2) =  
{(200pm, 100pm); (100pm, 50pm); (50pm, 25pm )} for dissimilar resonators and, 
(Radi, Rad2) — {(200pm, 199.5pm); (100pm, 99.5pm); (25pm, 24.5pm)} for simi­
lar resonators.
5.3.4 Double-cascaded Vernier racetracks resonators
The cell with cascaded resonators have been built upon the racetracks from the 
lattice resonator section. As shown in figure 5.27, couplers are not directly cou­
pled but connected through a so-called transmission line. This configuration may 
have advantages over lattice filters sine the condition m x FSRi =  n x FSR2 is 
easier to satisfy considering the fact that there is no mutual interaction between 
the resonators. In this case the inner coupling section was left unchanged, and 
the separation has not been increased. The main reason is that in this way the 
configuration can be considered as consisting of two individual racetracks as used 
on the previous test chip and, therefore, its transfer function at the drop port can 
be modelled as a product of single responses and as such compared with an exper­
imental response. Otherwise, a comparison could not be made if the separation is 
altered. Secondly, as the coupling between the resonators develops in two phases: 
resonator-waveguide-resonator, it is not quite clear how to control coupling when
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two separations need to be changed. As previously, both similar and dissimilar 
Vernier configurations have been used to investigate the Vernier effect.
r
(RacH, Rad2) = 200|jm , 199.5pm  
100pm, 99.5pm  
j 50pm, 49.5pm
' (LOC, W GW , Sep) = 1030pm, 1.0pm, 0.58pm  
500pm, 1.0pm, 0.4pm  
310pm, 0.8pm, 0.5pm
(R ad i, Rad2) = 200pm, 100pm  
100pm, 50pm  
(LOC, W GW , Sep) = 1030pm, 1.0pm, 0.58pm  
500pm, 1.0pm, 0.4pm  
310pm, 0.8pm, 0.5pm
Figure 5.27: The layout o f cell 3 on chip 3. The cell contains similar and dissimilar 
double Vernier racetracks in the cascaded configuration.
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5.4 The second study of strip waveguide devices 
- test chip design no. 4
Summary. The second study of strip waveguide devices is aimed at further im­
provement of the FSR by using even smaller ring resonators and, also, at further 
investigation of Vernier double ring resonators, but this time by using cascaded 
architecture (figure 5.28), unlike the test chip 2 where the lattice configuration 
was used. Tapers have been included in all designs. Unlike rib waveguides, loss
1.4mm Cell 2 -  Single ring resonators
5.9mm
4.5mm Cell 1 -  Cascaded ring resonators
20mm
Figure 5.28: Cell placement on the fourth test chip
is very influential in strip waveguides and properly designed tapers are essential. 
The experiments on straight waveguides with variable taper length, from test chip 
2 have shown that waveguides with longer tapers give stronger signals at the out­
put, which is crucial if signal is to be detected at the drop port of multi-stage 
filters. By analysing the results from test chip no. 2, it was decided to use two ba­
sic waveguide widths: WGW =  (0.34pm, 0.38pm}, a separation of Sep =  0.12pm 
and a waveguide height of WGH =  {0.29pm} and, also, to apply an energy split 
along wafer columns to achieve variations in geometry. The separation for rings 
designs on test chip 2 was set to 0.10pm; 0.12pm is used on this test chip to 
investigate influence of such a small increase on a ring resonator performance.
5.4.1 D ouble-cascaded  Vernier ring resonators
Cascaded ring resonators are formed by joining a lOyra-ring, an S-bend, a straight 
waveguide and another smaller ring where a radius takes values from: Rad =  
{1.5pm, 2pm, 3pm, 4pm} (figure 5.29). Contrary to the previous test chip, where 
coupled rings are relatively similar in size (5//m with 4pm, 4pm with 3pm etc),
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Figure 5.29: The layout of cell 1 on chip 4. The cell contains dissimilar double 
Vernier rings in the cascaded configuration.
one bigger and one smaller ring have been selected for this design. Two very 
small rings give a good FSR but resonances for single rings are relatively close 
and broad, resulting in several strong double-peak resonances. This was noticed 
on previous strip test chip and it was decided to make an attempt to reach the 
Vernier condition by coupling a ” big” ring of 10pm, that gives relatively narrow 
resonances, with a small ring (< 5pm), where resonances are wider. Such a 
configuration may result in better response for a correct choice of rings sizes as in 
this case resonances of single rings are more separated than in case with two similar 
rings. Big S-bends have been used to separate input and output waveguides. If 
only straight waveguides were used, it would be very difficult to distinguish input 
and output waveguides (ports). Furthermore, S-bends are designed in such a way 
that extra loss is minimised, and a smooth transition has been achieved by using 
2.5mm long S-bends, with a radius of curvature of 40pm.
5.4.2 Single ring resonators
The maximum measured FSR for single ring resonators on previous test chip was 
approximately 43nm by using 2pm rings. The maximum reported FSR on single 
resonators in SOI is around 50nm. The aim of this cell is even further improvement 
by using rings smaller than 2pm. The cell is consisted of 2pm and 1.5pm rings 
accompanied by a normalisation waveguide (figure 5.30). 2pm rings have been 
included for comparison with the results from the test chip no. 2, which also 
contains 2pm, single-ring designs.
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Figure 5.30: The layout o f cell 2 on chip 4. The cell contains single rings.
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Chapter 6 
Experimental methodology
In this chapter an overview of experimental methodology is given. It is organised 
into two main parts: samples fabrication and preparation and measurement tech­
niques. In the previous two chapters a range of devices have been proposed and 
designed to cover a wide range of potential performance. Even though a lot of 
effort has been put to layout devices with small fluctuations in projected perfor­
mance, detailed modelling and accurate designs do not necessarily guarantee the 
expected response. Processing of test chips and measurements may, to a certain 
extent, alter device performance. To understand and explain such issues this chap­
ter is added as a summary of experimental methodology that is typically used in 
preparation and characterisation of test devices like those presented in this thesis.
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6.1 Samples fabrication and preparation
Test chip layouts presented in the design chapter in the form of .gds files are the 
input data for the fabrication; the stepper machine exploits this information to 
produce test chips. Fabrication and preparation for characterisation have been 
carried out at the Intel Corporation in Israel by Mr D Hak, Mr O Cohen (designs 
no. 1 and no. 3), and Dr A Miehaeli and Dr M Salib (designs no. 2 and no. 4). 
Although samples preparation was not the major part of the author’s project, 
due to its significance briefly introduced above, the basic facts of wafer process 
flow, polishing procedure, anti-reflection coating and scanning-electron microscopy 
are provided in this section. Certain details have been omitted as proprietary 
information of the Intel Corporation.
6.1 .1  W afer process flow
The starting point of fabrication is a blank SOI wafer (figure 6.1). Test chips 
are made upon it by etching, implantation or deposition of various materials. As
*
Figure 6.1: An SOI wafer [128]
devices of interest in this work are made in the SOI material platform, SOI wafers 
are needed. A common method for manufacturing high quality economical SOI 
wafers from silicon wafers is Separation by IMplantation of OXygen (SIMOX). 
The process consists of only two basic steps (see figures 6.2 and 6.3):
1 Oxygen ions are implanted to form a layer within the silicon wafer (figure 
6.2). Upon this, the Buried OXide (BOX) layer will be made.
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oxygen ions
^ ^ ^ ^ ^
Figure 6.2: Implantation of oxygen ions into silicon wafer
2 A high temperature furnace completes the formation of the buried insulating 
layer of silicon dioxide (figure 6.3).
the top crystal silicon
— BOX
layer where the devices 
will be built (overlayer)
«
bulk silicon wafer
Figure 6.3: Formation of the insulating layer in silicon wafer
An SOI wafer used for fabrication of the test chips in this work are 154.2mm in 
diameter, with the overlayer of 1.5pm and the BOX thickness of 0.375pm, made 
by IBIS Corp [129].
Despite the differences because of using different steppers for printing rib and 
strip masks, general wafer process flow can be summarised in a few basic steps:
- W et oxidation. In this process the top surface of the silicon is oxidised to 
create silicon dioxide (often called as Field OXide or FOX layer), which is 
necessary to act as a hard mask for defining the waveguides. This step is 
introduced as the formed layer is more robust to deep etching than conven­
tional photoresist.
- Wafer pattering. Photoresist is spun onto the top of the wafer and baked. 
The wafers are then introduced into a stepper. The final step in this phase 
is photoresist exposure. To allow for slight variations in device dimensions 
which would help to achieve targeted dimensions, several exposure times of 
the energy beam were used to expose the photoresist as it was pointed out
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at the beginning o f the chapter 5. For example, figure 6.4 represents a wafer 
map with printing conditions for the second test chip. Chips at the top
Figure 6.4: Wafer map and printing conditions for the second test chip [prepared 
by Albert Miehaeli o f the Intel Corp]
of the wafer are obtained by using shorter exposure times, while those at 
the bottom  by using longer exposure times. To check reproducibility o f the 
results it is necessary to have more ” identical” chips. For this reason energy 
levels are kept the same along the rows and gradually increased from the top 
towards the bottom  along the columns.
- Removal of the exposed and cleaning of the unexposed resist. The
wafers are first placed in a chemical solution that develops and removes the 
exposed photoresist. In the process known as ashing the wafers are subjected 
to an oxide plasma and then immersed in a hot sulphuric acid bath to clean 
unexposed resist.
- Oxide and silicon etching. In this phase the wafers are loaded into an 
etcher to remove the material not protected by the unexposed photoresist. 
The wafer is placed in a chamber filled with a gas that reacts with material 
to be etched. In the first phase the FOX has been removed down to the 
silicon overlayer by using the etcher preferential to the oxide. In the second 
phase the wafers are placed into another etcher whose etch is preferential to 
silicon.
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- Oxide deposition. Even though optional, this step is critical for the sample 
preparation. The oxide layer formed on the top of the waveguides gives has a 
protective role, which is particularly useful for the polishing process. Given 
in a figure 6.5 is a SEM of a device damaged during sample preparation 
process. SEM photos have shown no damage after fabrication for the chips
Figure 6.5: Broken devices on the third test chip. Given photo is pretty typical 
view o f the wafer fabricated without an oxide.
protected by an overlayer. This indicates that the most likely cause is the 
polishing; the test chips have been mass polished by bonding several dozen 
die together and polishing them all at once. When they are de-bonded they 
are being damaged if not protected by the oxide.
- Wafer dicing and sample preparation. Once fabricated wafers have to 
be diced into test samples and prepared for testing, which will be the focus 
o f the sections that follow. An example o f a successfully fabricated device is 
given in figure 6.6, which shows a cross-section view of a rib waveguide from 
one of the test die o f the first design.
W ithout losing generality we will give a brief overview of samples processing for 
the second test chip, thus, from one of two test designs containing strip waveguides 
devices. The fabrication process for the second strip mask (test chip no. 4) was 
on many levels similar. Wafer map and printing conditions for the fourth test 
chip differed from the procedure applied to the second mask in the number of 
samples per column and row - 8 instead of 5 (figure 6.4). The second difference
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Figure 6.6: A cross-sectional SEM of a straight waveguide from the first test chip 
[W. Headley, University of Surrey].
was in the etch process flow, while lithography process remained the same by 
applying 193nm Deep UV Lithography [130]. The second test chip wafers were 
processed through hard-mask (HM) deposition, HM etching, Si-etching and wet 
cleanse while the fourth test chip wafers were processed through HM etching, Si- 
etching and wet cleanse. Preliminary inspection of processed wafers have shown 
satisfactory agreement with the targeted structures. The targeted strip waveguide 
heights are 0.34pm and 0.29pm for the second test chip design, while a cross- 
sectional SEM of a fabricated sample has shown the thickness of 0.3414pm and 
0.2898pm. Unfortunately, the processing following the wafer fabrication (most 
likely polishing) has damaged the wafer without oxide layer, which is the wafer 
with the waveguide thickness of 0.34pm. The overview of the applied doses and 
the obtained results for a wafer where the oxide was used (W GH  «  0.29pm) is 
given in table 6.1 for a directional coupler. It could be seen that in this case the 
space of ~  0.1 pm was reached but at the cost of slightly narrower waveguides 
- 0.33pm, instead of 0.34pm. The oxide is SLAM - Sacrificial Light Absorbing 
Material, which is made of material which refractive index is near the refractive 
index for Si02- A complete oxide-wafer map for the second test chip is given in 
figure 6.7.
The first few columns on the left side of the wafers were taken for the SEM, 
while the second and third were selected for the polishing and anti-reflection coat-
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Dose Coupler space [nm] Coupler line [nm
A 101.5 328
d 2 112 322.4
A 122.4 314.3
A 134.2 303.9
A 143.6 294.3
A 149.2 284.6
Table 6.1: Dimensions of a fabricated directional coupler as a function of the 
energy dose. Results are listed for the wafer with an SiC>2 overlayer. The energy 
dose D i is the lowest and A the highest [prepared by Albert Miehaeli of the Intel 
Corporation].
ing. Therefore, 10 large test chips from each wafer were suggested for testing 
(figure 6.7). Each of bigger test chips was diced once more to separate the left
Figure 6.7: The wafer map for the second test chip. Red and green asterisks depict 
chips sent for testing, (numbered chips contain two smaller identical chips split 
vertically).
from the right designs (see previous chapter, sections 5.2 and 5.3). It should be 
noticed that different anti-reflection coatings (ARC) methods have been applied. 
The purpose of coating layers at facets is reduction of the reflectivity, which will 
be addressed later in this chapter. Due to better preliminary results, the test chips 
with Dominar [131] ARC were re-polished and re-coated with the Foreal-Spectrum 
[132] ARC. An analogue process has been applied to the second strip mask. It 
should be mentioned that the SEM on this mask has shown good fabrication of
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the sidewalls. Unlike the rib masks where the side-walls angle was between 8° and 
10°, the indication for strips in the fourth mask was below 5°. Examples o f devices 
from strip masks, test chip designs no 2 and 4, are given in figures 6.8 and 6.9.
Figure 6.8: SEM of a section between two rings in a double-lattice ring resonator 
(second test chip design) [SEM by Daniel Fishman of the Intel Corporation]
Figure 6.9: SEM of a strip waveguide taper (fourth test chip design [SEM by 
Tahan Racheli and Iris Rosenberg o f the Intel Corporation].
The SEM in figure 6.8 is a close-up of a double Vernier ring filter in strip waveg­
uides. The fabricated rings have almost identical waveguide height and width,
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and the separation of 0.1 pm, which is the target distance between the rings, but 
the values for the waveguide height and width are by approximately 0.01 pm off 
the target dimensions W G W targ =  0.3pm and WGHtarg — 0.29pm, as shown in 
figure 6.8. The SEM in figure 6.9 shows the straight waveguide from the fourth 
design, where the measured width and height are 0.88pm and 0.27pm respectively. 
The height is by 0.02pm smaller than the target height of 0.29pm, which is even 
larger variance than in the previous case. A large value for the width is the result 
of dicing the sample prepared for the SEM somewhere across the taper section. 
Finally, the sidewall roughness is very strong in both cases, which may influence 
the response by increasing the loss.
Figure 6.10 shows 4 main designs of this work grouped into 6 test chips. The 
shown die are typical representatives of the test chips that were used for optical 
characterisation. Apart from the processes described thus far in this section, all 
the test chips were prior to testing subjected to polishing, which will be described 
in the section below.
6.1 .2  P olish ing
Fabricated test samples were ready for characterisation as they were cleaved, pol­
ished and coated straight after fabrication at the Intel Labs. Polishing was carried 
out for a few samples by the author after their characterisation to measure device 
loss. Through the facet polishing, the ARC is removed, reflectivity and resonances 
inside the waveguide, that now acts as an interferometer, enhanced, allowing us to 
estimate propagation loss in waveguides. The resonances are stronger in a polished 
waveguide (without the ARC) because the waveguide facets form the Fabry-Perot 
cavity when polished due to the multiple internal reflections between the air and 
silicon. By observing the distortion of the spectral response, a Fabry-Perot scan 
also provides additional information about whether the waveguide is single-mode 
or multi-mode. If the waveguide is operating under the single-mode condition, 
the spectral response will have a sinusoidal shape (as it will be shown in the sec­
tion 6.2.3); if additional interference or distortion is observed, this indicates the 
waveguide is multi-mode.
There are other preparation techniques to prepare the end-face of the waveg­
uides such as cleaving and etching but the polishing was chosen due to its sim­
plicity, time-keeping and cost reasons. In next few easy steps we will cover the 
polishing process as used by Silicon Photonics group at University of Surrey.
137
Autoregressive optical add/drop..._________ Chapter6: Experimental methodology
138
Fi
gu
re
 
6.
10
: 
Ty
pi
ca
l 
sa
m
pl
es
 
of 
po
lis
he
d 
an
d 
co
at
ed
 
die
 
re
ad
y 
for
 
te
st
in
g
Autoregressive optical add/drop.. Chapter6: Experimental methodology
Equipment
- The grinder polisher 95-2809 METASERV 2000 [133] is the basic piece 
o f equipment for the polishing. The main parts are a clamper holding the 
samples, the polishing plate and the control board (figure 6.11).
clamper
polishing plate
control board
Figure 6.11: Grinder polisher
- Sample holder. This is a custom made aluminium block with two holes 
drilled through it. The holes serve as grip points for tweezers once the 
holder has been placed in the sample holder retaining ring. The test chips 
are mounted to the sample holder by applying thin layer o f melted wax 
between the holder and test chips (figure 6.12). It should be noted that due 
to specific design o f the sample holder, two samples have to be polished at 
a time or, alternatively, a test chip and a dummy sample.
- Diamond Lapping Films (DLF). These films (figure 6.13) are responsi­
ble for fine and controlled removal of material from the facets by applying 
lapping with different grit sizes. DLFs are placed on the plate and held in
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test chip
sample holder
Figure 6.13: Polishing films [133]
place by a retaining ring. Sample holder is then directly placed on platen 
with DLF and fixed at the clamper.
- A  high power optical microscope (up to 200 magnification) was used to 
check the progress o f the polishing and the quality o f polished sample facets 
(figure 6.14).
Recipe
The polisher is electrically supplied to rotate the wheel at the preset speed. It 
is also attached to a water supply as filtered water is used to lubricate the chip 
surface during polishing. The sample end-facets are polished by lapping with
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Figure 6.14: Optical microscope Nikon [134] Optiphot Scientific was used to check 
the progress of the polishing
abrasive materials by sequentially decreasing grit sizes. The procedure begins 
with the coarsest grit pad which is a Silicon Carbide (SiC) 2400 pad. For uses 
where large amounts o f material removal are necessary, a 1 pm  DLF is used at the 
speed of approximately lOOrpm. The polished facets are regularly checked under 
the microscope. It is essential to clean the facets between steps with water/acetone 
using cotton buds to prevent contamination. If the results are satisfactory for the 
DLF used, an identical procedure is applied to the opposite surface. Once this 
step has been finalised, the 1 pm  film is removed and replaced with a finer DLF, 
typically 0.5pm  DLF and the whole procedure repeated at similar or slower speed 
(75rpm gave the best results). The smallest available granule size of the DLF is
0.1 pm. An 0.05pm  A i0 2 film can be used as the final polishing film by using the 
speed of approximately 50rpm. Once the polishing is complete, the samples and 
the sample holder are mounted onto the base and heated to approximately 120° C  
to dislodge the samples from the sample holder. Chips are then cleaned with 
acetone soaked cotton buds and are ready to be tested. The procedure described 
herein is mainly relevant to the samples not requiring the ARC. In order to apply 
the ARC, facets should be polished in different manner and for this reason they 
were sent to an external vendor who polished dozens of samples at a time.
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6.1 .3  A nti-reflection  coating
A thin dielectric o f metallic film, or several such films, applied to an optical sur­
face to reduce its reflectance, thereby, increase its transmittance is referred to as 
the Anti-Reflection Coating (A R C ). The simplest form of an ARC was observed 
by Lord Rayleigh in 1886. He found that old, slightly tarnished pieces o f glass 
transmitted more light than new clean pieces. This effect can be explained by 
envisioning a thin layer o f material with refractive index nc between the air (index 
n0) and the glass (index ns). The idea behind the ARC is that the creation of a 
double interface by means of a thin film gives two reflected waves (figure 6.15). If
...I w=(2n+1)Y
4
R1
»*•** ' . •' ,V.
V
V
JA ' .
Ttot=(1-R1)(1-R2)
A''
R2 air ARC Si
Figure 6.15: An ARC of a thickness w applied to a test chip facet
these waves are out o f phase, they partially or totally cancel. Coating material 
and its thickness can be optimised so that total destructive interference is achieved
i.e. transmittance maximised.
The strength of the reflection depends on the refractive indices o f the two 
media as well as the angle o f the surface to the beam of light. The exact value can 
be calculated using the Fresnel equations and figure 6.15. When the light meets 
the interface at normal incidence, the intensity o f light reflected is given by the 
reflectance, R:
R = ( ^ r i ) \  (6 .i)
\ n 0 +  ns J v >
where no and ns are the refractive indices o f air (no ~  1) and the surface layer 
respectively. As we mentioned previously, complementary to R is the transmit­
tance T. If the effects of absorption and scattering are negligible, then T  — 1 — R. 
Thus, if a beam of light with intensity I  is incident on the surface, a beam of 
intensity RI is reflected, and a beam with intensity TI is transmitted into the
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medium. From the equation above and the known refractive indices, reflectivities 
for both interfaces can be calculated, and denoted, Ri and R2, respectively. The 
total transmittance T  from figure 6.15 is given as
T  =  Tx • T2 =  (1 — Rx) • (1 -  R2), (6.2)
which is equivalent to
T = I _  [ n° ~  nA R c\ 2 
no + u a rcJ nsi + u a rc  )
The transmittance will be at its maximum when 
dT
(6.3)
dUARC
\no=const,nsi=const —  0  ^ —  0  ( ^ * 4 )
Thus the optimum value for the ARC refractive index is given by the geometric 
mean of the two surrounding indices:
u a r c  =  V nonsi (6.5)
For parameters no =  1 and ns% — 3.47, the ARC should have index of refraction 
of
n*ARC =  T86 (6*6)
Practical ARC, however, rely not only on its direct reduction of the reflection 
coefficient, but also use the interference effect of a thin layer. Assume the layer 
thickness is controlled precisely such that it is exactly one-quarter of the wave­
length of the light within the material of which the coating consists (w =  A/4 
in figure 6.15), forming a quarter-wave coating. If this is the case, the incident 
beam / ,  when reflected from the second interface will travel exactly half its own 
wavelength further than the beam reflected from the first surface. If the intensities 
of the two beams, Ri and R2, are equal, since they are exactly out of phase, they 
will destructively interfere and cancel each other. Therefore, there is no reflection 
from the surface, and all the energy of the beam must be in the transmitted ray, 
T. It should be noted that a single-layer ARC can be made non-reflective only 
at one wavelength. For minimum reflection of multiple wavelengths, additional 
layers must be added, designed such that reflections from the surfaces undergo 
maximum destructive interference.
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Particular difficulty in producing ARC is the choice of material that could be 
used with silicon and for which the substance have the required refractive index 
of 1.86. Hafnium oxide (H/02) is potentially a good material as its index of
refraction is 1.9. By using this value a thickness of the ARC layer optimised at
1.55pm can be calculated as
/0 . *, \ Xarc 2n + 1  A0 , .w =  (2n +  1)— —  =  —  ---------------- , n =  0,1, 2,... (6.7)
4 4 riHfOi
1.55
w =  (2n +  1)-——  «  0.2(2n +  1 )[pm], n =  0,1, 2,... (6.8)
4 • 1 .y
For the rib test chips the ARC by Dominar Inc was used [131], while for the strip 
test chip the ARC by Foreal Spectrum company was applied ([132] and figure 6.16). 
A different ARC was applied to the strip test die as it was necessary to reduce
Wavelength (nm)
Figure 6.16: Reflectivity versus wavelength for the ARC made by Foreal Spectrum 
Inc [132]. S and P denote TE and TM polarisation modes respectively.
the reflectivity in broader wavelength range because a larger FSR is expected. In 
both cases reflectivity at targeted wavelengths should be reduced below 1%.
6.1 .4  Scanning E lectron  M icroscope
Image capture with Scanning Electron Microscope1 is an integral part of device 
characterisation. It represents a common method of image generation for a wide 
range of specimens on the nano-scale. In terms of nano-photonics it is useful tool 
for quantification of device dimensions and fabrication tolerances, which, in turn, 
is necessary to understand device performance. Quite often, parameters measured
xThe first, true scanning electron microscope was developed and described in 1942 by 
Zworykin et al [135]
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by the SEM are used to (re)run modelling with photonic simulators in order to 
closely justify the obtained response. Secondly and equally important, the SEM is 
a useful feedback tool for fabrication process by giving insight into how accurate 
fabrication was and what should be improved.
In the SEM, the image is formed and presented by a very fine electron beam, 
which is focused on the surface of the specimen. The beam is scanned over the 
specimen in a series of lines and frames called a raster, just like the much weaker 
electron beam in an ordinary television. At any given moment, the specimen is 
bombarded with electrons over a very small area. The SEM does not contain an 
objective, intermediate and projector lenses to magnify the image as in the optical 
microscope. Instead, magnification results from the ratio of the area scanned on 
the specimen to the area of the television screen. Increasing the magnification in 
an SEM is therefore achieved quite simply by scanning the electron beam over 
a small area of the specimen. Several things may happen to the emitted elec­
trons: they may be elastically reflected from the specimen, with no loss of energy, 
they may be absorbed by the specimen and give rise to the emission of visible light 
(cathodoluminiscence), and they may give rise to electric currents within the spec­
imen. All these effects can be used to produce an image but far the most common 
is image formation by means of the low-energy secondary electrons because it can 
be used with almost any specimen. However, the description of image formation in 
the SEM is equally applicable to elastically scattered electrons, X-rays, or photons 
of visible light - except that the detection systems are different in each case.
SEM images presented in this work have been taken at Intel Corporation as a 
part of the fabrication and during sample preparation, and at Surrey University 
as a part of device characterisation. The procedure that was followed at Surrey 
University to operate Quanta 200F SEM' system is given in appendix C.
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6.2 Measurement techniques
6.2.1 Setup
The most influential factor whilst building up the setup for device characterisation 
was polarisation. Conventional Polarisation Maintaining (PM) fibres due to ther­
mal sensitivity and stress do not guarantee the polarisation state at the output of 
the fibre and consequently further through the test chip. To minimise rotation of 
input polarisation, which is for many systems horizontal (TE) mode by default, a 
free-space optical measurement system was set-up with components which rotate 
and filter light in order to provide desired polarisation. Thus, light was guided 
through dielectric material (fibre) only to the input side of the setup from where 
light is collimated and guided to the test chip and fotodetector. The setup was 
made flexible by making it adjustable for using the system, where the fibre is 
used to guide light directly to the test chip. This was useful in aligning the setup 
and certain measurements such as measurements of reflectivity. In this section 
main components of the experimental setup will be listed by summarising them 
into following categories: sources, detection, free space optics and accompanying 
non-optic components. The setup with its main components given in figure 6.17 
is used in this thesis to measure devices spectra in a range 1.52pm — 1.62pm.
Sources
To obtain the spectral response of the device under test it is essential to provide 
stable laser source covering a wavelength range of interest. Two tunable lasers 
have been used for this purpose: the Photonetics [136] Wavelength Tunable Laser 
Diode Source and the Agilent [137] 8164 Lightwave Measurement System, shown 
as #1 and #2  in figure 6.18. Lasers are connected to the computer via a GPIB 
(General Purpose Interface Bus) cable and corresponding card attached to a PC 
to allow for software control of the laser through, for this purpose specially written 
a Lab VIEW [138] programme. The Agilent system also houses a power detector 
interface module that was used for reading measured powers. As the system is 
connected to the PC, the output can be observed and recorded by using the same 
programme. Other light sources shown in figure 6.18 are not lasers as they emit 
non-coherent light in infrared range but since they are much stronger they can 
be useful in initial stages for alignment of the setup. Emitted power of the lasers 
is of the order of 1 — 2mW, which after passing the test chip and reaching the 
detector can drop down to several micro-watts, making alignment of the test chip
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Figure 6.18: Lasers and light sources used for device characterisation
with oncoming invisible infrared light particularly difficult. Therefore, the input 
fibre could be initially attached to a more powerful source such as the Thorlabs
[139] Broadband ASE Light Source shown in figure 6.18 as #3, or the EXFO
[140] Optical Test System IQ-203 shown in figure 6.18 as #4  and, once the light 
spot has been detected at the output, reconnected to a tunable laser. Finally, a 
Melles Griot [141] He-Ne source (#5 in figures 6.18 and 6.19) was used as a source 
of visible light also at early stages of experiment to make necessary corrections 
in positions of test chip and other items. The laser light was inserted into the 
approximate light path by using a mirror (figure 6.19).
Detection
On the detection side, the Agilent [137] 81625 optical detector head (#6 in figure
6.20) is the most important piece of equipment as it collects light, measures the 
power at each wavelength and it is connected to the Agilent Measurement System 
allowing for direct observation and record of the output via a GPIB cable (figure
6.20). The second camera used in the system is the Electrophysics [142] 7290 
infrared camera (#7  in figure 6.20) used for visual confirmation of where light 
propagates and whether it is on the right path. The light at the output side is 
directed to either the infrared camera or the detector head by using an aluminium 
mirror (figure 6.20). The third camera in the system, the JVC [143] TK-1280E,
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Figure 6.19: Melles Griot [141]He-Ne laser and a reflective mirror
Figure 6.20: Cameras: Agilent [137] optical detector head (#6) and Electrophysics 
[142] infrared camera (#7)
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which is shown in figure 6.17, was mounted above the test chip to show top-down 
view of the test chip on screen. Together with the image from the infrared camera 
it aids in the beam alignment of the input/output optics. Figure 6.21 shows an 
image from the infrared camera of a mode from the second test chip (left monitor) 
and top-down view of the test chip obtained with JVC camera (right monitor).
♦
m
m w j il  *A
Figure 6.21: (Left) Monitor showing an infrared output of a device (camera looks 
at the output facet of the test chip). (Right) Monitor showing top-down view of 
the test chip.
Free space optics
As mentioned previously, polarisation of light from the PM fibre, connecting the 
laser and the setup, is not stable. Thus, additional components are needed to 
stabilise the polarisation of the input light emerging from the fibre. We call these 
components ’’ free space” as only mirrors, beam-splitters and wave-plates are used 
to guide the beam. At the input side, between PM fibre output and the test chip, 
3 main free-space components are mounted: an objective lens, a beam splitter 
and a half-wave plate, all shown in figure 6.22. Their function is to collect light 
from the fibre and set the desired polarisation. The objective lens is needed to 
efficiently collimate light coming from a fibre. According to the manufacturer’s 
suggested collimation procedure, an objective lens with a numerical aperture (NA) 
of approximately 50% greater than that of the fibre should be used. A 40x Melles- 
Griot [141] 04 OAS 01 objective lens with an NA of 0.65 was used (#8 in figure
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Figure 6.22: Half-wave plate, cube beam splitter and objective lens
6.22). This is due to the NA of the PM fibre patchcord which is estimated to be 
around 0.40.
After being collimated, light comes across the next component which is a broad­
band cube splitter Newport Corp [144] 10FC16PB.9, which is shown in figure 6.22 
as component #9. Its function is to block undesired polarisation from the input 
signal. In our case the cube was aligned to omit TE polarisation (parallel to the 
optical table) in the forward direction and absorb the perpendicular signal, in this 
case TM mode.
To allow the other mode to propagate, a half-wave plate CVI [145] QWPO- 
1550-10-2-R15 is introduced after the beam splitter in the direction of light prop­
agation (#10 in figure 6.22). It has been calibrated to couple linearly polarisation 
into the TE mode if the wheel angle is set to 357° ±  7t / 2 , and to allow TM mode 
propagation if the angle is 42° ±  n/2.
Optics are also needed in the test chip part of the setup. Due to small conver­
gence of light during propagation objective lenses are needed too. At the input 
side of the test chip light is collimated by a 63x Melles Griot [141] 04 OAS 018 
objective lens. At the output side of the test chip, a 40 x objective lens from the 
same manufacturer was installed. This magnification was chosen as it gave the 
best results on the infrared camera, in terms of image quality, and photodetector, 
in terms of power.
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Accompanying components and setup adjustments
The non-optical part of the setup was equally important. Considering the fact that 
high precision experiments are required, high precision 3-axis stages are needed 
to properly align the objective lenses and the test chip. Melles-Griot [141] 17 
MAX 101 stages that were used in experiments have a resolution of approximately 
50nm. The two stages adjacent to the test chip are also connected to fine piezo­
electric controllers (Melles-Griot [141] 17 PCZ 013) to allow movements with finer 
precision of approximately 5nm. The fourth 3-axis stage (Newport Corp [144] 
M-562) together with an aluminium platform was used to hold the test chip. All 
components are shown in figure 6.23.
Figure 6.23: Piezo-controllers (top), central stages (bottom left) and the input 
stage (bottom right)
The aluminium platform can be replaced by a similarly designed platform de­
signed for thermally controlled experiments. Designed to operate on the Peltier 
effect the platform is connected to the TEC temperature controller ILX Lightwave 
[146] LDT-5910B Temperature Controller (#11 in figure 6.24), used to set tem­
perature, and, also, to the temperature gauge Omega [147] True RMS Supermeter 
(#12 in figure 6.24) to read the actual temperature of the platform. The TEC
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was, for example, used to investigate influence of temperature change in range 
20°C' — 70°C on multi-stage filters, based upon strip waveguides.
Figure 6.24: The equipment for thermal measurements: the temperature controller 
ILX Lightwave [146] LDT-5910B (#11) and the temperature gauge Omega [147] 
True RMS Supermeter (#12)
The final item, a linear polariser Thorlabs [139] RSP05/M, shown in figure 
6.25, was used to measure polarisation conversion. By putting the polariser in 
front of the photodetector and by setting correct angle of rotating wheel it is 
possible to measure amount of converted polarisation, TE to TM and vice versa.
In conclusion of the setup section, we could summarise measurement process 
as follows:
- light is emitted at constant or variable wavelength from a tunable laser
- light is guided to the input stage of the free space setup via a polarisation 
maintaining fibre
- free space optics determines and controls polarisation of the emitted light 
and guides it from the input stage to the device under test and from the 
chip to the detector
- signal is imaged and measured by using infrared and visible light cameras 
and connected to a PC for data acquisition
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Figure 6.25: Close-up of a Thorlabs [139] RSP05/M linear polariser
- the setup was made adjustable so that additional components can be eas­
ily added or existing replaced in order to perform experiments other than 
standard measurements such as thermal driving and polarisation conversion.
6.2 .2  D ev ice  characterisation
Figures of merit that describe quality of the filter (FSR, FWHM, Q, F ) are all 
contained in wavelength/frequency characteristics. Characterisation of a filter is 
therefore measurement of its spectra. For this purpose, automated LabVIEW[138] 
programmes have been used (figures 6.26 and 6.27) to initiate tunable laser source 
to emit light in a defined wavelength range and with a preset wavelength step.
The programme interface described in figure 6.26 is developed for the Agilent 
[137] 8164A Lightwave Measurement System, while the interface in figure 6.27 
was adjusted to work with the Photonetics [136] Laser Diode Source. Another 
difference is that the former programme is capable of calculating the loss from a 
measured spectrum by using the Fabry-Perot method (see section 6.2.3).
Subsequently, the generic procedure was followed to obtain the device spec­
trum:
1 Setup preparation. A test chip and the free space 2 equipment should 
be aligned to give the maximum possible output power. More precisely, 
by adjusting the setup stages and the piezo-controller, TE and TM mode
2Or, alternatively, w ith a PM fibre included at the input side
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Figure 6.26: Interface of the automated scan programme developed to work with 
the Agilent [137] 8164A Lightwave Measurement System
Figure 6.27: Interface of the automated scan programme developed to work with 
Photonetics [136] Laser Diode Source
powers at the output should be maximised prior to performing a wavelength 
scan.
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2 The programme settings. By using controls in the Lab VIEW pro­
gramme, desired wavelength range and step should be set and laser power 
levels defined (normally up to lmW). Parameter ’’ Step Delay” adjusts the 
amount of time the programme waits before obtaining the power reading 
from the system. The parameter is needed to take into account for the time 
averaging the system does when acquiring the power reading. The default 
value of 200ms was found to give the most accurate results in preliminary 
system testing. If value is smaller than 200ms, the detector will not have 
time to average properly, resulting in possible nndesired fluctuations espe­
cially in regions where curve gradient is high (slopes of a resonant peak). 
The programme is also supplied with few advanced settings. If user wants 
to tune the laser without performing spectra measurements ’’Manual Wave­
length” button should be switched down. Otherwise the button has to be 
switched upwards. The programme can also be customised to operate in 
different power modes: Watt or dBm.
3 Scan. When both are setup, including a device under test, and when the 
programme is properly initialised and ready, a scan is performed by pressing 
the white arrow in top left corner. It automatically changes to a black arrow 
once the scan has begun and the ’’ Stop” button turns to red signalling the 
scan can be terminated at any time. Before actual measurement of a spectra, 
communication between the computer and the setup should be established. 
This step is only necessary at the beginning of the experiment session or 
if any component is switched off (laser, photodetector, the programme). 
’’ Save” button should be on if the data at the end of the scan are to be 
saved. The programme does not have default file type under which the data 
will be saved so it is advisory to include a file extension, for example .xls for 
Excel. Data are saved in two columns, the first containing wavelengths and 
the second listing measured optical powers.
There are situations when the given procedure is not followed. As an example, 
the straight waveguides with variable tapers length are included in the second 
test design to investigate optimal length of the taper. In this case a wavelength 
scan is not necessary. It is enough to set a particular wavelength of the laser 
source, assume 1.55pm,, and then measure TE/TM  mode power at the output at 
the chosen wavelength. In similar manner, directional coupler experiments have 
been performed.
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6.2.3 Propagation loss measurements
Integrated optical devices are associated with many types of losses. In this work 
the propagation loss is of interest since it is linked with the propagation in the 
waveguide or device excluding coupling losses. The aim is to quantify the loss 
within a waveguide i.e. the inherent waveguide loss and not the type of losses that 
may vary with measurement techniques and the environmental factors. The loss 
that takes into account the total loss associated with introducing a device into 
a system is referred to as the insertion loss. Thus, the propagation loss is the 
insertion loss without the coupling loss and, generally, all ’’ external” losses such 
as those associated with experimental techniques3. The cut-back method and the 
Fabry-Perot Resonance method are two commonly used methods for quantifying 
the propagation loss.
The cut-back method involves the shortening of the waveguide length, from L\ 
to L2, and recording the output power for both lengths, fy to fy respectively while 
keeping the input power fy constant. The propagation loss can then be calculated 
by using following procedure:
It is obvious that the equation 6.10 gives a from only two data points assuming 
unchanged input coupling, the quality of the waveguide end-faces and the input 
power. In order to improve the accuracy of such a technique, multiple measure­
ments have to be performed and the optical power is recorded and plotted against 
a waveguide length.
Unlike the cut-back method, the Fabry-Perot method is not a destructive 
method. The waveguide in this case is considered as a structure within which 
multiple reflections from the end faces take place. From the measured resonant 
spectra the propagation loss can be extracted in a following manner. The relation­
ship between the transmitted optical intensity (fy) and the incident light intensity
3If an input fibre is perfectly aligned to a silicon waveguide, coupling loss can be divided 
into three main factors: Fresnel reflection loss, loss reflecting from mode mismatch between the 
input and the guided modes and scattering loss resulting from the end face roughness. Among 
these factors, the Fresnel reflection loss is relatively insensitive to experimental conditions and 
is easily calculated for a given system. However, it is not easy to experimentally differentiate 
the loss caused by mode mismatching and scattering. The loss from mode mismatching can be 
calculated with the overlap integral between the excitation field and the waveguide field; hence 
we can deduce the scattering loss from the total coupling by subtracting the calculated losses
h  =  h e - aL\  h  =  V “ i2 (6.9)
(6.10)
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(Jo) in Fabry-Perot cavity can be described as [43]:
It . (1 -  R fe~ aL
Jo (1 — Re~aL)2 +  4Re-Q:L sin2 | ’
(6.11)
where R is the facet reflectivity, L is the waveguide length, a  is the loss coefficient 
and 4> is the phase difference between successive waves in the cavity (figure 6.28). 
It can be shown that the equation goes through a periodic value of maximum
Fabry-Petof ftaiistar (unction. fl=0.3, LaZcm, atpha=0.2dB/cm
Figure 6.28: A normalised optical power in a Fabry-Perot cavity when L — 2cm, 
R =  0.3, and a =  0.2dB/cm
{ I m a x )  when (f) — 0 or multiple of 2n (equation 6.12). Similarly, minimum { I m i n )  
happens for <j> — it -f- 2mn (equation 6.13).
(1 -  R fe2„—ctL
Jo (1 -  Re~aL)2
Im in  =  (1 -  R)2e -aL 
Jo (1 +  Re~aL)2
By dividing 6.12 by 6.13 it follows:
L
I m .ii
1 +  Re~aL 
1 — Re~aL
i  1 1 \ f ¥ * ~ 1
"  =  ~ 7 l n  J
7-/ \  J l  /  I m ax. | ^Lasa
y +mir
(6.12)
(6.13)
(6.14)
(6.15)
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Therefore, by reading the ratio Imax/Imin from an experimental response similar to 
an example given in 6.28, it is possible to estimate the propagation loss. Parameter 
L can be obtained by simply measuring length of the test chip (waveguide), while 
R can be obtained from optical circulator experiments [148].
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C h a p t e r  7  
E x p e r i m e n t a l  r e s u l t s  a n d  
d i s c u s s i o n
Experimental results obtained from the tested devices are presented in this chap­
ter. Characterisation of a device under test includes the measurement of TE 
and TM spectral responses at the through and drop ports, followed by the mea­
surement of a corresponding normalisation waveguide. It was pointed out in the 
previous chapter that this step was needed due to wavelength dependancy of the 
laser sources. Therefore, the results are typically given in the form of normalised 
output power (either linear or logarithmic scale) as a function of a wavelength (in 
[nm] or [pm]), the range of which depends on the type of a tested device. For the 
ring/racetrack filters in strip waveguides the expected FSR is above lOnra and the 
range 1.54pm —1.60pm is covered, while ’’ the window” up to 3pm around 1.55pm 
is the bandwidth used for characterisation of the rib waveguide based devices.
The first part of the chapter covers the introductory experiments that are 
aimed at the investigation of the previously fabricated resonators. The calibration 
results of the Thorlabs [139] polariser RSP05/M (figure 6.25) will also be given 
in this section. The central part of the chapter is dedicated to the discussion of 
the results for the first two designs. Preliminary results of the other two designs, 
which were fabricated at the end of the project, have also been provided. Finally, 
the results of the propagation loss measurements will be commented at the end of 
the chapter.
160
Autoregressive optical add/drop... Chapter7: Experimental results and discussion
7.1 Introductory measurements
These measurements were performed by the author to familiarise himself with the 
experimental methodology and, more importantly, to investigate rib waveguide 
single-resonators already prepared by another student because these devices were 
supposed to be the foundation for the first test chip design.
7.1.1 Rib-based single racetracks
In an effort to tailor the response of multiple identical resonators, which is the aim 
of the first design, it is very useful to study the devices on a basic, single-resonator 
level. The idea was to build multi-resonators on the response of the double- and 
triple-racetracks predicted by the modelling (see section 4.3.1), and also, on the 
monitored experimental performance of the identical single resonators investigated 
in this phase of the project.
Directional couplers and single racetracks in rib waveguides have been exper­
imentally characterised to obtain the information such as waveguide dimensions 
and directional coupler designs, which should be used for building the single-mode 
and polarisation independent devices further throughout this project. A typical 
single-racetrack response is given in figure 7.1. The collective of these results have
Figure 7.1: A typical TM spectral response at the through port of SRR. WGW  =  
lpm, Rad =  400pm, LOC =  1730pm, Sep =  0.54pm.
also been used to determine the values for the FSR because of the aim of the first 
test chip design to improve the FSR figure beyond 0.2nm. The spectral response
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in figure 7.1 demonstrates that a racetrack with relatively long couplers (over 
1000/zra), and relatively large bend radii (300 — 400pm), gives a very small FSR 
of only O.lnra. The experimental data and the modelling [117] are summarised in 
table 7.1, which gives the proposed values of the waveguide width ( WGW), the 
separation of the directional coupler (Sep), and the length of the couplers (LOC) 
in a rib waveguide with the overall waveguide height of WGH — 1.35pm. These
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WGW [pm] LOC [pm] Sep [pm]
0.8 210 0.5
0.8 310 0.5
1.0 500 0.4
1.0 1030 0.58
Table 7.1: Parameters of the rib waveguides and directional couplers, where 
WGH =  1.35pm., used for designing the first and third test chip designs
elements will be main building blocks in the first and second rib waveguide designs.
7.1.2 Polariser calibration
Calibration of the Thorlabs [139] polariser RSP05/M (figure 6.25) was performed 
by measuring power at its output at different positions of a polariser rotating 
wheel (polariser angle). The wheel controls the amount of TE or TM power 
allowed to pass through the polariser. The purpose of calibration is to determine 
the positions on the wheel at which the polariser gives the maximum power for the 
TE and TM polarisations. A calibrated device is then used to control polarisation 
of the light entering the photo detector. This is particularly useful for measuring 
polarisation conversion in the devices by setting the polariser to be opaque for the 
input polarisation and transparent for the orthogonal state.
The free-space optical setup described in the former chapter was used for the 
calibration. As the test chip is not needed in the calibration process, the alu­
minium stage that holds the test chips was removed. The polariser was placed in 
front of the photodetector and the power was monitored for a fixed input polar­
isation and a polariser angle that was changed in a 10°-step. The result of the 
calibration is given in figure 7.2 and it shows that the maximum transparency is 
at the angle of 18° for a TE mode and at the angle of 108° for a TM mode.
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Figure 7.2: Calibration data for the Thorlabs [139] polariser (figure 6.25)
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7.2 The first test chip design
The results from the first test chip design have been gathered from the wafers 
designated by numbers #2, #4, and #19. The difference between the wafers is 
in the etch depth: ED#2 =  0.73pm, ED#4 =  0.83pm, and ED#19 =  0.78pm. The 
test chips from the different wafer columns and rows (figure 5.1) have been tested 
in order to study reproducibility of the obtained results and to target the best 
performing device. As a reminder, the test chips are taken from different wafer 
columns, which are exposed to the different energy doses, therefore, some varia­
tions in performance are expected. The experimental data have been grouped so 
that the influence of the variation of the bend radius, the coupler length, the input 
polarisation and the other parameters can be investigated. The issues such as po­
larisation (in)sensitivity and conversion, single-mode and multi-mode behaviour, 
and the spectral responses of the higher order filters have also been addressed in 
the discussion of the results. Labels SRR, DRR and TRR will denote single-, 
double- and triple-resonators made of the identical racetracks as these devices are 
of the main interest in the first design1.
7.2.1 Rib-based single racetracks
Although the first design is aimed at the multi-resonators that should improve 
the FWHM, the single racetracks are needed for comparison purposes with both 
the previous designs and the multi-resonators in the existing design. Also, to 
fulfill the second goal of the design, which is the advancement of the FSR beyond 
0.2nm the resonators with Rad <  300pm have been added. The devices used in 
the introductory measurements had a small FSR due to the fact that the curved 
waveguides of the resonator had a bend radius of 400pm, resulting in a relatively 
large optical path length. Reduction of size is beneficial because of the FSR, but 
it is detrimental to the FWHM. This is demonstrated in figure 7.3, where the 
TM responses of the resonators with bend radii of 300pm, 200pm, and 100pm are 
compared. The obtained values of the FSR and of the FWHM  are summarised 
in table 7.2. By changing the radius from 200pm to 100pm, the length of the 
racetracks was reduced by 33% (LOC — 310pm in both cases), and the FSR 
increased by 0.12nm (31%), but the FWHM  was increased by 17.5pm, which is 
121%. Table 7.2 also shows that the change of the FWHM  is not so significant
1There axe no rings in this design so SRR, DRR and TRR will be the unique labels denoting 
the racetrack resonators.
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wavelength [nm]
1549.3 1549.4 1549.5
Figure 7.3: T he T M  spectral responses at the through ports o f  SRRs with radii o f 
300pm, 200pm and 100pm. W G W  =  0.8pm, Sep =  0.5pm, and LOC  =  310pm.
Rad =  300pm Rad =  200pm Rad =  100 pm
FSR [pm] 250 390 510
FW HM  [pm] 12.7 14.4 31.9
Table 7.2: M easured FW H M  and FSR at 1.55pm o f the device, the spectral re­
sponse o f  which is given in figure 7.3
for the transition from  Rad =  300pm  to  Rad =  200pm  as for the change from  
Rad =  200pm to  Rad =  100pm, indicating the strong influence o f  bends when 
Rad <  200pm.
Similarly, the FW HM  is affected when the length o f the coupler changes. The 
experim ents have shown that the longer couplers for both  waveguide widths (table
7.1) give a better response in terms o f  the FWHM  and the ER (the m aximum- 
minimum ratio o f  the dips or peaks). This is dem onstrated in figure 7.4, where the 
T M  responses at the drop port o f  two single racetracks m ade o f  0.8/zm -couplers 
have been com pared. T he resonators are built upon identical waveguides ( W G W  =  
0.8pm) by using the same bend radii (Rad — 300pm), but with two directional 
coupler lengths: LOC\ =  210pm, and LOC2 =  310pm. T he device w ith the 
shorter coupler gives visibly broader peaks (FW HM  =  96.9pm at 1550.12nm ) when 
com pared to  the response o f  the device with the longer coupler {FW HM  =  71.5pm 
at 1550.24nm ). T he m odulation  depth {ER) o f the 310/im -device is also better, 
ER =  13.8dB, com pared to  the ER =  8.5dB o f  the other device. W hilst tendency 
in behaviour o f  the FW H M  is expected  for the devices with smaller bend radii as 
the tighter bends suffer from  larger loss and, consequently, relax resonant condition
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Figure 7.4: T he T M  responses at the drop ports o f  SRRs w ith the coupler lengths 
o f  210pm and 310pm. W G W  — 0.8pm, Sep =  0.5pm, and Rad — 300pm.
giving broader resonances, the larger FW H M o f the 210pm couplers is m ore likely 
to  be associated w ith the fact that better optim isation in terms o f  critical coupling 
has been achieved by using 310pm couplers. Nevertheless, unlike the rule that 
smaller bends will inevitably increase the FWHM, there are exceptions to  the 
aforem entioned behaviour o f  spectra when the length o f  the directional coupler 
changes. However, since significant number o f devices show better responses when 
longer couplers are used, these data were im portant inform ation for the design o f 
the next rib waveguide design.
T he fact that the increase o f  the FSR by  reducing the size o f  the resonators 
restricts the filter’s 3dB -bandw idth  has to be taken into account as, according 
to  the discussion above, the penalty for the FW HM for the sake o f  the FSR 
im provem ent can be significant. Since it is im portant to  im prove the FSR, the 
next section will consider a possibility o f  recovering the FW HM by using the 
m ultiple identical racetracks.
Another noticeable difference in the response o f the S R R  appears when a 
waveguide w idth changes. Generally, the experim ental data have shown a larger 
FW HM for W G W  =  0.8pm waveguides. Typical responses o f  such two devices 
are given in figure 7.5. T he designs with W G W  =  0.8pm  waveguides are m ore 
prom ising for the FSR as the suggested couplers are shorter in this case (table
7.1), giving a smaller device circum ference, and thus, a larger FSR. However, 
the light confines better in larger waveguides W G W = 1.0pm, which results in 
usually worse the ER and the FW H M o f  the devices w ith W G W =  0.8pm. The
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wavelength [nm]
1549.6 1549.8 1550.0 1550.2 1550.4
1550.4
-2
TE through port, WGW=0.8jjm, LOC=310pm 
TM through port, WGW=0.8pm, LOC=310|im
1549.6 
0
1549.8
wavelength [nm] 
1550.0 1550.2
-20
 TET-port, WGW=1.0pm, LOC=500pm
 TM T-port, WGW=1.0pm, LOC=500pm
Figure 7.5: T h e T E  and T M  spectral responses at the through ports o f  SR R s based 
u pon  W G W  =  0.8pm waveguides (top  graph) and W G W  — 1.0pm waveguides 
(b o ttom  graph). Param eters o f  the 0 .8 /im -device: L O C =  310pm, Rad — 300pm. 
Param eters o f  the 1.0/im -device: LOC =  500pm, R ad= 300pm.
spectral responses in figure 7.5 are the responses o f  two single racetracks in the 
same section on the test chip # 9 L  (wafer # 2 ) ,  but m ade in different waveguide 
widths: WGW\ — 0.8pm, W GW 2 — 1.0pm. T h e T M  m ode o f  the 1.0pm device 
has approxim ately 2.5 tim es better ER and the FW H M that is better by  16.5pm 
near 1550nm. T he graphs in figure 7.5 show even stronger effect for a T E  m ode: 
the 1.0/rm -device has 7 tim es better ER and better FW H M by  70.8pm  (alm ost 4 
tim es) than the 0 .8 /im -device. Therefore, the fact that the 0.8 /im -device is smaller 
(in terms o f  length) and has better FSR (for exam ple for T M : FSR°T8ffm — 261pm,
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FSR]fxt™TM =  229.5pm) cannot be  taken as a significant im provem ent considering 
the influence on the other figures o f  merit. This can be better understood if the Q 
factors o f  the devices are com pared. T he Q for a T E  m ode around 1550nm is 2.7 
for the 0.8/zm-racetrack, and 9.4 for the 1.0/^m-racetrack. The Q factors for the 
T M  m ode are 9.9 and 23.4 in favour o f  the W G W  — 1.0pm device. In other words, 
the overall quality o f  the device w ith W G W  =  1.0pm is better and it com es at 
the price o f  a slightly worse FSR, which is the result o f the longer 1.0/w i-couplers, 
the length o f which, in turn, is determ ined by the need to  realise a polarisation 
independent response. These conclusions have been used in the preparation o f  the 
second rib design by  using the 1.0pm-waveguides for m ost o f  the devices. How­
ever, the 0.8pm waveguides have not been com pletely abandoned as they are less 
prone to  supporting the higher order m odes according to  the m odelling.
T he exam ple in figure 7.5 is given to  dem onstrate another trend in the response 
o f the rib waveguide resonators from  the first design, which is polarisation depen­
dence. Considering that the previous test chips contained few  identical devices 
that show better overlap o f  the polarisation responses, a possible cause for polari­
sation dependent behaviour lies in small variations in dimensions o f  the fabricated 
test chips and particularly, non-verticality o f  the sidewalls and the oxide loading. 
These issues are still to  be  investigated.
T he final graph in this section given in figure 7.6 is used to  show possible 
fluctuations o f  the response when measurements are perform ed at different times. 
T he characteristics in the graph are obtained by scanning the device tw ice in the 
interval o f  approxim ately 45min. T he second response was identical in shape but 
shifted by approxim ately 20pm, probably  due to  the therm al drift. This result 
was useful for the follow ing experim ents to explain a small m ism atch between the 
responses at the through and drop ports, which typically appears when the tim e 
between testing the through and drop ports is longer than 10-15min, which is the 
case when a small wavelength step is preset.
7.2.2 Rib-based lattice identical-multiple-racetracks
A  series o f  serially cascaded identical racetracks (figure 3.11) can im prove the 
FW H M if the coupling coefficients are properly adjusted (section 4.3.1). B y  adding 
another identical racetrack, as shown in figure 3.11, the stricter resonant condition  
is im posed on the light propagating in the resonators, which m ay result in sharper 
resonances. For this to  be true, the resonances o f  individual resonators have to  be 
identical and to  overlap, which m eans that the fabrication tolerances have to  be
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wavelength [nm]
1549.6 1549.8 1550.0 1550.2 1550.4
Figure 7.6: The TM responses at the through port of SRR in two subsequent 
measurements performed with the scan delay of approximately 45min. WGW =
0.8pm, Sep =  0.5pm, LOC =  210pm, and Rad =  300pm
minimised to prevent distortion and displacement of the resonances. If asymmetry 
of any sort (the mismatch in length, sidewall roughness etc) is not negligible, or, if 
the interstitial coupling coefficient (the coupling coefficient between the racetracks) 
is too strong (see section 4.3.1), a spectral response will be formed of a series of 
the double-dip (peak) resonances. Two architectures of serial-coupled resonators 
have been experimentally investigated in this section to study the possibility of 
enhancing the FWHM. These are double and triple resonators formed by cascading 
the racetracks that were investigated during the preliminary testing phase. In 
addition, the racetracks with Rad < 200pm have been added to increase the 
values for the FSR obtained from the previous designs. The results have been 
grouped into subsections addressing: 1. influence of a bend radius on the transfer 
function, 2. polarisation and modal issues, 3. spectra of multi-resonator filters 
and, 4. enhancements of the FWHM.
A  transfer function versus a bend radius
In an effort to further understand the influence of the waveguide bend radius 
on a spectral response, TE and TM responses were monitored for the double- 
racetrack designs with the radii ranging from 10pm to 300pm. Loss experiments 
of the rib waveguides from the previous test chips have shown that the measured 
bend loss value is comparable to the propagation loss of the waveguide, which is 
3 — 6dB/cm ([117], chapter 7). The loss in the resonators was investigated by using
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the waveguides with four 90°-bends, which is equivalent to the 4 corners of a ring. 
As an example, the devices comprising the 50//m-bends, 25//ra-bends and 10pm- 
bends have the bend loss of approximately 0.5dB, 1 dB, and 6dB respectively. 
Therefore, the study indicated the possibility of deploying even 10/xra-bends in the 
resonators. However, the gathered experimental data from this design have not 
shown the expected responses of a TM and especially a TE mode if Rad < 50pm. 
With the exception of several responses of the devices with 1030//ra-couplers, 
where resonant spectral responses were detected for bends with a radii of 15pm, 
the other spectral responses appeared to be more similar to those of figure 7.7. 
The plotted graphs represent the TE and TM spectral responses at the through
wavelength [nm]
1549.5 1549.6 1549.7 1549.8 1549.9 1550.0
wavelength [nm]
1549.5 1549.6 1549.7 1549.8 1549.9 1550.0
Figure 7.7: The TE and TM spectral responses at the through ports of single 
racetrack resonators with radii of the curvature ranging from 15pm to 75pm. 
WGW =  1.0pm, Sep =  0.58pm, and LOC =  1030pm.
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port of a DRR with: WGW  =  1.0pm, LOC =  1030pm, Sep =  0.58pm and 
Rad — 15pm — 100pm. The results suggest 50pm as a minimum bend radius to 
obtain a resonant TE response, while the boundary for a TM mode is near 30pm, 
but even these responses would not be suitable for the add/drop filters due to 
a very large FWHM. The extra dip in the TE spectral response of figure 7.7 is 
probably the second resonance of a double-resonator filter (section 4.3.1), but it 
is somewhat surprising it does not appear in the TM spectral response. The most 
probable cause is the weaker TM coupling between the resonators, in which case 
the spectral response can be consisting of the single resonances (see modelling 
in figure 4.28). However, the extra dip may be of different origin, which will be 
addressed in the next section.
Polarisation and modal issues
Figure 7.5 depicts another important aspect of the filters from the first design, 
which is polarisation sensitivity. The best alignment between the TE and TM 
modes prior to this design was within 2pm over the range of 3 FSRs [117], which 
is a very good result considering the value of 190pm for the FSR. One of the best 
measured results from the tested test chips in this design in terms of the separation 
between the TE and TM resonances is shown in the graph 7.8. The distance 
between the TE and TM resonances is 32pm, but this is not negligible as the 
FSR is 393pm. Larger values of the ER for TE polarisation have been measured 
from the other devices, but with stronger polarisation dependancy (> 32pm). 
This indicates that the variation in the fabrication or, alternatively, the test chip 
processing variations may have changed the waveguides so that the TE and TM 
spectral responses have shifted.
The existence of the second TE dip in the same graph is another typical char­
acteristics of multi-resonator responses. The lower intensity of the dip is an in­
dication of the asymmetric coupling coefficients between the resonators and the 
straight waveguides since the modelling of identical lattice filters (figure 4.26) indi­
cates that the spectral response of such devices should be in the form of symmetric 
double-dip resonances. The second dip is not present in the TM response probably 
because of the lower coupling coefficient between the resonators. Also, the extra 
TE dip disappears from the spectral response at certain wavelengths as shown in 
figure 7.8, which suggests a change of the coupling conditions with wavelength. 
Nevertheless, the modelling of multiple rings in strip waveguides has confirmed 
that the dispersion of the coupling coefficients can be very strong [124].
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Figure 7.8: The top graph: the TE and TM spectral responses at the through 
port of a DRR made of the racetracks with WGW  =  1.0pm, LOC =  500pm, 
Sep =  0.4pm, and Rad =  100pm. The bottom graph: the TE spectral response 
from the top graph in a wider wavelength range to show vanishing of the extra 
dip.
Many SRR devices of the previous projects have shown the strong side reso­
nances, which cannot be attributed to the multi-resonator response. Two assump­
tions have been made:
1. The extra resonance can be a result of polarisation conversion since several 
devices had substantial amount (> 30%) of converted input polarisation to 
the orthogonal polarisation at the output. Few authors have investigated 
this issue and reported that the bends and the waveguides’s cross-sectional
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dimensions and the angle o f the sidewall are most likely to be responsible 
for the rotation o f the polarisation [149, 150].
2. The modelling has shown that the extra dip in the figure may also be the 
first higher order mode (HOM ). By modelling the group index of the first 
higher order mode, the corresponding FSR can be estimated (FSR1 in figure 
7.8) and used to (dis)approve of the higher order mode by comparing the 
modelled FSR o f the first HOM with the experimental FSR of the first HOM.
The modelling [117] has shown that FSR & FSR1, which is also true for the 
experimental responses in figure 7.8, i.e. the extra dips in figure 7.8 can be the 
first higher order mode. Nevertheless, the measured polarisation conversion is 
negligible, leaving two possibilities for the second resonance: HOM or the second 
resonance of the DRR. We will see in another example in this section that the 
position of the dip can, to a certain extent, indicate the origin o f the second dip. 
The graph 7.9 shows the measured TE spectral responses at the drop port o f a 
D R R  when it is excited with the input TE polarisation (TE  response) and when 
excited with the TM  polarisation (T M — > T E  response). It is obvious that the
1 5 4 9 .6  1 5 4 9 .8  1 5 5 0 .0  1 5 5 0 .2  1 5 5 0 .4
wavelength [nm]
Figure 7.9: The demonstration of the polarisation conversion on D R R  consisting o f 
racetracks with WGW =  1.0pm, LOC =  500pm, Sep =  0.4pm, and Rad =  75pm,. 
T M — > T E  denotes the measured TE  spectral response at the output for the input 
TM  excitation
converted signal, the strength o f which is «  20% of the TE mode, has visibly 
broadened the TE spectral responses. However, the intensity of the conversion 
for most o f the D R R  and T R R  devices is below 5% and as such not likely to
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influence the spectral responses. The typical example is a response of a D R R  
given in figure 7.10. The graphs represent the measured through and drop spectral
o.o
1 5 5 0 .0 1 5 5 0 .2  1 5 5 0 .4
wavelength [nm]
1 5 5 0 .6 1 5 5 0 .8
— i--------- 1----------- ,---------- ,---------- 1---------- ----------- 1—
1 5 4 9 .6  1 5 4 9 .8  1 5 5 0 .0  1 5 5 0 .2
wavelength [nm]
1 5 5 0 .4
Figure 7.10: The demonstration of a multimode response on D R R  made o f race­
tracks with W G W  =  1.0pm , L O C  =  1030pm , Sep — 0.58pm , and Rad =  100pm. 
The top graph: the TE and T M — > T E  spectral responses at the drop port. The 
bottom  graph: the TE  response from the top graph together with the correspond­
ing response at the through port.
responses o f the TE and T M — > T E  polarisations (TE  response measured at 
the output when TM  polarisation is applied at the input). The test device is a 
D R R  with W G W  =  1.0pm , LO C  =  1030pm , Sep =  0.58pm  and Rad — 100pm. 
The first graph clearly shows that polarisation conversion is negligible. A  double 
filter in single-mode waveguides should give no more than two resonances in a
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spectral response, while we can observe three peaks/dips in the spectral responses 
of the DRR. Therefore, one of the peaks should be a result of the first HOM 
propagation. The TE spectral response at the drop port is depicted again in the 
second graph with the corresponding through port. The profile of both graphs and 
the modelling of the double similar resonators (figure 4.26) suggest that the two 
closely spaced resonances should be the fundamental mode resonances of a DRR, 
resulting in the third resonance being the first higher order mode. The appearance 
of the first HOM is in agreement with the single-mode condition modelling of the 
rib waveguides with WGH =  1.35pm given in figure 4.6. A rib waveguide with 
WGW =  1.0pm and ED =  0.83pm, which was used to build the analysed device, is 
on the graph 4.3 on the boundary between the SM and HOM areas for a TE mode. 
Therefore, small values for polarisation conversion and the modelling suggest that 
the third peak/dip is the first HOM.
The multi-resonator filter responses
As the waveguides where ED =  0.83pm are close to the SM curve for a TE polari­
sation, it is expected that both the SM and HOM responses due to the variation of 
the dimensions and other factors, may support or suppress the propagation of the 
higher order modes. Unlike the example from the graphs in figure 7.10, the graph 
in figure 7.11 is an example of a TRR response at the through port without signs 
of the HOM. This time three close resonances are expected since the tested de-
wavelength [nm]
1549.6 1549.8 1550.0 1550.2 1550.4
Figure 7.11: The TE spectral response at the through port of a TRR consisting of 
racetracks with WGW =  1.0pm, LOC =  500pm, Sep =  OApm, and Rad =  100pm.
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vice is a triple resonator (made of identical racetracks). In WDM systems, strong 
ripple is harmful and the box-shape response shown with the dashed line in figure 
7.11 is desired.
The shown response with strong and clearly distinguished resonances has been 
once more obtained for a TE mode, which reinforces the hypothesis that the TE 
coupling between the resonators is stronger than the TM coupling. The weaker 
coupling of the TM mode, however, can be beneficial as demonstrated in figure
7.12. The graphs of figure 7.12 are the TM responses of SRR and DRR in the
1549.6 1549.8
wavelength [nm]
1550.0 1550.2 1550.4
1549.6
wavelength [nm]
1549.8 1550.0 1550.2 1550.4
Figure 7.12: The top graph: the TM spectral responses at the through ports of 
SRR and DRR consisting of racetracks with WGW =  1.0pm, LOC =  500pm,, 
Sep =  0.4pm, and Rad =  50pm. The bottom graph: the TM spectral response at 
the drop port of the DRR.
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racetracks with WGW =  1.0pm, LOC =  500pm, Sep =  0.4pm, and Rad =  50pm. 
The top graph depicts the TM responses at the through ports of the SRR and the 
DRR showing that the DRR are more suitable as a bandpass filter than the SRR, 
but the optimisation is needed to obtain the vertical ’’walls” of the band and to 
flatten the bottom of the band. The ripple was not a serious issue at the drop 
port; it gave a flatter response in experiments, as it is shown in the bottom graph 
of figure 7.12, but this behaviour is still to be investigated.
Enhancements of the F W H M
A particularly useful feature of the multiple filters is the sharpening of the res­
onances in order to improve the FWHM. We could see at the beginning of the 
chapter that the increase of the FSR by reducing the filter size damaged its FWHM. 
The graph in figure 7.13 is an example of a TM response that was recovered by 
using double- and triple-racetracks. SRR, DRR and TRR from the same test chip
Figure 7.13: The TM spectral responses at the through ports of SRR, DRR and 
TRR consisting of racetracks with WGW  =  1.0pm, LOC — 1030pm, Sep — 
0.58pm, and Rad =  100pm.
from the wafer #  19 {ED =  0.78pm) consisting of racetracks with WGW =  1.0pm, 
LOC =  1030pm, Sep — 0.58pm, and Rad =  100pm are compared in the graph
7.13. The FWHM of the second order filter is 9.5pm, while the FWHM of the 
third order filter is around 7.1 pm, indicating that the improvement due to the 
third stage is not significant but is important improvement when compared to the 
the single racetrack response, where the FWHM is 15.4pm. This is a very useful 
tool to tailor the filter spectral response of the devices in the rib waveguides when
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devices with Rad <  200pm are used to enhance the FSR. The only drawback of 
such a configuration is a danger to loose the drop port response as it happened in 
this case due to the very low interstitial coupling coefficient.
The improvement is not so obvious in the case of a TE mode. Typical response 
is shown in the graph 7.14 for SRR, D R R  and T R R  from the wafer #  4 (the etch 
depth ED =  0.83pm). The graph 7.14 shows that D R R  and T R R  can be useful
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Figure 7.14: The TE  responses at the through ports o f a SRR, D R R  and T R R  
consisting of the racetracks with WGW  =  1.0pm, LOC =  500pm, Sep =  OApm, 
and Rad =  100pm.
when the waveguides which are prone to the HOM are used, because the multiple 
resonators may prevent the HOM from propagating. It is obvious from the given 
graph that the single racetracks support an extra resonance at 1.55/zm, which 
could not be transferred to the drop port o f the D R R  and T R R  filters since these 
two filters are not transparent for this wavelength at the drop port. In other 
words, if small variations of rib waveguide cross-sectional dimensions allow one 
o f the resonators to support the HOM, the remaining resonators will block its 
propagation, provided the waveguides they are built upon are single-mode.
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7.3 The second test chip design
The second design comprises the strip waveguide devices in two separate test 
chips. In this section the results from the wafer designated #18 ( W GH=  0.29pm) 
will be presented and discussed. The second set of the devices from the wafer 
#80 ( WGH =  0.34pm) could not be characterised as they were damaged. The 
results are grouped in the following three sections: 1. horizontal tapers, 2. single 
resonators, and 3. double lattice resonators. The characterisation of the devices 
such as the High Transmission Cavity (HTC, see chapter 5) and bends (section 5.2) 
was abandoned mainly due to the large loss and difficulty to control polarisation in 
the polarisation maintaining fibres, which could be used as a stronger alternative 
(in terms of power) to the free space setup. It should be mentioned that the devices 
comprising directional couplers were designed following the modelling results for 
the strip waveguides with the height WGH =  0.34pm, which is the target height 
of the damaged test chips (wafer #80). Since the wafer #18 test chips contain 
only the strip waveguides with WGH =  0.29pm, the response of the devices from 
this wafer containing directional couplers (racetracks) is likely to be polarisation 
dependent. On the other side, the response of ring resonators should not be 
seriously affected as the modelling of the strip directional couplers with WGH — 
0.29pm  predicts a relatively short coupling length for both polarisations, making 
rings more suitable for realisation of polarisation insensitive devices.
7.3.1 Strip-based horizontal tapers for straight waveguides
The straight waveguides with variable taper length were used to investigate the 
influence of the taper length on the output TE and TM powers. The length and 
the shape of the tapers on such a small scale ( WGH, WGW  fs 0.3pm) were very 
difficult to model with the available memory (2GB RAM). The alternative solution 
is to follow the rule from the taper design of the rib waveguides, which is to design 
a taper with the fixed height (obviously equal to the height of the waveguide 
attached to the taper); these tapers had an approximate length of 500pm and the 
width at the front end (next to the fibre) of 10pm (see figure 5.5). The length of 
the taper (500/im) is mainly determined by the fixed test chip dimensions and the 
space that is needed to accommodate resonators and the accompanying devices. 
Since the modelling cannot be used for the above reasons, experimental testing 
of the tapers with different lengths has been aimed at the taper design with the 
maximum output power. Therefore, the only difference to the previous approach
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in the taper design is in the variable length of the taper length, while the design 
of the taper width ( Width =  10pm) and height (Height=WGH) has not been 
changed 2.
The throughput optical power of a straight waveguide with WGH — 0.29pm 
and WGW =  0.38pm as a function of a taper length is shown in figure 7.15. Such
Figure 7.15: Optical power of the straight waveguide as a function of the taper 
length. W GH=  0.29pm  and WGW  =  0.38pm.
trend in the response was monitored for the other waveguide widths, but these 
graphs were not shown as some of the waveguides in the series were damaged and 
there was not enough data points to show the complete graphs i.e. at all taper 
lengths. The result in figure 7.15 is interesting because it shows no saturation 
point as the taper length increases. The TE mode response is, according to the 
graph 7.15, by approximately 50% lower in power than the TM response; as it 
is suspected that the unadjusted length of the taper i.e. too large taper angle 
causes a higher loss in a TE power (TE mode interactions with the taper walls are 
stronger), this result prompted ideas for using longer tapers in order to ’’ recover” 
the TE mode response. As a result, tapers in a range 500pm — 2500pm were used 
in the next strip waveguide design (test chip no. 4).
7.3.2 Strip-based single resonators
The section of this chapter on the multiple identical racetracks was aimed at 
the enhancements of the FWHM  and small adjustments of the FSR achieved
2Since the width of the test chip(s) is constant, a variable taper length inevitably leads to 
the change in the length of a straight waveguide itself.
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by reducing the resonator radius below 300pm. However, the FSR with these 
devices is still smaller than lnm . The main aim of the second design is the 
improvement of the FSR beyond lnm , which is the requirement of many W DM  
components. To do so, smaller resonators, either rings or racetracks, must be 
employed and strip waveguides used to allow propagation of the light in small 
bends. M ajor concerns with small strip devices are the loss and polarisation 
sensitivity. The graph of figure 7.16 is a typical response of a single racetrack 
resonator4 at the drop port. The drop port will be used for a demonstration of a
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Figure 7.16: The TE and TM  spectral responses at the drop port o f a single 
racetrack with WGH =  0.29pm , WGW =  0.34pm, LOC =  5.5pm , Sep =  0.12pm, 
and Rad =  5pm
device performance in this section wherever possible as the through port responses 
have a noisier spectral response, particularly for a TE  mode. This is due to the 
strong Fabry-Perot resonances in straight waveguides attached to resonators as 
the input/output through ports. The TE and TM  spectral responses in figure 
7.16 have been obtained from the device with WGW =  0.34pm., WGH=  0.29pm, 
LOC =  5.5pm, Sep =  0.12pm, and Rad =  5pm. It can be seen that a racetrack 
with a circumference of «  40/zra, which is equivalent to a ring with Rad «  7pm., 
has the FSR o f 12.7nm for a TM  mode and the FSR of 12.5nm for a TE mode. 
This FSR result is more than 10 times better than the best result o f the previous 
section obtained by using rib racetracks with Rad =  50pm. This is very promising 
for strip waveguides as 7pm-rings and the racetracks o f similar circumference are
3SRR, DRR, and T R R  may denote in this section either the ring or the racetrack architecture.
To avoid ambiguity and confusion, full terms will be used.
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not too demanding for fabrication. However, polarisation dependence and the 
mode sensitivity to roughness and other factors can be more difficult to overcome 
in the designs with strip waveguides. Polarisation dependence of the device in 
figure 7.16 is not unexpected as the directional couplers in this test chip design 
have been optimised in the modelling for the strips with the height of 0.34pm. In 
other words, the shift of A  A =  2.3 nm can be mostly associated with the height 
change of 5nm and, partly, with the fact that the directional couplers have been 
modelled by neglecting the curved parts of a resonator, which also participate in 
the transfer of light. The spectral response in figure 7.16 shows a very noisy TE 
response even at the drop port, which is somewhat surprising as the resonators 
typically suppress the Fabry-Perot resonances present at the through port, because 
these resonances are not resonant in the resonator. This behaviour may be the 
result of stronger interaction of a TE mode with the sidewalls and due to the 
influence of sidewall roughness.
As suggested by the modelling in the section 4.1.2, strip waveguides with 
WGH =  0.29pm are expected to have a relatively short polarisation indepen­
dent coupling length i.e. the length of the coupler at which LEE =  LEM, which 
makes them potentially suitable for polarisation insensitive ring resonators. This is 
demonstrated in figure 7.17, where the TE and TM spectral responses at the drop 
port of single ring resonators with Rad =  3pm and WGW =  0.38pm are shown. 
The alignment between the resonances is much better, the maximum discrepancy 
of A A =  0.9nm is measured at A =  1.5 8pm for the device with the response given 
in the top graph. The bottom graph is a spectral response of the same device from 
the test chip #23, which shows even better alignment between the modes. Thus, 
the straight waveguides with WGH — 0.29pm, WGW — 0.38pm,, and Rad — 3pm 
are very promising for making nearly polarisation insensitive devices. The group 
indices of the TE and TM modes seem to be equalised and the directional couplers 
optimised for the given geometry, but with noisier and sharper TE response. This 
could be associated with stronger sidewall interactions of the TE modes. In terms 
of the polarisation (in)sensitivity this is one of the best reported results thus far in 
the SOI strip waveguides. Nevertheless, the obtained performance demonstrates 
the FSR of «  30nm, which is the value specified by the commercial WDM filters.
To extend the FSR even further, above 30nm, smaller rings are needed, for 
example a 2pm-ring, the response of which is given in figure 7.18, where FSRte — 
45.6nm and FSRtm =  44.2nm. This result was very close to the best reported FSR 
in SOI platform to date [151]. By reducing the size, the alignment between the
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Figure 7.17: The TE and TM  spectral responses at the drop ports o f single ring 
resonators with Rad =  3pm. The graphs show the responses from test chips # 1 1 R  
(top) and # 2 3 R  (bottom ). W GH=  0.29pm, WGW =  0.38pm, Sep =  0.1 pm.
polarisations at longer wavelengths (A >  1.60pm ) has been corrected (AA «  0), 
but it was degraded at smaller wavelengths (AA =  2.8nm  at A «  1.56pm ). In 
other words, devices with Rad =  2pm  are suitable for the PI regime only at larger 
wavelengths. The graph is given in absolute units (not normalised to straight 
waveguides) to show the increased sensitivity o f the TE mode to reducing the size 
o f the resonator (more than 3 times more power for a TM  m ode). This can be 
a serious issue for a propagation o f a TE mode and, in particular, polarisation 
maintenance, which was achieved in terms o f the alignment between the TE and 
TM  resonances, but not in terms of the power figures, which is necessary for
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Figure 7.18: The TE and TM  spectral responses at the drop port of a single ring 
resonator with Rad =  2pm, WGH =  0.29pm, WGW =  0.38pm, and Sep =  0.1 pm.
a PI response. In the second strip waveguide design an attempt was made to 
strengthen the TE mode by using larger tapers as suggested at the beginning of 
this section. Another approach in gaining the FSR above 30nm is to use longer 
resonators constructed in the Vernier configuration, which will be discussed in the 
next section.
7.3.3 Strip-based  la ttice , d issim ilar double resonators
The graphs in figure 7.19 show the TM  responses at the through ports o f 6 
Vernier devices comprising ring resonators in the lattice formation. The top 
graph is a response of the double Vernier ring configuration in the strip waveg­
uides with WGW =  0.34pm , while the bottom  graph comprises WGW  =  0.3pm  
waveguides. In both cases responses are given for the following combinations of 
the rings (Radi, Rack) = { { 2 p m , 3 p m ) } ;  { (3pm, 4pm)} ;  { (4pm, 5pm)} .  The de­
vices with WGW =  0.34pm , show the strongest resonant effect at A between 
1.58pm  and 1.59pm. The change of the ring size has not influenced this be­
haviour, i.e. for all three combinations of the rings the individual resonances 
are the closest in the region 1.58/zra-1.59/zra, which indicates the strong influ­
ence of the components that were constant, such as the waveguide width and 
the separation of the directional coupler. This can also be noticed at the bot­
tom graph where the Vernier devices with WGW =  0.3pm  ” resonate” for wave­
lengths in the range A =  1.55pm  — 1.56pm. The graphs also show that the reso-
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Figure 7.19: The TM  spectral responses at the through ports o f double Vernier 
rings with WGW  =  0.34pm  (top) and WGW =  0.30pm  (bottom ). {Radi, Rad/) =  
{ {2pm, 3pm )} ;  { {3pm, 4pm )} ;  { {4pm, 5pm )} ,  WGH =  0.29pm,  and Sep =  
0.1 pm.
nances for WGW — 0.3pm are wider that those of the corresponding device with 
WGW — 0.34pm, which is expected as smaller devices i.e. narrower waveguides 
have larger bend loss, relaxing resonant condition and giving broader resonances. 
Similarly, for a particular waveguide width, resonances are broader for smaller 
devices for the same reason.
Relatively broad resonances o f Vernier devices based upon rings represent the 
important limitation as it is very difficult to optimise the spectral response of 
the filter to achieve a single-resonance or a box-like response. Larger rings, for
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instance a 5pm  and a 4pm  ring, have a flatter response at 1.58pm  — 1.59pm  but 
very strong and close side resonance at 1.57pm. Smaller rings, for example, a 
3pm  and a 2pm  ring, have the less harmful side resonance (at 1.56pm ) but the 
stronger double-dip. This configuration could be optimised by adjusting the in­
terstitial coupling coefficient to achieve a flatter response, as was suggested by the 
modelling, but considering that the rings are very small and resonances relatively 
broad there is still a danger from strong side resonances. In other words, to have 
more freedom in the shaping of the filter response it is advisable to use bigger 
resonators (circumference) as they have narrower individual resonances.
In figure 7.20 given is an example with racetrack resonators in strip waveguides 
with W G W  =  0.34pm. Typical for these devices is that the resonances which are
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Figure 7.20: The TM  spectral responses at the through and drop ports o f a double 
Vernier racetrack resonator filter with W GH =  0.29pm, W G W  =  0.34pm , Sep =  
0.12pm, LO C  =  6pm, Radi =  3pm , and Rad^ =  2pm.
present at the through port and the origin o f which is the bottom  resonator, are 
not so strong at the drop port as they are blocked by the top resonator. This 
makes the drop port potentially very useful for the narrow pass-band filters. Such 
two responses are given in figure 7.21. The first graph is the spectral response of 
a device that resonates near 1.56pm  (W G W  =  0.30pm ) and the second graph is 
the spectral response of a device that resonates around 1.6pm  ( W G W  =  0.34pm).  
This makes Vernier racetracks in strip waveguides very promising candidates for 
large-FSR filters. For comparison, the response of one of the single racetracks has 
been added to the bottom  graph to demonstrate the potential improvement of the 
FSR by using the Vernier racetracks. By some adjustments to remove remaining
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wavelength [pm]
wavelength [pm]
Figure 7.21: The TM  spectral responses at the drop ports o f double Vernier 
racetrack resonator filters with WGH =  0.29pm  and Sep =  0.12pm. The top 
graph: WGW =  0.3pm , Radi — 4pm , and Rad2 =  3pm . The bottom  graph: 
WGW =  0.34pm,, Radi =  5pm,, and Ra(k =  4pm.
extra peaks and to flatten the resonance at 1.56pm the Vernier could be used 
in the applications where FSR >  60nm is required, by employing the racetracks 
with the individual FSR of ’’ only” 12.3nm. Graph 7.21 shows that the Vernier 
configuration was useful to attenuate the resonances that exist in the response of 
a single racetrack with WGW =  0.34pm, Radi =  5pm, LOC =  5pm, which were 
used to build the given Vernier device.
The final part o f the study of the Vernier devices is the monitoring of the 
temperature characteristics o f these devices. This study was performed to shape
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the spectral response of the Vernier rings. The typical response of a heated double 
Vernier ring resonator is given in figure 7.22. The shift in the spectral response of
Figure 7.22: The thermal response of a double Vernier ring resonator filter with 
WGH =  0.29pm, WGW =  0.34pm, Sep =  0.1 pm, Radi =  5pm, and Ra<k =  4pm.
0.07nm/°C is expected as the refractive index changes with the temperature and, 
consequently, changes the resonant condition. The shape of the spectral responses 
has not been changed but the output power has turned out to be dependent on 
the temperature. As the devices were tested on the setup where the temperature 
of the setup was stabilised for a couple of hours at each of 4 temperature points 
in graph 7.22, the influence of the misalignment between the test chip and the 
setup is minimal. Therefore, this effect is likely to be related to the anti-reflection 
coating condition given by the equation 6.5, which is better matched at certain 
temperatures. Nonetheless, this behaviour was confirmed for other devices such 
as straight waveguides and the single resonators with the maximum power at 
temperatures in the range T =  50°C — 70°C.
188
Autoregressive optical add/drop... Chapter7: Experimental results and discussion
7.4 The third and fourth test chip designs - 
preliminary results
The results in the next 3 sections will cover preliminary testing of the the third 
and fourth test chip designs, which were fabricated close to the end of the author’s 
project. The devices such as directional couplers and lattice resonator filters from 
the third design and cascaded rings from the fourth design will be investigated 
as a part of other student projects. Higher priority in testing of the third test 
chip design was given to the (multiple) lattice similar and cascaded similar and 
dissimilar resonators as these configurations were not analysed on previous rib 
waveguide test chips, including the first design of this thesis. It should be noted 
that most of the resonators with the radii below 100pm have not been replicated 
due to the large loss in the first design; consequently, the smallest feature has been 
increased to a 50pm bend. Preliminary testing of the fourth design will cover the 
spectral responses of the single ring resonators in strip waveguides; the aim is to 
take the FSR beyond 50nm by using very small 2pm and 1.5/xm-rings (section 
5.4.2).
7.4.1 R ib-based  la ttice  sim ilar-double-racetracks
The graphs in figure 7.23 depict the through/drop responses of a lattice filter 
consisting of two racetrack resonators with WGW  =  0.8pm, Radi — 100pm, 
Radk =  99.5pm, and LOC =  310pm. The measured FSR of 0.5nm is the FSR of a 
single resonator similar in size to the resonators forming the filter (Rad fs 100pm, 
LOC — 310pm), thus, the whole device does not satisfy the Vernier condition
i.e. there is no improvement in the FSR. The coupling between the resonators 
may be greatly attenuated for various reasons, forcing the structure to act as a 
single resonator, but as there is the corresponding response at the drop port (the 
bottom graph in figure 7.23), the interstitial coupling cannot be the reason. Con­
sequently, the spectral responses in figure 7.23 are the TE and TM responses of 
a lattice double-racetrack resonator when the Vernier condition is not satisfied. 
The single resonators have very similar spectral responses, so the overall spectral 
response of the Vernier device is not made of the double dips/peaks, as expected, 
but of the single resonances that are the result of the overlapping between the reso­
nances of the individual resonators. The response at the through port shows very 
important improvement when compared to the previous rib waveguide designs.
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Figure 7.23: The TE  and TM  spectral responses at the through and drop port of 
a lattice filter consisting of two similar rib racetracks. WGW =  0.8pm, Radi — 
100pm, Rack =  99.5pm, and LOC =  310pm.
The top graph in figure 7.23 demonstrates polarisation independent response with 
the alignment within 3pm at the FSR of 0.5nm around 1.55pm. The graph 7.24 as 
a part o f the response from the top graph of figure 7.23 for a narrower wavelength 
range is given to show the alignment between the TE and TM  resonances around 
A =  1.55pm. Also, to demonstrate polarisation independence more clearly, both 
figure 7.23 and figure 7.24 are shown in absolute values. Previously, polarisation 
independent responses were reported on the racetracks with the FSR o f 0.19nm 
[9]. Thus, the result presented here is more than twice better. Also, there is an 
improvement in the ER since the obtained values are generally larger in the sec-
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Figure 7.24: The TE and TM spectra from figure 7.23 in a narrower wavelength 
range to show the alignment between the modes.
ond rib waveguide design. The responses were not reproduced at the drop port 
as shown in the bottom graph of figure 7.23, probably because of the changed 
propagating conditions for TE and TM modes in the upper resonator; this could 
not be noticed at the through port response due to the relatively small interstitial 
coupling coefficient i.e. due to the negligible influence of the upper on the bottom 
resonator.
A similar response was observed for rib waveguides when W G W  =  I.Opm. An 
example in figure 7.25 is the response of a lattice filter consisting of two racetracks 
with parameters as follows: W G W  =  1.0pm, LOC== 1030pm, Radi =  100pm and 
Ra<k =  99.5pm.. A  good alignment between the modes has been repeated with 
slightly bett'er ER for the TM mode. This, however, is not the case for the same 
device from the other three test chips that were tested (different wafers i.e. different 
etch depths). The power ratio between the modes in these cases was very close to 
1, but slightly different dimensions of the devices achieved through the variable 
energy split has caused the TE and TM spectral responses to separate, while this 
example here shows a good alignment. In simple words, the same device from the 
other test chips shows better (equal) ER, but stronger polarisation dependancy. 
To locate the device with satisfactory both the ER and the polarisation alignment, 
it is necessary to investigate the chips from the other areas on the wafers. Thus, 
more tests would probably show a good polarisation and the ER response for the
1.0pm waveguides too.
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Figure 7.25: The TE  and TM  spectral responses at the through port o f a lattice 
filter consisting of two similar rib racetracks. W G W  =  1.0pm, LOC =  1030pm, 
Radi =  100pm , and Rack =  99.5pm.
7.4.2 R ib-based  cascaded double-racetracks 
Cascading of similar resonators
The cascaded architecture has been preliminary tested for both similar and dissim­
ilar racetrack configurations (see section 5.3, chapter 5). A general schematic with 
the designated through and drop ports is given in the design chapter (figure 5.27), 
but this structure can also be used for simulating the response of parallel-coupled 
resonators, as depicted in figure 7.26. This can be performed by using the trans-
t h r o u g h  p o r t  in p u t p o r t  1
Figure 7.26: Parallel-coupled racetrack resonators (the green part; the whole de­
vice is a cascaded filter, see section 5.3.4). The device response can be simulated 
by using the transmission line as the input/output port.
mission line as the input/output port. A  typical response o f a parallel-coupled 
similar racetracks is shown in figure 7.27 for a TE mode and the following com­
bination o f the racetracks: W G W  =  1.0pm, LOC =  500/im, Radi =  200pm and 
Radi =  199.5pm. The same graph contains the standard through port response
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Figure 7.27: The TE spectral responses at the through ports of the parallel- 
coupled racetracks and the corresponding cascaded racetracks, the schematic of 
which is given in figure 7.26. WGW — 1.0pm, LOC — 500pm, Radi =  200pm, 
and Radi =  199.5pm
when the bottom straight waveguide is used as the input i.e. output port. As 
this represents the response of a serial-coupled resonator filter, comparison with 
the response of the corresponding parallel-coupled configuration can be made4. 
The conclusion from the testing was that the parallel configuration did not give a 
better shape of the filter response, which can be seen in figure 7.27.
It should be noticed at this point that the preliminary testing of the multiple 
similar racetracks, in either lattice (previous section) or cascaded configuration, 
have not shown the Vernier effect, meaning there is no improvement in the FSR. 
Due to the very similar individual spectral responses, the resonant condition is 
very difficult to satisfy, and in the most cases the relation m x FSRi =  n x FSR2 
is satisfied only for m — n — 1 (the net FSR unchanged).
Cascading of dissimilar resonators
The spectral response in figure 7.28 is a TM response of a cascaded filter consist­
ing of two dissimilar racetracks with WGW  =  1.0pm, LOC =  1030pm, Radi =  
100pm, and Rada =  50pm. This response is an example of the ” partly” satis­
fied Vernier condition: since the resonators are now dissimilar {Radi — 100pm, 
Rada =  50pm), the resonances supported by the single racetracks are more sep-
4In the parallel configuration resonators are normally placed on the same side of the straight 
waveguide, but this is equivalent to the device in figure 7.26
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Figure 7.28: The TM  spectral response at the drop port o f a cascaded filter 
consisting of dissimilar racetracks. WGW  =  1.0pm, LOC =  1030pm, Radi =  
100pm, and Rack =  50pm.
arated in the spectrum than the resonances of similar resonators, resulting in 
the strong drop resonances of the filter where the ” single” resonances are close 
(1550nra, 1552nm, ...), and the attenuated drop resonances, where the ’’ single” 
resonances are separated (1551nm, 1553nm, ...). According to the graph of figure 
7.28, it is relatively wide resonances that make the Vernier condition difficult to 
satisfy. We could see in the section 7.3.3 that this effect is particularly harmful 
for the strip waveguide devices with radii as small as 5pm because the resonances 
of such small resonators are very broad (large FWHM), giving the higher prob­
ability o f the resonance overlapping. As for the rib waveguides, the graph 7.28 
demonstrates that even the resonators with radii o f 50pm can result in broad res­
onances increasing influence of the side lobes. However, cascaded resonators are 
still good candidates for improving the FSR. We can read from figure 7.28 that 
the individual FSRs are ~  0.26nra, while the potential net FSR would be ss 2nm.
A better shape o f the spectral response of the dissimilar cascaded filter has 
been observed for a TE  mode. The results from the strip waveguide designs 
have already shown a tendency o f a TE mode to have sharper resonances at the 
drop port, which is most likely due to its stronger interaction with the sidewalls 
and because o f roughness. Rib resonators exhibit similar behaviour, which is 
demonstrated in figure 7.29, where the response of the device from the graph 7.28 
to the TE excitation is shown. The improved FSR remains close to 2nm, but the 
spectral response is much cleaner.
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Figure 7.29: The TE spectral response at the drop port of a cascaded filter con­
sisting of dissimilar racetracks. WGW  =  1.0pm, LOC =  1030pm, Radi =  100pm, 
and Rack =  50pm.
This graph demonstrates another issue visible in the spectral responses, which 
is the dependence of the FSR on the wavelength. This can be spotted on the graph 
7.28 as the FSR measured from 1550nm to the right is slightly larger than 2nm, 
while the FSR measured to the left is slightly smaller than 2nm. This effect has 
not affected the shape of the TM response significantly as the central resonances 
around 1550nm, 1552nm, and 1554nra are still stronger than the side resonances. 
However, the side resonances on the left and on the right of the central resonances 
alternately become stronger and weaker, which is due to the shift of the individual 
resonances with wavelength i.e. due to the dispersion. This can be particularly 
damaging when the resonances are sharp and, consequently, more sensitive to the 
relative shifts of the individual resonances as demonstrated in figure 7.29 for a TE 
mode.
The other experimental data have shown similar trend in the response, indi­
cating difficulty to completely satisfy the Vernier condition (with the negligible 
side resonances) by using this configuration. However, this is not surprising; it 
was already stressed that the equation (3.101) is actually an idealised case, based 
upon the assumption of the constant individual FSRs, which is not true, i.e. 
FSR =  FSR(A). Thus, to produce better spectral responses with the Vernier rib 
racetracks in terms of the FSR and the side lobes, the dispersion should be incor­
porated into the resonant condition 3.101 and, also, device fabrication controlled 
very accurately to achieve the target dimensions.
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7.4 .3  S trip-based  single rings
The FSR of the devices from the first strip waveguide design was in the range of 
several nanometers to 50nm. In such configurations single rings with a radius of 
. 10pm can be used to produce the FSR of several nanometers, which is equivalent 
to the overall FSR of the cascaded resonators in the previous section. Furthermore, 
lattice filters in strip waveguides demonstrated the ability to potentially increase 
the FSR even further, above 50nm (figure 7.21). The drawback of using multi-rings 
in strip waveguides is in strong side lobes that appear due to the broad resonances 
of single resonators with a small circumference (Rad < 7pm i.e. Circumference < 
2x7rx  7 pm). The aim of the second strip design (test chip no. 4) is to investigate 
the FSR of the rings as small as 1.5pm in a radius (figure 5.30), and compare it 
with the results obtained by using the Vernier configuration.
The graph in figure 7.30 is the TE/TM  response at the through port of a 
single ring with WGW — 0.34pm  and Rad =  2pm. Contrary to the results from
wavelength [nm]
1520 1540 1560 1580 1600
Figure 7.30: The TE and TM spectral responses at the through port of a single 
ring resonator with WGH =  0.29pm, WGW  =  0.34pm, and Rad — 2pm.
the previous strip-based test chip, where devices were resonant mainly for a TM 
mode, the devices in this design show better TE response (figure 7.30). Such 
behaviour is still to be investigated as all the wafers from both strip designs were 
run through very similar fabrication steps. From the design point of view the only 
difference between the two designs is in the length of the devices. Longer tapers 
were introduced in order to improve the TE response, which was very weak in 
the previous strip design, but such a change may have negatively affected the TM
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response. The TE mode has also been affected by the Fabry-Perot resonances in 
the straight (input/output) waveguides, which caused noisy response to appear. 
Since the resonator typically does not support these wavelengths the effect is not 
so strong at the drop port.
A  smaller structure, a 1.5pm ring resonator, provides further enhancement of 
the FSR, over 60nm (figure 7.31). This is, to the author’s knowledge, the best
wavelength [nm]
1520 1540 1560 1580 1600
Figure 7.31: The TE  spectral response at the drop port o f a single ring resonator 
WGH =  0.29pm, WGW =  0.34pm , and Rad =  1.5pm
reported FSR in SOI platform to date. Although the FSR of the 1.5pm ring is 
better by approximately 20nm, the other figures of merit such as the FWHM and 
the ER are almost twice better for the 2pm  ring. In other words, the Vernier 
configuration employing strip racetracks as demonstrated in the section 7.3.3 may 
be more suitable for increasing the FSR over 50nm  because of the better shape 
(FWHM  and ER) of the spectral response (see figure 7.21).
Very small dimensions of single rings have been proposed in this design with 
the main aim to study stability o f the spectral response and its ’’ reaction” to 
small alterations of device dimensions. It has turned out that the cross-sectional 
dimensions are critical for performance o f the devices built upon strip waveguides. 
The increase of the waveguide width of only 0.04pm  can provide the resonator with 
significantly more power, giving a better drop port response. Such an example is 
presented in figure 7.32 for a 2pm-xing with WGW — 0.38pm. The response is 
important from several aspects. An average ER at the drop port o f the 2/zm-ring 
with WGW =  0.34pm (figure 7.30) is 6dB, while the ER of the same ring built 
upon the waveguides with WGW =  0.38pm  (figure 7.32) is 11 dB. The response
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1520 1540
wavelength [nm]
1560 1580 1600
Figure 7.32: The TE spectral responses at the through and drop ports of a single 
ring with WGH =  0.29pm, WGW — 0.38pm, and Rad =  2pm.
also confirms the influence of the waveguide width on the position of resonances, 
which was pointed out in the section 7.3.3 where the response of the Vernier rings 
in the strip waveguides with WGW =  0.34pm and WGW =  0.38pm was discussed 
(figure 7.19). Here, the resonances of the 2//ra-ring with WGW  =  0.34pm. are 
positioned at 1.523pm and 1.569pm (figure 7.30), while the resonances of the 
2/zra-ring with WGW =  0.38pm, are at 1.54//m and 1.585pm  (figure 7.32). Thus, 
the increase in the WGW  by 0.04pm has not changed the FSR (Rad in both 
cases), but it has changed the coupling in the directional coupler, resulting in 
the shifted response by 0.017pm as shown in figures 7.23 and 7.27. Finally, the 
graph in figure 7.32 can be employed to investigate the influence of the separation 
between a resonator and the through/drop waveguides on the spectral response. 
The TE response of a 2/zm-ring from the first strip waveguide design (test chip no. 
2), where WGW =  0.38pm, is given in figure 7.18. By comparing this response 
where separation is Sep =  0.10pm. with the TE response of the 2/zra-ring with 
WGW =  0.38pm from the fourth design, given by figure 7.32, where the separation 
is Sep =  0.12/zm, two important conclusions can be made. The positions of the 
resonances have been changed from 1560.81nra and 1606.28nm for the ring from 
the second design to 1540.06nra and 1585.87nm for the ring from the fourth design, 
which is the shift of approximately 20nm. Therefore, similarly to the influence of a 
waveguide width, a separation also determines the wavelength at which the ring or 
racetrack resonate. As pointed out above, the shift effects can be associated with 
the changed coupling conditions when a separation or width changes. Secondly,
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the FSR has been increased from 45.47nm to 45.81nra, but this should be related 
to the fabrication tolerances as the FSR is determined by material properties of 
the filter and its length and not a waveguide width, height or separation in the 
directional coupler.
The increase in the waveguide width from 0.34pm to 0.38pm has also reflected 
on the better response of 1.5pm ring as shown in figure 7.33. The improvement
Figure 7.33: The TE spectral responses of single ring resonators with Rad =  1.5pm 
as a function of the waveguide width (WGW\ =  0.3 8pm, WGW2 =  0.34 pm).
is not only in terms of the FSR, which is the largest reported to date in SOI, the 
structure gave three times better ER as well. From all the analyses in this section 
arises the strong sensitivity o f the response of the strip waveguide devices to the 
tolerances o f the dimensions. This will be substantiated with few more examples 
in the remaining of the section.
A large FSR is a promising feature o f SOI devices for numerous applications but 
there is a concern with the loss and reproducibility and stability o f the response. 
The latter two has been investigated by comparing results between the chips of 
this design (test chip no. 4) that are supposed to be identical and also between the 
chips that were fabricated as slightly different by using on-wafer energy split. The 
projected separation is 0.12pm for all devices o f this design, while the predicted 
separation, on the basis o f the preset energy doses, is 0.118pm for the chip labelled 
as die3-3, and 0.126pm for the test chip designated as die5-3. Figure 7.34 gives 
responses of two single rings from these two test chips. This graph is another 
example how small changes in dimensions o f WGW  and Sep cause shifting o f the 
spectra. More precisely, the responses are separated by 9nm, which is caused by
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wavelength [nm]
1560 1580 1600 1620
ma  -2-
3 -4- 
8- 
■8
I  -6.
■ TE mode, drop port, WGW=0.38nm, die 3-3
■ TE mode, drop port, WGW=0.38pm, die 5-3
Figure 7.34: The TE spectral responses at the drop ports o f single rings from 
test chips die3-3 and die5-3 o f the wafer #H N IM P5G . WGH =  0.29pm, WGW =  
0.38pm, and Rad — 1.5pm
the separation change of 0.126pm — 0.118pm =  8nm. It should be noted that 
the FSR has not been affected as the energy split does not change the resonator 
circumference. Other factors may contribute as different exposure times affect all 
dimensions (for example waveguide width), but the result generally indicates the 
significant sensitivity o f small filters. Therefore, small strip filters are very good 
candidates for large FSR systems, but it can be applicable if certain flexibility is 
allowed for the spectral response stability, and if the polarisation insensitivity is 
not a necessity.
Finally, it was probably noticed throughout this section that all responses have 
been normalised to the maximum value and not a straight waveguide response. 
The reason is the noisy response o f a (normalisation) straight waveguide. For 
illustration, two graphs are plotted in figure 7.35: the drop port responses of a 
2pm ring (W G W  =  0.38pm), one normalised to a straight waveguide response 
and another, normalised to the maximum value.
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1520 1540
wavelength [nm]
1560 1580 1600
Figure 7.35: The TE spectral responses at the drop port o f a single ring resonator, 
when two normalisations have been applied: to the maximum value and to a 
straight waveguide response. W G W  =  0.38pm, WGH =  0.29pm,  and Rad =  2pm.
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7.5 Loss measurements
The Fabry-Perot method as outlined in the section 6.2.3 was used to calculate 
the propagation loss of the fabricated devices. Prior to the spectral response 
measurements, the test chips were re-polished to remove the ARC and to enhance 
the Fabry-Perot resonances. Removal of the ARC also reduces the output power, 
which turned out to be critical for the strip waveguide based devices. Because of 
this, in most cases it was not possible to accurately calculate the propagation loss of 
the strip waveguide designs by using the free-space setup described in section 6.2.3 
(chapter 6). Loss characterisation of the strip waveguide devices will be addressed 
further in future projects by using the setup with polarisation maintaining fibres 
and the polarisation rotator.
A typical Fabry-Perot response of a rib waveguide based design is given in 
figure 7.36 for the test chip from the first design. The Fabry-Perot resonances are
Figure 7.36: A Fabry-Perot resonances in a straight waveguide from the first test 
chip design. W GH=  1.35pm, WGW — 1 pm, and ED — 0.83pm.
typically monitored in standalone straight waveguides even though the resonances 
are visible in other cases, such as the response at the through port of resonator 
filters. By measuring the ratio between the minima and the maxima and assuming 
the reflectivity of the facets of R — 0.31 the losses of the rib waveguide devices 
have been calculated as shown in table 7.3. The error was calculated from the 
results variations of the devices that are designed to be identical.
The loss for the first waveguide design indicate significant polarisation de­
pendent loss. Similar values and presence of the strong polarisation dependent
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Design no. 1 loss Design no. 3 loss
WGW  =  0.8 TE: 4.09±0.35 dB/cm 
TM: 5.52±0.35 dB/cm
W G W =  1.0/jm TE: 3.11±0.46 dB/cm 
TM: 5.01±0.41 dB/cm
TE: 5.17±0.31 dB/cm 
TM: 4.85±0.64 dB/cm
Table 7.3: The propagation loss at A =  1.55pm of the fabricated test chips com­
prising the rib waveguide devices
loss have been reported for the rib waveguide test chips fabricated prior to this 
work [117]. The modelling by Headley [117] has shown that a TM mode has 
more contact with sidewalls than a TE mode, which, if the sidewalls are rough, 
may be responsible for the polarisation dependent loss. The loss in the case of 
the third design, where the devices are also based upon the rib waveguides with 
WGH — 1.35pm and mainly WGW  =  1 pm, has shown larger loss for both modes. 
Interestingly, a TM mode in this case has the lower propagation loss than a TE 
mode. Both effects could be associated with the lack of the tapers on this design. 
This should be verified through the further loss characterisation of the test chips 
but as this requires irreversible damage of the anti-reflection coating the rest of 
the test chips have been spared.
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C h a p t e r  8  
C o n c l u s i o n s  a n d  f u t u r e  w o r k
The conclusions of the thesis are presented in this chapter. In addition to the 
contributions to the silicon photonics field, ideas for future research are discussed.
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8.1 Summary and conclusions
The objective of the research presented in this thesis was to model, design, fabri­
cate and characterise the auto-regressive ring and racetrack optical filters in SOI 
rib and strip waveguides. The study encompassed both theoretical and experi­
mental work.
Modelling of a rib waveguide profile with the height of 1.35pm  and a strip 
waveguide profile with the height of 0.29pm and 0.34pm was performed prior to 
fabrication with the aim to investigate basic modal and birefringent issues. This is 
needed as many applications impose the single-mode and zero-birefringence condi­
tions on the waveguide performance. Similarly, the need to maintain a polarisation 
insensitive response of a filter initiated work on the strip and rib directional cou­
plers. Modelling of the transfer function of the resonator filters was performed 
to study the response of single- and multiple-resonator architectures and its de­
pendence on the factors such as the coupling coefficient. These modelling results 
provided important feedback for SOI photonic systems that are supposed to be 
made in single-mode, zero-birefringence and polarisation-insensitive rib and strip 
waveguides.
The devices were grouped in the six test chip designs and four main fabrication 
runs, two of which are based upon rib waveguides and the remaining two on the 
strip waveguides. Both the preliminary and complete experimental results have 
confirmed a significant advancement in the filter shape with the reduced FWHM 
and the increased FSR for both polarisations, which was achieved through the 
careful design of single and multiple coupled and cascaded resonators. Thus, the 
main aims of the designs, which are the improved figures of merit of the strip 
and rib designs, and the improved polarisation response of the strip waveguide 
devices, have been met. A more detailed review of the major conclusions is given 
in subsections below.
Rib waveguide geometry
The modelling of the rib waveguides with WGH =  1.35pm in terms of the single­
mode and zero-birefringent conditions have been carried out previously [48], but 
without considering the SKft oxide cladding (n =  1.444) on the top of the waveg­
uides. The oxide is very beneficial as it protects waveguides from damage during 
polishing, but on the other hand, changes the refractive index difference by approx­
imately 22%, resulting in an important change of guiding conditions by shifting
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the single-mode and zero-birefringent conditions.
These conditions have been calculated by modelling effective indices of mode 
propagating through straight waveguides by varying the waveguide width ( WGW) 
and the etch depth (ED). For illustration, the modelling suggest the waveguide 
width should be around 0.6pm at the etch depth of 0.8pm and around 0.5pm for 
the etch depth of 0.85pm to satisfy the single-mode condition of a TM mode. The 
single mode condition of a TM mode is stricter than the condition for a TE mode 
and, therefore, it is the actual SM condition of the waveguide.
The zero-birefringence condition on the ED-WGW  graph has been calculated 
as a parabolic locus of the data-points i.e. at each etch depth ED > 0.8pm there 
are two waveguide widths that satisfy the zero-birefringence condition. This curve 
has no intersecting points with the aforementioned single mode curve of the TM 
mode, indicating that the conditions could not be met simultaneously. However, 
the similar analysis of the structure with the sidewalls inclined by 8° and 10°, which 
are the typical sidewall angle values obtained from the SEM characterisation of 
the first test chip design, has shown a smaller gap between the SM and ZB curves 
when the above inclination is taken into account. According to this modelling, the 
best candidate for the SM and ZB operating is a waveguide with the etch depth 
above 0.8pm and the corresponding waveguide width below 0.7pm. This appears 
to be too strict when compared to the proposed dimensions of the rib waveguide 
designs, but certain flexibility was allowed as other factors that have not been 
considered in the analysis, such as the oxide stress effect and material impurities, 
to a certain extent change the relative position of the SM and ZB curves. The 
obtained SM and ZB characteristics are in a relatively good agreement with the 
reported results in the literature. A single-mode and a polarisation-independent 
racetrack resonator has been reported on rib waveguides with WGW  =  0.8pm [9], 
indicating the possibility to realise the SM and ZB rib waveguides when WGH — 
1.35pm. On the other hand, experimental responses of several rib waveguide 
devices have demonstrated strong polarisation dependancy, with signs of the multi- 
mode behaviour. This indicates that the waveguide dimensions used are very 
close to the modelled SM and ZB boundaries, and, due to the small changes in 
the geometry, shifted towards the polarisation dependent and/or the higher-order 
mode regime, which was also suggested by the modelling of the rib waveguide 
geometry.
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Strip (wire) waveguide geometry
Similar modelling has been performed for strip waveguides in order to deter­
mine the dimensions of a rectangular profile satisfying the single-mode and zero- 
birefringent conditions. Fabrication processing was set up for waveguides with the 
height of 0.29pm and 0.34pm, therefore, the aim of this stage was to determine 
the waveguide width that provides single-mode and zero-birefringent behaviour. 
It is a well known fact that strip waveguides allow very small bend radii to be 
used, resulting in a compact device footprint, but the waveguides must be several 
times smaller than rib counterparts to prevent higher order modes from propa­
gating. A small cross-sectional area of strip waveguides is a very demanding issue 
for commercial software packages. Nevertheless, mainly 3D FDTD-based tools 
are capable of providing a convergent solution. The drawback of such an ap­
proach is a very long simulation process. For this reason, strip waveguide profiles 
were modelled by using 2D FEM based method. As this introduces uncertainty 
if the higher order modes near the boundary are still present in a structure af­
ter a certain propagation distance, it is more convenient to establish two lines 
rather than a single line as a boundary on a WGW-WGH  graph. The first line 
is the upper limit of the single-mode region, above which the higher-order modes 
are fully confined. The second line is the bottom limit of the single-mode con­
dition meaning that higher order modes will not appear . The modelled bot­
tom line as the actual single-mode condition can be approximated with the curve 
W GW x WGH < 0.08pm2, but this appears to be too strict when compared to the 
experimental results and modelling by other authors [67]. It should be noticed that 
the 2D mode solver from COMSOL Multiphysics [114] is based on the assumption 
of ideal modes i.e. existence of only an Ex component for TE and an Hz compo­
nent for TM modes. Revisited modelling of a few waveguide profiles by analysing 
quasi-modes has given the SM condition closer to the WGW x WGH — 0.10pm2 
rather than W GW x WGH =  0.08pm2 line, which allows some flexibility in the de­
sign of a strip waveguide profile. Therefore, the actual single-mode condition may 
easily be positioned near the upper modelling curve. This has been confirmed 
in the experiments; for example, waveguides with WGW — WGH =  0.34pm 
(W G W  x W GH=  0.116 pm2) did not show signs of multi-mode behaviour. How­
ever, several scans on waveguides with WGH — 0.29pm and WGW — 0.38pm 
( W GW x WGH =  0.110pm2) showed tendency of these waveguides to guide higher 
order modes, which means that the actual single-mode condition is very close to 
W G W x WGH < 0.10pm2, which, in turn, means that the modelling of other au­
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thors who proposed the boundary WGW  x WGH — 0.13pm2 [109] is too flexible 
for SOI rectangular waveguides with the Si02 oxide.
Modelling of directional couplers
In addition to waveguide profiles, photonic devices require further modelling to 
preserve modal and polarisation performance. Directional couplers and waveguide 
bends are denoted as the most critical. The modes due to different shapes and 
effective indices transfer differently in a directional coupler, resulting in a polari­
sation dependent response. Similarly, they propagate differently in bends causing 
polarisation rotation and the polarisation dependent loss. Bend issues are directly 
associated with the size of the resonators and accuracy of fabrication tools i.e. 
polarisation rotation and the polarisation dependent loss can be minimised by 
using bigger rings and by minimizing fabrication tolerances. Due to demands for 
a large FSR, relatively small bends have been investigated in this thesis, ranging 
from Rad — 1.5pm for the strip based resonators and from Rad =  15pm  for the 
rib based devices. Thus, bends have not been separately modelled even at the 
cost of polarisation dependent response due to the aim to investigate possibility 
of polarisation issues in devices with the large FSR (small rings and racetracks). 
Modelling of a directional coupler js an important part of this task as it is required 
to determine the coupler length and the separation between directional coupler 
waveguides that provides identical transfer of modes in a coupler or, in simple 
words - polarisation insensitivity.
The modelling of rib and strip directional couplers have been carried out by 
monitoring transfer of a TE and TM mode launched into one of two closely placed 
parallel straight waveguides when the waveguides width and separation between 
them vary. A coupler with waveguide dimensions and separation at which the 
coupling lengths of a TE and TM modes equalise is considered as polarisation 
insensitive. The transfer of a mode from one to the other waveguide arm is ful­
filled through small amount of power existing between the waveguides, which is 
also known as an evanescent field. This field is much stronger in couplers based 
upon strip waveguides than in couplers with rib waveguides, giving much shorter 
coupling length for the former. The geometry of the rib waveguides in this the­
sis is identical to the waveguides investigated by another student modelling of 
rib directional couplers, as described in [117]. Thus, for comparison purposes, the 
same designs have been used for the devices in this work. Following 4 groups of rib 
waveguides with the height of 1.35pm were used to target a polarisation insensitive
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response: (Sep, LOC) — {(0.5pm, 210pm); (0.5pm, 310pm )} (for WGW =  0.8pm) 
and (Sep, LOC) =  {(0.4pm, 500pm); (0.58pm, 1030pm )} (for WGW — 1 pm).
Prior to this work there was no modelling results in literature on SOI directional 
couplers in strip waveguides. 3D FDTD modelling indicates more efficient coupling 
(in terms of the transferred power) of a TM mode when the waveguide width 
satisfies WGW  < 0.25pm. This can be attributed to very strong interactions of a 
TE mode with waveguide side walls when WGW < 0.25pm. The modelling also 
suggests a square profile of a waveguide for achieving a polarisation insensitive 
response, which in turn, matches previously mentioned modelling of a waveguide 
profile needed to meet the single-mode and zero-birefringent conditions. As an 
example, a measured polarisation independent coupling length of a directional 
coupler where WGW — WGH — 0.34pm  and Sep — 0.16pm is Ln =  5.6pm, 
while the length of a coupler based on WGW  =  WGH — 0.29pm waveguides with 
Sep =  0.16pm is approximately 3pm. Such small values for coupling lengths in 
the latter case are very important as polarisation insensitive devices by using rings 
could be made. More precisely, if rings with bend radii as small as 3 — 5pm  are 
used, then the coupling area may be sufficiently long to allow identical transfer of 
both modes, added to which, a large FSR is possible, as rings, instead of typically 
longer racetracks, are used.
The transfer function of single resonators
The output characteristics (power) at the through or drop port of a filter versus 
wavelength is also known as its transfer function. The study of these character­
istics prior to device fabrication is recommended to investigate and tailor a filter 
response by varying the device geometry parameters and material parameters. 
Modelling of entire devices in 3D space is extremely memory and time consuming 
due to the small size of the filter and due to a need for the frequency domain 
analysis, which require numerous data points. For example, in FDTD analysis, a 
recommended number of time steps should be proportional to the power of 2 i.e. 
2n, meaning that the complexity of problem grows exponentially with the accu­
racy. The aforementioned modelling of the strip directional couplers by using 3D 
FDTD RSoft package [113] required approximately 2GB RAM memory; therefore, 
modelling of more complex systems in 3D space is not possible without powerful 
clusters, which were not available during the project. Alternatively, 2D modelling 
can be performed to estimate a filter response by assuming coupling coefficients, 
loss numbers and other factors that are inherent in 3D modelling, are known in
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advance, or can be calculated in separate analyses of the device components. This 
approach was followed herein by applying the z-transform to 2D models of single 
and multiple, lattice and cascaded resonators to calculate the filter transfer func­
tion. A corresponding Matlab [108] programme was run for various device lengths, 
coupling coefficients, group indices and other relevant parameters.
The results for single resonators were useful to determine their FSR. For exam­
ple, an FSR of 30nm requires a 3/zm-ring in the SOI material platform (ncore & 3.5, 
rioxide ^  1.45). These results were also useful to estimate values of coupling coeffi­
cients and effective indices by comparing theoretical and experimental responses. 
To fit theoretical data into experimental characteristics it is often needed to slightly 
adjust phase delay in resonators or change an assumed group index of waveguides. 
For example, such an analysis confirms that a group index in SOI strip waveguides 
goes above 4 depending on a waveguide width, whereas for rib waveguides with 
WGH =  1.35pm, it is typically below 3, indicating higher sensitivity of strip based 
devices to imperfections due to their higher index contrast.
The transfer function of multiple resonators
A multi-resonant response of multiple resonators was the impetus for simulating 
their transfer function. The modelling has shown that double and triple lattice 
(serially coupled) filters with identical coupling coefficients, typically respond with 
strong double and triple closely spaced resonances, while the single resonator spec­
tral responses contain single resonances. Furthermore, the modelling predicts the 
possibility of tailoring the filter spectrum to a narrow-band filter or a filter with 
the improved FWHM, provided identical (racetrack) resonators are directly cou­
pled in such a way that the coupling coefficient (s) between the resonators (the 
interstitial coefficient(s)) has a lower value than the outer coefficients. This can 
be achieved by utilising slightly larger separation between the resonators.
The improvement of the FSR is also predicted in this configuration by coupling 
dissimilar resonator into configuration also known as the Vernier configuration. 
For illustration, rings with radii of 20pm  and 25pm that individually have the 
FSR on the order of 5nm can provide the FSR of & 20nra when joined together. 
To achieve this value with a single ring, the radius has to be as small as 4pm. 
In terms of loss, the former solution is much better as the bend loss in strip 
waveguides, which can support such a small bend, exponentially rises when a 
bend radius drops below 10pm.
The cascaded configuration offers more flexibility in the modelling since the
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resonators can be considered as independent devices i.e. the transfer function at 
the drop port can be calculated as the product of the individual responses. Al­
though an analogous model based on the z-transform was developed, the approach 
employing experimental responses of single independent stages was used in order 
to use real resonator responses. This approach has also indicated the possibility of 
improving the FSR. For example, by multiplying experimental responses of two 
dissimilar racetrack resonators in rib waveguides with the maximum individual 
FSR of 0.81nm, the overall FSR of 4.lnm was predicted. Additional variations 
of the refractive index of one of the resonators, achieved through heating of this 
resonator in the range 10 — 70°C, have shown that the ” unadjusted” transfer func­
tion can be additionally tailored. Finally, it should be noted that both the purely 
theoretical modelling of lattice filters and the experimentally based modelling of 
cascaded filters predicted the presence of the side lobes in the response, suggesting 
necessity for the further optimisation to minimise their influence.
Experimental response of rib-based single resonators
Two main configurations of single resonators with two main aims have been inves­
tigated in this thesis. Relatively large (Rad > 100pm) racetrack resonators in rib 
waveguides were aimed at the single mode and polarisation independent response 
with a relatively small FSR and an FWHM  on a picometer scale. Small ring and 
racetrack resonators (Rad < 5pm) in strip waveguides were aimed at the single 
mode and near polarisation insensitive response with the large FSR (>  20nm). 
Single resonators have also been investigated as a foundation for multi-resonator 
filters since the main aims (large FSR and small FWHM) are difficult to meet 
simultaneously on a single stage with either rib or strip configurations.
The results from the first rib based design have shown that the improvement in 
the FSR by reducing a bend radius results in a significant penalty for the FWHM. 
For comparison, by reducing a bend radii of a single racetrack from 200pm to 
100pm, where a length of the coupler is 100pm, the FSR is improved from 390pm 
to 510pm, but at the price of a more than double FWHM (from 14.4pm to 31.9pm). 
In other words, the improvement of the FSR by 31% comes at the price of the 
FWHM  being worse by 121%. Therefore, in systems with rib waveguides where the 
FWHM  is critical, it is not recommended to reduce a bend radius below 200pm. 
On the other hand, the bandwidth of very small filters may be too small for 
some applications. Therefore, cascading racetracks offers flexibility in design, by 
allowing large FSR and flexibility in FWHM. A value of 200pm is denoted as a
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critical point since, for example, the change in the FWHM  is not significant for 
transitions from Rad — 300pm to Rad =  200pm. The tendency in behaviour of the 
FWHM is expected for the devices with smaller bend radii as the tighter bends 
suffer from larger loss, and, consequently, a relaxed resonant condition, giving 
broader resonances. A similar effect was noticed when the coupler length changes 
while other device parameters are fixed, but this is more likely to be associated 
with better critical coupling of the coupler for certain lengths.
Another important conclusion regarding figures of merit is the influence of the 
waveguide width on a response. Modelling of directional couplers [117] has shown 
that polarisation-independent rib based directional couplers with waveguide width 
of 0.8pm can be shorter than the couplers with WGW  =  1.0pm, which leads to 
the shorter device length and a better FSR, but with the increased FWHM. When 
a comparison is made in terms of Q factors, it turns out that often a small in­
crease in the FSR achieved by using 0.8pm waveguides gives worse overall quality 
of the filter. For comparison, the Q around 1.55pm for the TE mode is 2.7 for the 
0.8/im-racetrack (Rad — 300pm, LOC — 310pm), and 9.4 for the 1.0/zm-racetrack 
(Rad — 300pm., LOC =  500pm), while the Q factors for the TM mode are 9.9 and 
23.4 in favour of the device with WGW  =  1.0pm. Although these figures make
1.0pm rib waveguides better candidates for filters, they have a drawback in higher 
probability of guiding higher-order modes than the 0.8pm-waveguides. Extra res­
onances noticed in some responses of rib-based single racetracks are still under 
investigation to resolve the uncertainty of whether they exist due to higher-order 
modes or polarisation conversion, but the modelling of modal properties of rib 
waveguides clearly demonstrates that narrower waveguides are ” safer” in terms 
of single-mode behaviour. Experimental results from rib-based single racetrack 
resonators also showed higher polarisation dependancy when compared with pre­
vious results, where very good polarisation alignment was reported [9]. Since few 
designs were replicated, such behaviour is attributed to fabrication issues, among 
which oxide stress and non-verticality of sidewalls are suspected to be the most 
influential characteristics.
Experimental response of strip-based single resonators
The main aim of the strip-based designs was the improvement of the FSR much 
beyond lnra, which is the requirement of many WDM elements. To do so, smaller 
resonators must be employed and strip waveguides used to allow propagation of 
the light in small bends. However, there are concerns with small strip devices
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because of the loss and polarisation sensitivity. In addition to the above aim, 
the strip based devices were designed to study the possibility of improving the 
polarisation sensitivity of the devices. The main conclusion of the modelling of 
directional couplers in strip waveguides with WGH =  0.34pm was the need to use 
several micron long couplers (depending on the width of the waveguides and the 
separation between the waveguides), in order to achieve polarisation insensitivity. 
Strip based single racetrack resonators were designed following this conclusion but 
as the devices with WGH — 0.34pm were damaged, the remaining devices with 
WGH =  0.29pm, as expected, showed polarisation dependent responses. As an 
example, a single racetrack with WGH =  0.29pm, WGW =  0.34pm, Rad =  5pm 
and LOC — 5.5pm has the FSR of ~  12nm with the shift between the polarisation 
modes of «  2nm, which is significant considering the given value of the FSR. 
However, the same modelling of the couplers with WGH =  0.29pm suggested 
smaller polarisation independent coupling lengths, on the order of only 1 — 3pm, 
making rings suitable candidates for the improved polarisation response. This was 
demonstrated on strip-based single rings with W GH=  0.29pm, WGW  =  0.38pm 
and Rad — 3pm. The obtained response represents a very promising result as 
the first nearly polarisation independent performance with the FSR as large as 
30nm is demonstrated in SOI strip waveguides. Additional design adjustments 
are needed to equalise the FWHM  of the modes which is several times better 
for the TE mode. The TE mode was also more lossy, which was corrected in 
the next strip design by introducing longer horizontal tapers, but this turned 
out as detrimental to the TM mode response. The improved response of the TE 
mode has been demonstrated on a very small rings. By using 1.5/zm-rings with 
WGH =  0.29pm  and WGW =  0.38pm the FSR of 63nm has been reported, which 
is the largest FSR in SOI silicon wires to date. Such devices were mainly studied 
to determine the stability of a large FSR with small variations in dimensions. 
The experiments showed the shift of approximately lnra in the spectral response 
per lnm  change in a waveguide width i.e. separation, which can be considered 
as significant considering that resolution of fabrication tools is still near or above 
lnm. Thus, for the wide-FSR systems the alternative solutions such as multi-stage 
filters with larger bends should be considered.
Experimental response of rib-based multiple resonators
As a part of the first rib-based test chip, a number of double- and triple-racetracks 
was designed and experimentally tested to study the possibility of enhancing the
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FWHM. To achieve this, the resonators have to be identical and the coupling 
coefficients properly adjusted. The devices were built upon the single racetracks 
investigated in previous projects. By keeping the design of directional couplers 
unchanged, the previously reported a polarisation independent response was tar­
geted. In order to improve the FSR, which was formerly reported to be below 
0.2nm, several racetracks with bend radii below 300pm were added as building 
blocks of multiple filters.
The gathered experimental data have not shown a resonant response if a bend 
radius is below 50pm despite the fact that the study of bend loss from previous test 
chips [117] indicated that even lOpm-bends could be used. Stronger polarisation 
dependancy of this design when compared to the previous rib-based design is 
the indication of the variation in the fabrication and/or the test chip processing, 
which may have changed the waveguides in such a way that the TE and TM 
spectral responses have shifted. Modal issues due to the appearance of the extra­
resonance in the spectral response were investigated by measuring the polarisation 
conversion. Although there is an indication that the converted polarisation may 
be responsible for the extra resonance, the amount of rotated polarisation was 
typically below 5% in most cases, suggesting the presence of higher order modes. 
This is in agreement with the modelling which shows that the waveguides with 
WGW  =  1.0pm and WGW =  0.8pm used in this design are close to the SM/HOM 
boundary. The improvement of the FWHM is especially visible for a TM mode of 
a two-level filter (DRR), whereas the improvement due to the third stage (TRR) 
is smaller. For illustration, the FWHM  of the SRR, DRR, and TRR built upon 
l.Opm-waveguides with Rad =  100pm, LOC =  1030pm, are 15.4pm, 9.5pm, and
7.1 pm. This is a very useful tool to tailor the filter spectral response of the devices 
in the rib waveguides when devices with Rad <  200pm are used in order to enhance 
the FSR. The only drawback of such a configuration is a danger to lose the drop 
port response due to the very low interstitial coupling coefficient, which is needed 
to achieve sharpening.
Dissimilar double-cascaded racetrack rib racetrack were investigated as a part 
of the next rib-based design in order to enhance the FSR. Racetracks were cas­
caded in the form of slightly and greatly dissimilar racetracks. The Vernier con­
dition can theoretically be met by properly coupling or cascading any two (or 
more) different resonators. Preliminary experimental tests of greatly dissimilar 
resonators showed a potential improvement in terms of the FSR, for example, a 
cascade of Rad =  100pm and Rad =  50pm racetracks with LOC — 1030pm could
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improve the FSR from 0.26nra to «  2nm, but side resonances were present in the 
spectral response, particularly for the TM mode. This is because of relatively small 
relative spacing between the resonances of single, independent racetracks in the 
spectrum. As a result, most of one racetrack resonances overlap with resonances 
of the other racetrack, giving a spectral response in a form of alternate periodic 
series of weaker and stronger resonances. Due to the better (smaller) FWHM  for 
a TE response, side lobes were less influential in this case. Spectral responses of 
similar cascaded racetracks (for example, Radi — 100pm, Rada =  99.5pm) are 
even more similar and in most cases there was no visible improvement in the FSR 
at all, i.e. the responses of such a DRR were like responses of the corresponding 
SRR (i.e. of one of the resonators forming the DRR). However, from several of 
such test devices (W G W  — 0.8pm, LOC =  310pm), the performance with the 
largest PI FSR thus far in rib waveguides has been demonstrated. The FSR of 
0.5nm around 1.55pm was measured for both modes with the alignment between 
the modes of ^  3pm,, by using a DRR with the above parameters of the couplers 
and with bend radii Radi =  100pm, Rada — 99.5pm.
Experimental response of strip-based multiple resonators
Vernier ring and racetrack strip based resonators were investigated to study the 
improvement of the FSR beyond 30nm. This value can be achieved by small single 
rings but with large bend loss. By using bigger coupled resonators, loss issues can 
be partly resolved, resulting in a better FWHM; on the other hand, the FSR 
is also improved through the Vernier configuration. Broad resonances of Vernier 
devices based upon rings represent the important limitation as it is very difficult to 
optimise the spectral response of the filter to achieve a single-resonance or a box­
like response. For example, a device comprising a 5pm and 4pm ring, have shown 
a flat response at 1.58 — 1.59pm, but strong and closely spaced side resonances at 
1.57pm. On the other hand, smaller rings, for example, a combination of a 3pm 
and a 2pm ring, has the less pronounced side resonance but a strong double-dip 
central resonance. In terms of the FSR, strip based racetrack resonators turned out 
to be better candidates. Due to the smaller FWHM of individual racetracks when 
compared to those of rings, side lobes are not so dominant in the spectrum of a 
device comprising racetracks. Several devices demonstrated a response that, with 
some adjustments, could be used in very large FSR systems. By employing the 
racetracks, the individual FSR of which are «  12nm (Rad ss 5pm, LOC =  5pm), 
the overall FSR of ss 60nm is achieved. Particularly useful can be the response of
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the drop port. The drop port side resonances are not so strong as the corresponding 
resonances at the through port; consequently, the drop port response can be used 
as a narrow-band filter. However, some extra design effort is needed, for example 
by adding another stage, to remove the remaining extra peaks and to flatten 
resonance(s).
Comparison between the proposed architectures
Table 8.1 summarises pros and cons of the filter designs analysed in this thesis.
Waveguide Cavity Architecture Pros Cons
rib racetrack single
small FWHM 
(<  50pra) 
pol. insensitive
small jFSR 
(<  0.5nm)
rib racetrack
multiple
lattice
identical
enhancement of 
the FWHM 
(by »  30%)
small FSR 
(<  lnm)
rib racetrack
Vernier
lattice
similar
good FWHM, 
pol. insensitive 
(AX/FSR <  1%)
FSR
unchanged
rib racetrack
Vernier
cascaded
dissimilar
improvement of 
the FSR 
(up to 8 times)
strong side 
lobes
strip ring single
large FSR (63nm), 
nearly polarisation 
insensitive
large loss 
(espec. TE), 
large FWHM
strip ring
Vernier
lattice
dissimilar
potential
narrow-band filter
side lobes, 
large FWHM
strip racetrack
Vernier
lattice
dissimilar
improvement of the 
FSR (> 50nm), 
satisfactory FWHM
side lobes, 
strong ripple
Table 8.1: Pros and cons of the analysed filter designs
Contribution to the field
In summary, the following achievements have been made:
• optimisation of rib and strip waveguide profiles in terms of the single-mode 
and zero-birefringent conditions,
• optimisation of a strip waveguide directional coupler i.e. calculation of the 
coupling length as a function of the waveguide width, height and separation,
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multiple identical racetrack resonators on rib waveguides with an improved 
FW HM  have been demonstrated,
single ring resonator filters on strip waveguides with the FSR as large as 
63nm and the improved polarisation response have been reported,
serially coupled strip resonators with a potentially large FSR (>70nm) have 
been demonstrated, and
cascaded and coupled Vernier devices upon rib waveguides have been anal­
ysed theoretically (Matlab modelling) and experimentally; a polarisation 
insensitive response with the improved FSR of 500pm has been reported by 
using similar double-racetracks.
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8.2 Future directions
The work on resonator filters in this thesis can be in many ways taken as the 
foundation for building integrated devices in SOI and, consequently, there are 
several directions where the future research should evolve.
A substantial amount of work presented here was associated with the mod­
elling. Unlike the integrated electronics, the optimisation of the devices in inte­
grated optics is far more difficult due to the small size of the devices and large 
memory requirements for solving the Maxwell equations in such systems. High 
accuracy of (commercial) software packages is the first requirement. Furthermore, 
even though the experimental results were within behaviour predicted by the mod­
elling, further investigation of waveguide profiles and filter elements is needed to 
include the factors that were not considered. Among them should be oxide stress, 
non-verticality of sidewalls, sidewalls roughness, and the influence of the asymme­
try and small device variations on the device response.
Polarisation issues such as polarisation independence and rotation (conversion) 
should be particularly addressed as the polarisation insensitivity is denoted as a 
desirable property of the optical filters. This is very important as it turned out 
that it is not always possible to determine the origin of extra resonances in the 
response. If polarisation rotation is the reason, then, for example, redesign of 
bends is needed to prevent the conversion, but if the extra peak is due to the 
second higher order mode, then the waveguide profile should be addressed.
Polarisation insensitivity of serially coupled identical racetracks in rib waveg­
uides demonstrated in this thesis prompts ideas to reshape the multi-racetracks so 
that the FSR is improved too. Therefore, redesign of the directional couplers of 
the coupled single-mode dissimilar racetracks in order to improve the FSR could 
be used at the same time to achieve polarisation insensitivity. This would be a re­
markable achievement since the rib waveguides are known as the building elements 
only for the systems with a relatively small FSR.
Work on strip waveguides is still largely dependent on the resolution of fabri­
cation tools. Very high precision of fabrication, very close to lnm, is desired to 
avoid undesired shifting in the spectral response. This work has demonstrated for 
the first time similar responses of the polarisation modes, indicating the possibility 
to tailor polarisation insensitivity of the devices built upon strip waveguides, but 
the experimental data suggested it should be improved further to adjust nearly 
polarisation independence. For example, a waveguide profile and the factors such
218
Autoregressive optical add/drop. Chap ter 8: Conclusions and future work
as the oxide stress, roughness etc should be further investigated to equalise the 
TE and TM mode response in terms of the FW HM  as the experimental results 
indicated better sharpness of the TE mode resonances. Another issue is sensi­
tivity of the response to the design of the input taper and the waveguide profile 
considering that the first strip design gave a better TM and the second a better 
TE response, which should also be investigated i.e. optimised.
The improvement of the response by using the Vernier configuration is very 
promising, but also a very challenging task. The experimental responses presented 
in this work indicated the possibility to improve the FSR by using this configura­
tion, but also that the response shows strong side lobes. Further modelling of the 
device spectra often is required here to find appropriate lengths of the devices so 
that the Vernier condition is satisfied, taking into account the effects such as the 
dispersion because the dependancy of the effective index on wavelength changes 
the FSR, which is often in the condition m x FSR\ = n x FSR2 assumed as 
constant.
Most of the designs in this work were tailored for filtering purposes in the 
WDM systems. Another area of potential future work revolves around the sens­
ing applications of the resonators. The fields of biosensors and biophotonics have 
emerged as topics of strong scientific interest and economic significance because 
of the requirement for better measurements in areas such as cancer research, drug 
delivery, food monitoring etc. For the direct detection of the dynamics and in­
teractions of molecules in a small surface volume, it is desirable to have compact 
devices that can be integrated on a small single chip. The use of integrated optical 
micro-ring resonators as the detection devices offers a very promising and a cost 
effective solution. Although there has been some initial work in the area of ring 
resonators for bio-photonic applications to date, no systematic design work has 
been done to improve their performance.
219
A p p e n d i x  A  
N u m e r i c a l  m e t h o d s  i n  p h o t o n i c s
A .l  Finite-element methods
There are two ways of solving optical waveguide problems by using this approach: 
the variational method and weighted residual method (figure A.l). Both methods 
eventually require matrix eigenvalue equation to be solved, the only difference is 
how the matrix is calculated.
In the variational method, the wave equation is not directly solved. Instead, 
the analysis region is divided into many segments and the variational principle 
is applied to the sum of the discretised functionals for all segments. Let us con­
sider analysis region Q surrounded by a boundary T (figure A.2). Here, ~n is the 
outward-directed unit vector normal to the surface of the analysis region O. A 
variational method for obtaining the effective index ne/ /  is first discussed here by 
using the scalar wave equation
FEM variational method
Eigenvalue matrix equation
FEM weighted residual method
Figure A.l: Analysis based on the finite-element method
(A.1)
It can be shown that solving A.l is equivalent to setting the variation 51 of the
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functional 71 to zero i.e. SI =  0 , where the functional I  can be obtained from
' d £ \  _
dx + l = J  -  k%{er -  \ j . (A.2)
The calculation procedure for the application of the variational method to the 
FEM is summarised as follows: The analysis region is first divided into segments, 
which are called elements, and the functional Ie is calculated for each element e. 
Then, the total functional I  for the whole analysis region is obtained by summing 
up the functionals Ie for all elements: I  — X J /e- The final eigenvalue matrix 
equation is obtained by imposing the stationary condition on the functional I  and 
taking boundary conditions, Dirichlet 0 = 0 or Neumann d f/d n  =  0.
The weighted residual methods, especially the Galerkin method, are very pow­
erful and widely used not only in the FEM but also in methods of microwave 
analyses, such as the spectral domain approach. To discuss the method we need 
to define the term residual. Since the wave function 0 is a true solution for the 
wave equation A.l, the right-hand term of equation A.l is definitely zero. The 
true wave function 0 , however, cannot actually be known; we can obtain only an 
approximate wave function 0. When the true wave function 0  in equation A.l is 
replaced by the approximate one, the right-hand term does not become zero but 
generates the error R , which is called the error residual:
d24> d2(j> j2/ o \T ^
+  +  o(er -  ne fU = R (A.3)
It is natural to think that the difference between d2f  and 0 terms can be decreased
1a function of a function is generally called a functional
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by averagely setting the error residual R equal to zero in the whole analysis region. 
As is well known, the electromagnetic fields concentrate mostly in the core where 
the refractive index is higher than in the cladding. Thus, some weighting should 
be used when setting R to zero. Introducing the weight function ft we get
J J  ipRdxdy = 0 (A.4)
Rewriting the error residual R  explicitly, we get
I I  {^ t ?  + +  k°^~ dxdy = °- (A-5)
In the weighted residual method described above, called the Galerkin method, 
both the approximate wave function 0  and the weight function if) are expanded 
by the same basis functions. In using the FEM, we first divide the analysis region 
into many elements, then apply the Galerkin method to each element, then sum 
up the contributions of all the elements. The expansion coefficients obtained as 
an eigenvector correspond to the fields at nodes in the analysis region.
In the analysis of 2D structures, triangular elements using polynomials are 
generally used to approximate field distributions. The concept of polynomial ap­
proximations is illustrated in figure A.3, where two most common approximations 
are shown. Although the higher order polynomial approximations can bring about
Figure A.3: Approximations by polynomial functions: linear (a); quadratic (b)
more accurate results, they result in a larger number at which optical fields are 
defined. In addition, when there are more nodes, we need to use more compli­
cated mathematical analysis and more computer memory. Discussions here are 
therefore limited to two widely used triangular elements: the first-order triangu­
lar element, which requires three nodes, and the second-order triangular element, 
which requires six nodes. For instance, for the first-order triangular element shown
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in figure A.4 the wave function fi(x, y) at an arbitrary coordinate (x, y) inside the 
element is expanded by using shape functions JVi, N2 and N3 (with fields <f>i, fi2 
and (f)3) at the vertices on which nodes are placed:
^(^s V) — ^ 1 /1  +  N 2(j)2 +  N s4>3 =  [A]T/ ,  (A.6)
where [N] — [Ni N2 N3]T and [N] — [fii 4>2 (f)3}T. The shape functions [N] and the 
field vectors (j> respectively correspond to the basis functions and the expansion 
coefficients. Similarly, the wave function 4>(x, y ) at an arbitrary coordinate (x , y)
(a) (b )
Figure A.4: First-order triangular element (a) and the shape function Ni for the 
first-order triangular element (b)
can be expanded using six shape functions and six wave functions by using second- 
order triangular elements (figure A.5):
6
v) =  Y  N i^  =  W f h  (A -7)
z—1
(X3 ’ft)
V
Figure A.5: Second-order triangular element
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A .2 Finite-difference methods
When the FEMs were discussed in previous chapter, the wave equations were not 
solved directly, but instead the functional was introduced and the variational prin­
ciple was used, or the Galerkin method, which is a weighted residual method, was 
used. The FDMs in contrast are more direct approaches to solving the wave equa­
tions. They solve eigenvalue matrix equations for electric fields or magnetic fields, 
equations derived from finite-difference approximations for the wave equations. 
This section briefly describes the finite-difference approximations and then derives 
the vectorial wave equations. It then obtains the semi-vectorial wave equations 
by ignoring the terms for the interaction between two polarised field components 
in the vectorial wave equations.
FDMs are numerically very efficient methods taking polarisation into consid­
eration and providing accurate results. We will demonstrate that herein on semi- 
vectorial FDM (SV-FDM). In the FDMs eigenvalue matrix equations are derived 
by using finite-difference schemes to approximate the wave equations. The main 
approximation is the use of differences instead of derivatives. We will start with 
the fully vectorial forms of the equations. Assuming pr — 1 and p — 0 the vectorial 
wave equation for electric field E  is
V2fi + V ( / f l  . + kler~E = 0 (A.8 )
If the structure is uniform in the -^direction (der/d z  = 0), it can be shown that 
x -  and //-components of the electric and magnetic fields can be rewritten as:
£  + d~ w +(fc“er ■ 02)E* + i o  ( tM Ev) = 0 (A'9)
~ d d  +  d ^  +  (k ° £r ~ p2)E y +  a i  { j r ~ £ E * )  =  0 (A '10)
H  ( i i * 1) + H+[ k l t r  ~  +  =  0 (A-12)
The last terms in equations A.9-A. 12 correspond to the interaction between x -  and 
//-components of electric (equations A.9 and A. 10) and magnetic field (equations 
A. 11 and A.12). These are usually very small and can be neglected. Ignoring 
these terms for the interaction we can decouple the vectorial wave equations and
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reduce them to the semi-vectorial wave equations, which can be solved in a way 
that is numerically efficient. Semi-vectorial analyses that neglect the terms for the 
interaction are therefore widely used when designing optical waveguide devices for 
which the coupling between the x -  and //-directed polarisations does not have to 
be taken into consideration. More precisely, the analysis can be divided into the 
quasi-TE mode analysis, in which the principal field component is E x or H y, and 
the quasi-TM mode analysis, in which the principal field component is E y or H x 
(figure A .6) .
(a) (b)
Figure A .6: Principal field components for (a) quasi-TE mode and (b) quasi-TM 
mode
Once the model is known, either full-vectorial or semi-vectorial, the discreti­
sation can be employed. As an example, in figure A .7 it is shown non-equidistant 
discretisation in 2D case. Here, the pair (p, q) is assumed to correspond to the 
(x, y) coordinates of a node. It should be noted that the interface of two materials 
is set midway between two nodes in order to minimise the error caused by the 
difference approximation. In the model from figure A .7 e and w  are discretisation 
widths in the x-direction while n  and s are widths in the //-direction. In this way,
Figure A .7: Non-equidistant discretisation for the finite-difference method
E x component for the quasi-TE mode
/ l d e r \ d 2E x /j2
(e r d x  7  +  I k ?  +  ( ° er "  0  1 1 "  (
d 2E x ^  d  (  l d „  
d x 2 d x  n x
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transforms to the following series of expressions:
Ep+l,q —  E(%p+li Vq)i Eptq =  E (x p,y g ), Ep—Pq — E(Xp—i, y q) ,  Ep}q^i =  E (x p, yq- l )
(A.14)
TI y q Z/g—i, S Vq+1 Vq, 6 =  ^p+l — CCp %p— 1 (A. 15)
1 d E . 1 2 , 3,
Ep+l,q — Ep,q +  ^  IP)q * e 4“ Qx % Ip»« * e ° (e ) (A. 16)
1 ^ 1  , 1  <92£ .  2 / 3x
D p-i,q  — E P,q -jj qx  Ip,q ' w  ^  2\ d x 2 ’ W W (A. 17)
m > l d E .  1 d 2E { 2 /ax ,ox
Ep>g+ 1  — Ep^q +  ^  ^  \p,q ’ S +  21 Qy2 ' S T  ° (S ) (A. 18)
1 d E  ~\ d 2F
E p,q -i =  E ?,q -  |M  . n  +  . rc2 +  o(n3) (A.19)
The second derivative with respect to a; becomes
d 2E  | _  2 ( 2 2 / a nn\
2" 7 j \D p+ l,q  “I 7 j \E p ^ i q ■Ep,Q' (A.20)ax2 e(e +  w ) w (e  4- w ) ew
Similarly the second derivative with respect to y  and each term in the equation 
A. 13 can be obtained. After series of simple transformations equation A. 13 be­
comes
DiwEp—l^ q H“ OteEp4- itq ±  OlnEpfq—i  f f  OisEp q^^ .i ±  (ctx T  CXy)E p q^ k^er (p ,  q) /? Ep q^ =  0 ,
(A.21)
where coefficients a w, a e, a n, a s, a x , and a y are determined by parameters p, q, 
w , e, s, n  and er .
The procedure for calculation of T/y-component of the quasi-TE mode and both 
components for quasi-TM mode is analogous. Start equation is
Qw&p—l.q 4“ ^e^p+1,9 4“ CX.n(f)p^ q—\  ±  Oigfip^q .^i ±  (cL# +  Oty)(j)p^ q ±  kQ€r (p, q) (3 (fp^ ~
(A.22)
where (p, q) corresponds to coordinates (x , y )  and where f iPtq corresponds for the 
quasi-TE mode to the field component E x and H y and corresponds, for the quasi- 
TM  mode, to the field components E y and H x . The eigenvalue matrix equation 
is formed in basically the same way as that used to form the eigenvalue matrix 
equation for the FEM discussed in previous section. There is, however, one impor­
tant difference. In the FEM, the whole analysis area is divided into a number of 
elements, and the variational principle or the Galerkin method is applied to each
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element. Therefore, when the FEM is used, the formation of the global matrix 
requires a summation over all the elements. In the FDM, on the other hand, the 
derivatives in the wave equations are approximated with finite differences. The 
FDM thus does not require a summation in order to form the global matrix.
Finally, in the actual programming, we have to impose boundary conditions 
on the edge of the analysis window. In other words, it is necessary that the effect 
of nodes outside the analysis window be taken into account at the edge of the 
window.
A .3 Beam propagation methods
The analysis methods discussed in the preceding sections assumed the structures 
of the optical waveguides to be uniform in the propagation direction. A lot of the 
waveguides used in actual optical waveguide devices, however, have non-uniform 
structures such as bends, tapers, and crosses in the propagation direction. Various 
kinds of BPM such as the fast Fourier transform (FFT-BPM), the finite difference 
(FD-BPM) and the finite element (FE-BPM), have been developed.
The FFT-BPM had been widely used for the design of optical devices until 
the FD-BPM was developed. There are several reasons for this. FFT-BPM uses 
relatively big and uniform discretisation widths in lateral direction, polarisation 
cannot be treated, it is inadequate for large index difference optical waveguides, 
the propagation step has to be small, the number of sampling points has to be 
power of two etc. Some of the requirements are very limiting for analysing SOI 
structures so we will be concentrated on FD-BPM with brief overview of FD-BPM.
The FD-BPM is very powerful and has been widely used for optical waveg­
uide design. Of the various FD-BPM that have been developed, the one with the 
implicit scheme developed by Chung and Dagli is state-of-the-art from the stand­
point of accuracy, numerical efficiency and stability. Its unconditional stability 
is particularly advantageous not only because it allows us to use the method in 
actual design without danger of diversion but also because it allows us to set the 
propagation step relatively large. In addition, the transient boundary condition 
(TBC), which is simple and requires no experience to use, has been developed for 
the FD-BPM by Hadley[152]. A wide-angle scheme using Pade  approximation op­
erators has also been developed by him. These contributions greatly advanced the 
FD-BPM and have enabled it to be used even in the design of optical waveguides 
made of high-contrast-index materials, such as semiconductor optical waveguides.
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We will start the story about FD-BPM with the analysis of TE mode. Since Ex 
and Hy are principal fields, we need to have the wave equations for both. Maxwell 
equations for pr — 1
V x ~E =  —jupoH  (A.23)
and
V x H  = j  uj e0erH  (A.24)
transform to
32 E 3 / 1  3 \
~ d d  +  d x  k t e (er£y)  +  k° CrEx =  °  (A '25)
for E x component and to
d2Hv d ( 1 dHy \ , ,  „  „
dz2 + U dx (er d x ) +  ° £t y ~~ ( 1
for Hy component, where the assumption of uniform structure in //-direction 
is made. Let us now discuss FD-BPM formulation developed by Chung and 
Dagli[153] in 2D case. The procedure then can be easily generalised to 3D case. 
Further improvement has been achieved by Yamauchi[154].
As it is necessary to observe propagation in -^direction it is essential to pos­
tulate how the wave change in that direction. The most used ” approximation” is 
the principal field is divided into the slowly varying envelope function 0 (x, //, z) 
and the very fast oscillatory phase term exp(—j(3z). For example, for Hy we have
Hy(x, y, z) =  00r, y, z)exp(-j(3z) (A.27)
Substituting A.27 to equation A.26 we obtain so-called the wide-angle wave equa­
tion for the TE mode:
2H z =  H  { tM )  +  kl{tr -  n‘ f f ^  = 0 (A-28)
The wide-angle wave type of equation means that the second derivative of 0 with 
respect to -^direction is not zero. If this assumption is correct then we obtain the 
Fresnel wave equation:
2j<3lte  =  { j r l F )  +  k ° E  ~  =  0 (A '29)
The analysis of the wave equation A.29, begins with discretisation x = p5x, z — 16z
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and consequently cft(x, z ) =  er (x , z) — ep(p) express the x  and z. For example:
d 2cft _  1 
d x 2 A x
(  \
4*p+i (ftp   $p (ftp—i
A x  . A x
\centre at p+ }  centre at p—\J
  4 3p +  1 2</>p 4- <Pp—l
~  ( K x
(A. 30)
centre at p
After discretisation of all terms in Fresnel equation we obtain the FD expression 
for the TE mode as follows:
-  °4+V p-i + { —o4+1 + M  - k2[ -  n iy  )  <j>lp+1 -  a£+V £ i =
i +  j ° 4  +  +  &o[4(p) -  n 2e f f ](/)j, +  o-Npp i )  (A.31)
where a-parameters are defined as in the section explaining FD methods. Even 
though FD-BPM can be superior in solving certain photonic structures, particular 
attention should be paid to stability of the programme, which is predominantly as­
sociated to the position of the difference centre. Also, the analysis of the boundary 
conditions is very sensitive issue. An infinitely wide area would have no analysis 
boundary and there would thus be no reflections at boundaries. Because such an 
area cannot be assumed in actual design, however, a limited analysis window has 
to be used. In actual structures, radiated waves are reflected at the boundaries 
and return to the core area, where they interact with the propagating fields. This 
interaction disturbs the propagating fields and greatly degrades the calculation 
accuracy. In this section we discuss one of the most successful methods in treating 
boundary problems - the transparent boundary condition (TBC). The TBC was 
developed by Hadley as a way to efficiently suppress reflections at boundaries and 
it is easy to implement into computer programmes.
When Fresnel equations cannot be used and the wide-angle beam propagation 
method is the only way, one of the most efficient methods is the method based on 
Pade  operators:
where for the TE mode
P  ~  ^o (er ~  n e ff)  (A.33)
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and for the TM mode:
(A.34)
The preceding discussions were limited to the 2D BPM, which assumes the ID 
cross-sectional structure in the lateral direction. When however the propagating 
field is widely spread in the 2D cross-section, the 3D beam propagating method is 
required. This can be easily done as the equation above can be straightforwardly 
extended to the 3D case. Consumption of the time and memory required for the 
simulations can very often exceed available resources. The aim is to reduce 3D 
to 2D modelling. One of the most used is the alternate-direction implicit method 
(ADIM). In the ADIM-BPM, the calculation for one step, z z A- Az, is divided 
into two steps, z —»■ z A - A z / 2  and zA -A z/2  —*• zA- Az, and the two steps are solved 
successively in the x and y directions. Therefore, since solving a 3D problem can 
be reduced to solving a 2D problem twice by using the ADIM, instead of large 
matrix equation we have only to solve three-diagonal matrix equations twice. Both 
semi-vectorial and full-vectorial problems can be treated in this way, where full- 
vectorial of course requires far more CPU memory and time.
A.4 Finite-difference time-domain methods
derivative with respect to the temporal variable (d/dt) was replaced by ju . In this 
chapter, we discuss the finite-difference time-domain method (FD-TDM), which 
was developed by Yee[155] and which directly solves time-dependent Maxwell 
equations. As the FD-TDM is an explicit scheme, the time step in the calcu­
lation is defined by the spatial discretisation widths.
The time-dependent Maxwell equations are
The discretisation element in FD-TDM is the Yee cube (figure A.8). Let us demon­
strate the discretisation process on one of the six scalar equations which comes
In the preceding sections, steady-state wave equations were solved in which the
8 H (A.35)
eQtr~dt “  V  X H
d E (A.36)
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ez
Figure A .8: The Yee cell in FD-TDM
from A .35 and A .36:
d H x d E z d E v
( A ' 3 7 )
Since the spatial difference centers of the left-hand side of the equation axe the 
same as those for H x , the spatial difference centers in the x , y , and z directions 
are respectively found to be x  =  iA x ,  y  =  ( j  1 /2)A y , x  =  (k  +  1 /2)A z . Since 
the time difference center of the right-hand side of the equation is the same as 
that for the electric fields E y and E z, we can write t  =  n A t .  Here, i ,  j ,  k, and n  
are integers:
x  =  iA x ,  y  =  (j +  i ) A y, z =  ( k - i ) A  z, t  =  n A t (A.38)
After discretisation, the left-hand side of equation A .37 becomes:
Po
A t ffxn+1/2(i ,i  + 1 ,  * + 1 )  -  1, fc + 1 )
(A.39)
For the right-hand side, we get
1
A y
1
~Az
(A.40)
Similarly, the other five equations can be transformed. The procedure in solving 
the structure is as follows: Magnetic fields 77"+1//2 and H y + l^2 with the half-integer 
time step (n +  1/2) At are calculated from the electric fields with the time step 
nAt. Then these fields are used to calculate the electric fields F ”+1 and E 7+ l withx y
the integer time step (n +  l)A t. Repeating these two steps, we can calculate the
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time evolution of the electric and magnetic fields directly. It should be noted that 
the relatively permittivity at the interface between two media is approximated by 
using (eri +  er2) / 2 rather than using er\ or er2.
In an explicit scheme such as the FD-TDM, the time step A t in the calculation 
is restricted by the spatial discretisation. For simplicity we will consider ID scalar 
Helmholtz equation
d24> d2^
dx2 ~  e/i° = ’  ^ 1
where 0 is a ID wave function that designates the time-dependent field. Using (3X 
as the re-directed propagation constant, we express this wave function as
0(z, t) = ej/3xXeat = ej^ pAxeanAt =  ejpxPAx , (AA2)
where £ = exp(aAt). Thus, if the field is to be stable, £ has to satisfy the condition
l£l < 1 (A.43)
If we substitute A.43 into A.42, we get
f 2 -  2A + 1 = 0, (A.44)
where the parameter A is defined by
2 ( A t ) 2 1  . 2 ( 0 A x \  „ A .
A (a ^  s m f t T J + 1 (A -45)
The roots of A.44 are A ± \ /A 2 — 1 and considering A.43 we have stability condition
- 1  < A  < 1, (A.46)
which is equivalent to
Tr (  1 1 1 \ - 1/2
A t -  co \(Air)2 (A y)2 (Az)2J (A'47)
Since the FD-TDM like the BPM has finite analysis windows, an artificial bound­
ary condition suppressing reflections at the analysis windows is required. Very 
accurate is Berenger’s perfectly matched layer scheme [156], but Mur’s absorbing 
boundary condition [157], even weaker, is also useful as it is easier to use.
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M a t l a b  m o d e l l i n g  o f  l a t t i c e  f i l t e r s
% -----------------------------------------------------------------------------------------
% THEORETICAL AND EXPERIMENTAL RESPONSES OF
% SINGLE-, DOUBLE- AND TRIPLE-LATTICE FILTERS
% -----------------------------------------------------------------------------------------
clear a l l ;  
clc;
format long g;
% ---------------------------------------PARAMETERS--------------------------------------------------
% Coupling coeffic ien ts  between resonators and couplers : 
k0=0.58; % kO -  between the input waveguide and the 1st resonator 
kl=0.11; % k l -  between the 1st and the 2nd resonator 
% (kl=0 fo r SRR without output waveguide!) 
k2=0.58; % k2 -  between the 2nd and 3rd resonator 
k3=0; % k3 -  between the 3rd resonator and the output waveguide ;
7, k3 should be set to 0 i f  DRR is  analysed!
7o Corresponding coeffic ien ts  fo r matrix equations
cO=sqrt(l-kO );
c l= s q r t ( l - k l ) ;
c 2 = s q rt(l-k 2 );
c 3 = s q rt(l-k 3 );
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% An average loss per un it length [1/m] :
7« ( a l l  sources included: propagation, bend and tra n s itio n  losses)
alphal=20;
alpha2=20;
alpha3=18;
alpha4=20;
7o Radii of resonators [m] :
Radl=25*10~(-6 );
Rad2=20*10~(-6 );
Rad3=0*10~(-6 ) ;
7o Length of d irec tio n a l couplers [m] :
Couplerl=0*10~(-6 );
Coupler2=0*l(T (-6 );
Coupler3=0*10'' (-6 ) ;
7# Length of the output waveguide [m] :
Straight_waveguide=10''(-3);
7® Total lengths of resonators [m] :
Ll=2*Couplerl+2*Radl*pi;
L2=2*Coupler2+2*Rad2*pi;
L3=2*Coupler3+2*Rad3*pi;
L4=Straight_waveguide/2;
7o Calculated gamma-factors fo r resonators (lossless: gamma=l) :
gamm al==lCr(-(alphal*Ll)/20);
gamma2=10"( - (a lpha2*L2)/20);
gamma3=10"( - (a lpha3*L3)/20);
gamma4=10"( - (a lpha3*L4)/20);
7o (A lte rn a tiv e ly , estimated values could be used :)
7ogammal=0.98;
7ogamma2=0.93;
7»gamma3=0.72;
7ogamma4=0.8;
% Wavelength range [um] :
7o (recommended the same range and step size as in  experiments)
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lambda_step=0.0001; 
lambdal=1.475; 
lambda2=1.52;
lambda= [lambdal: lambda_step: lambda2] *10~ (-6 ) ;
% Approximate group indices of the rings : 
ngrl_0=3.664; % (including corrections due to 
ngr2_0=3.664; % m ateria l and geometrical dispersion; 
ngr3_0=3.664; % a lte rn a tiv e ly , Sellm eier's formula as 
ngr4_0=3.664; 7« given in  main programme can be used)
% Phase delays in  the rings :
ph i1=0;
phi2=0;
phi3=0;
phi4=0;
°/« Sellmeyer’ s coeffic ien ts  fo r  s ilic o n  :
C0=11.6858;
01=0.939816;
02=0.009934;
03=1.22567;
% ------------------------------------MAIN PROGRAMME — ---------------------------
7, ANALYSIS OF EXPERIMENTAL DATA 
resu lts=xlsread(’C:^hD'yExperimentsyMatlab7);  
lambda_exp=results ( : ,  1); output_exp=results ( : ,  2) ;
% THEORETICAL ANALYSIS 
ml=size(lambda)
;m=ml(2); 
fo r i= l:m
7«ngr 1 ( i ) =ngr 1 _0; ngr 2 ( i  ) =ngr 2_0; ngr 3 ( i  ) =ngr 3_0; ngr4 ( i ) =ngr4_0; 
7o Sellm eier's formula :
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ngrl(i)=sq rt(C 0+C l/(lam b da(i)*l(T6)"2+C 2/((lam b da(i)*10~6)"2-03) ) ;  
n g r2 ( i)= n g r l( i ) ; 
n g r3 ( i)= n g r l( i ) ; 
n g r4 ( i)= n g r l( i ) ;
th e ta l( i)= (2 *p i*n g r l( i)*L l) /la m b d a (i)+ p h il;  
thet a2( i ) = (2*p i *ngr2 ( i ) *L2) /lambda( i ) +phi2; 
theta3( i ) = (2*p i *ngr3( i ) *L3)/lambda( i ) +phi3; 
th e ta 4 (i)= (2 *p i*n g r4 (i)*L 4 )/lam b d a(i)+p h i4 ;
k s il( i)= g a m m a l*e x p (- j* th e ta l( i) ) ; 
k s i2 ( i ) =gamma2*exp( - j  * theta2( i ) ) ;  
ksi3(i)=gam m a3*exp(-j*theta3(i)); 
ksi4(i)=gam m a4*exp(-j*theta4(i));
m atrix0=[1 ,-cO;c O * k s il( i ) , - k s i l ( i ) ] ; 
m a t r ix l= [ l , - c l ; c l * k s i2 ( i ) , - k s i2 ( i ) ] ; 
m atrix2= [l-c2 ;c 2 *k s i3 ( i) -k s i3 ( i) ] ;  
m a tr ix 3 = [ l-c 3 ;c 3 *k s i4 ( i) -k s i4 ( i) ] ;
M10=matrixl*matrix0;
M20=matrix2*matrixl*matrix0;
M30=matrix3*matrix2*matrixl*matrix0;
°/« Transfer function of a SRR with dual input/output at the T-port : 
TF 1 _T( i )  =-M10 (1 ,2 ) /M10 (1 ,1 ) ;
% Transfer function of a DRR at the T-port :
TF2_T( i ) =-M20(1 ,2 ) /M20(1 ,1 );
% Transfer function of a TRR at the T-port :
TF 3_T(i)= -M 30(l,2 )/M 30(l,1 );
% Transfer function of a SRR with dual input/output at the D-port : 
T F l_ D (i)= -(M 1 0 (l,2 )/M 1 0 (l,l))*M 10 (2 ,l)+ M 10(2 ,2 );
% Transfer function of a DRR at the D-port :
TF2JD ( i ) = - (M20(1 ,2 ) /M20(1 ,1 ) ) *M20(2 ,1 )+M20(2 ,2 );
% Transfer function of a TRR at the D-port :
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TF3 JD (i)= - (M30(1 ,2 ) /M30(1 ,1 ) ) *M30(2 ,1 )+M30(2 ,2 );  
end
°/0 ---------------------------------- GRAPHS AND RESULTS  --------------------------
% The THROUGH (T) port of a SRR, DRR and TRR from the MODELLING 
% Output at the T-port of a single resonator (k2=0, k3=0) : 
figure; p lot (lambda, (abs(TFl_T)) .''2) ;
ax is( [lambdal*le-6 lambda2*le-6 0 max(abs(TFl_T)) . "2)+0.02]) ;
x la b e l( * wavelength*);
y la b e l( 7 output normalised power’ );
% Output at the T-port of a tw o-level la t t ic e  f i l t e r  (k3=0): 
fig ure; p lo t (lambda, (abs(TF2_T)) . ~2) ;
axis([lam bdal*le-6  lambda2*le~6 0 max((abs(TF2_T)) .~2)+0.02]) ;
x la b e l( * wavelength*);
y la b e l(* output normalised power’ );
% Output at the T-port of a th re e -leve l la t t ic e  f i l t e r  : 
fig ure; p lo t (lambda, (abs(TF3_T)) ."2) ;
axis([lam bdal*le-6  lambda2*le-6 0 max((abs(TF3_T)) ."2 )+ 0 .02 ]);
x la b e l( ’ wavelength’ );
y la b e l( }output normalised power5);
% The DROP (D) port of a SRR, DRR, TRR from the MODELLING 
% Output at the D-port of a single resonator (k2=0, k3=0) : 
f ig u re ; p lo t (lambda, (abs (TF1_D) ) . ~2) ;
axis( [lambdal*le-6 lambda2*le-6 0 max((abs(TFlJD)). ~2)+0.02] ) ;
x la b e l( ’ wavelength});
y la b e l( ’ output normalised power*);
% Output at the D-port of a tw o-level la t t ic e  f i l t e r  (k3=0): 
fig ure; p lo t (lambda, (abs(TF2_D)) . ~2) ;
axis([lam bdal*le-6  lambda2*le-6 0 max((abs(TF2_D))." 2 )+ 0 .0 2 ]);  
x la b e l(* wavelength *);
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y la b e l( ’ output normalised power; );
% Output at the D-port of a th re e -le ve l la t t ic e  f i l t e r  : 
fig ure; p lo t (lambda, (abs(TF3_D)) . ~2) ;
ax is( [lam bdal*le-6 lambda2*le-6 0 max( (abs(TF3_D)) . ~2) +0.02]) ;
x la b e l( ’wavelength’ ) ;
y la b e l( ’ output normalised power’ ) ;
% Output at the T-port of a SRR, DRR or TRR from EXPERIMENTS 
figure;
p lo t (lambda_exp, output_exp); 
figure;
p lo t (lambda, (abs(TF3_T)). ''2,lambda_exp,output_exp) ;
x la b e l( ’wavelength’ );
y la b e l( ’output normalised power’ ) ;
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A p p e n d i x  C  
R e c i p e  f o r  t h e  Q u a n t a  2 0 0 F  S E M
C .l System startup
1 Press the Vent button to vent the system.
2 Allow the chamber to vent on its own (i.e. do not force the door open)- this 
should take about 5 minutes and the Vacuum Status light should be red
3 Slowly slide the chamber the door open
4 Select the appropriate sample holder. The most common is the multi-stub 
sample holder consisted of a pedestal and platform
5 Insert sample studs into sample holder
C.2 Sample preparation
For top-down views of devices, test chip should be placed on the STEM holder 
(figure C.l left). The holder is made from copper as we need a good conductor; 
if it is too sticky, touch with fingers to get rid of stickness. For samples where 
cross-section view is needed following procedure could be used:
1 Scratch the sample where we want to break it i.e. on the edges opposite each 
other. These two scratches form imaginery line along which the sample will 
be broken.
2 Put a sample on a piece of wire or something similar
3 Push with twizors evenly on both sides and break the sample
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Figure C .l: STEM holder
4 Put the sample in a holder shown in figure C.l right and gently tighten. Put 
the sample holder and sample in the chamber.
C.3 General operation and alignment
Software used is xT Microscope Control. Normally, controls, tool bars and 4 f 
windows are shown. F5 can be used to switch between full screen and 4 screens.
1 Select the desired vacuum mode. Typically, High Vacuum Mode is used 
for conductive/coated samples, Low Vacuum Mode (up to 200Pa) for non- 
conductive materials, while Environmental SEM (ESEM) Mode (up to 
4000Pa) is used for non-conductive/wet materials
2 Close the chamber door and click the Pump button
3 Wait for the Vacuum Status light to turn green
4 Set the High Voltage (HV) level - variable from 200V to 30kV. In general, a 
higher voltage will provide better resolution at the expense of some loss in 
surface sensitivity and increased charging effects.
5 Set the spot size (1 to 7). A smaller spot size allows for better resolution, 
but decreases beam current.
6 Press the HV button to turn on the beam.
7 Adjust the brightness and contrast - you should be able to make out the 
centre of the sample holder
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8 Use the Stage X/Y control to locate the sample. This can be done manually 
with the manipulators on the chamber door or through the software by 
middle clicking in an image quad and dragging the mouse in the desired 
direction. The further you move the mouse, the faster the stage moves.
9 Raise the stage by middle-clicking in the camera quad and moving the mouse 
up (down) until the desired working distance is achieved (the system should 
automatically focus as you raise the stage)
10 Find a small feature on a sample surface to use for alignment and focus on 
the feature at high magnification (>15000). Magnification can be adjusted 
by the wheel on the control surface or by the + /- keys on the keyboard.
11 Correct for astigmatism by either using the X/Y Stigmator knobs on the 
control surface, left clicking in the 2D Stigmator box or holding down the 
shift button and the right mouse button simultaneously. It is easiest to cor­
rect for astigmatism by switching between X, Y and focus until the sharpest 
image is obtained
C.4 Digital imaging with xT Docu
xT Docu is the default image capture and manipulation software used with the 
Quanta. There is a floating tool bar associated to allow easy transition between 
the SEM UI and xT Docu. Clicking on the light bulb in the tool bar switches 
between the application.
1 To capture an image, select the desire image quad and click the snapshot 
button (F2). The snapshot scan speed preset can be changed by selecting 
preferences under the scan menu (Ctrl + O).
2 When the image is frozen (Pause icon shown), click the ’’camera” button in 
the xT Docu bar, followed by the ’’file cabinet” button.
3 Enter the desired file name and click on Insert to transfer the image to the 
database
4 Double click on an image in the database to open it up in the full-screen 
view
5 The data bar can be displayed, removed or customised under the Database 
menu.
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6 If you want just a scale bar and nothing else, this can be accomplished under 
the Image menu.
7 Items stored in the database must be exported to a .tif file to view in other 
software. From the full screen view, right click at the top of the image and 
select Save As.
C.5 Shut-off procedure and sample removal
1 Shut off the High Voltage by pressing the HV button.
2 Lower the sample stage to a working distance of 20mm or greater.
3 Select the Centre Position under the Stage menu (Ctrl +  0).
4 Press the Vent button to vent the chamber.
5 Wait for the Vacuum Status light to turn red.
6 Open the chamber door and remove the sample.
7 Put the system back to the default configuration (sample holder installed 
and high vacuum mode selected).
8 Close the door and hit the Pump button.
9 Wait for the system to return to high vacuum - Vacuum Status light is green.
10 Close the SEM UI.
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