Abstract-We develop a novel online algorithm for posterior inference in Dirichlet Process Mixtures (DPM). Our method is based on the Sequential Monte Carlo (SMC) samplers framework that generalizes sequential importance sampling approaches. Unlike the existing methods, the framework enables us to retrospectively update long trajectories in the light of recent observations and this leads to sophisticated clustering update schemes and annealing strategies that seem to prevent the algorithm to get stuck around a local mode. The performance has been evaluated on a Bayesian Gaussian density estimation problem with an unknown number of mixture components. Our simulations suggest that the proposed annealing strategy outperforms conventional samplers. It also provides significantly smaller Monte Carlo standard error with respect to particle filtering given comparable computational resources.
I. INTRODUCTION
I N recent years, there has been a surge of interest in Bayesian nonparametric methods in machine learning [1] and signal processing [2] . Here, researchers use highly structured and adaptive models where the model order is to be determined automatically by the data. The Dirichlet Process Mixtures (DPM) is the key building block in such models for a broad range of applications.
Unfortunately, exact computation for the DPM model is intractable. The development of efficient and accurate approxmate inference strategies for the DPM are crucial so that such models can be used effectively in practical applications.
Particle filtering is a popular method for inference in DPM models [3] , [4] . Existing particle filtering based approaches update the representation of the posterior distribution sequentially as each new observation arrives. Especially for large datasets, sequential processing is preferable over batch approaches (such as [5] ). Advantages include reduction in computational cost and storage requirement and a natural tempering effect that helps the inference. However, a problem with sequential inference is the potential danger of accumulation of Monte Carlo errors and consequent decrease in the estimation quality. In this work we propose a novel sequential Monte Carlo sampler for inference in the DPM model. The proposed method is an annealed sequential Monte Carlo (SMC) sampler that enables us to design sophisticated clustering update schemes and ensures convergence to the true target distribution asymptotically. An important feature of our approach is that the proposed algorithm updates past particle trajectories in light of recent observations to avoid error accumulation. This approach is not feasible in the particle filtering setting.
The performance of the algorithm is evaluated in a Bayesian density estimation problem with unknown number of components where the prior on parameters is conjugate. It is shown that the proposed annealing scheme accurately represents the target posterior and it provides smaller standard error compared to particle filtering. In contrast to our previous work [6] which utilize mixture kernels in order to target the true DPM posterior, here we focus on a single proposal kernel targeting an annealed posterior distribution and update the weights according to the true target density. The conference version of this work is presented in [7] .
II. DIRICHLET PROCESS MIXTURES (DPM)
In this section we will define the Dirichlet process mixtures (DPM) model. We will focus on the infinite mixture interpretation where observations arrive sequentially. It is known that due to exchangeability and the specific construction of this model, the actual order is irrelevant [8] . We refer to the time index as and the observation sequence obtained until time is denoted by . Each observation , , is assigned to a cluster where is the corresponding cluster label and, represents the number of existing clusters at time . The vector of cluster variables is defined as and corresponding cluster parameters are represented with the parameter vector . The DPM model assumes that the cluster parameters are i.i.d. and the observations are independent of each other conditional on the cluster variable . Hence the DPM defines the joint density that can be expressed as
The prior on clustering variable vector is formulated by (2) in a recursive way, (2) where is the number of clusters in the assignment . In (2) , is the number of observations that assigns to 1070-9908/$26.00 © 2010 IEEE cluster and is the positive valued 'novelty' parameter [8] . In our model we assume that the parameters satisfies the conjugacy condition hence our aim is to estimate the sequentially evolving posterior density of the DPM model that is intractable due to the exploding cardinality of .
III. SEQUENTIAL MONTE CARLO SAMPLERS
In sequential inference, one samples from a sequence of target densities,
, evolving with each defined on a measurable space where . Building on the work of Neal [5] , Del Moral et al. [9] proposed an auxiliary variable technique which solves the sequential importance sampling problem in an extended space . SMC sampler performs importance sampling between the joint importance distribution and the artificial joint target distribution defined by where denotes the normalizing constant and (3) is a backward Markov Kernel from space to . Note that, admits as a marginal by construction therefore the resultant weight function ensures convergence to the true target density.
Assume that a set of weighted particles approximate at time . At time the path of each particle can be extended using a Markov kernel, . The unnormalized importance weights, , associated with the extended particles are calculated according to where the incremental term of weight equation, is
The design of efficient sampling schemata hinges on properly choosing the backward kernel . Assuming is an Monte Carlo Markov Chain (MCMC) kernel of invariant distribution , an approximate backward kernel can be formulated as shown in (5): (5) which is accepted as a good approximation for and yields to the incremental weight .
IV. SMC SAMPLERS FOR DPM MODELS
Let denote the forward kernel that will be used to generate samples from the posterior distribution formulated in (1). We first partition an assignment vector where is a subset of , a set of not necessarily consecutive indices, and
. Throughout the text we will call the set as the active block. We define , and denote . Let us define the forward kernel as follows: (6) where is a valid MCMC kernel applying a single Gibbs iteration targeting the full conditional distribution . The corresponding backward kernel can be obtained by substituting (6) into (5) that yields the incremental weight update equation (7) Note that as a consequence of using the MCMC kernel , (7) is independent from the kernel initialization. When the active block set is selected as
, we obtain the update rule (7) introduced in [10] as S4 algorithm. Intuitively, the MCMC kernel updates the active block using a Gibbs sampler and constructs the proposal distribution using the sequence of full conditional distributions.
In a sequential problem the posterior distribution changes over time and new modes of the posterior distribution may emerge as new observations are received. The algorithm must have a good mixing property to explore the modes of the time evolving posterior distribution and to achieve a good approximation to the true target posterior. However, conventional sequential and batch algorithms based on the Gibbs sampler may fail to represent the modes of the true target posterior due to the slow convergence property of the Gibbs samplers. This is particularly when the posterior distribution has a multi modal form where the modes are isolated [5] . To deal with this problem, in the next subsection we introduce an algorithm that converges to the true DPM posterior as the new observations are received sequentially.
A. Annealing Procedure
The conventional approach presented in Section IV applies Gibbs moves to each particle in order to obtain weighted samples from a sequence of target distributions denoted as . This paper proposes an annealing scheme to improve the efficiency of posterior estimation. In the literature annealing schemes have been widely used to handle isolated modes in batch processing. It is adopted to importance sampling to construct the proposal distribution suitable to sampling of the true target distribution [5] .
To achieve our goal let us construct an annealed time evolving target posterior as , , where is the annealed target posterior defined as (8) Annealing is achieved by changing the novelty parameter of the underlying Dirichlet process which is set to in (8) . Note that is a parameter of the prior distribution of number of components where a higher value yields higher number of mixtures. The idea behind constructing a sequence of annealed target posterior distribution is to obtain a class of intermediate distributions by selecting a value which is higher than the true model novelty parameter and provide a well defined support to the time evolving target posterior. In other words, the annealed distributions can be interpreted as an underlying DPM model of which the parameters are relaxed in order to obtain an annealed posterior which is easy to sample.
In order to sample the sequence of annealed target distributions, let us define a forward kernel as follows: (9) where is an MCMC kernel which targets the conditional distribution . Using (5), the backward kernel can be written as in (10): (10) and the incremental weights for the annealed target posterior can be obtained as follows: (11) where and the weights associated with the particles can be calculated according to . Assuming represents the normalized weights approximating to , we perform a resampling step if effective sample size, , is below a predefined threshold. Finally, in order to approximate the target distribution , we reweight the particles according to where . Specification of the active block size shown in (11) is an important issue in the design of the proposed sampler. In order to limit the computational cost required at each time step we initially determine a constant block size and index the block with . The indexes of the active block is incremented by as each new observation is received. The blocks do not overlap to each other and update scheme is cycled whenever all the clustering labels up to time are updated. Note that similar block update strategies are also used in [11] under the SMC samplers framework.
B. The Annealing Parameter
As denoted above the sequence of annealed posterior distributions, is constructed by updating the annealing parameter of the underlying DPM model shown in (8) . At each time step of the algorithm is updated according to a geometric spacing function (12) where , and is the common parameter that determines the amount of spacing at each time step. Note that in [5] it is reported that to change the annealing parameter according to geometric spacing of is suitable when the varies smoothly with time.
In our framework, we construct the sequence of annealed distributions by setting an initial value and updating as each new observation arrives. Intuitively the initial value for and the common parameter are set empirically in order to form the intermediate distributions that are not too far apart from the true target density . We note that, in conventional annealing approaches, where one modifies the target density gradually, finding the correct schedule is a hard but crucial task. In contrast, in the SMC framework we don't have to choose a schedule very strictly. We are free to choose any forward kernel, provided we compute the corresponding incremental weight-we will be sampling from the correct target at any given time.
V. TEST RESULTS AND CONCLUSIONS
Our goal in this section is to illustrate the effectiveness of the SMC samplers framework for online inference in DPM models. For this purpose, we compare performance of three samplers namely; the SMC-G which utilizes conventional Gibbs moves on the DPM space [10] , the proposed SMC sampler (SMC-A), the SMC-M algorithm that utilize a mixture of Gibbs moves and approximate Gibbs moves based on sequential approximation [6] and the Particle filter (PF) [4] . Performance has been reported in terms of log-marginal likelihoods, mean estimates and respective standard errors. Mixture density estimates are also provided for visual comparison.
Algorithms are evaluated on a infinite Gaussian mixture density estimation problem. Observations are drawn from a univariate Gaussian with where is the mean and is the variance. The conjugate prior distributions are chosen as normal and inverse-gamma, respectively.
To alleviate the degeneracy, a systematic resampling scheme is applied for sequential algorithms when . For a fair comparison the number of particles is selected as for PF, for SMC-A algorithm and for the SMC-M algorithm where the active block size is set to 9 and 4 for the SMC-A and SMC-M algorithms respectively. Note that block size determines the approximation introduced by the kernels for the SMC-M algorithm [6] . The results are reported for 100 independent Monte Carlo runs for each model. The initial annealing parameter for annealed target distribution is set to and it is geometrically updated according to (12) at each time step where the common parameter, , is set to . Two test sets (D-1 and D-2) are generated from a Gaussian mixture model comprising three mixture components with parameters given in Table I where , , and , for , denote the mean, standard deviation and the mixture weight for each component, respectively. In order to evaluate the performance on real data, we also performed the tests on the speech data set (D-3) publicly available at [12] . Reported results are obtained for the emotional state "sad" where the actual number of mixture components is priorly unknown. Each test set has a total of 1000 points and the results are reported sequentially for 200, 500, and 1000 samples.
In order to illustrate the mixing capability of the proposed algorithm we set the novelty parameter to a very low value of . Note that a low will probably cause the posterior to have isolated modes hence this test aims to assess the mixing property (ability to escape local modes) of the algorithms. We performed the test by generating a total of 1000 observations from the model D-1 which comprise three overlapping mixture components. As a gold standard reference we performed a very long Gibbs sampler run and observed that the estimated number of components is 2.16, 3.09, and 3.11 for 200, 500, and 1000 observations consecutively. In Fig. 1 , the mixture densities are plotted for each run of the PF, SMC-G, SMC-A and SMC-M algorithms, respectively. It is clear that SMC-A and SMC-M can represent all three components of the mixture density in all runs of the algorithms whereas SMC-G and PF commonly gets stuck at a local mode and fits two mixture components to the data for several runs (more than the half) of the algorithm. We also reported the log-marginal likelihood, mean estimate of the number of components and respective standard errors (in parenthesis) in Table II for SMC-G, SMC-A, SMC-M, and PF. The results illustrate that SMC-A and SMC-M are able to converge to the three components for a small number of observations, however the SMC-G and PF algorithms do not converge to the true posterior even when the observation size is 1000. It is also clear that SMC-A has much lower standard error compared to SMC-G and PF in means of log-marginal likelihoods and the mean estimates whereas a slight improvement is achieved over SMC-M.
In order to examine dependency of the performance of the algorithms on different datasets and parameter settings, we set the novelty parameter to and report the results in Table II for dataset D-2. It is clear that PF and SMC algorithms provide very close mean estimates. However, SMC-G, SMC-A, and SMC-M can achieve significantly lower standard error compared to PF at . This result shows that SMC algorithms are more reliable with the same computational cost. Moreover SMC-A achieves comparable performance to SMC-G and SMC-M in means of standard error when while it provides similar mean estimates.
Finally we compared the performance for dataset D-3, where the novelty, initial annealing and the common parameter are set to , and respectively. As a gold standard reference the results of a very long Gibbs sampler run are found as 2.53, 3.35, and 4.10 for 200, 500, and 1000 observations consecutively. The results given in Table II shows that the SMC-A and SMC-M provides closer estimates to the long Gibbs sampler run particularly when whereas SMC-G and PF underestimates the mean value. Similarly SMC-A outperforms SMC-G and PF in means of log mar -TABLE II  ESTIMATED AVERAGE LOG-MARGINAL LIKELIHOODS, MEAN VALUES AND  RESPECTIVE MONTE CARLO STANDARD ERRORS (IN PARENTHESIS) ginal likelihood and achieves lower standard error compared to the SMC-M algorithm.
We have developed a novel online algorithm based on the SMC samplers framework [9] . The key idea of our method is maintaining an intermediate (annealed) distribution as a surrogate target for the SMC algorithm where resampling is carried out according to this annealed distribution. Consequently, we use this surrogate density as a proposal to the true target where we can calculate the correct weights without any extra computational cost. Intuitively, we are using the SMC machinery to compute a good proposal density. This strategy enables us to maintain a diverse particle set that seems to be crucial in obtaining an efficient sampler. The test results show that proposed algorithm is much more efficient compared to conventional methods particularly when DPM target posterior distribution has isolated modes.
