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Abstract. A new molecular dynamics (MD) approach for computer simulations of irradiation driven chem-
ical transformations of complex molecular systems is suggested. The approach is based on the fact that
irradiation induced quantum transformations can often be treated as random, fast and local processes
involving small molecules or molecular fragments. We advocate that the quantum transformations, such
as molecular bond breaks, creation and annihilation of dangling bonds, electronic charge redistributions,
changes in molecular topologies, etc, could be incorporated locally into the molecular force fields that
describe the classical MD of complex molecular systems under irradiation. The proposed irradiation driven
molecular dynamics (IDMD) methodology is designed for the molecular level description of the irradiation
driven chemistry. The IDMD approach is implemented into the MBN Explorer software package capa-
ble to operate with a large library of classical potentials, many-body force fields and their combinations.
IDMD opens a broad range of possibilities for modelling of irradiation driven modifications and chemistry
of complex molecular systems ranging from radiotherapy cancer treatments to the modern technologies
such as focused electron beam deposition (FEBID). As an example, the new methodology is applied for
studying the irradiation driven chemistry caused by FEBID of tungsten hexacarbonyl W(CO)6 precursor
molecules on a hydroxylated SiO2 surface. It is demonstrated that knowing the interaction parameters for
the fragments of the molecular system arising in the course of irradiation one can reproduce reasonably
well experimental observations and make predictions about the morphology and molecular composition of
nanostructures that emerge on the surface during the FEBID process.
1 Introduction
There are many examples in which chemical transforma-
tions of complex molecular systems are driven by irradia-
tion. Often such modifications carry important outcomes
to the functional properties of the irradiated molecular
systems. Enough to mention the radiobiological phenom-
ena, in which living cells can be inactivated by irradiation
due to the induced DNA complex strand breaks [1, 2], the
formation and composition of cosmic ices and dusts in the
interstellar medium and planetary atmospheres is largely
a result of the interplay of the molecular surface adsorp-
tion and surface irradiation [3], the formation of biologi-
cally relevant molecules under extreme conditions involv-
ing irradiation [4]1, and many more. Irradiation driven
chemistry is nowadays utilized in modern nanotechnology,
such as focused electron beam deposition (FEBID) [5, 6]
a E-mail: ilia@sdu.dk
1 see COST Action “The Chemical Cosmos: Under-
standing Chemistry in Astronomical Environments”
www.cost.eu/COST Actions/cmst/CM0805
and extreme ultraviolet lithography (EUVL) [7, 8]. These
technologies belong to the next generation of nanofabrica-
tion techniques allowing the controlled creation of nanos-
tructures with nanometer resolution which is attractive
in both, basic and applied research. The fabrication of
smaller and smaller structures has been the goal of the
electronics industry for more than three decades and still
remains one of this industry’s biggest challenges. Further-
more, irradiation chemistry is a key element in nuclear
waste decomposition technologies [9] and medical radio-
therapies [1, 2].
Irradiation driven chemistry (IDC) is based on the
quantum transformations that are induced in molecular
systems by their irradiation by external fields of different
modality (X-rays, lasers, electrons/positrons, ions, etc)
and the dynamics of molecular system which can be also
influenced by external factors like temperature, pressure,
external fields, etc. Highly perturbed dynamical molecular
systems can only be described from first principles within
the time dependent density functional theory (TDTDFT),
or any of its equivalents, if the size of the molecular system
is sufficiently small, typically hundreds of atoms [10–14].
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This strong limitation makes TDDFT of limited use for
the description of the IDC of complex molecular systems.
Classical molecular dynamics (MD) could be consid-
ered as an alternative for the theoretical description of
IDC. Nowadays, the MD simulation of atomic and molec-
ular systems of various sizes, materials and properties is
possible. For instance, by employing the classical molec-
ular dynamics (often also called mechanics) approach it
is at present feasible to study structure and dynamics
of molecular systems that are constituted of millions of
atoms [15, 16] and evolve on time scales up to hundreds
of nanoseconds [17, 18]. In the molecular mechanics ap-
proach, the molecular system is treated classically, i.e.,
the atoms of the system are interacting with each other
through a parametric phenomenological potential, that is
governed by the type of the individual atoms and by the
network of the chemical bonds between them. This net-
work defines the so-called molecular topology, i.e., a set
of rules that impose constraints on the system, and per-
mit maintaining its natural shape, as well as its mechan-
ical and thermodynamical properties. The molecular me-
chanics method has been widely used throughout the last
decades [14, 16, 19–21, ?–21, ?–21], and has, for example,
been implemented in the well established computational
packages CHARMM [22], AMBER [23], GROMACS [24]
and NAMD [25].
In spite of the manyfold advantages, classical MD is in-
applicable for simulations of chemical reactions and IDC
processes, because it does neither account for coupling of
the molecular system to radiation, nor does it describe
quantum transformations in the molecular system induced
by the irradiation. In this investigation we overcome these
deficiencies of MD and suggest a new methodology for
simulation of irradiation driven chemical transformations
of complex molecular systems. We propose to model ir-
radiation induced quantum transformations in a molecu-
lar system as random, fast and local processes involving
small molecular fragments (typically on sub-nanometer
scale) of the entire system. The modeled transformations
include molecular bond breakages, saturation of dangling
bonds, chemical reactions in the system, and changes in
the molecular topology of the system. These transforma-
tions are introduced according to the specific rates that are
coupled to the irradiation field and the probabilities of the
corresponding quantum processes are established through
ab initio quantum approaches, such as many-body theory,
DFT, collision theory, or taken from experiments. The fun-
damental basis for such an approach relies on the Born-
Oppenheimer theory justifying uncoupling of the fast elec-
tronic motion in molecular systems from the slow motion
of the ionic subsystem and the fact that the character-
istic time scale for the fast quantum transformations in
the system is typically within the femtosecond range, i.e.,
about the duration of one time step in MD simulations.
Furthermore, the spatial dimension of the region where an
irradiation induced quantum transformation take place is
much smaller than the size of the molecular systems under
consideration. Therefore, if the outcomes of the quantum
transformations are properly accounted for on the basis
of quantum mechanics or simply taken from experiment
and correctly embedded as random and local modifica-
tions of the classical force fields, it becomes feasible to
model structure and dynamics of large molecular systems
under irradiation through the irradiation driven molecular
dynamics (IDMD), as proposed in this work. This method-
ology is designed for the molecular level description of the
irradiation driven chemistry of complex molecular systems
arising in various circumstances introduced above.
The IDMD approach was implemented into the MBN
Explorer software package [26] capable to operate with a
large library of classical potentials, many-body force fields
(including the recently implemented reactive CHARMM
force field [27]) and their combinations. The MBN Ex-
plorer program2 [26, 28, 29] is an advanced software pack-
age for complex biomolecular, nano- and mesoscopic sys-
tem simulations. It is suitable for classical molecular dy-
namics, Monte Carlo [30–34] and relativistic dynamics
simulations [35–38] of a large range of molecular systems,
such as nano- [39, 40] and biological systems, nanostruc-
tured materials [41, 42], composite/hybrid materials [43–
46], gases, liquids, solids and various interfaces [47, 48],
with sizes ranging from atomic to mesoscopic. Among ap-
plications of MBN Explorer are also the simulations
of thermo-mechanical damage in biological systems, e.g.
DNA nucleosomes, caused by the propagation of shock
waves induced by the propagation of ions [49, 50]. The re-
sults of such simulations are essential for the evaluation of
ion-induced radiobiological effects [51] within the frame-
work of a multiscale approach to the physics of radiation
damage [52], and can be utilized for the treatment plan-
ning in the ion-beam cancer therapy [52].
There are many unique features of MBN Explorer.
Thus, in the recent paper [27] the implementation of the
reactive CHARMM force field in MBN Explorer was
reported. This force field allows simulation of processes
involving rupture and formation of covalent bonds in bio-
molecular systems. The standard CHARMM force field
extension [53–55] takes into account additional parame-
ters, such as dissociation energy of bonds, bond multiplic-
ity and atom valences. The functional form of the inter-
atomic interactions is adjusted to account for the finite
value of the dissociation energy of chemical bonds.
The present implementation of IDMD in MBN Ex-
plorer opens a broad range of possibilities for modelling
of irradiation driven modifications and chemistry of com-
plex molecular systems. In order to highlight these pos-
sibilities here we present an exemplary case study of the
FEBID process simulated by means of IDMD. The results
of these simulations are thoroughly examined and com-
pared with experiment.
The FEBID case study has been selected due to it im-
portance and potentially high impact. In recent years the
FEBID process was actively investigated by a broad inter-
national community represented by the European COST
Action CELINA3. The FEBID based technology is being
developed for controllable and reproducible fabrication of
2 www.mbnexplorer.com
3 http://www.cost.eu/COST Actions/cmst/CM1301
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surface nanostructures with high resolution below 10 nm.
It is competing with the conventional nanolithographic
techniques [5].
Simulations of the FEBID process and the growth of
nanostructures have been performed so far using the Monte-
Carlo approach and the diffusion theory. These methods
allow simulations of the average characteristics of the pro-
cess such as the chemical composition and the growth rate
of the adsorbed nanostructures but do not provide any
molecular level details of the adsorbed material, e.g. the
characterisation of its crystalline or amorphous structure.
The IDMD approach goes beyond this limit and provides
a description of the nanostructures created by the FEBID
process on the atomistic level accounting for the quantum
and chemical transformation of the adsorbed molecular
system being under focused electron beam irradiation.
Computational modeling of such complex molecular
processes as FEBID is inevitably coupled with some ap-
proximations and modelling assumptions. This concerns
the justification of the implemented computational model
and the choice of its parameters. Therefore, it is impor-
tant to validate the outcomes of the simulations through
comparison with experiment. We perform such validation
in our work for the adsorption on a hydroxylated SiO2 sur-
face employing the precursor tungsten hexacarbonyl and
its irradiation with a focused electron beam. Experimen-
tally this process has been studied in an earlier investiga-
tion [56].
2 Irradiation Driven Molecular Dynamics
Classical molecular dynamics (MD) has been introduced
for the description of quantum molecular systems with the
use of the classical Newtonian equations [22]. The justifica-
tion of this approach is based on the Born-Oppenheimer
theorem, which separates the light electronic and heavy
ionic subsystems and elucidates the quasiclassical motion
of the nuclei in the system. In this approach all the infor-
mation about the quantum-mechanical properties of the
system is included in the parameters of the classical force
fields guiding the motion of the nuclei. Within the classi-
cal MD the trajectories of atoms and molecules are deter-
mined through the numerical solution of Newton’s equa-
tions, where forces between the particles and their poten-
tial energies are calculated using interatomic potentials
and force fields. Such a simplification of the description
of motion of a quantum system provides significant ad-
vantages for computer simulations. With modern super-
computers, the conventional classical all atom MD simu-
lations permit nowadays studying molecular systems up
to micrometers in size on time scales up to microseconds
and beyond [16, 19–21, 57]. The method was originally de-
veloped within the field of theoretical physics in the late
1950s [58] but is applied today mostly in chemical physics,
materials science and the modelling of biomolecules.
The classical MD approach does not describe the elec-
tron dynamics and, therefore, most of the quantum trans-
formations that may occur during the system dynamics.
These transformations are often induced in the system
through exposure to external perturbations such as ex-
ternal fields or irradiation by charged particles (electrons,
protons, ions, etc) or photons. The resulting effects may
have a global character (electric current, spin ordering,
polarisation, magnetisation, etc) or be local (atomic or
molecular excitation, ionisation, dissociation, charge trans-
fer, etc). Below, we focus on the analysis of the latter case.
Irradiation induced local quantum perturbations of a
molecular system typically occur on the sub-femtosecond
time scale and involve only those atoms that are directly
affected by the irradiation. This results in the creation
of secondary electrons, ions, reactive species (radicals),
and excited molecules, which can further interact with the
molecular system and cause further chemical transforma-
tions. This complex local dynamics typically involves the
nearest environment of the targeted molecular site, being
a small part of the entire molecular system, and is com-
pleted within femtoseconds. During this time some of the
initial perturbations of the system, such as quasi-free elec-
trons, electron holes, ionic charges, relax and vanish, due
to the high electronic mobility and the Coulomb attrac-
tion. The femtosecond time scale is, however, still signifi-
cantly shorter than the characteristic timescales responsi-
ble for the motion of the entire molecular system. Indeed,
in classical MD a typical integration time step is 1-2 fs,
corresponding to the oscillation period of a hydrogen atom
at room temperature.
The notable outcome of the process described above
is the emergence of bond breaks in the system. These
events are most significant as they affect the dynamical
behaviour and chemical transformations in the molecu-
lar system on the larger time scales, up to nanoseconds
and beyond, being the typical time frame for the classical
MD. The bond breaks arise in those parts of the molecular
system which are targeted by the irradiation. They occur
randomly with a probability depending on the intensity
and the modality of irradiation. The probabilities of these
events are related to the cross sections of the involved
irradiation induced processes (elastic and inelastic scat-
tering, electronic and vibrational excitation, dissociative
electron attachment, collision dissociation, etc) occurring
in the system on the femtosecond time scale and can be
elaborated from the collision theory or be taken from ex-
periment.
Irradiation conditions for a molecular system can dif-
fer substantially and depend on the radiation modality,
duration of the system exposure to irradiation and the
system geometry. Irradiation can be a swift single event,
like a single ion track crossing the molecular system, or it
can last a certain period of time up to some nanoseconds
and even longer. In the latter case the irradiation induced
bond breaks and charge redistribution in the system oc-
curs during the entire irradiation period. Irradiation can
be homogeneous within a certain volume or strongly inho-
mogeneous. The choice of the irradiation conditions cor-
responds to each particular case study. In the follow up
sections we consider these for the FEBID process.
The above described scenario defines the irradiation
driven molecular dynamics (IDMD). The IDMD can be
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introduced as classical MD with the superimposed ran-
dom process of molecular bond breakage related to the ir-
radiation conditions. The bond breakage is defined as the
local alteration of the system force fields, which involves
(i) creation of reactive atomic species (radicals) with dan-
gling bonds, (ii) the possibility of dangling bonds’ closure
and creation of new molecular bonds or molecules, (iii)
accounting for molecular topology changes (in the cases
when it is defined, e.g. molecular mechanics force fields).
The characterisation of these modifications of the classical
MD force fields can be elaborated on the basis of quantum
chemistry methods. Examples of such characterisation for
the FEBID process are given below.
The proposed methodology aims to account for the
major dissociative transformations of the molecular sys-
tem induced by its irradiation and possible paths of fur-
ther reactive transformations. The latter are sensitive to
statistical mechanical factors, like the concentration of the
reactive spices, their mobility (diffusion), the temperature
of the medium, etc. All these factors are automatically
accounted for in a correct way through the Langevin MD
describing the molecular system as a NVT statistical me-
chanics ensemble. The local deviations from the statistical
mechanics equilibrium arising in the vicinity of the break-
ing bonds caused by the local deposition of energy into the
system leads to minor perturbations of the large molecular
system and can be incorporated into IDMD as a pertur-
bation.
The concept of IDMD is general and applicable to
any kind of molecular system treated with any type of
classical force field. The method is implemented in the
MBN Explorer software package [26] and can operate
with the large library of force fields implemented inMBN
Explorer. In its current realisation IDMD is capable
to describe systems modeled through pairwise potentials,
many-body force fields, molecular mechanics force fields
(including the recently implemented reactive CHARMM
force field [27]) and their combinations. The limited num-
ber of parameters that determine molecular force fields,
and their irradiation driven perturbations, results in a
countable number of modifications that could occur in a
molecular system upon irradiation and makes the method
efficient and accurate. This implementation opens a broad
range of possibilities for modelling of irradiation driven
modifications and chemistry of complex molecular sys-
tems.
Below we provide the validation of the introduced IDMD
methodology through the simulation of the FEBID pro-
cess, detail analysis of the results obtained and their com-
parison (where possible) with the results of the Monte
Carlo approach and experiment.
3 Modeling of FEBID with IDMD
In FEBID a previously adsorbed molecular precursor is
dissociated in the focus of an electron beam typically pro-
vided by a scanning or transmission electron microscope.
The FEBID process can be modelled with the aid of IDMD
at the atomistic level of detail. The exemplary study pre-
sented below deals with the irradiation driven chemistry
of tungsten hexacarbonyl W(CO)6 on a SiO2 surface. The
details of modelling of the FEBID and irradiation pro-
cesses with IDMD are described and the choice of param-
eters is justified.
3.1 FEBID process
Let us now apply the IDMD modelling approach to the
growth process of the W enriched nanostructure in the
course of the adsorption of W(CO)6 precursor molecules
on a hydroxylated SiO2 surface and their repetitive irra-
diation with an electron beam.
The process starts with the initial adsorption of pre-
cursor over the surface. In the model considered all the
atoms in the precursor are moving, while substrate atoms
on which the precursor adsorbs are considered fixed. Typ-
ically the initial adsorption leads to the formation of pre-
cursor monolayer or a part of it. The W-containing nanos-
tructure growth over the surface is modeled then through
a series of subsequent simulations where the results of each
simulation are used as input for the following one. Each
round of simulations is divided into two phases: precursor
adsorption phase and irradiation phase; Fig. 1 illustrates
this idea.
During the irradiation phase all the molecules in the
system, except atoms of the substrate, are moving. Dur-
ing this period (although typically lasting in experiment
from microseconds to milliseconds, see discussion below)
simulated up to nanoseconds, it is assumed that the ran-
dom dissociation of the W–(CO) bonds in the precursor
molecules occurs resulting in the emergence of reactive
molecular fragments (including free W atoms) with dan-
gling bonds. Within the model, the CO molecules emerge
in the system solely during the dissociation of the precur-
sor molecules and its fragments and cannot undergo any
further degradation. The dynamics and interaction of the
fragments may lead to the formation of new bonds be-
tween W atoms and their coalescence into W enriched is-
lands (clusters) with either crystalline like or amorphous
structures depending on the model for the W-W bind-
ing. Two models for the W chemistry are considered. The
model A describes growth of the nanostructure without
restructuring of the bonds (W-W, W-C, C-C) inside the
W-enriched nanostructure. This model accounts for the
chemistry of precursors newly added to the system with-
out restructuring of the open bonds within the growing
nanostructures. The model B accounts for the formation
of new bonds inside the growing nanostructures. In both
models the W-(CO) bond breaking in precursors is de-
scribed using the dissociative force field implemented in
MBN Explorer [27] and accounting for the dynamically
changing molecular topology of a system within the classi-
cal molecular mechanics framework. The dissociative force
field also takes into account additional parameters of the
system, such as the dissociation energy of chemical bonds,
bonds multiplicity and the valence of atoms. Atomic va-
lencies define the maximal number of covalent bonds for
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Fig. 1. Schematic illustration of the simulation protocol used for modeling of the FEBID process. At the initial stage a number
of molecules are randomly dispersed over the surface forming nearly a monolayer. Then simulation is performed as a repetitive
process. Each stage of the process consists of the two phases: (i) random adsorption of new precursor molecules atop the
surface of emerging nanostructure and (ii) exposure of the system to radiation. The irradiation/adsorption phases interchange
continuously during the entire span of the simulation.
each atom type, while each bond is also allowed to have a
certain multiplicity value to mimic the effect of single, dou-
ble, triple bonds. It is, thus required that for each atom,
the sum of its bond multiplicities does not exceed the va-
lency value. The concrete choice of the parameters for the
dissociative force field is described below. Irradiation of
precursor molecules leads to occasional formation of CO
molecules in the system. These molecules remain in the
simulation box until the end of the current irradiation
phase and are removed thereafter. This accounts for their
desorption from the surface and equilibration in the entire
large volume of the system.
The irradiation phase is followed by the adsorption
phase during which a layer of precursor molecules is added
to the system to account for the adsorption of precursor
molecules from the gas phase. In experiment this phase
lasts typically some milliseconds or even longer, being a
rather long period for the direct MD simulations. The ad-
sorption process, however, can be modelled using the mul-
tiscale simulations based on the combined use of MD and
Monte-Carlo (MC) approaches [32, 33].
In this work the adsorption phase modelling is simpli-
fied and reduced to the random addition of a certain num-
ber of new precursor molecules atop the already existing
surface of the molecular structure with the following re-
laxation of the whole system. This approach allows avoid-
ing MD simulation of the deposition process of precursor
molecules from the gas phase and, therefore, to bypass the
related difficulties in simulating molecules at low pressure
and temperature. The relaxation is needed for improving
the binding of newly adsorbed molecules to the already ex-
isting surface molecular structure. Due to the weak inter-
action between precursors, the molecules which are landed
on the surface atop of precursors at the room temperature
tend to evaporate during the irradiation phase. This ex-
plains the finite and practically constant thickness of the
layer of precursor molecules outside the region of irradi-
ation, while inside the region newly adsorbed molecules
typically get attached to the growing nanostructure.
The irradiation and adsorption phases can be charac-
terised by the irradiation time τd (dwell time) and by the
time interval between individual irradiations τr (replen-
ishment time). Typically, they are significantly different,
τr ≫ τd. The shortest period of τd discussed in literature
[6] is τd ∼ 1 ns, while τr ∼ 2 ms. Thus the value of τd =
10 ns and τr = 2 ms are chosen in the simulations reported
here.
The W(CO)6 precursor molecules are added to the sys-
tem at the conditions close to experimental [56]. Thus at
the experimental precursor gas pressure P = 0.330 Pa the
flux of precursor molecules towards the surface is F =
2.7 · 103 1/nm2s.
Computations were carried out in a simulation box
with reflective boundary conditions having the dimensions
of 14 nm× 14 nm× 48 nm with the longer side of the box
directed perpendicular to the SiO2 surface, which is placed
at the bottom of the simulation box. The size of the sim-
ulation box was chosen to reduce the possible artificial
impact of the emerging CO molecules on the nanostruc-
ture growth in the course of the irradiation phase. The box
size was established through a series of test simulations.
At the chosen size the influence of the CO molecules is
negligible.
The parameters outlined above allow to estimate the
number of W(CO)6 molecules incoming into the simula-
tion box during the replenishment time as 1060, for the
dwell time this number becomes negligibly small, i.e. much
smaller than 1. Due to the low binding energy between pre-
cursor molecules only one layer of molecules is adsorbed
on the surface and most of the molecules adsorbed outside
of the irradiated area get not attached to the surface. The
irradiated area is defined by the beam of radius of 5 nm
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which would thus result in 424 molecules per adsorption
phase.
The surface occupied by one precursor can be esti-
mated through its radius (3.2A˚), which gives a value of
0.3 nm2. However, each precursor occupies a larger area
on the surface due to the finite distance between the pre-
cursors and the type of their packing. In simulations the
maximum, optimized average area per precursor is found
to be equal to 0.4 nm2. In the paper [55] it is reported
as 1.4 nm2. With 0.4 nm2 surface area per precursor one
can place up to 196 molecules within the irradiated area.
In simulations approximately two-fold smaller number is
used and thus 100 new molecules per adsorption phase in
the area above the irradiation spot get adsorbed.
The estimates indicate that (i) during the irradiation
phase the appearance of new precursor molecules is neg-
ligibly small; (ii) the number of precursor molecules that
emerge during the replenishment time is sufficient to form
a monolayer atop the already existing nanostructure on
the surface; these molecules are dispersed randomly over
the surface after each completed irradiation phase. Finally
note that due to the low binding affinity between precursor
molecules the number of precursor layers that can be kept
on the surface is limited. Thus, only some of the newly
adsorbed precursors remain on the surface.
3.2 Irradiation process
A snapshot of MD simulation of the first irradiation phase
described above is shown in Fig. 2. The interaction of pre-
cursor molecules with the cylindrical electron beam de-
picted in green leads to the precursor fragmentation and
the formation of W clusters on the surface, illustrated in
Fig. 2 in blue. Let us now discuss this irradiation process
in details.
The direct interaction of the primary electrons (PE)
of the beam with precursor molecules and the surface
generates the secondary electrons (SE) in the adsorbed
medium, as well as the backscattered electrons (BSE).
The secondary and backscattered electrons increase the
probability of molecular bond dissociation and the effec-
tive beam radius. These processes and their influence on
the surface nanostructure growth were studied earlier nu-
merically [59, 60]. In the earlier investigation [56] it was
demonstrated that the cumulative action of SE and BSE
electrons leads to a 40-fold increase of the yield of tung-
sten as compared to the action of just the PE. This factor
depends on the accelerating voltage of the beam, the prop-
erties of the surface and other factors.
In the present study the irradiation process is consid-
ered for an electron beam of the cylindrical shape with a
given radius, see Fig. 2. Only those precursors that move
inside the cylinder are exposed to radiation and may dis-
sociate, while molecules outside the cylinder are not af-
fected by irradiation. The dissociation rate of the pre-
cursor molecules can be evaluated from the reported ex-
perimental yield of tungsten atom per electron [56]. Note
that this approach does not take into account the influ-
ence of the emerging tungsten nanostructure on the SE
production which might become essential for the evalua-
tion of the precursor dissociation rate in the vicinity of a
thicker tungsten nanostructure. The dissociation of pre-
cursors could also be obtained on the basis of the quan-
tum collision theory coupled to the description of electron
transport through the system. This description, however,
goes beyond the scope of this paper.
In the simulations reported below the characteristics
correspond to those used in [56]. In that paper the en-
ergy of primary electrons was taken as V = 30 keV, the
beam current I0 = 79 pA, the beam radius R = 10 nm,
the irradiation time τd = 1 ms. At present it is impossible
to perform MD simulations on the millisecond timescale.
Therefore, the FEBID process is modelled at the rescaled
computationally accessible parameters that preserve the
number of electrons targeting the system (electron flu-
ence) and thus producing the irradiation driven effects
on the same scale as in experiment. Thus, the irradiation
time in simulations has been decreased, while the beam
currents are increased. Specifically, the beam accelerating
voltage is chosen equal to V = 30 keV, the dwell time to
τd = 10 ns, the beam current to I0 = 4 µA, and the beam
radius to 5 nm. These numbers define a reference case
study with which other sets of simulation parameters are
compared. These parameters set up the electron fluence
per dwell time equal to Ne = 2.5 × 105 electrons, while
in experiment [56] the electron fluence per dwell time was
Ne = 4.94× 105, i.e. approximately two times larger than
in the simulation reference case study. Due to the cross
section of the beam in experiment [56] being four times
larger than in the reference case simulations, the electron
fluence per unit area, i.e. fluence density, in experiment
(1.57 · 103 nm−2 per dwell time) [56] was approximately
two times smaller than in the reference study simulation
(3.18 · 103 nm−2 per dwell time).
Now let us analyse the probability of W-C bonds dis-
sociation in W(CO)6 caused by collisions with electrons.
The probability of precursor dissociation per unit time can
be evaluated as
P = σ · J0, (1)
where σ is the bond dissociation cross section and J0 is
the electron flux density targeting the precursor. J0 =
I0/(e · S0), with I0 being the electron beam current, e is
the electron charge and S0 is the beam cross section equal
to piR2. Substituting these relationships into Eq. (1) one
derives
P =
I0
e
σ
S0
, (2)
Estimating I0 = 4 µA, and σ = 1.2 · 10−2 nm2 [56], one
derives P0 = 3.82 · 10−6 fs−1. This number corresponds to
the dissociation of 6 W-C bonds in W(CO)6 in the refer-
ence case study. The probability PW−C of the dissociation
of a single W-C bond in W(CO)6 should be comparable
in the magnitude as it should corresponds to a transi-
tion to different repulsive energy term (decay channel) in
W(CO)6. The probability PW−C becomes larger when ac-
counting for SE and BSE emitted from the substrate. In
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Fig. 2. Snapshot of MD simulation of adsorption of W(CO)6 precursor molecules on a SiO2 surface in the case of model A (see
text) experiencing the early stage of irradiation by the electrons beam (shown as transparent green cylinder). The interaction
of precursor molecules with the beam leads to fragmentation of molecules and formation of W clusters, shown in blue.
this paper we do not analyse these factors numerically
and simply round the above number to the nearest order
of magnitude, i.e. we estimate PW−C = 10−5 fs−1. This
number has been used in the reference case study sim-
ulations. For the lower electron currents with the fixed
voltage V the W-C bond dissociation probability PW−C
is chosen according to Eq. (2) as a proportional fraction of
PW−C . The probability PW−C depends on the voltage V ,
because the collision induced dissociation cross section σ,
the SE and BSE yields depend on the PE collision energy.
Analysis of these dependencies, as well as the production
of SE and BSE goes beyond the scope of the current work
and will be performed in the follow up investigations.
The probability P0 calculated with the input numbers
corresponding to the experiment [56] is equal to 5.97·10−12
fs−1 and 1.89 · 10−11 fs−1 for 25 pA and 79 pA currents,
correspondingly. When multiplying it by the same em-
pirical coefficient PW−C/P0 = 2.62 as in simulations one
derives Pexp = 4.95 · 10−11 fs−1 for I = 79 pA.
The probability Pexp is noticeably smaller than it is
used in the simulations due to the smaller values of the
experimental beam currents. However, the smaller irradi-
ation times (and larger fragmentation probabilities) used
in simulations as compared to experimental ones keep the
electron fluences per dwell time comparable in simulations
and experiment. The cross sections of the collision induced
dissociation of precursors used in simulations correspond
to their experimental values, thus resulting in the similar
irradiation driven outcomes in the system.
3.3 Dissociative chemistry of irradiated precursors
The structure and dynamics of irradiated W(CO)6 atop
the hydroxylated SiO2 surface is modelled with the disso-
ciative CHARMM force field of MBN Explorer, which
requires specification of several parameters [27]. For the
studied systems these parameters define the equilibrium
bond lengths, bond stiffnesses and dissociation energies.
Additionally, one has to define the dissociative chemistry
of precursors including the definition of the molecular frag-
ments and atomic valences.
The necessary interaction parameters of the dissocia-
tive force fields have been deduced from the NIST4 [61]
and OpenKIM5 databases and are compiled in Tab. 1. In
the models considered only the dissociation of the bonds
W-C and W-W is permitted, while the C-O bonds are
treated harmonically, i.e. non-breaking. The bond cutoff
distance in Tab. 1 defines the radial criterion for bond dis-
sociation. Once the distance between the atoms exceeds
the cutoff value the bond between them is considered bro-
ken, the valences of the atoms involved are reevaluated
4 http://webbook.nist.gov/cgi/cbook.cgi?ID=C14040110
5 https://openkim.org/dev-kim-
item/LennardJones612 Universal MO 826355984548 001
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Bond stiffness, Bond length, Dissociation Bond cutoff,
k, kcal/(mol A˚2) Rmin, A˚ energy, Edis, kcal/mol Rcut, A˚
W-C 467.79 1.75 39.79 4.5
W-W 683.90 2.74 158.29 5.0
C-O 620.00 1.23 - -
Table 1. Interaction parameters for the covalent bonds in W(CO)6 precursor molecules. The C-O bond is treated in the
harmonic approximation, i.e., using the standard CHARMM force field, while the W-C and W-W bonds are modelled using the
dissociative force field implemented in MBN Explorer [27].
Fig. 3. Structure of the hydroxilated surface of SiO2 with
adsorbed W(CO)6 precursor molecule. Yellow, red and white
spheres plot Si, O, and H atoms respectively, gray and blue
colors depict C and W atoms.
and the topology of the molecular system is updated. In
the opposite case a chemical bond is formed when the
distance between a pair of atoms with the open valency
becomes smaller than the cutoff value. The breakage and
formation of new chemical bonds involves also the reeval-
uation of the atomic types, valences, and the topology of
the molecular system.
The forcefield potential that describes any chemical
bond in the system converges to a zero-asymptotically at
large interatomic distances. The formal formation and as-
signment of a new chemical bond between a pair of atoms
does not affect the energy of these atoms because the
bond energy is small at the bond cutoff distance. This is
an algorithmic procedure that instructsMBN Explorer
to check if two candidate atoms could form a chemical
bond upon their encounter. In the case if the kinetic en-
ergy of atoms upon their encounter at a cutoff distance
is higher than this bonded energy value, a bond would
not be formed and rupture as soon as the atoms involved
move further apart. In other words, a newly assigned bond
will not remain in the system and will not influence the
statistical results.
The interaction of precursors with the hydroxylated
SiO2 surface is modeled through the effective pairwise
Lennard-Jones potentials for the interaction between the
atoms of precursors and the atoms of the surface. The
parameters of these interactions for W, C, Si, O and H
are chosen to reproduce the total interaction energy of
W(CO)6 with hydroxylated SiO2, being ∼ 0.8 eV. DFT
calculations [62] report the energy of this interaction in
the range between 0.7 and 1.0 eV depending on the orien-
tation of the precursor with respect to the surface; Fig. 3
illustrates a typical configuration of a precursor atop the
hydroxylated SiO2 surface. The parameters of the effective
interaction between oxygen atoms were derived to repro-
duce the boiling temperature of the O2 gas, being equal
to 90.2 K. The resulting parameters are summarized in
Tab. 2.
ε, kcal/mol Rmin, A˚
W -0.7914 1.62
Si -0.3660 2.22
O -0.1794 1.32
C -0.1623 1.55
H -0.0460 0.22
Table 2. Parameters of the effective interatomic interactions
used in simulations. The interactions are modeled using the
Lennard-Jones potential defined in [26]. The minimal energy
of a pairwise interaction between atoms of type i and j is
thus defined as εij =
√
εiεj , while the equilibrium distance
is Rmin = (Rmini +Rminj )/2.
4 Results
This section reports the results of computer simulations
of the MD and IDMD processes introduced above. The
results obtained are compared with the available experi-
ments and thoroughly analysed.
4.1 Diffusion of W(CO)6 atop hydroxylated SiO2
surface
Let us consider first the results of simulations of diffusion
of W(CO)6 over the fixed hydroxilated SiO2 surface. The
diffusion process is simulated at different temperatures.
The concept of temperature is applied to the atoms of pre-
cursor molecules; only these atoms are allowed to move,
rotate and vibrate, and, therefore, we introduce temper-
ature of this subsystem through the average kinetic en-
ergy of the atoms involved. The substrate is considered
“frozen”, i.e. static, such that its atoms do not move but
create a force field for the precursor molecules to move in.
Since this force field appears to act as an external field, it
does not lead to any energy losses or cooling of the dynam-
ical part of the system but allows us to study the diffusion
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Fig. 4. Structure of a single tungsten hexacarbonyl W(CO)6
molecule (A) as optimized using MBN Explorer. Precursor
molecules are adsorbed on the hydroxilated SiO2 surface (B)
and experience diffusion behaviour in the absence of irradia-
tion.
Fig. 5. Comparison of the simulated diffusion coefficient (blue
curve) with the value obtained in [56] within the MC modelling
approach (red dot). The match of the diffusion coefficients val-
idates the sufficiently accurate description of the interaction
between precursor molecules and the surface.
process with correct efficient interaction of the precursor
molecules and the surface.
First of all the initial structure of W(CO)6 molecule
has been optimized using the steepest descent optimi-
sation algorithm implemented in MBN Explorer and
found to be in a good agreement with the structure de-
scribed in the NIST database6, see Fig. 4A.
Then, the diffusion process of precursors over the hy-
droxilated SiO2 surface has been simulated, see Fig. 4B,
using the methodology described in [63]. The obtained
diffusion coefficients are compared to those estimated in
[56] and a good agreement with the results reported in that
work has been established. Figure 5 shows the dependence
of the simulated surface diffusion coefficient on tempera-
ture. The red dot corresponds to the value obtained by
Fowlkes et al. [56] within the MC modelling approach. At
the room temperature the simulated diffusion coefficient
value is 6.77 µm2/s. This number is 5% different from the
respective number 6.4 µm2/s reported earlier [56].
6 http://webbook.nist.gov/cgi/cbook.cgi?ID=C14040110
The results obtained indicate that the utilised force
field provides a good description of the equilibrium geom-
etry of W(CO)6 and its interaction with the surface.
4.2 Adsorption and irradiation of precursor molecules
Let us now discuss IDMD simulations of the adsorption
and irradiation of precursors on the surface in the course
of the FEBID process performed at different values of
the electron beam current. The IDMD simulations demon-
strate the formation of molecular fragments and their merg-
ing into an island, i.e. the W-enriched molecular structure
atop the SiO2 surface. The process of the island growth is
characterized and analyzed.
Figure 6A shows the time dependence of the size of the
largest W enriched island emerged in simulations of the
FEBID process with the parameters corresponding to the
reference case study described above. Figures 6B, 6C, 6D
show the same for the number of W atoms, the number
of W(CO)6 and CO molecules in the system, respectively.
The replenishment phases are excluded from the plots in
Fig. 6. The drops in the number of CO molecules (Fig. 6D)
and the jumps in the number of W(CO)6 (Fig. 6C) arise
each 10 ns, i.e. at the beginning of each new irradiation
run. Both the size and the number of W atoms in the W
enriched islands grow because new atoms are being at-
tached to the islands during the FEBID process. To char-
acterize this process an island with the maximum size has
been selected on each step and the number of atoms in
it is plotted in Figs. 6A. Figure 6B shows the number of
W atoms in the island. These dependencies indicate the
coalescence of smaller islands into a larger single nanos-
tructure (ripening process) during the initial stage of the
FEBID process. The irregular spikes on the curves arise
at the instants when separate islands merge together.
The W − (CO) bonds in precursors dissociate during
the irradiation phase and separate CO molecules emerge.
Most of the CO molecules are created in the vicinity of
the surface and later evaporated into the vacuum cham-
ber. The evaporation process continues during the replen-
ishment phases. Figure 6 shows the time evolution of the
number of CO molecules attached to the SiO2 surface. It is
seen that during each irradiation phase the number of CO
molecules nonlinearly increases. To account for the evapo-
ration process of CO during the replenishment phase, the
CO molecules are removed from the simulation box vol-
ume after each irradiation phase. This leads to the abrupt
decrease in the number of CO molecules every 10 ns, as
seen in Fig. 6D. In Fig. 6A the number of electrons tar-
geting the surface, i.e. the electron fluence, is indicated for
the reference case study.
It is easy to rescale the simulation results presented in
Figs. 6A-D to realistic experimental conditions. For this
it is necessary to calculate the parameter λ, being the
ratio of the experimental dwell time to the one used in
simulations:
λ =
τexpd
τsimd
. (3)
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Fig. 6. Time evolution of the size of the largest W enriched island (A), the number of its constituent W atoms (B), the number
of W(CO)6 (C) and CO (D) molecules in the system in the course of simulation. The simulation consists of seven successive
runs of irradiation (10 ns each) and adsorption as described in the text. Parameters if the system correspond to the reference
case study.
Then, for a given electron beam radius R (R = 5 nm in the
case presented in Fig. 6), the experimental electron beam
current corresponding to the simulations can be evaluated
as Iexp = Isim/λ. Thus, for λ = 105, τsimd = 10 ns and
Isim = 4 µA, one derives τexpd = 1 ms and I
exp = 40 pA.
In general, the correspondence of simulated results to
experimental ones can be established through the corre-
spondence of the electron fluence per dwell time per unit
area in simulations and experiment. In this case adsorbed
precursors are exposed to the same irradiation conditions
in both simulations and experiment. It is easy to see that
this correspondence condition gives
Iexp = Isim
Sexp
λSsim
= Isim
Rexp
2
λRsim2
(4)
where Sexp and Ssim is the electron beam cross section
used in experiment and simulations. Thus, considering the
experimental electron beam radius Rexp twice as big as
Rsim, in the above considered example one derives Iexp =
160 pA.
Finally, let us note again the outcome of irradiation at
a given e-beam radius and current depends also on the e-
voltage, which influences the electron induced dissociation
cross section as seen from Eq. (1).
4.3 Nanostructure growth and its characterisation
Let us now demonstrate that the morphology, the type of
emerging surface nanostructure and its composition de-
pend strongly on the irradiation driven chemistry of pre-
cursors. For this purpose let us consider the models A and
B introduced above. In both models, for the atoms with
open bonds the algorithm of searching for the atomic open
bond neighbours of the suitable type is implemented. In
the case of model A the searching for the reactive neigh-
bours is performed only among the atoms located beyond
the molecular structure to which a chosen atom belongs. In
the model B the search is performed over all open valence
atoms in the system including the molecular structure to
which a chosen atom belongs.
The nanostructures presented in Fig. 7 and Fig. 8
emerge after 150 ns of simulated irradiation (15 rounds of
irradiation 10 ns each at the conditions corresponding to
the e-beam current 1.2 µA, see above). These figures show
that the chained structures of W (blue dots) with the C-
O fragments attached to the most of W atoms are formed
within model A, while model B results in the formation
of more compact and dense molecular structure with the
larger W content. The relative content of tungsten in these
nanostructures is ∼ 15% (model A) and ∼46% (model B).
These simulations also indicate that formation of chemi-
cal bonds within the growing nanostructure is essential for
the emergence of the crystalline-like molecular structure
with higher content of tungsten atoms. The increase of the
number of bonds between W atoms leads to the decrease
of the CO content and the total number of atoms in the
growing nanostructure, i.e. its growth rate.
Figure 9 shows the dependence of W enriched nanos-
tructure size and W content on irradiation time simulated
for different values of irradiation intensity within the mod-
els A and B. One can notice that in the case of model B
the size of the nanostructure is several times smaller while
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Fig. 7. Top view of morphologies of W enriched nanostructures atop the hydroxylated SiO2 surface simulated within models
A and B after 15 irradiation/adsorption cycles.
Fig. 8. Side view of morphologies of W enriched nanostructures shown in Fig. 7.
the W content is significantly higher. In both models the
nanostructure growth rate and W content in the nanos-
tructure after ∼ 100 - 150 ns of simulated irradiation (de-
pending on the electron beam current) fluctuates around
constant values, although the island ripening process in
the model B is not yet finished as evidenced by jumps in
the dependence of the island size on irradiation time. It
is also seen from Figs. 7 and 8 that merging of separate
islands in model B is still possible.
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Fig. 9. Time evolution of W enriched nanostructure size and W content simulated at different intensities of the electron beam
for models A and B. I0 is equal to 4 µA, all other simulation parameters correspond to the reference case study.
Beam current / Fluence Fluence Vol. growth W
acc. voltage /τd e
−/τd e−/τdpiR2 rate (nm3/e−) content
(Amp/keV/ns) e−/fs e−/(fs nm2) ×10−5 (%)
Simulation 4.0·10−6/30/10 2.5·105 3178 5.23 25.4
model A 2.0·10−6/30/10 1.2·105 1589 13.9 17.2
1.2·10−6/30/10 7.5·104 953 24.0 14.8
Simulation 4.0·10−6/30/10 2.5·105 3178 1.22 67.0
model B 2.0·10−6/30/10 1.2·105 1589 3.30 57.3
1.2·10−6/30/10 7.5·104 953 6.56 45.6
0.4·10−6/30/10 2.5·104 318 17.7 27.9
Exp. [56] 79·10−12/30/1·106 4.9·105 1569 6.33
Fowlkes et al. 25·10−12/30/1·106 1.6·105 497 11.1
Exp. [64] 6.6·10−9/5/1·105 4.1·106 13111 34.0
Huth et al. 1.2·10−9/5/1·105 7.5·105 2384 27.5
Table 3. Comparison of electron fluence, volume growth rates of the W enriched nanostructure, and W contents for different
values of the electron beam current obtained for models A and B with experimental observations [56, 64].
The results of simulations are summarized in Tab. 3,
where the average growth rates and the contents of W
simulated within the models A and B at different electron
beam currents are listed. These results are compared with
the available experimental data. As discussed above, the
results of simulations can be brought in correspondence to
different experimental conditions according to the electron
fluence per dwell time, per unit area. This characteristic
is presented in Tab. 3 for both simulated and experimen-
tal case studies. In addition the total electron fluence per
dwell time for all the cases considered is provided. To com-
pare the results of simulations with experiment the volume
growth rates and the W contents are presented in Tab. 3.
The e-current 2.0 µA in Models A and B corresponds
to 79 pA in [56]. It is seen that the simulated volume
growth rate in Model A overestimates the experimental
value 6.33·10−5 nm3/e− by approximately a factor of two,
while the model B underestimates the volume growth rate
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by approximately a factor of two (when evaluating the ex-
perimental volume growth rate the semi-ellipsoidal shape
of the sample is assumed). These discrepancies indicate
that the models require the further development, e.g. ac-
counting for the dissociation of the C-O radicals. They
can also be attributed to the manifestation of SE and
BSE, which are accounted for in the models in a very
simplistic way. The fluence per dwell time per unit area
497 e−/(fs nm2) for the e-current 25 pA from [56] is in
between the simulated values 318 e−/(fs nm2) and 953
e−/(fs nm2) within the model B. The experimental vol-
ume growth rate in this case is approximately equal to the
average of the simulated volume growth rates in the afore-
mentioned cases. The better agreement of the simulation
result with experiment might be related to the use of the
smaller e-currents and thus less influence of the SE and
BSE effects.
The fluence per dwell time per unit area 2384 e−/(fs
nm2) for the e-current 1.2 nA from [64] is in between
the simulated values 1589 e−/(fs nm2) and 3178 e−/(fs
nm2) within both the models A and B. It is seen from
Tab. 3 that the model A underestimates the experimen-
tal value by approximately 30%, but the model B over-
estimates it by more than two times. These discrepancies
indicate the need of the further refinement of the mod-
els to better account for the irradiation driven chemistry.
Thus, in experiments [64] the concentrations of carbon and
oxygen in the resulting nanostructure significantly differ
from each other. To reproduce this effect the dissociation
of C-O bonds has to be taken into account. The dissoci-
ation energy of this type of bonds is much higher than
for W-C bonds and their dissociation cannot be caused
by purely thermal heating. The simulation involving ir-
radiation driven dissociation of C-O bonds requires the
probabilities for dissociation of this type of bonds which
can be evaluated from the cross sections of the correspond-
ing collision processes that are available in the literature
and databases7. This will be the task for the further in-
vestigations. It is also worth to note that the e-voltage in
the experiments [64] is 6 time smaller than those used
in simulations. This might strongly affect the production
of SE and BSE and thus contribute to the discrepancy
between the simulated results and experiment. Another
factor which might also play a role is the finite width of
the experimental substrates.
The results demonstrate that the IDMD approach pro-
vides a powerful computational tool to model the growth
process of W granular metal structures emerging in the
FEBID process at the atomistic level of detail. The mor-
phology of the simulated structures, their composition and
growth characteristics are consistent with the available ex-
perimental data. Moreover, the observed dependencies like
increasing of the volume growth rate per incident electron
with decreasing the e-beam current, or the growth of the
W content with increase of the e-beam current are re-
produced correctly by within the developed models. The
performed analysis indicates also the need of further ad-
vancements of the introduced methodology.
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Let us mention possible refinements of the modeling
approach which can be explored in the future. The Lennard-
Jones potential for the interaction between tungsten atoms
describes the major characteristics of the metallic struc-
ture such as density and the binding energy of atoms. The
more accurate description of metallic structures, clusters
or nanoparticles with crystalline structure should be per-
formed with EAM-like potentials (EAM-Embedded Atom
Method) such as Finnis-Sinclair [65] or Sutton-Chen [66]
potentials, which are widely used for metals and which are
implemented in MBN Explorer.
The employed models for the IDMD simulations of the
FEBID process can, therefore, be refined through (i) the
utilisation of the EAM-like force field for the description of
interaction between W atoms, (ii) accounting for the CO
bonds dissociation and (iii) considering the non-uniform
distribution of SE and BSE and related probability of
bond dissociation.
The further work in the direction will aim to describe
in greater detail the system state in the simulation box
corresponding to the one which arises in the vicinity of
the surface in the FEBID experiments. This will require
to further adopt the model to the actual adsorption con-
ditions, to improve the set of parameters for the electron-
precursor interaction, to extend the model for other types
of precursors, e.g (CH3)CpCH3Pt, HFCo3(CO), Si5H12
and Co2(CO)8, to extend the simulation time in order to
model formation of larger crystalline structures, thermal
effects and possible phase transitions there.
The newly introduced methodology based on the IDMD
should be capable to capture the main features of the
FEBID process at the atomistic level of detail and to pro-
vide the quantitative description of the radiation driven
surface nanostructure formation for different parameters
of electron beams, precursors, adsorption conditions and
the related chemistry, surface properties, as well as to ac-
count for the thermal effects in the system.
5 Conclusions
The developed IDMD approach is suitable for computa-
tional modelling and analysis of irradiation driven chem-
ical transformations of complex molecular systems. The
approach accounts for irradiation induced quantum trans-
formations in the system as random, fast and local pro-
cesses involving small molecules or molecular fragments. It
is demonstrated that the quantum transformations, such
as molecular bond breaks, creation and annihilation of
open valence bonds, changes in molecular topologies, etc,
can be incorporated locally into the molecular force fields
that describe the classical MD of complex molecular sys-
tems under irradiation.
The IDMD method is validated through simulations
of the FEBID process of tungsten hexacarbonyl W(CO)6
precursor molecules on the hydroxilated SiO2 surface. It
is demonstrated that knowing the interaction parameters
for the fragments of the molecular system arising in the
course of irradiation one can reproduce reasonably well ex-
perimental observations and make predictions about mor-
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phologies of molecular structures that emerge on the sur-
face in the FEBID process.
The introduced IDMD methodology opens a broad
range of possibilities for the atomistic description and
modelling of irradiation driven modifications and chem-
istry of complex molecular systems in many research ar-
eas ranging from radiotherapy cancer treatments to the
emerging technologies such as FEBID in material science,
plasma physics and other research areas in which irradi-
ation of materials or complex molecular systems plays a
role.
The IDMD approach is implemented into the MBN
Explorer software package capable to operate with a
large library of classical potentials, many-body force fields
(including the recently implemented reactive CHARMM
force field) and their various combinations. Therefore, it
provides unique possibilities for the computational studies
and modelling of the irradiation driven chemistry of the
above mentioned systems.
As a concluding remark, we would like to note that
the reactive force field employed by IDMD considers the
motion of atoms within the framework of classical dynam-
ics. We, thus, do not account for electronic excitations in
the molecular fragments, assuming that all such excita-
tions would relax significantly faster than most of the dy-
namical processes that are studied using IDMD, and are
thus not expected to play significant role in the dynam-
ics. The present realization of IDMD does not permit to
analyze how the vibrational energies are redistributed in
fragments upon bond rapture. This could be a potential
further extension of the model that may be included in
the next release of the IDMD method. However, we advo-
cate that even if the redistribution of vibrational energies
upon bond rupture is present, this effect should not be
of large importance in the considered problem, because
of the presence of temperature control. The temperature
control leads to thermalizing of the system on times that
are significantly shorter than the simulation times, and,
therefore, all vibrational excitations would be thermalized
fast.
Another limitation of the present model is that it does
not explicitly account for charge delocalization or redis-
tribution effects. Irradiation-induced charge effects on the
surface could significantly change the mobility and des-
orption of some ionic fragments. Some of these effects
are accounted for empirically as we take corrections for
the current of surface electrons. We also put empirically
how many molecules remain on the surface after desorp-
tion, which allows at least qualitatively to account for
some of the effects mentioned. Including charge effects into
the simulation would be a routine procedure after further
modifications of MBN Explorer code. It is, however,
expected that modification would make the calculations
much more involved and computer time demanding. Fol-
lowing this reasoning we, therefore, believe that such an
extension of the model should not be a part of the present
work as it already contains a significant amount of novel
and original results, and including further algorithm ex-
tensions would be much better received if placed in a sep-
arate publication.
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