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Abstract
Transition metal oxides (TMOs) represent the natural playground for the investiga-
tion of the exotic phases produced by electronic correlations, which include high-
temperature superconductivity, giant magnetoresistance and topological insulators.
The peculiar electronic and magnetic properties of TMOs stem from the interplay
between the electron-electron correlations, the crystal field and the spin-orbit cou-
pling (SOC) of the transition metal (TM) d valence electrons. The balance of these
energy scales significantly depends on the TM element considered: moving from
the 3d to the 5d row of the periodic table, the electronic correlations decrease due
to the larger size of the atomic orbitals, while SOC increases as a result of the in-
creased atomic charge.
In this work, I present three separate case studies of 3d, 4d and 5d TMOs
which highlight the impact of the competing interactions just mentioned on the
electronic and magnetic properties of the system. Concerning 3d TMOs, I investi-
gate the magnetic ground state of a family of weak ferromagnets, where the weak
SOC is responsible for the appearance of a net magnetisation in the main antifer-
romagnetic order. I then examine the intermediate case of the 4d oxide Ca2RuO4.
Here, electronic correlations, SOC and octahedral distortions act on an equal foot-
ing to determine the TM ground state. In particular, I show how the crystal field
tuning achieved by La substitution affects the electronic and magnetic properties.
Finally, I address the spin-wave spectrum of the electron-doped perovskite iridate
(Sr1−xLax)2IrO4, where the strong SOC of 5d electrons gives rise to a spin-orbit
entangled Mott state with peculiar exchange interactions.
Most of the experimental findings are the results of measurements performed
by means of several synchrotron radiation scattering and absorption techniques: the
latter proved to be extremely powerful and versatile in the investigation of many
aspects of the physics of the systems discussed.

Impact statement
The results presented in this thesis contribute to our fundamental understanding
of materials with strongly correlated electrons and thus advance the field of solid-
state physics. In particular, some of the measurements address magnetic properties
of potential interest for information storage and processing (spintronics) and for
the development of a complete theory of high-temperature superconductivity. The
work here discussed has resulted in several publications in peer-reviewed journals
of interest for the general physics and condensed matter physics community.
The measurements have also prompted and contributed to the technical devel-
opment of X-ray techniques for the investigation of the properties of solids. These
include new approaches based on interference methods to address the so-called
phase problem in scattering experiments (i.e. the loss of the scattering phase in
the measured intensity) and the extension of existing techniques to the “tender” re-
gion of the X-ray spectrum (1− 5 keV) between the energy ranges of most “soft”
(< 1 keV) and “hard” (> 5 keV) synchrotron X-ray facilities. The impact of these
technical improvements go beyond the specific materials discussed in this thesis and
will be beneficial for the whole solid-state physics community.
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32 Chapter 1. Introduction
Transition metal oxides (TMOs) host some of the most intriguing phenom-
ena in condensed matter physics [1]. Prominent examples include high-temperature
superconductivity in copper oxides [2], colossal magnetoresistance in manganese
oxides [3], multiferroicity [4] and other charge- and spin-ordered states. These
phases are extremely interesting in terms of the fundamental understanding of the
underlying physics while offering, at the same time, great potential for future multi-
functional materials with applications in various fields, such as information storage
and processing [5, 6]. The exceptional properties of TMOs can largely be attributed
to the strong correlations between electrons, which arise from the electron-electron
Coulomb repulsion (U). The latter competes with other relevant energy scales
(Hund’s coupling, bandwidth, crystal field. . . ) and produces a complex interplay
between charge, spin, orbital and lattice degrees of freedom (Fig. 1.1). The result-
ing correlated phases pose one of the greatest challenges to our understanding of
emergent phenomena in condensed matter systems.
Electronic correlations are expected to be the strongest for transition metals
(TMs) in the 3d series of the periodic table (Fig. 1.2) due to the presence of well-
localised atomic d orbitals. Moving to the heavier 4d and 5d TMs, the electronic
correlations tend to decrease as a result of the increased radius of the d valence
orbitals caused by the screening of the core electrons. However, the larger nuclear
charge gives rise to a significantly enhanced spin-orbit coupling (SOC), which can
produce a sizeable splitting of the electronic levels. The corresponding narrow en-
ergy bands can then be affected by the moderate electronic correlations [7, 8]. The
competition between the electronic correlations and SOC is represented in Fig. 1.2,
which shows a schematic phase diagram as a function of U and the SOC constant
λ recently proposed by Witczak-Krempa et al. [7]. On the left-hand side of the
diagram are the conventional 3d TMOs with negligible SOC (e.g. copper and man-
ganese oxides). In this regime, one finds simple metals or band insulators for small
U values and Mott insulators for large U : in the former case the electronic proper-
ties are governed by the interactions of the electrons with the periodic lattice, while
in the latter they are dictated by the electron-electron Coulomb repulsion. At larger
values of the SOC constant λ , a whole new series of exotic phases of matter may
be expected [7]: for moderate electronic correlations, as is the case for 5d TMOs,
these include, among others, topological insulators [9–12] and Weyl semi-metals
[10, 11, 13]. Within the 5d series particular attention has been attracted by iridium
(and to a lesser extent osmium) oxides, after the report of a novel spin-orbit coupled
Mott insulating state [8].
Although Fig. 1.2 captures some general trends of the physics of TMOs, the sit-
uation is more complicated in most practical cases. This is due to the fact that other
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Figure 1.1: Schematic representation of the interplay of electronic and structural degrees
of freedom at the origin of complex correlated phases in TMOs. Figure taken from Ref. [6].
energy scales, such as the already mentioned Hund’s coupling and crystal field, can
generally contribute to the electronic and magnetic properties of the system. The
resulting ground state will then depend on the exact balance of all different contri-
butions which is, in turn, subject to the details of the specific compound studied.
The crystal field, for instance, is determined by the local crystalline environment
surrounding the TM atom and ground states with significantly different properties
can be present in compounds with different crystal symmetries. As a result, the
physics of TMOs is extremely rich: each compound has to be considered separately
and can exhibit novel and sometimes unexpected properties.
The present work focuses on three different case studies of oxides containing
3d (Mn, Fe, Co, Ni), 4d (Ru) and 5d (Ir) TM elements (see Fig. 1.2). In each
compound, I will discuss how the competition between the different energy scales
impacts the ground state and the corresponding low-energy physics. Particular em-
phasis will be devoted to the role of SOC in the electronic and magnetic properties
of the system. As I will extensively show in the experimental chapters, the treat-
ment can be significantly simplified using perturbation theory whenever one of the
energy scales is predominant compared to the others (as in the case for SOC in
iridium oxides). On the other hand, those cases where several interactions compete
on an equal footing (as in ruthenium oxides) are much more challenging. A more
detailed introduction to the scientific case behind the study of each compound will
be provided in the corresponding experimental chapters. In this chapter, Sec. 1.1
34 Chapter 1. Introduction
zinc
Zn
LWYIU
IH
copper
Cu
LIYWOL
f 
nickel
Ni
WUYL I
fU
cobalt
Co
WUY II
f-
iron
Fe
WWYUOW
fL
manganese
Mn
WOY IU
fW
U
λ
chromium
Cr
WBY  L
fO
vanadium
V
WHY Of
fI
titanium
Ti
O-YUL-
ff
scandium
Sc
OOY WL
fB
cadmium
Cd
BBfYOB
OU
silver
Ag
BH-YU-
O-
palladium
Pd
BHLYOf
OL
rhodium
Rh
BHfY B
OW
ruthenium
Ru
BHBYH-
OO
technetium
Tc
[ -Y B]
OI
molybdenum
Mo
 WY L
Of
niobium
Nb
 fY HL
OB
zirconium
Zr
 BYffO
OH
yttrium
Y
UUY HL
I 
roentgenium
Rg
[fUHYBL]
BBB
darmstadtium
Ds
[fUBYBL]
BBH
meitnerium
Mt
[f-LYBW]
BH 
hassium
Hs
[f--YBW]
BHU
bohrium
Bh
[f-H]
BH-
seaborgium
Sg
[f-BYBI]
BHL
dubnium
Db
[fLUYBI]
BHW
rutherfordium
Rf
[fLWYBf]
BHO
mercury
Hg
fHHYW 
UH
gold
Au
B LY -
- 
platinum
Pt
B WYHU
-U
iridium
Ir
B fYff
--
osmium
Os
B HYfI
-L
rhenium
Re
BULYfB
-W
tungsten
W
BUIYUO
-O
tantalum
Ta
BUHY W
-I
hafnium
Hf
B-UYO 
-f
Lanthanides
Actinides
W-y-B
U yBHI
copernicium
Cn
[fUWYB-]
BBf
U
λ
SpinMliquid Quadrupolar
Axion
insulator
Topological
Mott
insulator
Mott
insulator SpinyorbitMcoupledMottMinsulator
Simple
metalMor
bandMinsulator
TopologicalMinsulator
orMsemimetal
Weyl
semimetal
Figure 1.2: Evolution of the electronic correlations U (blue arrows) and the SOC constant
λ (red arrows) across the d block of the periodic table (top) and resulting phase digram pro-
posed by Witczak-Krempa et al. [7] (bottom). The TM elements entering the composition
of the oxides discussed in the present work are highlighted through the shaded regions.
provides the reader with a brief overview of the main ingredients of the physics of
TMOs which will be helpful to understand the experimental discussion (the reader
is referred to Khomskii [1] for a more extensive treatment), while a more detailed
outline of the thesis with the different authors’ contributions is given in Sec. 1.2.
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1.1 Overview of the physics of strongly-correlated
transition metal oxides
1.1.1 Hubbard model: Mott-Hubbard insulators
The compounds discussed in this thesis are Mott insulators (also referred to as Mott-
Hubbard insulators). In these materials the insulating state is not caused by the
periodic potential of the crystal lattice, such as in ordinary band insulators, but is
due to the electron-electron interaction U [14–16]. The Hamiltonian of the system
is given by the Hubbard model [14, 15]:
H =−t ∑
〈i j〉,σ
(c†iσc jσ +h.c.)+U∑
i
ni↑ni↓ (1.1)
where c†iσ and ciσ are the creation and annihilation operators of electrons at site i
with spin σ , t is the hopping matrix element, niσ = c†iσciσ is the density of electrons
with spin σ on site i and the summation 〈i j〉 runs over nearest neighbours. Here, I
have considered for simplicity a one-dimensional chain of atoms with one electron
level per site, so that one can put only two electrons with opposite spins at each site.
The first term in Eq. (1.1) favours the hopping of each electron to neighbouring
sites, with the consequent formation of a doubly occupied site (doublon) and a hole.
The doublon and the hole can move across the crystal and thus contribute to the
delocalisation of the electronic charge. This leads to the formation of an energy
band of width W = 2zt, where z is the number of nearest neighbours. The formation
of a doublon-hole pair causes a total energy gain equal to W , as resulting from a
kinetic energy gain for both the electron and the hole equal to W/2. However, a
doubly occupied site also costs the energy of Coulomb repulsion U : the latter is
expressed by the second contribution in Eq. (1.1), which will then favour a situation
where the electrons remain localised at the corresponding sites.
The band structure for a system of N sites with n = 1 electrons per site arising
from Eq. (1.1) is schematically represented in Fig. 1.3. For small U the system is
a metal with a half-filled energy band containing 2N states. At the critical value
Ucrit ∼W a so-called Mott transition to an insulating state occurs, where a fully
occupied lower Hubbard band (LHB) with N states is separated by an energy gap
Eg ∼ U −W from an empty upper Hubbard band (UHB) with N states. In real
materials, a metal-to-insulator transition (MIT) can be driven by a change in pres-
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Figure 1.3: Schematic representation of the evolution of the band structure as a function of
the electron-electron Coulomb repulsion to hopping matrix element ratio U/t in the Hub-
bard model of Eq. (1.1) for a system with N sites and one electron per site. (U/t)crit repre-
sents the critical value at which the Mott transition from a metallic state with a half-filled
band to a Mott insulating state with a fully occupied LHB and an empty UHB occurs. Figure
adapted from Ref. [1].
sure, temperature or composition and can be accompanied by a change in the crystal
and/or magnetic structure (see Imada et al. [17] for more details). The role played
by the electronic correlations and structural distortions in the transition varies from
one compound to another, but is united by the essential ingredients outlined above.
The situation can be made even more complex by the fact that more than one band
can take part in the Mott transition, with the initial bands being degenerate or not
depending, for instance, on the presence of a significant crystal field. In this case
the electronic correlations can act differently on each sub-band and result in a rich
phenomenology of possible ground states [18]. As mentioned in relation to Fig. 1.2,
the Coulomb repulsion decreases significantly in going from 3d (U ≈ 3−6 eV) to
5d (U ≈ 1.5−2 eV) TMs.
1.1.2 Exchange interactions in a Mott insulator
In a Mott insulator the electronic correlations force the electrons to remain localised
at each site. As a result, the magnetic properties can be described in terms of lo-
calised spins or, more generally, localised magnetic moments. In TMOs, magnetism
arises from the unpaired electrons in the TM d orbitals. Given the electron local-
isation, the direct exchange interaction between the corresponding spins in neigh-
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bouring sites is normally negligible1. The dominant exchange mechanism is the
so-called superexchange [19], which can be derived by considering the hopping
term in Eq. (1.1) as a small perturbation to the fully localised ground state with one
electron per site generated by the Coulomb repulsion. The fundamental process at
the origin of superexchange is a double hopping of an electron from a site i to a
site j and back to site i and can be understood in terms of the simple model with
one electron per site considered earlier. For parallel spins, this process is forbidden
by the Pauli exclusion principle. For antiparallel alignment, on the other hand, it
results in the energy gain ∆E = 2t2/U : the t2 term in the numerator arises from
the fact that two hopping events are involved, while the denominator corresponds
to the energy of the intermediate state with a doubly occupied site (as prescribed
by second-order perturbation theory). Therefore superexchange tends to favour an
antiparallel alignment of neighbouring spins, thus leading to an antiferromagnetic
(AFM) ground state. It is possible to show [20] that the magnetic state of the system
can be described by the following effective Heisenberg Hamiltonian:
Heff = J∑
〈i j〉
Si ·S j , J = 2t
2
U
(1.2)
where Si and S j are the spins at site i and j, respectively2. Although it has the form
of the well-known Heisenberg exchange interaction, superexchange is caused by a
decrease of the kinetic energy of the electrons due to the delocalisation produced by
the hopping mechanism [1].
In real TMOs the magnetic exchange can be significantly more complicated
and is not necessarily AFM. The resulting magnetic structure will depend on sev-
eral factors, including the specific geometry of the material, the presence of different
possible exchange routes and the specific orbital structure (occupancy and degener-
acy) of the ions involved in the exchange. Moreover, in many oxides, including the
ones investigated in the present work, the superexchange between two neighbour-
ing TM cations is mediated by an intermediate oxygen anion: in this case hopping
occurs via the oxygen 2p orbitals. There are many possible cases to consider, each
one leading to a generally different strength and sign of the superexchange constant.
These are generally formulated as a set of rules, known as Goodenough-Kanamori-
1The direct exchange constant is given by J =
∫
ψ∗1 (r)ψ
∗
2 (r
′) e
2
|r−r′|ψ1(r
′)ψ2(r), whereψ1 andψ2
are two distinct one-electron wave functions and r and r′ are the electron coordinates. The strength
of J directly depends on the degree of overlap of the two wave functions.
2The sum of Eq. (1.2) is carried out over the indices i and j independently, so that each pair of
spins is counted twice. Certain authors define the sum so to count each interaction only once: in this
case the correct definition of the exchange constant is J = 4t2/U .
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Anderson rules [19, 21–23] (see Khomskii [1] for more details). In general, AFM
interactions are encountered much more often than ferromagnetic (FM) ones in ox-
ides. In fact, all compounds considered in the present work exhibit an AFM ground
state. It is worth noticing at this point that the magnetic interactions in real mate-
rials can be significantly more complex than the ones of Eq. (1.2) and additional
anisotropic terms can in general be present. Detailed discussions of the Hamiltoni-
ans describing the materials investigated in the context of this thesis are provided in
the respective chapters.
1.1.3 Single-atom physics for an isolated atom: Hund’s coupling
and SOC
The electronic and magnetic properties of TMOs can be often understood in terms
of the single-atom3 physics of the TM element, which is determined by the valence
d shell. For d electrons (l = 2), there are 2l + 1 = 5 different orbital states (lz =
2,1,0,−1,−2). In an isolated atom, these levels are degenerate, as illustrated in
Fig. 1.4. The ground state of a system of n electrons (each with spin s = 1/2 and
orbital quantum number l = 2) is given by Hund’s rules:
• electrons fill the different levels so to maximize their total spin S;
• among different possible configurations with maximum total spin S, or maxi-
mum multiplicity (2S+1), the ground state is the one with maximum possible
orbital angular momentum L, or maximum multiplicity (2L+1);
• the total atomic spin S = ∑i si and orbital L = ∑i li angular momenta couple
together to produce a total angular momentum J = S+L characterised by
the possible values of the quantum number J = L+ S, L+ S− 1, . . . |L− S|.
For a less than half-filled shell, the ground state is the one with J = |L− S|
(so-called normal multiplet structure), while for a more than half-filled shell
it is the one with J = L+S (so-called inverted multiplet structure).
The interaction leading to the first Hund’s rule is often called the intra-atomic
Hund’s exchange and is usually written in the form [1]
HHund ∼−JH ∑
α 6=β
(
1
2
+2siα · siβ
)
+ const. (1.3)
3I will often use the term ion instead of atom when referring to the TMs and the oxygens in a
crystal. This is due to the fact that the nature of the bonding is in the many cases of ionic character
and the TM (oxigen) assumes a positive (negative) charge.
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where JH is called Hund’s exchange constant and siα is the spin of an electron
at site i with orbital quantum number α = lz. Its origin is the standard Coulomb
interaction, which is minimized for electrons with parallel spins (triplet state) due
to the antisymmetric character of the spatial part of the wave function. Similar
considerations apply to orbitals as well. One can show that Hund’s coupling enters
the relation between the direct Coulomb repulsion of electrons in different orbitals
Umn (m 6= n) and the Coulomb (Hubbard) repulsion on the same orbital Umm, which
is given by
Umn =Umm−2JH (1.4)
Typical values of the Hund’s exchange constant are JH ≈ 0.8−0.9 eV for 3d, JH ≈
0.6−0.7 eV for 4d and JH ≈ 0.5 eV for 5d TM elements.
The third Hund’s rule arises from the relativistic spin-orbit interaction between
the spin and orbital angular momenta of each electron:
HSOC =∑
i
ξi li · si (1.5)
where the sum runs over all electrons. For the case of strong Coulomb interactions,
as described by the Russell-Saunders (or LS) coupling scheme, the spin and orbital
angular momenta of each electron will first couple together following the first two
Hund’s rules to give rise to a total spin S and orbital L angular momenta for the
whole atom. The weaker SOC will then act on S and L to result in a total angular
momentum J. The ground-state value of the corresponding quantum number J is
then dictated by the third rule. For electrons belonging to the same shell (ξi = ξ ),
the SOC in the LS scheme can be written as
HSOC = λL ·S , λ =± ξ2S (1.6)
where the +(−) sign is used for less(more) than half-filled shells. From the rela-
tivistic treatment one can show that ξ > 0, so that λ > 0 (λ < 0) for less(more)
than half-filled shells. In general, LS coupling is valid whenever the SOC can be
considered weak compared to the Hubbard repulsion. As already mentioned in the
introduction of this chapter (see Fig. 1.2), SOC increases in going from 3d to the
heavier 4d and 5d TMs. This is due to the fact that the SOC constant strongly in-
creases with the atomic number Z according to ξ ∼ Z4 (hence λ ∼ Z4). Typical
values are λ ≈ 20− 70 meV for 3d and λ ≈ 0.5 eV for 5d TMs. LS coupling is
applicable to 3d TM elements and generally represents a good description in the 4d
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Figure 1.4: Schematic representation of the d energy levels of an isolated TM atom (blue
sphere) and in the case of a TM atom in octahedral coordination with O atoms (green
spheres). In the latter case, the cubic crystal field (10Dq) splits the d levels into a lower
t2g sextet (|xy〉, |yz〉, |zx〉) and an upper eg quartet (|x2− y2〉, |z2〉= |3z2− r2〉). A real space
representation of the corresponding orbital wave functions is also given.
and 5d cases as well4.
1.1.4 Single-atom physics for an atom in a crystal: crystal field
When a TM atom resides in a crystal, the degeneracy of the d orbitals is lifted
due to the crystal field produced from the surrounding ligands. In TMOs these are
typically O atoms. The type of splitting and the character of the corresponding
levels depend on the symmetry of the local crystalline environment. A detailed
study of the crystal field splitting requires group-theoretical method and can be
found in many specialized textbooks (see, for instance, Ballhausen [24]). A very
common situation encountered in TMOs involves a TM atom at the centre of a
regular octahedron of O atoms. In this case, the crystal field sensed by the TM has
cubic symmetry (Oh point group) and the d levels are split in two upper eg and three
4For these heavy elements the situation may actually be intermediate between LS and the so-
called j j coupling, applicable for example for 4 f and 5 f elements. In the latter, the spin and orbital
angular momenta of each electron are coupled for each electronic site, ji = li+ si. The total angular
momentum is then given by J = ∑i ji.
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lower t2g orbitals5 separated by an energy ∆CF = 10Dq6, as shown in Fig. 1.4. The
latter have the following expression [1]:
eg :

|z2〉= |3z2− r2〉= |2,0〉
|x2− y2〉= 1√
2
(|2,2〉+ |2,−2〉)
(1.7)
t2g :

|xy〉=− i√
2
(|2,2〉− |2,−2〉)
|yz〉= i√
2
(|2,1〉+ |2,−1〉)
|zx〉=− 1√
2
(|2,1〉− |2,−1〉)
(1.8)
where |l,ml〉 are the one-electron spherical harmonics. In the absence of non-cubic
crystal field terms and neglecting SOC, the t2g orbitals |xy〉, |yz〉, |zx〉 form a triplet
of degenerate states, which, for reasons of convenience, can be expressed according
to the following linear combinations [1]:
|t02g〉=−
i√
2
(|2,2〉− |2,−2〉) =−|xy〉
|t12g〉= |1,1〉=−
1√
2
(|zx〉+ i |yz〉)
|t−12g 〉= |1,−1〉=
1√
2
(|zx〉− i |yz〉)
(1.9)
Applying the orbital angular momentum operator Lˆz to the combinations of t2g states
of Eq. (1.9), one can easily show that 〈t02g|Lˆz|t02g〉= 0, 〈t±12g |Lˆz|t±12g 〉=±1, while the
non-diagonal terms are all zero. The linear combinations |t0,±12g 〉 of t2g states are
thus eigenstates of the orbital angular momentum operator Lˆz with matrix elements
analogous to the ones of a p (l = 1) electron: the t2g orbitals can then be mapped
onto a triplet of states with an effective orbital angular momentum Leff = 1 [1, 26].
In marked contrast to the case of eg orbitals, where the orbital angular momentum
is said to be quenched (〈eg|Lˆz|eg〉= 0), the latter is non-zero for t2g states.
As I will show in more detail in the experimental chapters, this very well-
known fact has important consequences on the role played by the SOC in the elec-
tronic and magnetic properties of the system. TM elements with valence eg elec-
5This notation of crystal field levels comes from group theory.
6According to Khomskii [1], the notation 10Dq for the cubic crystal field splitting apparently
originated from the paper by Schlapp and Penney [25], where D was a constant specifying the
strength of the main component of the cubic crystal field ∼ D(x2 + y2 + z2) and q was the ratio of
certain matrix elements used in calculating the crystal field splitting.
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trons, as is the case for the Cu2+ (3d9) ion of the high-Tc superconducting cuprates,
are in first approximation unaffected by the SOC (which is already weak for 3d ox-
ides). On the other hand, SOC can act on the t2g states and lead to a splitting of the
corresponding energy levels. This is of particular importance for 4d and 5d TMs
with partially occupied t2g levels, where the sizeable SOC plays an important role
in the single-ion physics (as I will show in Chapters 4 and 5). The SOC acting on
the t2g levels can be conveniently expressed in terms of the effective orbital moment
Leff = 1:
H
t2g
SOC = λˆLeff ·S , λˆ ∝−λ (1.10)
where S is the total spin angular momentum of the t2g sub-shell. As can be seen from
Eq. (1.10), one important difference [1, 26] with respect to the case of an isolated
ion with L= 1, i.e. in the absence of an external crystal field, is that λ˜ is proportional
in magnitude but opposite in sign to the SOC constant λ which would be applicable
to the case of L= 1. From now on I will drop the tilde and simply use the symbol λ .
As a result, the third Hund’s rule (see Sec. 1.1.3) for the t2g sub-shell changes to the
opposite and the multiplet structure is inverted compared to the isolated case: the
ground state is the one with Jeff = Leff+S for a less than half-filled t2g sub-shell and
Jeff = |Leff− S| for a more than half-filled one7. Apart from SOC, the degeneracy
of the eg and t2g levels can be lifted also by non-cubic crystal field contributions. A
very common term is the tetragonal crystal field (see Chapters 4 and 5), which is
present whenever the TMO6 octahedron is either compressed (elongated) along the
TM-O apical direction. In this case, the |xy〉 and |x2− y2〉 are lowered (raised) in
energy compared to the |yz〉, |zx〉 and |z2〉 ones, respectively. The t2g levels can be
also split by a trigonal distortion (see Chapter 3), i.e. a compression (elongation)
of the octahedron along one of the [111] diagonals, into a lower (upper) a1g orbital
singlet and an upper (lower) epig orbital doublet.
Finally, it should be noted that when filling crystal-field-split energy levels a
competition arises between the value of the crystal field splitting and the Hund’s
exchange constant JH . This can be illustrated in the case of four electrons and a
cubic crystal field. The first three will occupy the lower t2g states with parallel spins
following Hund’s first rule. The fourth, however, can occupy either the eg levels
with spin parallel to the t2g electrons (high-spin state) or one of the remaining t2g
ones with antiparallel spin (low-spin state). In the former case, there is an energy
gain associated to the Hund’s energy term of Eq. (1.3) at the expense of the extra
energy contribution ∆CF, while the opposite is true for the low-spin configuration.
7Although it is normally referred to as the total moment, for ions sensing the crystal field Jeff is
not a good quantum number. However, the multiplicity of the resulting levels is correctly described
by 2Jeff+1.
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Which one of the two will occur in practice depends on the exact balance between
the two energy scales. High-spin states are the typical situation for 3d TM elements,
while low-spin ones are more common for 4d and 5d elements (see Chapters 4 and
5), where JH is lower and the crystal field splitting is generally higher as a result of
the larger radial extent of the d orbitals.
1.2 Outline of the thesis and authors’ contributions
The thesis is organized as follows. Chapter 2 describes the main experimental tech-
niques used to collected the data discussed in the following chapters. A brief de-
scription of the physical principles underlying each technique is provided, along
with the relevant formalism and definitions of the cross sections used in the experi-
mental discussion. Emphasis will be given to the kind of information on the physics
of TMOs that can be extracted with each technique and advantages and disadvan-
tages compared to other investigation methods. A concise description of the setup
of the major laboratories where the measurements were performed is also provided.
Chapters 3, 4 and 5 deal with three separate investigations of 3d, 4d and 5d
TMOs, respectively. Each chapter includes a detailed introduction to the scientific
case and the motivations behind the study and a concluding remarks section sum-
marizing the main results.
In particular, Chapter 3 presents the results of a joint resonant elastic X-ray
scattering (REXS), non-resonant X-ray magnetic scattering (NXMS) and X-ray
magnetic circular dichroism (XMCD) investigation on the magnetic ground state
of the family of 3d isostructural weak ferromagnets MnCO3, FeBO3, CoCO3 and
NiCO3. The X-ray data are complemented by bulk magnetisation measurements
and supported by first-principle calculations of the electronic structure. The results
of the measurements agree extremely well with the calculations. Some interesting
trends are revealed across the series as a function of the electronic occupation of
the 3d orbitals and several peculiar properties are found in CoCO3 as a result of
the large orbital angular momentum of Co2+. The NXMS and XMCD X-ray mea-
surements were performed at beamline I16 (local contacts S. Collins and G. Nisbet)
and I10 (local contact P. Bencok) of the Diamond Light Source (DLS) in Didcot,
UK mainly by myself with the help of S. Collins, G. Nisbet and F. Fabrizi, while
the data were analysed mainly by myself with the help of S. Collins and F. Fabrizi.
The bulk measurements were also performed, and corresponding data analysed, by
myself. The first-principle calculations were performed by Y.O. Kvashnin, V.V.
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Mazurenko, A.I. Lichtenstein, M.I. Katsnelson (density functional theory) and H.
Elnaggar (multiplet). The MnCO3, CoCO3 and FeBO3 samples were kindly pro-
vided by N.M. Kreines and Y. Shvyd’ko, respectively. The NiCO3 crystals were
grown by O.V. Dimitrova and characterised by myself by means of X-ray diffrac-
tion with a laboratory source. For the sake of completeness, I also include the REXS
measurements performed on the same compounds by S. Collins, G. Beutier and G.
Nisbet at beamline I16 of the DLS mainly before the start of my PhD research
program, with preliminary measurements carried out at beamline BM28 (XMaS)
of the European Synchrotron Radiation Facility (ESRF) in Grenoble, France. My
contribution to the REXS investigation consisted in taking part in the NiCO3 data
collection and performing the preliminary sample characterisation. The REXS data
were mainly analysed by G. Beutier and S. Collins.
Chapter 4 discusses the main findings of an investigation on the impact of La
substitution on the ground-state magnetic structure and single-ion electronic prop-
erties of the 4d oxide Ca2RuO4, by means of REXS at the Ru L edges and X-ray
absorption spectroscopy (XAS) at the O K edge, respectively. Additional prelim-
inary results obtained by means of XAS and XMCD measurements at the Ru L
edges using a novel setup are also presented. The X-ray data are complemented by
bulk magnetisation and neutron diffraction measurements. The magnetic structure
of the doped compounds, where one of two magnetic structures allowed by sym-
metry is found to be suppressed in favour of the second one, is established for the
first time and compared to the one induced by Sr doping and external pressure. At
the same time, my results suggest that La substitution alters the crystal field acting
on the Ru ion and changes the local physics accordingly. The X-ray experiments
were performed at beamline I16 (local contacts S. Collins, G. Nisbet and F. Fabrizi)
and I10 (local contact P. Bencok) of the DLS and beamline ID12 (local contacts
A. Rogalev and F. Wilhelm) of the ESRF by myself, S. Boseggia, L.S.I. Veiga and
C. Dashwood, while the data were analysed by myself. The bulk measurements
and corresponding data were also performed and analysed by myself. The neutron
diffraction data were collected at the SXD instrument of the ISIS Neutron and Muon
Facility in Didcot by R. Perry and M. Gutmann, who also analysed the data. The
samples were grown and characterised by R. Perry and S. Ricco`.
In Chapter 5, a resonant inelastic X-ray scattering (RIXS) investigation on the
magnetic excitations of the 5d electron-doped oxide (Sr1−xLax)2IrO4 at the Ir L3
edge is discussed. Thanks to a thorough analysis of the experimental data, previ-
ously overlooked features of the magnon spectrum are found which are interpreted
in light of existing theories on the peculiar magnetism of 5d oxides. The RIXS
measurements were performed at beamline ID20 (local contact M. Moretti) of the
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ESRF by myself, M. Moretti, J.G. Vale, C. Donnerer and A. de la Torre with the
help of S. Boseggia and M. Rossi. The data were analysed by myself with the help
of J.G. Vale, who also contributed to the modelling of the magnon dispersion and
the linear spin-wave solutions of the magnetic Hamiltonians. The samples were
grown and characterised by R. Perry and A. de la Torre.
The thesis concludes with a summary of the key results of the three case stud-
ies. I discuss the relevance of my findings in the wider context of TMOs research
and outline future perspectives for the application of synchrotron radiation to this
field.
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Figure 2.1: The brilliance of X-ray sources as a function of time. Figure adapted from
Ref. [27].
The key results presented in this thesis were obtained in several synchrotron
experiments performed at the DLS and the ESRF. The measurements covered a
wide range of X-ray scattering and absorption techniques, which are outlined in
Sec. 2.1 and Sec. 2.2, respectively.
Modern third-generation synchrotron facilities represent extremely powerful
and versatile sources of X-ray radiation. Compared to conventional lab-based
sources, they offer a brilliance 12 orders of magnitude higher (see Fig. 2.1), en-
ergy tunability and a high degree of polarisation and coherence. Consequently,
X-ray techniques have become a common experimental tool in the condensed mat-
ter physics community, where they complement the possibilities offered by other
probes, such as neutron scattering, in the investigation of the structural, magnetic
and electronic properties of solids. In contrast to neutrons, X-rays can be tuned to
elementary absorption edges, thus making absorption spectroscopy (Sec. 2.2) and
other resonant spectroscopic techniques (see Secs. 2.1.1.2 and 2.1.2) possible. For
the investigation of both structural and magnetic degrees of freedom, X-ray scatter-
ing is often an important alternative to the corresponding neutron technique. This
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is the case especially where neutron scattering is complicated by the requirement of
large sample masses and/or the presence of strongly absorbing isotopes in the sam-
ple. In certain cases, X-ray scattering can also allow the investigation of properties
which are simply not accessible with neutrons (see, for instance, Sec. 2.1.1.1).
Most of the measurements presented in Chapters 3-5 rely on some of the speci-
ficities of the interaction between X-ray radiation and matter and would have been
impossible (or significantly more difficult) using other probes. The only excep-
tions are the REXS-NXMS interference measurements on the weak ferromagnets
(Sec. 3.4) and the REXS measurements on the magnetic structure of La-doped
Ca2RuO4 (Sec. 4.5), where similar information could have been obtained by po-
larised and unpolarised neutron diffraction, respectively. In the former case, one of
the motivations behind the study was to prove the possibility of using X-rays as an
alternative approach, while both in the former and in the latter case the small sample
size would have meant a significant lower data quality and higher counting time in
the case of neutrons.
Below, I provide a brief overview of the key techniques and corresponding
experimental setups used for the investigations presented in the following chap-
ters. For more detailed information on synchrotron physics and instrumentation the
reader is referred to Als-Nielsen and McMorrow [27] and Willmott [28].
2.1 Magnetic scattering with X-rays
The scattering of X-rays from matter is due to the coupling of the electronic charge
and spin degrees of freedom1 to the electromagnetic field of the incident beam. The
corresponding cross section is extremely rich and a detailed treatment goes beyond
the scope of the present work. In the following, I will present a brief overview of the
main aspects which will be relevant for the discussion of the experimental data. For
a complete derivation of the cross sections the reader is referred to Refs. [29–37] for
elastic scattering (Sec. 2.1.1) and Refs. [31, 38, 39] for resonant inelastic scattering
(Sec. 2.1.2).
The system of atomic electrons in the presence of an electromagnetic field
is generally described [34, 36, 40] by the Hamiltonian H = Hel +Hrad +H ′
consisting of an electronic (Hel), a radiation field (Hrad) and an interaction (H ′)
1One can show that the interaction with the atomic nuclei is a factor of about ≈ Z/(2×mn/m)
smaller than the interaction with the electrons, where Z is the nuclear charge, mn is the nucleon
mass and m is the electron mass. Given that mn/m ≈ 1850, the interaction with the nuclei can be
neglected.
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term. The scattering process arises from the interaction term, which consists of four
different contributions:
H ′ =H1+H2+H3+H4 =
=∑
i
e2
2m
[A(ri, t)]2−∑
i
e2h¯
2m2c2
si ·
[
∂A(ri, t)
∂ t
×A(ri, t)
]
−
−∑
i
e
m
[A(ri, t) ·pi]−∑
i
e
m
si · [∇×A(ri, t)] (2.1)
where ri, si and pi are the position, spin and momentum of the i-th electron and A
is the position- and time-dependent vector potential of the incident electromagnetic
field2. H1 andH3 arise from the interaction of the electron charge with the electro-
magnetic field,H4 represents the interaction of the electron spin with the magnetic
field of the incident wave and H2 stems from the spin-orbit interaction term. The
interaction terms given in Eq. (2.1) can be treated as a perturbation to the sum of the
electronic and radiation field terms and the scattering process can then be described
in the framework of perturbation theory.
During the interaction process, a photon is scattered from the initial state
|kin,ε in〉 to the final state |kout,ε out〉, where k is the photon wave vector (so that
p= h¯k is the corresponding momentum) and ε is the photon polarisation vector. As
a result, the electron system evolves from the initial state |i〉, which can be assumed
to be the ground state |g〉, to the final state | f 〉 with a transition probability given by
Fermi’s golden rule of time-dependent perturbation theory to second order:
w =
2pi
h¯
∣∣∣∣〈F |H1+H2|G〉+∑
n
〈F |H3+H4|n〉〈n|H3+H4|G〉
EG−En
∣∣∣∣2 δ (EF −EG)
(2.2)
where |G〉= |g;kin,ε in〉 is the initial state of the whole system (electrons plus radi-
ation field) with energy EG = Eg+ h¯ωkin , |F〉= | f ;kout,ε out〉 is the final state with
energy EF = E f + h¯ωkout and |n〉 is an intermediate state of energy En, where no
photons are present. Here Ein = h¯ωkin (Eout = h¯ωkout) is the energy of the incident
(scattered) photon. It should be noted that the interaction Hamiltonian terms H1
andH2 are quadratic in the vector potential and enter Fermi’s golden rule through
the first-order perturbation term. On the other hand, H3 and H4 are linear in the
vector potential and appear in Eq. (2.2) via second-order perturbation theory.
The quantity measured in a scattering experiment is the double differential
cross section, defined as the number of photons scattered per unit time in the solid
2The corresponding electric field is given by E(r, t)=−∇V (r)− ∂A(r,t)∂ t , where V (r) is the scalar
potential.
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angle (Ω,Ω+dΩ) with energy (h¯ωkout , h¯ωkout +dh¯ωkout) normalised to dΩ, dh¯ωkout
and the incident photon flux (number of incident photons per unit area and unit
time). The double differential cross section is obtained by multiplying the transition
probability of Eq. (2.2) by the density of photon states ρ(ωkout) =
Vω2kout
(2pi)3h¯c3
and
dividing by the incident flux I0 = c/V (being V the quantization volume):
d2σ
dΩdh¯ωkout
=
V 2ω2kout
h¯c4
w (2.3)
2.1.1 Elastic scattering: magnetic diffraction
X-ray elastic scattering generated by the periodic spatial arrangement of magnetic
moments in a magnetically-ordered material (magnetic diffraction) was first re-
ported in the seminal paper by De Bergevin and Brunel [41], where a diffraction
peak arising from the AFM order of NiO was observed using a laboratory X-ray
source. X-ray magnetic scattering far from any absorption edge of the material un-
der study stems from the interaction between the magnetic field of the X-ray electro-
magnetic wave and the magnetic moment of the electron. In contrast to the neutron
case, in which the magnetic and nuclear interactions are of comparable strength, the
X-ray magnetic cross section is several orders of magnitude weaker than standard
Thomson scattering (Sec. 2.1.1.1). As a result, it was only with the advent of mod-
ern synchrotron sources (see, for instance, Gibbs et al. [42]) that X-ray magnetic
scattering established itself as a valid alternative tool for the investigation of mag-
netic phenomena in condensed matter physics. A new boost to the field came with
the observation of a large resonant enhancement of the magnetic diffraction inten-
sity when the energy of the incident photons is tuned to an elementary absorption
edge of the compound studied [32, 43, 44] (Sec. 2.1.1.2).
Elastic scattering is accounted for by the transition probability of Eq. (2.2) in
the particular case where Ein = Eout and the system of atomic electrons is left in its
ground state by the scattering process, i.e. | f 〉 = |g〉. Following the formalism of
Ref. [36], the total diffraction intensity can be written as:
I(ω) ∝
∣∣∣∣∣∑j eiQ·r j
(
f Thomj + f
spin
j + f
′
j(ω)+ i f
′′
j (ω)
)∣∣∣∣∣
2
(2.4)
where the sum is over all atoms j, Q = kout− kin is the so-called scattering vec-
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tor3 and Ein = Eout = E = h¯ω is the photon energy. The three atomic scattering
amplitudes are given by [36]:
f Thomj = 〈ψ jg |H1|ψ jg〉
f spinj = 〈ψ jg |H2|ψ jg〉
f ′j(ω)+ i f ′′j (ω) =∑
n
〈ψ jg |H ∗3 +H ∗4 |ψn〉〈ψn|H3+H4|ψ jg〉
h¯ω− (En−Eg)+ iΓ2
(2.5)
where ψ jg is the core level wave function at site j (of energy Eg), ψn are all possible
intermediate states that can be reached by the absorption/emission process (with a
lifetime ≈ h¯/Γ) and the termsHi are defined in Eq. (2.1). The first two amplitudes
in Eq. (2.5) are energy-independent non-resonant terms. In particular, the first one
describes the usual Thomson scattering, while the second one is a pure non-resonant
magnetic amplitude. An additional non-resonant magnetic term is hidden in the
third amplitude of Eq. (2.5). Once summed to f spinj , this contribution results in
the total non-resonant magnetic scattering amplitude discussed in Sec. 2.1.1.1. It
should be noted that, although the orbital moment of the electron does not explicitly
appear in Eq. (2.1), an orbital contribution enters the magnetic cross section through
the third amplitude of Eq. (2.5) [30, 31, 34].
Thomson scattering and non-resonant magnetic scattering are the only elastic
contributions to the diffracted intensity far from any absorption edges of the scat-
tering medium. In proximity of an absorption edge, the third amplitude in Eq. (2.5)
includes a dispersive correction to the scattering amplitude via an energy-dependent
denominator. This contribution is strongly enhanced for a resonant photon energy
h¯ω ≈ En−Eg and is therefore the one responsible for resonant scattering. In the
next section I will provide a brief description of the non-resonant amplitude, while
the resonant case will be discussed in Sec. 2.1.1.2.
2.1.1.1 Non-resonant X-ray magnetic scattering
The total NXMS amplitude is given by [29–31, 33, 37]:
fmag =−i h¯ωmc2
(
1
2
L(Q) ·A+S(Q) ·B
)
(2.6)
3The momentum transferred to the system of atomic electrons is h¯Q.
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Figure 2.2: Schematic representation of the diffraction geometry of a magnetic scattering
experiment in the common case of a vertical scattering plane and linearly polarised incident
X-rays perpendicular to the latter (σ polarisation). (σ ,pi) and (σ ′,pi ′) are the bases of two
vectors used to express the polarisation vector (electric field direction) of the incident (ε in)
and scattered (ε out) wave, respectively. The reference frame u1u2u3 introduced by Blume
and Gibbs [30] to express the NXMS cross section (2.6) is also shown. The definitions of
all the vectors are given in the text.
where mc2 = 511 keV is the rest mass of the electron, L and S are the orbital and
spin structure factors and the quantities A and B are vectors defined as follows4
[37]:
A = −2(1− kˆin · kˆout)(ε out× ε in)+(kˆin− kˆout) · (ε out× ε in)(kˆin− kˆout)
B = ε out× ε in− (kˆin× ε in)(kˆin · ε out)+(kˆout× ε out)(kˆout · ε in)−
− (kˆout× ε out)× (kˆin× ε in) (2.7)
where kˆin = kin/|kin|, kˆout = kout/|kout|. The orbital and spin structure factors rep-
resent the Fourier transform of the orbital and spin angular momenta density. Con-
sidering the case of a periodic arrangement of magnetic moments localised at the
4The expression of the quantity A given by Blume and Gibbs [30] was found [37, 45] to contain
an error and therefore does not coincide with the expression here reported.
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positions ri of interest for the present work, the structure factors can be written as:
S =∑
i
si f is(Q)e
iQ·ri
L =∑
i
li f il (Q)e
iQ·ri (2.8)
where si and li are the spin and orbital angular momenta at site i and f is(Q) and
f il (Q) are the spin and orbital form factors, respectively. The latter, in analogy with
the form factor for Thomson scattering, represent the Fourier transform of the mag-
netic electron density at site i. In a crystal, the sums of Eq. (2.8) are extended to the
magnetic atoms (or ions) of the magnetic unit cell describing the spatial periodicity
of the magnetic structure.
The scattering geometry is conveniently described in terms of the u1u2u3 ref-
erence frame first introduced by Blume and Gibbs [30]. The latter is defined such
that the unit vectors u1 = (kˆin + kˆout)/(2cosθ) and u3 = (kˆin− kˆout)/(2sinθ) lie
in the scattering plane5, while u2 = (kˆin × kˆout)/(sin2θ) is perpendicular to it
(see Fig. 2.2). Here, 2θ is the scattering angle. The NXMS amplitude depends
on the polarisation of the incident and scattered beam through the quantities of
Eq. (2.7), which can be expressed in terms of the orthonormal vectors εσ = −u2,
ε pi = sinθu1− cosθu3 and ε ′σ = −u2, ε ′pi = −(sinθu1 + cosθu3), respectively.
The latter are normally referred to simply as σ and pi (or σ ′ and pi ′ for the scattered
beam) polarisations, which correspond to an electric field direction perpendicular
(σ ) or parallel (pi) to the scattering plane. Expressing the quantities in Eq. (2.7)
with respect to the (σ ,pi) and (σ ′,pi ′) bases and the magnetic structure factors of
Eq. (2.8) in the u1u2u3 reference frame, the magnetisation-dependent part of the
amplitude of Eq. (2.6) is given by the following 2×2 matrix [30]:
Mmag =
[
Mσσ ′ Mpiσ ′
Mσpi ′ Mpipi ′
]
=
=
[
sin2θ S2 −2sin2θ [cosθ (L1+S1)− sinθ S3]
2sin2θ [cosθ (L1+S1)+ sinθ S3] sin2θ [2sin2θL2+S2]
]
(2.9)
For X-ray radiation generated by a synchrotron source, the incident X-ray wave
naturally exhibits linear polarisation in the plane of the electron storage ring. This
corresponds to σ incident polarisation (i.e. perpendicular to the scattering plane)
in the common case of a vertical scattering geometry, which is the one used for
5Defining the scattering vector as Q = kout−kin, u3 is thus antiparallel to Q.
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the measurements presented in Chapter 3 (see Fig. 2.2). While Thomson scatter-
ing preserves the polarisation of the incident wave, resulting in σ ′-polarised radia-
tion, Eq. (2.9) implies that both σ ′- and pi ′-polarised components will be generally
present in the case of magnetic scattering. These are described by the amplitude
terms Mσσ ′ and Mσpi ′ , respectively.
The magnetic form factors entering the definition of the structure factors in
Eq. (2.8) generally depend on both the magnitude and the direction of Q. However,
an isotropic approximation is usually considered, which only takes into account the
dependence on the magnitude Q of the scattering vector, such that fs(Q) ≡ fs(Q)
and fl(Q) ≡ fl(Q). In this case, the magnetic form factors can be expressed as
follows [46–48]:
fs(Q) = 〈 j0〉
fl(Q) = 〈 j0〉+ 〈 j2〉 (2.10)
Here, 〈 j0〉 and 〈 j2〉 are radial integrals of the type 〈 jk〉nl (Q)=
∫ ∞
0
R2nl(r) jk(Qr)r
2 dr
where Rnl(r) is the radial part of the magnetic ion wave function and jk(Qr) is the
spherical Bessel function of order k. The radial integrals (expressed as a function of
the normalised momentum transfer s = Q/4pi = sinθ/λ , being θ the Bragg angle
of the magnetic reflection and λ the wavelength of the incident X-ray beam) can be
approximated by the following relations [46]:
〈 j0〉(s) = Ae−as2 +Be−bs2 +Ce−cs2 +D
〈 j2〉(s) = s2(A′e−as2 +B′e−bs2 +C′e−cs2 +D′) (2.11)
where the values of the coefficients are tabulated for different oxidation states of
each element in Ref. [46].
Because of the prefactor h¯ω/mc2 ≈ 10−2 in the amplitude (2.6), the X-ray
magnetic scattering intensity is four orders of magnitude weaker than in the case
of conventional Bragg diffraction. In practice, the magnetic intensity is further
suppressed by the fact that, while all the electrons contribute to charge scattering,
magnetic scattering is only sensitive to the unpaired ones. Although this constitutes
a significant limitation compared to neutrons, X-ray techniques present a number
of advantages, such as (i) a generally better momentum resolution, which makes
X-rays well suited for the study of incommensurate magnetic structures extending
over large length scales (see, for instance, Gibbs et al. [42]), (ii) the possibility to
measure extremely small single crystals (down to a few micrometers) as a result
of the much stronger interaction with matter and the possibility to easily focus the
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Figure 2.3: Schematic of the two-step REXS process. An X-ray photon with energy Ein
and wave vector kin is absorbed in a resonant transition from a core energy level to an empty
valence state. The resonant atom subsequently returns to its ground state through emission
of a photon with the same energy and generally different wave vector kout.
X-ray beam down to a few microns and (iii) the higher incident fluxes than for
neutron sources. Most importantly, the polarisation dependence of the NXMS cross
section (2.9) allows the separate determination of the spin and orbital contributions
to the magnetic moment. This will be of crucial importance for the measurements
presented in Chapter 3. Pioneering examples of this kind of investigation are found
in the works of Gibbs et al. [42] and Fernandez et al. [49] on holmium and NiO,
respectively.
2.1.1.2 Resonant elastic X-ray scattering
X-ray resonant scattering is a second order process, which can be schematically
described in terms of the two-step mechanism illustrated in Fig. 2.3. In the first
step, a photon with energy Ein and wave vector kin is absorbed by the resonant atom
and promotes a core electron to an empty valence level. The intermediate state [|n〉
in Eq. (2.5)] is unstable due to the presence of a hole in the core level. Therefore,
in the second step the system decays back to its ground state by the emission of a
photon with energy Eout and wave vector kout. In the present section, I consider
the elastic process where Eout = Ein and only a momentum transfer takes place: in
this case the scattering mechanism is normally referred to as resonant elastic X-
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ray scattering (REXS) [50] (or, alternatively, X-ray resonant exchange scattering).
When the technique is used to investigate the magnetic ground state of the system
under study, it is usually referred to as X-ray resonant magnetic scattering (XRMS).
The inelastic case will be briefly outlined in Sec. 2.1.2.
In addition to the possibility to study small samples and the better momen-
tum resolution with respect to neutron techniques already mentioned in relation to
the non-resonant case, the resonant nature of the scattering process makes REXS
element specific [50]. In a compound with more than one magnetic element for
instance, this allows to disentangle the magnetic contribution of the different chem-
ical species to the overall magnetic properties. Moreover, the resonant transition
is sensitive to the oxidation state of the absorbing atom and involves a particular
set of valence orbitals. Consequently, REXS also offers the unique possibility to
investigate charge and orbital ordering phenomena [50]. In the present case of TM
L edges, a strong dipole resonance is normally present when promoting the core
2p electrons to the valence 3d, 4d and 5d levels responsible for the magnetic and
electronic properties. The corresponding transition involves photon energies in the
“soft” (< 1 keV), “tender” (1− 5 keV) and “hard” (> 5 keV) X-ray windows, re-
spectively. Finally, similar to the case of NXMS outlined in the previous section,
the polarisation of the outgoing (incident) X-rays can be measured (manipulated)
in a REXS experiment to provide further insight into the nature of the scattering
process.
REXS arises from the third amplitude of Eq. (2.5). The latter involves matrix
elements of the form 〈ψn|OˆA|ψg〉 and 〈ψn|OˆB|ψg〉 where, following from Eq. (2.1),
OˆA = A(r, t) · p and OˆB = si · [∇×A(r, t)]. The vector potential A(r, t) can be
expressed as a series of plane waves: A(r, t) =∑
k
[
akε kei(k·r−ωt)+ c.c.
]
, where ak
and ε k are the amplitude and polarisation vector of the mode with wave vector k,
respectively (I shall drop the label k in the following). It is then possible to exploit
the so-called multipole expansion of the vector potential, based on the following
series expansion of its phase factor:
eik·r = 1+ ik · r− 1
2
(k · r)2+ . . . (2.12)
Substitution of the first term of the expansion (2.12) in the operator OˆA yields the
electric dipole term (normally referred to as E1):
Mng,E1 = 〈ψn|ε ·p|ψg〉= imh¯ (En−Eg)〈ψn|ε · r|ψg〉 (2.13)
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where I have used the fact that p = m
dr
dt
=
im
h¯
[Hel,r], Hel being the Hamiltonian
operator acting on the ground-state and intermediate-state wave functions. The sub-
stitution of the second term of the expansion (2.12) in the operator OˆA results in two
different contributions. The first one corresponds to the electric quadrupole (E2)
term:
Mng,E2 =− m2h¯(En−Eg)〈ψn|(ε · r)(k · r)|ψg〉 (2.14)
The second one is magnetic in origin and can be grouped with the contribution
obtained by substituting the first term of Eq. (2.12) in the operator OˆB. Together
they result in the so-called magnetic dipole (M1) amplitude:
Mng,M1 =−12 〈ψn|(k× ε ) · (L+2S)|ψg〉 (2.15)
where µ = µB(L+ 2S) is the magnetic moment6. Including higher order terms
in the multipole expansion results in an electric octupole term (E3), a magnetic
quadrupole term (M2) and so on.
The electric dipole (E1) and electric quadrupole (E2) are normally the dom-
inant terms of the REXS cross section. Although they arise from the coupling of
the electrons of the resonant atom with the electric field of the incident X-rays [the
magnetic moment of the resonant atom does not appear explicitly in Eqs. (2.13)
and (2.14)], the corresponding scattering process is also sensitive to the magnetic
degrees of freedom. This is due to the joint effect of the Pauli exclusion principle,
allowing only transitions to unoccupied orbitals, and SOC [32, 34, 51]. This can
be intuitively understood assuming a magnetic polarisation of the valence levels
probed in the intermediate state (see Fig. 2.3), which corresponds to a prevalence
of unoccupied states with the minority spin polarization. Keeping in mind that the
spin is conserved in optical transitions7, the exclusion principle allows only elec-
trons with the same spin as the unoccupied states to be promoted from a core level
to the valence band. Considering core levels with a finite SOC, as is the case for
the p states at the L edges of TMs, the spin selection rule indirectly impacts the
matrix elements of the resonant transition and produces a non-vanishing magnetic
scattering amplitude [34, 51].
Electric dipole scattering usually dominates the REXS cross section for the
optically allowed 2p→ nd (n = 3,4,5) transitions of the TMs L edges, as is the
case for the measurement presented in Chapter 4. The intermediate state probes, in
this case, the d valence levels responsible for the magnetic and electronic properties
6Different to Eq. (2.8), here L and S refer to the orbital and spin angular momenta, respectively.
7The spin selection rule strictly applies only when the electron spin is a good quantum number,
i.e. in the case of negligible SOC.
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of the system. Resonant scattering arising from the quadrupole term of the expan-
sion will be discussed in more detail in the context of Chapter 3, where it plays a
fundamental role in the interpretation of the results.
Hannon et al. [32] showed that the electric multipole terms in the REXS cross
section can be conveniently expressed by expanding the matrix elements appearing
in the third line of Eq. (2.5) in terms of vector spherical harmonics8. The REXS
amplitude can then be explicitly written in terms of the polarisation states of the
incident and scattered photons and the direction zˆ j of the magnetic moment of the
resonant atom. Following the formalism from Hill and McMorrow [33], the electric
dipole amplitude reads:
f j,E1 = (ε ∗out · ε in)F(0)− i(ε ∗out× ε in) · zˆ jF(1)+(ε ∗out · zˆ j)(ε in · zˆ j)F(2) (2.16)
where
F(0) =
3
4k
(F1,1+F1,−1)
F(1) =
3
4k
(F1,1−F1,−1)
F(2) =
3
4k
(2F1,0−F1,1−F1,−1) (2.17)
Here, FL,M are factors which determine the strength of the resonance and depend on
the atomic properties of the resonating element. The first term in Eq. (2.16) does
not depend on the magnetic moment and displays an analogous polarisation de-
pendence as Thomson scattering: the resulting scattering intensity thus contributes
to the charge Bragg peak. The second term depends linearly on the direction of
the magnetic moment and is responsible for first-harmonic satellites in antiferro-
magnets. The third contribution is quadratic in the moment direction and produces
second-harmonic satellites in incommensurate magnetic structures.
The polarisation vectors appearing in Eq. (2.16) can be conveniently written in
terms of the (σ ,pi) and (σ ′,pi ′) bases already introduced in Sec. 2.1.1.1 to express
the NXMS cross section. Considering the term linear in the moment direction,
which is the only one relevant for discussion of the REXS results of Chapter 4, the
8This approach is strictly valid only for isotropic systems in which the symmetry is only broken
by the magnetic moment, e.g. a free atom under the influence of a magnetic field. The application
of the point-group symmetries of the local crystalline environment of the resonant atom in a crystal
will in general modify the description.
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REXS amplitude reads [33]:
f j,E1 =−iF(1)
[
0 zˆ j,1 cosθ + zˆ j,3 sinθ
zˆ j,3 sinθ − zˆ j,1 cosθ −zˆ j,2 sin2θ
]
(2.18)
where zˆ j,i (i = 1,2,3) are the components of the moment direction at site j with
respect to the u1u2u3 frame defined in Fig. 2.2 and θ is the Bragg angle. Although
a quantitative calculation of the REXS cross section requires the knowledge of the
atomic factor F(1), many aspects of a REXS experiment can be accounted for by the
2× 2 matrix of Eq. (2.18). The latter immediately implies that σ -σ ′ scattering is
forbidden for dipole resonant scattering: considering the case of a vertical scatter-
ing geometry depicted in Fig. 2.2, the σ -polarised incident X-rays of a synchrotron
source will result in purely pi ′-polarised scattering. Moreover, the different compo-
nents of the magnetic moment direction can be calculated for a given experimental
geometry (i.e. a given orientation of the sample crystal axes with respect to the
scattering plane): Eq. (2.18) can then be used to calculate the scattered intensity
variations upon an azimuthal rotation of the crystal. This in turn, allows the deter-
mination of the moment direction from a so-called azimuthal scan. This principle
was applied in the interpretation of the data presented in Chapter 4.
I conclude the present discussion by noticing that the imaginary part
of the forward (i.e. Q = 0) resonant scattering amplitude of an atom at
site j [see Eq. (2.4)] is proportional to the absorption cross-section σ j(ω) =
∑n,g
∣∣∣〈ψn|H3+H4|ψ jg〉∣∣∣2 δ [h¯ω − (En − Eg)] at the same site [36]. REXS and
absorption spectroscopy (see Sec. 2.2.1) are thus intimately related. The main dif-
ference is that, compared to other spectroscopic techniques, all atomic scattering
processes coherently interfere as expressed by the exponential factor in Eq. (2.4).
2.1.1.3 The Materials and Magnetism beamline (I16) at the Dia-
mond Light Source
The NXMS and REXS measurements discussed in the present work were carried
out at the Materials and Magnetism beamline (I16) of the DLS. A schematic of the
beamline setup is reported in Fig. 2.4. Below, I provide a brief overview of the main
beamline features. For more details the reader is referred to Ref. [52].
The source of X-rays is a 2 m Diamond U27 (27 mm period) in-vacuum un-
dulator insertion device, which can provide radiation with energy between 3.3 keV
(below the uranium M-edges) to around 15−25 keV depending on the optical con-
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Figure 2.4: Schematic view of the optics and experimental hutch of the Materials and
Magnetism beamline (I16) of the DLS, showing the 6-axis kappa diffractometer with the
closed-cycle cryostat mounted on the goniometer rotational stages. A detail of the detector
assembly is also reported, illustrating the polarisation analyser stage with the in-vacuum
crystal and the five point detectors and the Pilatus 100K area detector mounted at a ≈ 9◦
offset. Figure adapted from Ref. [52].
figuration. Energies in the tender X-ray window 2.7− 3.3 keV are also available
but require a special setup where the monochromator is used in a non-standard
four-bounce mode and extra-care must be taken in order to minimize air absorp-
tion. A liquid-nitrogen-cooled monochromator, placed downstream with respect to
a gas bremsstrahlung collimator, is used to monochromatise the beam. A choice
between a channel-cut Si(111) crystal and a Si(111) or Si(311) double crystal is
available. However, given its stability and ease of use, the channel-cut crystal is
used for most of the measurements, including the ones discussed in this work. The
energy resolution is determined by the Darwin width of the particular reflection
chosen, which is about ∆E/E = 1.33×10−4 for Si (111) [53]. The monochromatic
beam is focused by a pair of 1.2 m mirrors. The first one is a 96 mm radius sagittal
cylinder, which focuses the beam vertically, while the second is a flat mirror with a
circular mechanical bender (tangetial radius ≈ 5.8 km), which provides horizontal
focusing. This results in a beam of Gaussian shape with a spot size at the sample
around 20(V)×200(H) µm2. The coating of the first mirror can be selected between
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Si and Rh depending on the energy of the incident beam in order to reject higher
harmonics coming from the monochromator and the undulator. Kirkpatrick-Baez
(KB) mirrors can be also used when additional focusing is needed, e.g. for spatially
resolved magnetic domain mapping. The polarisation of the incident beam can be
tuned by means of a quarter-wave phase retarder placed between the monochroma-
tor and the mirrors. After the mirrors, several components for beam conditioning
and monitoring are present along the beam path. In particular, different sets of slits
can be used to control the beam size while the intensity and precise position of the
beam can be measured by two ionization chambers and a beam position monitor,
respectively, installed in the experimental hutch. Motorized metallic foils can be
inserted along the beam between the two ionization chambers in order to attenuate
the incident intensity when necessary. The experimental hutch is further equipped
with a polarimeter to measure the polarisation of the incoming beam and a fast
shutter, which can be used to block the beam between two consecutive detector
acquisitions9.
The core of the beamline is a Newport 6-axis N-6050 Kappa diffractometer,
which can be used to perform experiments in both vertical and horizontal scatter-
ing geometry. The former one was used for all the measurements presented in this
work. Following the framework introduced by Lohmeier and Vlieg [54], which the
reader is referred to for a rigorous definition of all the relevant rotational degrees of
freedom and the corresponding rotation matrices, the goniometer geometry is con-
veniently described in terms of three sample angles (ω , χ , Φ), two detector angles
(δ , γ) and one shared between the two (α). γ and α are not used in vertical scat-
tering geometry, thus effectively resulting in a 4-axis configuration. In this case,
the detector angle δ coincides with the scattering angle 2θ , ω is the rocking angle
with rotation axis perpendicular to the scattering plane and the χ axis lies in the
scattering plane along the incident beam direction. Another angle often mentioned
in the magnetic scattering literature is the sample azimuth ψ , which describes a
rotation around an axis parallel to the scattering vector Q (see Fig. 2.2). This is
a so-called “virtual” rotation since it is realized by a combination of multiple go-
niometer rotations coupled together. The sample azimuth is particularly relevant in
magnetic scattering as it permits to vary the projection of the magnetic moments
in a magnetic system with respect to the scattering plane while keeping Q fixed to
satisfy the Bragg condition. The kappa geometry provides greater flexibility com-
pared to a standard eulerian diffractometer. In particular it allows the goniometer
rotational stages to be varied without any particular constraints over a wider angu-
9This is particularly useful to prevent beam-induced damage of sensitive samples or minimize
beam-heating effects.
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lar range and leaves sufficient room for a variety of different sample environments
to be installed. These include the closed-cycle Displex cryostat normally used to
cool the samples below the magnetic transition temperature and equipment for the
application of electric or magnetic fields. The downside of the extra flexibility is a
generally larger sphere of confusion with respect to the eulerian case: the latter was
estimated to ≈ 70µm. For the investigation of Chapter 3, a pair of small rare-earth
permanent magnets was mounted on the goniometer Φ rotational stage on either
side of the sample holder. The magnet was fixed on the goniometer stages so that it
rigidly followed the diffractometer sample rotations. However, the direction of the
magnetic field could be independently rotated around the Φ axis by an additional
motor.
The detector arm assembly (Fig. 2.4) supports a Pilatus 100K area detector
mounted with an angular offset of about 9◦ off the main diffractometer detector
arm. The Pilatus detector collects the total scattered intensity over a large solid an-
gle and is particularly useful in those cases when a wide portion of the reciprocal
space needs to be covered (e.g. for reciprocal space mapping measurements or dur-
ing the crystal alignment). A polarisation analyser (PA) is also mounted along the
main detector arm. This consists of an interchangeable single crystal which can be
rocked by an angle θP with respect to the scattered beam direction and five different
point detectors [namely, an avalanche photodiode (APD) detector, a Si drift detec-
tor, a scintillator, a PIN diode and a high-resolution imager] placed downstream
with respect to the crystal. Each one of them can be rotated to form an angle 2θP
with the scattered beam direction and thus measure the diffracted signal from the
crystal. Considering the polarisation dependence of Thomson scattering [55], it is
possible to show that for θP = 45◦ the diffraction from the PA crystal filters the po-
larisation component perpendicular to the scattering plane. Therefore, by rotating
the whole crystal-detector assembly around the scattered beam direction, it is pos-
sible to select either the σ ′- or pi ′-polarised component of the diffracted signal. The
crystal must then be chosen in order to provide an (hk l) reflection with θP≈ 45◦ for
the X-ray energy at which the measurements are performed. While the latter is fixed
by the absorption edge of the material in a resonant experiment (see Sec. 2.1.1.2),
in the case of NXMS the X-ray energy can be chosen to match a suitable reflection
of the PA crystal.
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2.1.2 Resonant inelastic X-ray scattering
RIXS is a spectroscopic technique which represents the extension of the REXS
process schematically represented in Fig. 2.3 to the inelastic case where the energy
Ein = h¯ωkin of the incident photon is different from the energy Eout = h¯ωkout of the
scattered one. In the case of RIXS, energy as well as momentum is transferred from
the incident photon to the system of atomic electrons. The latter is thus left in an
excited state by the scattering process so that an excitation is created with energy
Eexc and momentum h¯Q given by:
Eexc = Ein−Eout
h¯Q = h¯kout− h¯kin (2.19)
This is schematically shown in Fig. 2.5(a), where a valence electron is promoted
to an empty level at higher energy in the final state. In a typical RIXS experiment,
the energy of the incident X-rays is fixed to one of the sample absorption edges
and inelastic spectra are collected for a fixed value of the scattering vector Q, i.e.
a fixed scattering geometry, by measuring the energy of the scattered photons. The
energy loss10 Ein−Eout directly reflects the energy of the excitations of the sys-
tem of atomic electrons. The incident photon can also transfer angular momentum,
which results in a rotation of the incident wave polarisation.
Fig. 2.5(b) summarises the main elementary excitations and their approximate
energy scales in the case of TMOs. RIXS offers the unique possibility to measure
excitations over a wide energy range from phonons and magnons at the meV energy
scale to electronic excitations at an energy of a few eV. Particularly relevant in
the case of TMOs are the excitations of orbital (charge) and magnetic origin. An
example of the former is represented by the so called d-d excitations, which involve
the promotion of a valence d electron to another empty d levels split from the first
one as a result of crystal field or SOC [similar to the case of Fig. 2.5(a)]. On the
other hand, excitations of magnetic origin correspond to the generation of collective
spin-wave modes (magnons) where the ordered moments of a magnetic material
oscillate in phase in a wave-like fashion. In contrast to d-d excitations, which are
usually well-localised, magnons generally show a dispersion as a function of the
momentum transfer throughout the Brillouin zone (BZ).
Similar to REXS [see third line of Eq. (2.5)], RIXS originates from the terms
of the electron-radiation interaction Hamiltonian linear in the vector potential [H3
10In general, the incident photon can also gain energy as a result of the interaction process.
However, only energy loss processes are of interest for the present work.
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Figure 2.5: (a) Schematic of the RIXS two-step process. An X-ray photon with energy Ein
and wave vector kin is absorbed in a resonant transition from a core level to an empty va-
lence state. The resonant atom subsequently returns to its ground state through emission of a
photon with a different energy Eout and wave vector kout. The energy and momentum trans-
ferred to the system correspond to an elementary excitation with energy Eexc = Ein−Eout
and momentum h¯Q = h¯kout− h¯kin. (b) Different elementary excitations probed by RIXS
in condensed matter systems and their approximate energy scales in strongly correlated
electron materials such as TMOs. Figure adapted from Ref. [39].
andH4 in Eq. (2.1)]. The spin-dependent termH4 is generally weaker than theH3
term proportional to A ·p and can be neglected [38, 39]. Following from Eqs. (2.2)
and (2.3), the RIXS double differential cross section, proportional to the measured
intensity, can be written as [39]:
d2σ
dΩdh¯ωkout
=
V 2ω2kout
h¯c4
w =
=
pie4
2ε20 m4c4
ωkout
ωkin
∑
f
∣∣∣∣∣∑n ∑i, j 〈 f |e
−ikout·riε ∗out ·pi|n〉〈n|eikin·r jε in ·p j|g〉
Eg+ h¯ωkin−En+ iΓn
∣∣∣∣∣
2
×
×δ [E f −Eg+ h¯(ωkout−ωkin)] (2.20)
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Eq. (2.20), which is normally referred to as Kramers-Heisenberg cross section, is
very general and includes all possible transitions from an initial to a final state
through an intermediate one. In many cases its expression can be be further simpli-
fied by including only the first term in the mutipole expansion of the vector potential
(2.12). The delta function expresses the conservation of energy and imposes that the
energy lost by the photon (h¯ωkin − h¯ωkout) is transferred to a sample excitation of
energy Eexc = E f −Eg. Similar to the case of REXS, an enhancement of the scat-
tered intensity occurs when the energy of the incident photon is tuned to one of the
absorption edges of the material under study, so that h¯ωkin = En−Eg. Despite the
resonant enhancement, the transition matrix elements of Eq. (2.20) are small: as a
result, RIXS is a photon-hungry technique which requires the high photon flux of
third-generation synchrotron sources.
One of the features which contributed to the success of RIXS as an experimen-
tal technique lies in its already mentioned ability to measure spin-wave excitations.
A single magnon excitation corresponds to a single spin-flip transition (∆Sz = 1)
between the initial and final state of the electron system and results in a rotation of
the incident beam polarisation. Given the angular momentum l = 1 of the incident
photon, the latter can transfer ∆ml = 0, 1, 2 to the solid: therefore, bimagnon ex-
citations with ∆Sz = 2 are also potentially allowed [39]. The detailed microscopic
mechanism behind the sensitivity of RIXS to magnetic excitations has been only re-
cently described [56] and experimentally demonstrated [57]. Considering the cross
section of Eq. (2.20), these studies showed that spin-flip processes strongly depend
on the polarisation of the electromagnetic radiation and the symmetry of the atomic
wave functions. These are generally allowed when the RIXS transition involves an
intermediate state with a large core-hole SOC (as is the case for the 2p orbitals in
L-edge RIXS considered in Chapter 5)11, due to the fact that, in this case, the spin
is not a good quantum number in the intermediate state [39].
Although, at present, the technique of choice for the study of magnetic excita-
tions in solids remains inelastic neutron scattering (INS), RIXS represents a valid
alternative in cases where (i) the material under investigation contains elements with
a large neutron absorption cross section, such as iridium (see Chapter 5) or (ii) the
large sample volumes required by INS (in the order of 1 cm3) are not available, as is
the case for many TMOs of modern interest. Similar to the case of REXS, another
advantage offered by RIXS with respect to INS is [39] the element and orbital selec-
tivity, due to the possibility of tuning the incident energy to a particular absorption
edge of a given chemical species of the sample under study. On the other hand, INS
still offers a significantly better energy resolution due to the much lower energy
11The single spin-flip channel is forbidden, for instance, at the K edge of TMs [58].
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Figure 2.6: Schematic setup of the optics hutch and RIXS end station of the ID20 beamline
of the ESRF at the Ir L3 edge X-ray energy (E ≈ 11.2 keV).
of neutrons (meV as compared to keV for X-rays) for wavelengths λ ≈ 1 A˚ com-
parable to typical interatomic spacings. Modern RIXS spectrometers in the hard
X-ray range provide energy resolution of ∆E ≈ 25 meV which, considering the
case of the Ir L3 edge of interest for the measurements of Chapter 5, corresponds to
a tremendous resolving power of E/∆E ≈ 4.5×105. Although poorer than the en-
ergy resolution reached by state-of-the-art INS instruments, this value is sufficient
to investigate the low-energy excitations of many TMOs. Moreover, contrary to
RIXS, the relation between the INS cross section and the dynamic structure factor
is well understood and allows the extraction of absolute cross section values from
the measured intensity.
2.1.2.1 ID20 beamline at the European Synchrotron Radiation Fa-
cility
The RIXS measurements discussed in the present work were performed at the RIXS
end station of the ID20 beamline of the ESRF [59, 60]. The layout of the beam-
line is schematically illustrated in Fig. 2.6. The photon source is a 6 m straight
section equipped with four in-vacuum U26 undulators and three in-vacuum U32
undulators which produce a continuum spectrum from 4 to 20 keV. The first optical
component is a water-cooled total-reflection collimating mirror, which collimates
the beam in the vertical direction and provides harmonic rejection with cut-off en-
ergies of 12 and 23 keV thanks to SiC- and Rh-coated stripes, respectively. The
X-rays are monochromatised by means of a liquid-nitrogen-cooled Si(111) double-
crystal monochromator to achieve a bandwidth of about 1.5 eV (comparable to the
typical energy resolution of a REXS beamline). In order to achieve the high energy
resolution necessary to study low-energy excitations in solids a set of different post-
monochromators are available, which are chosen depending on the resonant energy
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used for the experiment. In the case of the Ir L3 edge (E ≈ 11.2 keV), a Si(884)
channel-cut backscattering crystal is used (Bragg angle θB ≈ 85.7◦). The latter pro-
vides a bandwidth of about 15 meV. The monochromatic beam is then focused in
two steps. In the first one, a total-reflection toroidal mirror focuses the beam down
to a minimal spot size of 250(H)×40(V) µm2. In the second one, KB mirrors [61]
are used to achieve a spot size on the sample smaller than 20(H)×10(V) µm2. All
the optical elements of the beamline are kept in ultra-high vacuum (10−8 mbar) in
order to minimize photon-flux losses.
The core of the RIXS end station is the spectrometer, which is shown in
Fig. 2.7(a). This is mounted on a 4-axis Huber goniometer which allows to vary
the momentum tranfer of the photons12 both in horizontal and vertical scattering
geometry. RIXS experiments are normally performed in horizontal scattering in
proximity of 90◦ scattering angle in order to suppress the elastic Thomson scat-
tering signal from the sample. Energy analysis at the Ir L3 edge is achieved by
means of five Si(844) crystal analysers which operate at the same Bragg angle θB
as the back-scattering channel-cut post-monochromator to improve the energy res-
olution13. The analysers are installed inside a helium-filled chamber to reduce air
scattering. They collect the scattered radiation from the sample and reflect it back
towards the detector.
The ID20 spectrometer operates in the Rowland circle geometry [see
Fig. 2.7(b)]: the sample, analysers and detector lie on the same circumference
and the curvature radius of the analysers (R = 2 m) matches the circle diameter.
This geometry allows to focus the scattered X-rays on the detector position and
simultaneously guarantees that the radiation is reflected from the whole crystal
analyser surface with the same Bragg angle. Although this geometry would require
a single spherically-bent single crystal, bending a crystal introduces strain, which
significantly deteriorates the spectrometer energy resolution. Therefore diced anal-
ysers are used in practice: the latter consist of a polygonal approximation to a
spherical crystal made by cubic-shaped dices (edge size c = 0.72 mm) glued on a
spherical substrate, where each dice is a strain-free crystal.
The Bragg angle seen by the scattered radiation from the sample depends on
the position on the single dice surface due to the fact that the latter is flat. As a result,
the single dice works in a dispersive manner and reflects the incoming photon over
12The available angular range, in particular for the χ circle, is significantly limited with respect
to the case of a standard diffraction setup (such as the one outlined in Sec. 2.1.1.3) and a careful
pre-alignment of the sample crystal axes is normally needed.
13For a certain Bragg reflection the energy resolution is given by ∆EE =
ωD
tanθB , whereωD is the Dar-
win width of the reflection [63, 64]. The resolution thus improves when approaching the backscat-
tering condition θB = 90◦.
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Figure 2.7: (a) Drawing of the RIXS spectrometer at beamline ID20 of the ESRF. Adapted
from Ref. [62]. (b) Rowland circle geometry which the ID20 spectrometer in (a) is based
on. The sample, diced analyser and 2D position-sensitive detector lie on the same cir-
cumference, with the radius of curvature of the detector being equal to the circumference
diameter. Each dice of the analyser reflects different wavelengths of the incoming radiation
(represented through different colours) depending on the corresponding angle of incidence
(Bragg angle θB): the different energies within the reflected bandwidth impinge on the 2D
detector in different positions and can therefore be distinguished.
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a bandwidth given by [65, 66]:
∆E
E
=
c
R
1
tanθB
(2.21)
If the entire bandwidth scattered by the analyser was collected simultaneously by
a point detector, this would correspond to an energy resolution of around 300 meV
at the Ir L3 edge. In order to overcome this limitation, a 2D position-sensitive de-
tector can be used to discriminate the different energies reflected by each dice at
a slightly different angle [65, 66]: this is schematically represented in Fig. 2.7(b),
where different wavelengths are represented by different colours. At ID20, a detec-
tor of the Maxipix family is used [67]. The detector consists of five chips, where
the X-rays from the five analysers are detected separately. Each chip is made of a
matrix of 256×256 square pixels of size p = 55 µm. Since the Rowland condition
is satisfied, the image of a single dice on the detector will be twice the size of a
single dice 2c, and the contribution of different dices almost perfectly superimpose
at the detector surface. In this case, the following relation between the position on
the detector surface along the dispersive direction (x) and the energy of the photons
exists:
dE
dx
=
E
2R
1
tanθB
(2.22)
The energy resolution is then limited by the detector pixel size:
∆E
E
=
p
2R
1
tanθB
(2.23)
This corresponds to ∆E ≈ 11 meV at the Ir L3 edge energy. Other effects also con-
tribute to the energy resolution, namely the finite size of the source (i.e. the sample)
and the so called Johann aberration [68], which becomes important when the anal-
yser Bragg angle departs from 90◦. These additional contributions (see Ref. [62]
for the corresponding mathematical expressions) result in an overall resolution of
about 25 meV.
Finally, the momentum resolution of the RIXS spectrometer is given by the
angular coverage of the analysers and can be calculated by differentiating the ex-
pression of the photon momentum transfer h¯Q= (4pi h¯)/λ sinθB. This leads, for the
case of interest of horizontal scattering geometry, to the following expression [62]:
∆Q =
4pi
λ
sin2θB√
2−2cos2θB
∆θB (2.24)
where ∆θB = A/(RsinθB) is the solid angle of collection, which depends on the
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analyser aperture A. The latter can be controlled by masking parts of the analyser.
For 2θB ≈ 90◦, Eq. (2.24) gives ∆Q≈ 0.1 A˚−1 at the Ir L3 edge. More details on the
momentum resolution for different scattering geometries can be found in Ref. [59].
2.2 Absorption measurements with X-rays
2.2.1 X-ray absorption spectroscopy
XAS is a powerful tool for the study of the electronic structure and local coordina-
tion environment of crystalline and amorphous materials. Extensive literature can
be found on the topic (see, for instance, Refs. [27, 69–72]). I will limit my dis-
cussion to an overview of the main information on the physics of TMOs that can
be extracted through absorption spectra. In a XAS experiment the absorption co-
efficient µ(E) of the material under study is acquired as a function of the incident
photon energy E in proximity of an absorption edge of one the chemical species
present in the sample. The necessity of a tunable X-ray source naturally places
XAS in the realm of synchrotron techniques. The region including a few tens of eV
before and after the edge, which is the one of interest for the present work, is usually
referred to as X-ray absorption near-edge spectroscopy (XANES). A few tens of eV
after the edge the extended X-ray absorption fine structure (EXAFS) region starts
and can be extended up to more than 1 keV. The spectrum in this regime provides
information on the interatomic distances and the coordination numbers of the ab-
sorbing atom. On the other hand, the XANES signal mainly reflects the structure of
the unoccupied atomic levels of the absorbing species and is therefore sensitive not
only to interatomic distances, but also to the symmetry of the coordinated atoms,
distribution of charges, and potential around the absorbing atom.
XANES originates from the resonant photoelectric absorption of the incident
photon from one of the atomic core electrons. The latter is promoted to an empty
state above the Fermi level and a hole is left on the core level. The hole is subse-
quently filled by either emission of a fluorescent photon (radiative decay) or Auger
decay (non-radiative process). As already mentioned in Sec. 2.1.1.2, photoelec-
tric absorption is related to the terms of the radiation-electron interaction Hamilto-
nian linear in the vector potential and is described by matrix element of the type
〈 f | emp ·A|i〉 (neglecting the spin-dependent term). A typical XANES spectrum of
a TM in a TMOs consists of three main features: (i) a pre-edge background due
to the absorption associated to all other edges of the material under study at lower
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energy, (ii) a step-like edge which corresponds to transitions from the core level (a
2p orbital for the L absorption edge) to a continuum of electronic excitations and
(iii) a sharp peak in proximity of the edge, referred to as white line, due to dipole
transitions from the core level to the bound nd (n = 3,4,5) valence states.
The intensity of the white line is proportional to the local density of unoccu-
pied states in proximity of the Fermi energy (i.e. the population of holes) and is
particularly pronounced in TMOs as a result of the presence of the well-localised
d orbitals. The seminal works from van der Laan and Thole [73] and Thole and
van der Laan [74, 75] showed that the intensity ratio of the white lines at the L3 and
L2 edges (normally referred to as branching ratio) is directly related to the ground-
state expectation value of the angular part of the d states spin-orbit operator in units
of h¯2:
BR =
2+ r
1− r (2.25)
where BR is the branching ratio, r = 〈L ·S〉/〈nh〉 and nh is the number of holes in
the d levels. The sensitivity of the XANES spectra to the SOC splitting stems from
the fact that the resonant absorption of the incident photon obeys the dipole selection
rule ∆J = 0,±1. The L2 edge involves transitions from the core p1/2 orbital to the
d3/2 unoccupied states only, whereas the L3 edge involves transition from the p3/2
orbital to both the d3/2 and d5/2 empty levels. In the limit of zero SOC of the d
electrons, the white line intensity reflects the degeneracy of the initial states (2 and
4 for p1/2 and p3/2, respectively) and BR≈ 2.
In principle, the absorption coefficient of a material can be directly obtained
through the Lambert-Beer law by measuring the transmitted X-ray flux across the
sample. However, this approach would require extremely thin samples and is practi-
cally unfeasible for most solid-state systems, in particular in the soft X-ray regime.
Therefore the absorption coefficient is normally measured indirectly: the two most
widely used approaches are total-electron yield (TEY) and total-fluorescence yield
(TFY) detection. In the former, the current of photoelectrons and Auger electrons
emitted as a result of the de-excitation process is measured as a function of the inci-
dent X-ray energy. The TEY signal is proportional, at least in first approximation,
to the absorption coefficient and thus represents a very convenient way of perform-
ing XANES measurements. The main drawbacks of this approach are: (i) the small
electron mean free path, which makes the measurements surface sensitive (only the
electrons generated in proximity of the surface are detected), (ii) TEY is generally
more problematic for insulating samples, where the signal may be weak and charg-
ing effects may occur and (iii) the electrons emitted by the sample are sensitive
to the application of external magnetic fields, which could have an impact on the
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measured signal in XMCD experiments (see Sec. 2.2.2).
On the other hand, TFY detection is based on detecting the fluorescence gener-
ated by the radiative decay of the excited atoms resulting from the resonant absorp-
tion. Although it overcomes all the limitations of TEY detection, the fluorescence
signal is proportional to the absorption coefficient only when the sample is “di-
luted”14, i.e. when the contribution of the element of interest is much smaller than
the total absorption coefficient, or very thin. When none of the two assumptions just
mentioned holds, the TFY signal is affected by the so-called self-absorption effect.
The latter is due to the fact that the fluorescent photon emitted by the absorbing
atom can be re-absorbed by the other chemical species in the compound (as well as
the other absorbing atoms) before exiting the material and being detected. In this
case, the intensity of the fluorescence signal Ifluo(E) at the incident photon energy E
is related to the absorption coefficient of the chemical species of interest µX(E) by
the following relation valid for a thick sample (sample thickness much larger than
the X-ray penetration depth) [76–79]:
Ifluo(E) =C
µX(E)
µtot(E)+µtot(Efluo)
sinφ
sinθ cosτ
(2.26)
where C is a constant which includes all the energy independent factors, Efluo is the
energy of the fluorescence photons, µtot = µX +µback is the total absorption coeffi-
cient depending on µX and the background absorption µback due to all other atoms
and other edges of the element of interest, φ (θ ) is the angle formed by the inci-
dent (outgoing) X-rays with respect to the sample surface and τ is the detector solid
angle. In order to extract µX(E) from measurements of Ifluo(E) one has to solve
Eq. (2.26) at every energy value E. This is practically done by either measuring two
independent fluorescence spectra at two different geometries [76] or by measuring
a single spectrum and taking tabulated values for µback [77–79].
2.2.2 X-ray magnetic circular dichroism
XMCD stems from the difference in absorption of right- and left-handed circularly
polarised X-ray radiation in a material with a net macroscopic magnetisation15 [81–
14The term is borrowed from the chemistry world, where absorption measurements are often
performed on solutions rather then solid-state systems.
15XMCD is traditionally applied in ferromagnets, where a large net magnetisation results from
the exchange interactions between magnetic moments. However, canted antiferromagnets and anti-
ferromagnets in an applied magnetic field will also give rise to a (small) XMCD signal.
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Figure 2.8: XAS and XMCD spectra of iron. Figure adapted from Ref. [80]. (a) L3 and L2
absorption spectra of iron measured for opposite directions of an applied external magnetic
field. (b) XMCD spectrum (solid line) and corresponding integral (dashed line) derived
from the absorption spectra shown in (a). p and q correspond to the integrated XMCD
signal at the L3 and L2 post edge, respectively. (c) Sum of the absorption spectra shown
in (a) (solid line) and corresponding integrated signal (dashed line) after subtraction of the
absorption steps (dotted line). r represents the total integrated signal across the L3 and L2
edges.
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84]. In a typical XMCD experiment, the magnetic sample is polarised through the
application of a magnetic field and the absorption coefficient close to an absorp-
tion edge of the material under study is measured for different relative orientations
of the sample magnetisation and the angular momentum of the incident photons.
This is normally done by reversing the field direction and/or the helicity of the
X-ray radiation. The difference, i.e. the XMCD signal, is sensitive to the compo-
nent of the magnetisation along the photon angular momentum (i.e. the direction
of propagation), which also coincides with the external field direction in a typical
XMCD setup. In comparison with other techniques, such as bulk magnetisation
measurements or neutron scattering, XMCD experiments offer several advantages,
in particular: (i) the dichroic signal can be directly used to extract the spin and or-
bital magnetisation separately, (ii) by measuring the dichroism at absorption edges
the technique is element specific and allows to disentangle the contribution to the
magnetisation from different chemical species and (iii) the technique is extremely
sensitive, so that magnetic moments as small as 0.001µB per atom can be detected
[27]. The sensitivity is greatly enhanced when the absorption process involves a fi-
nal state which is strongly magnetically polarised, as is the case for the 2p3/2→ nd
and 2p1/2→ nd transitions at the TMs L3 and L2 edges, respectively.
The origin of the XMCD signal can be understood in terms of the dipole selec-
tion rules of the electronic transition from a core state to a bound state at higher en-
ergy involved in the absorption process. The photon angular momentum projection
along the propagation direction is equal to h¯ and −h¯ for right and left circularly-
polarised radiation, respectively. The latter are defined such that the electric field
of the X-ray wave rotates clockwise (anti-clockwise) for right-handed (left-handed)
light as viewed along the wave vector k. In a dipole-allowed electronic transition
(∆l = ±1), the angular momentum of the incident photon is transferred to the ab-
sorbing electron so that
∆ml =
{
+1 , right-handed polarisation
−1 , left-handed polarisation (2.27)
When a magnetic field is applied to the sample, final states with different values
of the ml quantum number are split by the Zeeman interaction term and thus gen-
erally have a different electron occupation number. Therefore, given the selection
rules of Eq. (2.27), the absorption of right and left circular polarisation, which is
proportional to the number of empty final states available, will be different.
One of the reasons that contributed to the success of XMCD as a standard
technique for the investigation of magnetic properties of matter was the introduction
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of the so-called sum rules [85, 86], which directly relate integrals of the dichroic
signal over the relevant absorption edges to the orbital (morb) [85] and spin (mspin)
[86] magnetic moment of the absorbing atom. Following Chen et al. [87], the sum
rules of TM elements can be written as:
morb[µB/atom] =−4q3r (10−nd)
mspin[µB/atom]≈−6p−4qr (10−nd) (2.28)
where nd is the number of electrons in the TM d orbitals and the integrals p,q,r are
defined as follows:
p =
∫
L3
(µ+−µ−)dE
q =
∫
L3+L2
(µ+−µ−)dE
r =
∫
L3+L2
(µ++µ−)dE (2.29)
Here, µ+(E) [µ−(E)] corresponds to the absorption spectrum measured for parallel
(antiparallel) orientation of the sample magnetisation and photon angular momen-
tum [so that (µ+− µ−) is the XMCD signal] and E is the energy of the incident
photons. In the second line of Eq. (2.28), I have neglected the expectation value of
the z component of the magnetic dipole operator, normally referred to as 〈Tz〉. This
approximation is motivated by the fact that this extra contribution is much smaller
than the spin moment in a wide majority of practical cases [88] (e.g. this introduces
an error of only a few percent in 3d TMOs [27]). Representative XMCD spec-
tra collected on an iron thin film by Chen et al. [87] are shown in Fig. 2.8, along
with visual definitions of the integrals p,q,r. It should be noted that in the integral
defining the quantity r, µ± refer to the absorption spectra after subtraction of the
pre-edge background and the L3 and L2 absorption steps (as evidenced by the fact
that r is constant in the flat post-edge region). This means that the absolute values
of morb and mspin are generally sensitive to the functional form used to model the
absorption step and the pre-edge background. On the other hand, the ratio
morb
mspin
≈ 2q
9p−6q (2.30)
does not directly depend on the XAS signal but only on their difference, and there-
fore it is generally more robust.
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Figure 2.9: (a) Schematic view of the Beamline for Advanced Dichroism Experiments
(BLADE) at the DLS. (b) Drawing of the high-field magnet in the absorption end station.
2.2.3 I10: Beamline for Advanced Dichroism Experiments
(BLADE) at the Diamond Light Source
The Co L-edge (Chapter 3) and O K-edge (Chapter 4) XANES and XMCD measure-
ments were performed at the absorption end station of the Beamline for Advanced
Dichroism Experiments (BLADE) at the DLS16. The light source consists of two
identical APPLE-II undulators [89] [see Fig. 2.9(a)]. Each undulator consists of
four movable magnet arrays with 40 full-size periods of length 48 mm and a vari-
able undulator gap. Any arbitrary polarisation state (linear in any direction, circular
left, circular right) can be achieved by varying the relative alignment of neighbour-
ing magnets (the so-called row phase), while the energy of the beam can be tuned in
the soft X-ray window 400−1600 eV by either simultaneously shifting the two up-
per magnets with respect to the lower ones (the so-called jaw phase) or by changing
the undulator gap. Monochromatisation of the X-ray beam is achieved by a colli-
mated plane-grating monochromator. This gives flexibility to operational modes of
the beamline such as being able to operate in either high-resolution mode or high-
16The setup used for the Ru L-edge measurements will be briefly outlined in Chapter 4.
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harmonic suppression mode. Other optical components include a toroidal and a
plane mirror upstream with respect to the grating and a cylindrical and toroidal (one
for each experimental hutch) mirror placed downstream of the grating. The grating
line density is 400 lines mm−1 and gold coating were used for both the grating and
the mirrors. The depolarisation effect from the beamline optics can be neglected at
the working energy since the grazing angles for the mirrors and grating are less than
1.5◦ [89].
The core component of the absorption end station is the high-field supercon-
ducting magnet [Fig. 2.9(b)]. This allows to vary the magnetic field applied to the
sample in the range ±14 T at ≈ 0.5 T min−1. The system is equipped with a 4He
cryostat which can reach any temperature between 3 and 420 K. The sample is
placed in ultra-high vacuum and can be translated in both directions in a plane nor-
mal to the incident beam and rotated by±90◦ about the vertical axis in order to vary
the X-ray angle of incidence. The absorption can be measured in both TEY and TFY
detection mode. TEY detection is achieved by grounding the electrically-isolated
sample through a sensitive current amplifier, while the fluorescence is measured by
means of a photodiode placed close to the sample surface.
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3.1 Introduction
In the common paradigm of the physics of TMOs, SOC is generally regarded as
negligible for 3d electrons, where its role is merely of a small perturbation to the
ground-state Hamiltonian [1]. This contrasts with the case of heavier (4d and 5d)
TM compounds (which will be discussed in the following chapters) where SOC
competes with the crystal field and other relevant energy scales on an equal foot-
ing and gives rise to more exotic ground states [7]. Nonetheless, even for 3d TM
compounds, SOC is expected to have a significant impact on the magnetic prop-
erties of the system whenever a finite orbital moment is present [1]. Considering
the very common case of a TM in an octahedral environment of oxygen atoms, the
cubic crystal fields splits the TM d levels into lower t2g and upper eg states. For
fully occupied t2g orbitals, the electronic ground state can be described in terms of
the sole eg orbitals, where the orbital moment is quenched [1]. A prominent ex-
ample is represented by the Cu2+ ion in the superconducting cuprates, where most
aspects of the physics of the system are accounted for, to first order, by a spin-only
Hamiltonian [90]. This is generally not the case for partially filled t2g levels, which
can be mapped into states with an effective orbital moment Leff = 1 (see Sec 1.1.4):
SOC can then act on these states and have a sizeable impact on the electronic and
magnetic properties.
One of the manifestations of the presence of SOC in 3d TMOs is the appear-
ance of an anisotropic exchange term in the coupling between spins, known as
Dzyaloshinskii-Moriya interaction (DMI) [91, 92]. In magnetically-ordered sys-
tems, the DMI favours a spin canting of otherwise (anti)parallel-aligned magnetic
moments. The canting is at the origin of the so called weak ferromagnetism, the
existence of a small spontaneous net magnetisation in certain classes of AFM mate-
rials. In the latter, the moments of the two magnetic sublattices are not exactly an-
tiparallel as in a conventional antiferromagnet: this gives rise to a small FM moment
in the direction orthogonal to the AFM axis. Weak ferromagnetism played a crucial
role in the development of the theory of the antisymmetric exchange interaction: in
fact, the first studies by Dzyaloshinskii and Moriya aimed at providing an explana-
tion to the small spontaneous magnetisation observed in some AFM crystals, such
as α-Fe2O3 and the carbonates MnCO3 and CoCO3 considered in the present in-
vestigation. Weak ferromagnets are very well-known compounds, which have been
intensively studied since the early reports from Dzyaloshinskii and Moriya in the
late 1950s [91, 93–117]. However, the underlying physics is in many respects anal-
ogous to the one behind several materials of modern interest: in particular, the DMI
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is responsible for various non-collinear magnetic ground states, such as spin-spirals
[118] and Skyrmions [119–121]. These exotic phases of matter are of great interest
for both the fundamental understanding of the physics involved and their potential
technological impact. Skyrmions, for instance, are topologically protected states,
which makes them particularly promising for spintronics applications. The DMI is
also an important ingredient in multiferroic compounds with spiral magnetic order,
where it is thought to couple the spin with the lattice and results in the appearance of
an electric polarisation [4, 122, 123]. The DMI also stabilizes chiral domain walls,
which can be driven by an electric current rather than a magnetic field and can be
used for the manipulation of spin-wave currents [124, 125]. The ability to model
and predict magnetic properties of materials hosting a finite DMI is thus of great
contemporary interest.
Weak ferromagnets are ideally placed in this respect, since, in contrast to the
complex non-collinear phases just mentioned, they are well characterised materials
with a rather simple magnetic structure. For these reasons, they represent an ideal
model system where to check the reliability of modern first principles calculations
to predict material properties. In this chapter, I present a detailed systematic inves-
tigation of the magnetic properties of the series of isostructural weak ferromagnets
MnCO3, FeBO3, CoCO3 and NiCO3 by means of a combination of ab-initio cal-
culations performed by our collaborators, REXS, NXMS and XMCD. The calcula-
tions predict a previously unreported change in the sign of the DMI as the popula-
tion of the 3d orbitals increases going from the Mn to the Ni member of the family.
The sign of the DMI, encoded in the phase of the magnetic scattering amplitude,
is accessed by a novel approach based on a very peculiar interference between the
NXMS amplitude and a subtle quadrupolar resonance present at the TM K absorp-
tion pre-edge. The measurements confirm the theoretical predictions remarkably
well and represent a significant step towards the possibility of tuning the DMI in
materials for spintronics application. The same calculations also result in a non-
obvious trend of the orbital contribution to the magnetic moment across the series,
with a particularly large value found in CoCO3. These findings are again clearly
supported by the NXMS and XMCD measurements: the latter also revealed that the
coupling between the spin and the large orbital moment induced by SOC results in
a significant single-ion anisotropy and, more spectacularly, in the emergence of a
peculiar space-group forbidden scattering process induced by the magnetic order.
The chapter is organized as follows. The crystal and magnetic structure of the
weak ferromagnets is described in Sec. 3.2, where the effect of the application of a
small magnetic field on the magnetic ordering is also outlined. Sec. 3.3 summarises
the results of bulk measurements of the net magnetisation and compares them to the
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corresponding values found in the literature. Sec. 3.4 provides an overview of the
main findings of the resonant scattering measurements addressing the sign of the
DMI across the different compounds of the series, along with a full-field imaging
investigation of the magnetic domains in CoCO3. Most of the discussion will focus
on the measurements presented in Sec. 3.5 and 3.6. In the former, I will discuss
the results of a systematic NXMS investigation of the orbital contribution to the
TM ion magnetic moment in the various members of the weak ferromagnets fam-
ily, while the latter summarises specific results concerning CoCO3. In particular,
while Sec. 3.6.1 deals with a soft XMCD study of the relative size of the orbital and
spin magnetic moment, Secs. 3.6.2, 3.6.3 and 3.6.4 discuss NXMS and diffraction
measurements specifically addressing the single-ion anisotropy of the magnetic in-
teractions, the presence of a weak forbidden term in the scattering amplitude and
magneto-strictive effects, respectively. Sec. 3.5 and 3.6 represent a summary of the
results of several experiments performed at the DLS over the course of more than
three years which produced a large volume of data. Additional measurements not
essential for the discussion are reported in Appendix A. Finally, the conclusions of
the study are drawn in Sec. 3.7.
3.2 Crystal and magnetic structure: the Dzyaloshinskii-
Moriya interaction
The weak ferromagnets ACO3 (A = Mn,Co,Ni) and FeBO3 represent the model sys-
tems for the investigation of the phenomenon of weak ferromagnetism and their
crystallographic, magnetic and electronic properties have been extensively studied
by several authors [91, 93–117, 126]. All the members of the series are isostruc-
tural compounds, with the trigonal R3¯c crystal structure (space group No. 167)
[93, 107–110]. The latter consists of alternating TM and O-C/B layers, such that
each TM ion is at the centre of a distorted TMO6 octahedra. The lattice can be de-
scribed by means of either rhombohedral (a= b= c, α = β = γ 6= 90◦) or hexagonal
(a= b 6= c, α = β = 90◦, γ = 120◦) axes: the second description is the one adopted
throughout the present work. The hexagonal cell, which is shown in Fig. 3.1, is
three times as large as the primitive rhombohedral one and contains six C/B atoms
at the 6a sites, eighteen O2− ions at the 18e sites and six TM ions at the 6b sites.
All compounds display a Ne´el transition to a magnetically-ordered state where the
magnetic moment of each TM ion couples antiferromagnetically with its six nearest
neighbours. The single-ion anisotropy of the trigonal lattice forces the moments to
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Figure 3.1: Trigonal crystal structure (space group R3¯c, No. 167) of the weak ferromagnets
ACO3 (A = Mn,Co,Ni) and FeBO3 in the hexagonal axes description. Large red spheres:
TM atoms (Mn, Fe, Co, Ni); medium-size blue spheres: C/B; small yellow spheres: O.
The TM, C/B and O atoms occupy the sites (0,0,0) (6b), (0,0,1/4) (6a) and (x,0,1/4)
(18e), respectively, with x = 0.2695, 0.2981, 0.27660, 0.2799 for MnCO3, FeBO3, CoCO3
and NiCO3 [107, 108, 110], respectively. The arrows represent the magnetic moments of
the TM atoms in the AFM phase neglecting the canting induced by the DMI discussed in
the text.
lie in the ab plane of the crystal. The resultant magnetic structure thus consists of a
stack of FM layers along the trigonal c axis, each coupled antiferromagnetically to
the neighboring ones (see Fig. 3.1). The TM layers occupy the position z = n/6 in
hexagonal coordinates [see Fig. 3.2(a)], where z is the fractional coordinate along
c. The structure is described by a propagation vector k = (0,0,0), so that the mag-
netic unit cell associated to the periodicity of the ordered moment coincides with
the crystallographic one. Similar to the behaviour normally encountered in oxides,
the exchange between TM ions is dictated by the oxygen-mediated superexchange
and thus depends on the TM-O-TM bond geometry (see Sec. 1.1.2). The key as-
pect of the physics of weak ferromagnets lies in the structural twist which exists
between the oxygen and the TM layers, as shown in Fig. 3.2(a). The latter causes
a shift of the oxygen atoms away from the middle point between TM ions: as a
result, the inversion symmetry at the oxygen sites is broken and, as I will discuss
84 Chapter 3. The 3d case: the weak ferromagnets (Mn,Co,Ni)CO3 and FeBO3
hereafter, a finite DMI between magnetic moments becomes allowed. The twist
alternates in sign from one oxygen layer to another, so that the crystal is globally
centrosymmetric.
The DMI is one of the contributions to the coupling term between two spins si
and s j, which is given by the following general bilinear form:
Htwo-spin = si ·M · s j =∑
αβ
Mαβ s
i
αs
j
β (3.1)
where siα indicates the α-th component of the i-th spin. As any 3×3 second-rank
tensor, Mαβ can be decomposed into (i) a multiple of the identity matrix Jδαβ (one
independent component), (ii) an antisymmetric part MAαβ (three independent com-
ponents) and (iii) a traceless symmetric part MSαβ (five independent components).
Eq. (3.1) thus becomes:
Htwo-spin =∑
αβ
Jsiαs
j
βδαβ + s
i
αs
j
βM
A
αβ + s
i
αs
j
βM
S
αβ (3.2)
where δαβ = 1(0) when α = β (α 6= β ). The term Ji jsiαs jβδαβ corresponds to
the well-known isotropic Heisenberg exchange interactionHex = Jsi · s j, which is
normally the dominant part of the Hamiltonian. The symmetric part [third term
in Eq. (3.2)] expresses the anisotropic exchange interaction: this can always be
diagonalized and, in the representative case of a tetragonal crystal, leads to the
interactionHanis. ex = J‖szi s
z
j + J⊥(s
x
i s
x
j + s
y
i s
y
j) [1]. Considering δJ = J⊥− J‖, one
can show that δJ ≈ (δg/g)2J [1]. The magnitude of the symmetric anisotropic
exchange thus depends on the deviation δg = |g− 2| of the Lande´ g-factor from
the pure spin value and is generally much weaker than the isotropic exchange. The
DMI arises from the antisymmetric part of the expansion, which can be written as1:
HDMI = Di j · (si× s j) (3.3)
where Di j is referred to as the Dzyaloshinskii-Moriya (DM) vector. Following the
perturbation theory treatment of Moriya [91, 126], the magnitude of the DM vector
is given by Di j ≈ (δg/g)J. Thefore, when the DMI is allowed by symmetry, it is
expected to be stronger than the symmetric anisotropic exchange mentioned above.
The presence of this term was first postulated by Igor Dzyaloshinskii on the
1By expressing the cross product of the two spins in terms of its Cartesian components, one can
easily show that Eq. (3.3) leads to the antisymmetric term siαs
j
βM
A
αβ of Eq. (3.2) with the antisym-
metric tensor MAαβ given by M
A
αβ =
(
0 Dz −Dy
−Dz 0 Dx
Dy −Dx 0
)
, where D = (Dx, Dy, Dz).
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Figure 3.2: (a) Local environment of the TM ion at (0,0,0) (magnetic sublattice A) and its
six nearest neighbours (magnetic sublattice B) in the R3¯c crystal structure, with z fractional
coordinate along the crystallographic c axis. The TM ions of the two sublattices are repre-
sented through the light blue (A) and red (B) spheres for clarity; the C/B atoms are omitted
for the same reason while the O atoms are depicted through the small yellow spheres. The
TMO6 octahedra centred at (0,0,0) is also displayed, highlighting the shift of the O atoms
away from the TM-TM direction at the origin of the finite DMI. (b),(c) Possible spin ar-
rangements for a fixed direction of an external magnetic field H. The two configurations
differ in the sign σφ of the DMI-induced canting angle φ , defined as the sign of the DM
vector D along the c axis, which is either (b) negative or (c) positive. sA and sB are the spin
angular momenta of the two magnetic sublattices, M is the corresponding net magnetisation
and S is the spin structure factor, opposite in (b) and (c). The xyz reference frame is defined
such that x is perpendicular to a 2-fold axis and contained in a c glide plane of the R3¯c
structure and z is parallel to the crystallographic c axis, analogous to Table 3.4.
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grounds of phenomenological considerations based on Landau theory [92]. Toˆru
Moriya [91, 126] subsequently showed that its microscopic origin can be attributed
to the SOC in the oxygen-mediated superexchange mechanism between TM ions:
in particular, when the crystal symmetry is sufficiently low, the largest term of the
anisotropic superexchange which is linear in the SOC has the antisymmetric form of
Eq. (3.3). The energy term (3.3) is minimized when the spins lie at a right angle in
a plane normal to Di j such that their cross product is antiparallel to the DM vector.
Its effect is thus to favour a spin canting of an otherwise collinear (FM or AFM)
moment arrangement.
The existence of a finite antisymmetric term in the coupling energy between
spins is dictated by the symmetry of the crystal structure. In crystals of high sym-
metry this coupling vanishes, while it plays an important role in structures with
lower symmetry, such as the trigonal crystal of interest for the present work. The
symmetry properties of antisymmetric exchange were first studied by Moriya, who
introduced five rules governing the behavior of the vector Di j [91]. These rules,
which are summarised in Table 3.1, determine in which situations the interaction of
Eq. (3.3) is non-zero for a particular TM-O-TM bond and in which directions Di j
is expected to point. They do not allow to make any prediction, however, on the
magnitude of the DM vector or its sign. As mentioned before, in the specific case
of the R3¯c space group of the weak ferromagnets under study, rule No.1 implies that
a finite DMI is generally allowed given the shift of the oxygen atom away from the
mid-point C between neighbouring TM ions [Fig. 3.2(a)]. A two-fold rotation axis
passing through C and perpendicular to the AB direction connecting the TM ions is
also present: according to rule No. 4, the DM vector is expected to be orthogonal
to the two-fold axis. The Di j vectors of the three nearest-neighbour pairs of two ad-
jacent layers are related by the three-fold rotation symmetry about the c axis of the
trigonal R3¯c structure. Their sum gives rise to a resultant D vector along the c axis.
The effect of the DMI is thus to produce a small canting of the moments in the ab
plane of the crystal, in the same direction for all the TM layers. Therefore, the mag-
netic ordering is not exactly collinear and a small net macroscopic magnetisation M
is present in the crystal basal plane (hence the term weak ferromagnets).
The magnetic structure can be conveniently described by considering the inter-
action between the magnetic moment of one of the TM ions in the z= 0 layer (which
I refer to as sublattice A) and one of its six nearest-neighbour in the layers z=±1/6
(which I refer to as sublattice B). This is illustrated in Fig. 3.2. Considering the case
of interest for the present discussion in which a small external magnetic field H is
applied in the ab plane of the crystal and neglecting the single-ion anisotropy, the
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magnetic Hamiltonian is thus given by:
H = JsA · sB+D · (sA× sB)−µBgsH · (sA+ sB) (3.4)
where µB is the Bohr magneton, gs ≈ 2 is the spin g-factor and sA (sB) is the spin
angular momentum of sublattice A (B). The first, second and third term in Eq. (3.4)
correspond to the isotropic Heisenberg exchange responsible for the main AFM
order, the DMI just discussed and the Zeeman term describing the interaction of the
net magnetic moment m =−µBgs(sA+ sB) with the external field2. For simplicity,
I explicitly refer to the TM spin in the present section: however, as I will show
in Sec. 3.5, a significant orbital angular momentum l is present for NiCO3 and
CoCO3. In this case, the corresponding contribution to the total magnetic moment,
m = −µBgl(lA + lB) (gl = 1), also enters the expression of the Zeeman term and
responds to the application of the magnetic field. In the absence of the DMI, i.e.
D = 0, the two spins would be perfectly antiparallel (sA = −sB) thus resulting in
m = 0 and a corresponding vanishing net magnetisation M. In the case of the finite
DMI observed for the compounds of interest, and for small applied field values, the
Hamiltonian is minimized introducing a small canting angle3 φ ≈ |D|/(2J). The
effect of a weak magnetic field (µBgs|H|  |D|), is to align the net moment m
along the field direction, while maintaining the field-free value of the canting angle.
This is strictly true neglecting the effect of the single-ion anisotropy in the ab plane
of the crystal, which is expected to be small for the compounds of interest [97].
Most of the measurements presented in Sec. 3.4 and Sec. 3.5 are indeed compatible
with a perfect alignment of the moment along the external field. However, a small
in-plane anisotropy is still present: its role in the physics of the system will be
discussed in Sec 3.6.2 in relation to the NXMS measurements. For larger field
values, the canting angle increases as the spins rotate to maximize their component
along the field direction (see Sec. 3.3). On the other hand, when no magnetic field
is applied, multiple domains are expected to occur, with the net magnetisation m
lying along one of the easy magnetisation axes (see Sec. 3.4.1).
For a fixed direction of the net magnetisation (determined by the direction of
the external field), the two spin configurations shown in Figs. 3.2(b),(c) are possi-
ble. The difference between the latter lies in the direction of the vector D. In the
configuration of Fig. 3.2(b), D is antiparallel to the c axis, i.e. D < 0: in this case,
2I use the symbol m instead of µ for the net moment arising from the spin canting in order to
avoid confusion with the total moment of each TM ion of the A and B sublattices, which I shall refer
to as µA and µB, respectively.
3In the present chapter, the canting angle φ must not be confused with the goniometerΦ (capital)
stage of the diffractometer (see Sec. 2.1.1.3).
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Moriya rules
1. When a centre of inversion is located at C, D = 0
2. When a mirror plane perpendicular to AB passes through C, D ‖ mirror plane or D⊥ AB
3. When there is a mirror plane including A and B, D⊥ mirror plane
4. When a two-fold rotation axis perpendicular to AB passes through C, D⊥ two-fold axis
5. When there is an n-fold axis (n≥ 2) along AB, D ‖ AB
Table 3.1: The Moriya rules [91] which govern the DM vector, D, between two spins at
points A and B with a mid-point at C.
the energy of the system is minimized for a counter-clockwise rotation of the sA
spin and a clockwise rotation for sB around the c axis. The opposite spin rotation,
clockwise for sA and counter-clockwise for sB, occurs for D parallel to the c axis,
i.e. D > 0, as shown in Fig. 3.2(c). I define the sign of the canting angle φ , which
I refer to with the symbol σφ , as the sign of D: the configurations of Figs. 3.2(b)
and 3.2(c) thus correspond to φ < 0 (σφ =−1) and φ > 0 (σφ =+1), respectively.
The structure with φ > 0 is obtained from the structure with φ < 0 (and vice versa)
by swapping sA and sB. It should be noticed that the sign of the vector D cannot be
predicted based on the symmetry arguments behind the rules of Table 3.1.
3.2.1 Magnetic structure factors and rotating field measure-
ments
The very subtle difference between the magnetic structures of Figs. 3.2(b),(c) is en-
coded in the sign of the magnetic structure factors describing the moment arrange-
ment in the magnetically-ordered phase (see Sec. 2.1.1.1). The magnetic structure
factors, which are defined by Eq. (2.8), can be calculated for a given magnetic
diffraction peak arising from the periodic arrangement of the ordered moments by
extending the sums of Eq. (2.8) to the spin and orbital angular momenta of the mag-
netic species contained in the magnetic unit cell (equivalent to the crystallographic
one in this system). As I will show later on in the present chapter, the canted AFM
(C-AFM) structures of Figs. 3.2(b),(c) give rise to space-group forbidden magnetic
diffraction peaks of the type (00 l), l = 6n+3 and (hh¯ l), l = 2n+14. In this case,
4Given the three-fold symmetry about the c axis of the R3¯c space group, a reflection of the type
(hh¯ l) is equivalent by symmetry to (0hl) and (h¯0 l). The h and k values of this trio of equivalent
reflections are simply obtained by permuting the three indices h, k and h+ k.
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Figure 3.3: Schematic representation of the effect of the rotating magnetic field used to per-
form the scattering measurements discussed in Secs. 3.4 and 3.5 on the magnetic structure of
the weak ferromagnets for the representative case of a specular geometry (crystallographic
c axis parallel to u3 and orthogonal to the plane of the page). The spin arrangement cor-
responds to the case σφ = −1 [Fig. 3.2(b)]. The u1u2u3 reference frame is attached to the
vertical scattering plane (u1u3) as defined in Sec. 2.1.1.1. η defines the external field direc-
tion while the sample azimuth ψ the orientation of the crystal with respect to the scattering
plane. a and b (a∗ and b∗) are the in-plane basis vectors of the direct (reciprocal) lattice
hexagonal unit cell.
the spin structure factor is given by:
S = 3 fs(Q)(sA− sB) (3.5)
where Q is the scattering transfer vector and fs(Q) is the spin form factor, both
already defined in Sec. 2.1.1.1. The factor of 3 simply arises from the fact that the
volume of the hexagonal unit cell here considered is three times larger the primitive
rombohedral one and thus contains three A-B pairs of TM ions. An analogous ex-
pression holds for the orbital structure factor replacing the spin form factor with the
orbital one and sA,B with lA,B. Eq. (3.5) shows that the structure factors are propor-
tional to the difference of the TM spin angular momenta and are thus orthogonal to
the net magnetisation direction. Changing the sign of the canting angle results in
changing the sign of S, which points in opposite directions for the moment arrange-
ments of Figs. 3.2(b) and 3.2(c).
The magnitude of the canting angle φ directly affects the size of the net mo-
ment, which is given by m = −µBgs|sA + sB| = µBgs2|s|sin |φ |. The latter can be
easily probed by means of bulk magnetisation measurements of the resulting net
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magnetisation (see Sec. 3.3). On the other hand, its sign requires the extraction
of the phase of the structure factor, which is not accessible in a conventional scat-
tering experiment. Measurements to address the sign of the DMI are outlined in
Sec. 3.4. Here, I will show that, although the main AFM order is the same for all
the compounds of the series, the sign of the canting angle depends on the number
of electrons in the 3d orbitals of the TM ion.
The scattering measurements presented in Secs. 3.4 and 3.5 were performed
by applying a small magnetic field (µ0H ≈ 35 mT) in the ab plane of the trigonal
crystal by means of the rotating magnet setup described in Sec. 2.1.1.3. As dis-
cussed in relation to Eq. (3.4), the magnetic moments respond to the presence of
the field by aligning the corresponding net magnetisation along the field direction.
Assuming a negligible effect of the single-ion anisotropy in the ab plane, the en-
tire magnetic structure is then set to rigidly follow the magnet rotation as the field
direction is varied with respect to the crystal axes. As a result, the magnetic struc-
ture factors, which are orthogonal to the net magnetisation (i.e. the field direction),
rotate accordingly. The rotating magnet approach just described is analogous to a
more conventional azimuthal scan, where the sample azimuth ψ is varied by phys-
ically rotating the sample with respect to the scattering plane. However, the latter
is slower and produces significant artefacts in the corresponding intensity depen-
dence due to grain hopping and ψ-dependent self-absorption effects. Therefore the
resulting data quality is significantly poorer than for the rotating magnet approach.
In the present measurements, the magnetic scattering arising from the periodic
spin arrangement was measured as a function of the field direction for a fixed crys-
tal orientation. The corresponding intensity depends [see Eq. (2.9)] on the relative
orientation of the magnetic structure factor of Eq. (3.5) with respect to the u1u2u3
frame defined in Sec. 2.1.1.1. Therefore, it is convenient to describe the direction
of the external field through the angle η relative to the u1u3 scattering plane. I
anticipate here that the crystals were mounted with their c axis along the diffrac-
tometer Φ axis (see Sec. 2.1.1.3) so that the rotation axis of the magnet is parallel to
c. The definition of η is independent of the specific crystal orientation chosen for
the experiment: in particular, the field lies in the vertical scattering plane (pointing
towards the detector) for η = 0◦ and is perpendicular to the latter for η = 90,270◦
regardless of the sample azimuth ψ , defined as the angle formed by the reciprocal
lattice (100) direction with respect to the u1u3 plane. This is schematically repre-
sented in the drawing of Fig. 3.3 for φ < 0, where the basal plane of the R3¯c crystal
is shown together with the u1u2u3 frame defining the scattering geometry. The ex-
perimental geometry depicted in Fig. 3.3 corresponds to the simple case where the
crystallographic c axis is parallel to the u3 vector: this is true for a specular reflec-
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tion of the type (00 l), relevant for the resonant measurements discussed in Sec. 3.4.
In this case, the magnet rotates in the u1u2 plane and η is the angle between H and
u1. For the case of a generic (hk l) reflection, like the ones presented in Sec. 3.5,
the c axis is tilted away from u3 and the plane described by the field rotation has an
arbitrary orientation with respect to the u1u2 plane. For a non specular geometry, η
(and similarly ψ) are derived by first projecting the field direction and the reciprocal
a∗ axis onto the u1u2 plane, respectively, and by then calculating the angle formed
by the projection with respect to the u1 axis.
In the case of specular geometry, the magnetic structure factor of Eq. (3.5) in
the u1u2u3 reference frame is simply given by:
S = 6 fs(Q)|s|σφ cosφ
sinηcosη
0
 (3.6)
where σφ is the sign of the canting angle defined in Fig. 3.2. Following from
the third Hund’s rule, the orbital angular momentum is expected to be parallel to
the spin one: this is confirmed by the ab-initio calculations discussed in Sec. 3.5.
Eq. (3.6) is then also valid for the orbital angular momentum by replacing fs(Q)
with fl(Q) and s with l. It should be noticed that for the general case of a non-
specular geometry, the expression of the structure factor is more complicated, with
a component along u3 generally different from zero.
3.3 Bulk magnetisation measurements
The measurements discussed in the present chapter were performed on large
MnCO3, CoCO3 and FeBO3 single crystals (a few millimetres wide) which were
available to us prior to the start of the measurements. The investigation of
NiCO3 required a dedicated growth, which led to much smaller crystalline grains
(≈ 100− 300µm wide). The synthesis, described in more detail in Ref. [117],
was performed at the Lomonosov Moscow State University, Faculty of Geology,
by the hydrothermal method. The growth process resulted in a mixture of NiCO3
crystals and other phases, with grains of the “right” phase appearing in the form
of prismatic green crystals. These were initially selected by means of optical mi-
croscopy and the element content was subsequently confirmed by the refinement of
their crystal structure. The latter was carried out through the Agilent SuperNova
X-ray diffractometer at the Research Complex at Harwell (Didcot, UK) using labo-
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Figure 3.4: Magnetisation vs field measurements for the compounds of the series A(C,B)O3
(A = Mn,Fe,Co,Ni). The open symbols refer to SQUID measurements performed by apply-
ing an external field in the ab basal plane of the crystal. The solid lines represent the best
fits of the data in the region 1.5 Oe < H < 5 kOe to the Eq. (3.7) used to extrapolate the
zero-field value M0 of the net magnetisation.
ratory Mo-Kα1 (λ = 0.709 A˚) and Cu-Kα1 (λ = 1.541 A˚) X-ray sources.
Magnetisation measurements were performed on single crystals from the same
batches as those measured by X-ray diffraction (see Secs. 3.4 and 3.5) by means
of a Quantum Design MPMS 3 SQUID vibrating-sample magnetometer (VSM) at
beamline I10 of the DLS. The samples were glued on a quartz rod using GE Varnish.
Magnetisation vs field (M vsH) curves were measured at T = 5 K with the external
magnetic field applied perpendicular to the c axis of the trigonal structure, where
the net magnetic moment of the C-AFM structure resides, by sweeping the magnetic
field in the sequence 0→ 5→−5→ 5 kOe for MnCO3, FeBO3 and CoCO3 and
0→ 50→−50→ 50 kOe for NiCO3 (Fig. 3.4). The CoCO3 and FeBO3 samples
were in the form of relatively thin plates and the direction of the c axis was easily
identifiable as the orthogonal to the sample surface. In order to properly take into
account the in-plane single-ion anisotropy, sets of measurements were repeated for:
(i) two different orientations of the same crystal relative to the external magnetic
field in the case of CoCO3; (ii) two different crystals (with a generally different in-
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Figure 3.5: Field cooled (FC) and zero-field cooled (ZFC) magnetisation vs temperature
for different members of the carbonates series. The open symbols refer to SQUID measure-
ments performed by applying a magnetic field in the ab basal plane of the crystal. The solid
lines represent the best fits to a power law, where β is the corresponding critical exponent
and TN the Ne´el transition temperature.
plane orientation) in the case of FeBO3. The c axis direction was not as obvious for
the MnCO3 sample. The magnetisation in the latter was thus measured mounting
the sample in three different orientations: the data set where H⊥ c could be assigned
to the one displaying the strongest signal. The measurements corresponding to the
other orientations were then discarded.
The magnetisation curves of Fig. 3.4 show that, for values of the field large
enough to completely orient the magnetic domains, the magnetisation M(H,T ) per-
pendicular to the c axis exhibits the following linear dependence on the applied field
H [96]:
M(H,T ) = M0(T )+χ⊥(T )H (3.7)
where χ⊥(T ) is the magnetic susceptibility in the ab plane of the crystal and M0(T )
is the spontaneous net magnetisation (at zero field) arising from the canted mo-
ment. M0(T ) can then be extracted extrapolating to zero field the M vsH curves:
this is shown by the red solid lines in Fig. 3.4, which correspond to the fit of the
experimental data in the region 1.5 kOe < H < 5 kOe using Eq. (3.7). Table 3.2
summarises the results of the measurements and compares them with data from the
literature. M vsH measurements were also collected for a single crystal of NiCO3:
the latter shows an analogous linear dependence of the magnetisation as a function
of the external field. However, due to the small size of the crystal, its mass could
not be reliably determined and the magnetic moment per magnetic ion could not be
calculated. For the other three samples, the spontaneous magnetisation is similar to
the values found in the literature. Table 3.2 clearly shows that the value of the net
moment in CoCO3 and NiCO3 is significantly larger than for MnCO3 and FeBO3.
94 Chapter 3. The 3d case: the weak ferromagnets (Mn,Co,Ni)CO3 and FeBO3
Spontaneous magnetisation (µB/ion) Critical temperature (K)
Literature data This work Literature data This work
MnCO3 0.034 [95], 0.033 [103] 0.035
31.5 [94], 32.4 [95],
32.4 [106], 32.6 [101]
33.7(5)
FeBO3 0.08 [102], 0.078 [112] 0.071, 0.075 348.5 [102], 346.5 [112] 345.0(5) [116]
CoCO3
0.258 [96], 0.229 [97],
0.269 [98]
0.255, 0.282 18.1 [96], 17.5 [94] 17.8(5)
NiCO3
0.372 [100], 0.412 [105],
0.391 [112]
- 25.2 [100], 25.2 [105] 23.8(5)
Table 3.2: Spontaneous magnetisation at low temperature and Ne´el transition temperature
resulting from the VSM-SQUID measurements and reported in the literature. Only the
literature data obtained from measurements performed on pure single crystals at low tem-
perature (T < 10 K) are reported for MnCO3, since the magnetisation of powder samples
was found to be reduced [103] and magnetic impurities also suppress the magnetisation
[99, 103]. For FeBO3 and CoCO3 I provide two experimental values of the spontaneous
magnetisation collected from two independent measurements (see text for details). The
critical temperature data selected from the literature concern the net magnetisation of both
powder samples and single crystals; literature data measured on the AFM part were dis-
carded, although it is generally accepted that the onset of the weak FM moment coincides
with the onset of the AFM order (see also Sec. 3.5).
This trend mirrors the one present for the DMI-induced canting angle, which also
increases in going from the Mn to the Ni member of the series (see Table 3.3), and
can thus be attributed to a stronger DMI term for the Co and Ni compounds.
Magnetisation vs temperature (M vsT) measurements were also performed on
CoCO3, MnCO3 and NiCO3, in order to measure the critical temperature corre-
sponding to the onset of the weak FM moment. The data were collected follow-
ing the zero-field cooled (ZFC) - field-cooled (FC) protocol. The samples were
first cooled below the Ne´el transition in zero field and the ZFC magnetisation was
then measured on warming by the application of a small field of 1 kOe for CoCO3
and MnCO3 and 5 kOe for NiCO3 applied in the ab plane of the crystal. Once in
the high-temperature paramagnetic region, the FC magnetisation was measured on
cooling the samples down to 5 K keeping the field to the same value used for the
ZFC data.
The ZFC and FC data sets almost completely overlap, thus showing no signif-
icant irreversibility. The magnitude of the magnetisation M displays the expected
critical dependence on the temperature: ∝ (TN−T )β , where TN is the Ne´el temper-
ature and β is the critical exponent. TN shows a good agreement with the literature
data and is consistent with the corresponding value measured for the intensity of
the magnetic reflections arising from the AFM order (Sec. 3.5). The temperature
dependence of the magnetisation was not measured for FeBO3 because the SQUID
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Compound Magnetic Z N3d Canting angle φ (deg.) Canting angle φ (deg.)
ion experimental ab-initio
MnCO3 Mn2+ 25 5.0 -0.04 [113] , -0.4 [95, 100] -0.05
FeBO3 Fe3+ 26 5.8 -0.9 [102] -0.8
CoCO3 Co2+ 27 7.1 4.9 [96, 100] 4.7
NiCO3 Ni2+ 28 8.2 10.8 [100] 7.4
Table 3.3: Experimental and theoretical values of the canting angle. The experimental
magnitudes are taken from the literature, while the experimental signs and the ab-initio
values are the ones derived from the present work. The sign of the canting angle corresponds
to the sign of the DMI as described in Sec. 3.2. N3d is the number of the 3d electrons per
TM site obtained from the first-principle calculations.
apparatus did not allow to reach its Ne´el transition, which is above room temper-
ature. Nevertheless, in Table 3.2 I report the transition temperature taken from
Ref. [116], which was measured on a pure AFM reflection for a sample of the same
batch as the one used for the M vsH measurements. The latter also agrees well with
the data from the literature. The value of the critical exponent is compatible with the
3D Heisenberg (β = 0.366) [or 3D XY (β = 0.349)] universality class, consistent
with the dimensionality of the order parameter in this system. A better estimate can
however be obtained from the temperature dependence of the magnetic reflections
(see Fig. 3.12): the value extracted from the SQUID measurements is generally
less reliable due to the rounding of the transition caused by the application of the
external field.
3.4 Band filling control of the Dzyaloshinskii-Moriya
interaction
The work presented in this section has been published as “Band Filling Control
of the Dzyaloshinskii-Moriya Interaction in Weakly Ferromagnetic Insulators” by
G. Beutier, S.P. Collins, O.V. Dimitrova, V.E. Dmitrienko, M.I Katsnelson, Y.O.
Kvashnin, A.I. Lichtenstein, V.V. Mazurenko, A.G.A. Nisbet, E.N. Ovchinnikova
and D. Pincini, Physical Review Letters 119, 167201 (2017) [117].
The electronic and magnetic properties of the selected weak ferromagnets
were simulated by our collaborators using the Vienna ab-initio simulation pack-
age (VASP) [127, 128] within the local density approximation (LDA) taking into
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account the on-site Coulomb repulsion U and the SOC (LDA + U + SOC) [129].
For each system, the value of U (U = 3 eV for MnCO3 and CoCO3 and U = 4 eV
for FeBO3 and NiCO3) was chosen to obtain the best agreement between the abso-
lute values of the canting angles and the experimental data taken from the literature,
while the Hund’s exchange constant (see Sec. 1.1.4) was assumed to be system-
independent and set to 0.9 eV for all compounds. The results are summarised in
Table 3.3, where the number of electrons in the TM 3d orbitals and the canting
angle derived from the calculations are listed along with the corresponding |φ | val-
ues reported in the literature5. The calculations reveal that the chemical bonding
between the TM and the surrounding ligands exhibits a rather covalent character,
which is particularly pronounced in FeBO3: here, the nominal oxidation state Fe3+
would result in five electrons in the 3d orbitals while the calculations predict a num-
ber closer to 6. As discussed in Sec. 3.2, the magnitude of the canting angle directly
reflects the ratio between the DMI and the isotropic exchange term in the magnetic
Hamiltonian. For small φ values, the canting angle is well approximated by the
ratio m/(2µ) between the magnitude of the net moment m and the TM ion total
moment µ . As a result, the absolute value of φ follows a similar trend to the one
observed for the net magnetisation summarised in Table 3.2: the larger φ values in
the Co and Ni compounds can then be attributed to an increased canted moment
with respect to the Mn and Fe ones.
Interestingly, the density functional theory (DFT) calculations also show that
the sign of the DMI, which is reflected in the sign of the canting angle, changes
as the number of electrons in the 3d orbitals is increased going from Mn to Ni: in
particular, the magnetic structure of MnCO3 and FeBO3 is predicted to have φ < 0,
as in Fig. 3.2(b), while CoCO3 and NiCO3 are expected to have φ > 0, as shown
in Fig. 3.2(c). As discussed in Sec. 3.2.1, for a given field direction the sign of the
canting angle affects the sign of the magnetic structure factors. The latter deter-
mines the phase of the magnetic modulation, which is in turn encoded in the phase
of the magnetic scattering amplitude. While the intensity, i.e. the modulus square of
the amplitude, is easily accessible by measuring magnetic reflections arising from
the ordered magnetic structure via neutrons or X-rays, the all-important sign is lost
in a conventional scattering experiment. In order to access the phase of the mag-
netic scattering amplitude one must exploit the interference between the latter and a
reference amplitude independent of the magnetic structure. Depending on the sign
of the magnetic amplitude the interference will be either constructive or destructive,
thus producing a detectable variation in the measured intensity. For the interference
5The sign of the measured φ values is the one found by the present investigation, as described
hereafter.
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Figure 3.6: Normalized (009) intensity in the σ -pi ′ polarisation channel as a function of
the magnetic field direction η measured off-resonance (blue squares) and at the quadrupole
resonance energy (red circles) for 0◦ ≤ψ ≤ 30◦ in the different compounds of the series be-
low their respective Ne´el transition temperature. The resonant energy was chosen such that
the imaginary part Q′′(E) of the resonant amplitude is positive for all the compounds (see
red dashed line in Fig. 3.7). The off-resonant data display the sin2η behaviour expected for
non-resonant magnetic scattering [Eq. (3.8)], while the resonant data include an interfer-
ence term which shifts the corresponding polar plot downwards or upwards depending on
the sign σφ of the DMI-induced canting angle (σφ =−1 and +1, respectively), as explained
in the text. The lower quality of the NiCO3 data set is due to the much smaller crystal size
and magnetic moment of the Ni2+ ion.
to occur, the reference amplitude must (i) have the same polarisation as the mag-
netic one, (ii) not be out of phase and (iii) have a similar magnitude. With neutrons,
the nuclear amplitude arising from the periodicity of the lattice would constitute a
suitable reference amplitude. However, the analogous process would not work with
X-rays as the Thomson scattering at allowed Bragg reflections is several orders of
magnitude larger than magnetic scattering, thus not allowing a reliable determina-
tion of the interference.
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The investigation described in this section exploited a peculiar interference
between non-resonant magnetic scattering (Sec. 2.1.1.1) and a rather exotic non-
magnetic resonant amplitude present in the pre-edge region of the TM K absorption
edge at the (006n+ 3) space-group forbidden reflections. The X-ray diffraction
measurements were performed on analogous crystals to the ones used for the bulk
measurements of Sec. 3.3 at beamline I16 of the DLS, with preliminary data col-
lected at beamline XMaS of the ESRF. The crystals were mounted on the goniome-
ter rotational stages of the I16 6-axis kappa diffractometer with the c axis of the
R3¯c trigonal structure aligned along the Φ axis. The (009) space-group forbidden
reflection of the four crystals was measured in vertical scattering geometry using
linearly polarised incident X-rays (30× 200µm2 spot size) in the horizontal plane
(σ polarisation) as a function of the direction of a small (µ0H ≈ 35 mT) mag-
netic field applied in the ab plane of the crystal by means of the permanent magnet
setup described in Sec. 2.1.1.3. The impact of the field on the C-AFM structure is
outlined in Sec. 3.2.1. The diffracted signal was measured in the pi ′ polarisation
channel by means of the (220) and (222) reflections of a copper single crystal for
MnCO3, FeBO3 and NiCO3, respectively, and the (006) reflection of a pyrolytic
graphite (PG) single crystal for CoCO3. The incident X-ray energy was tuned to
the K absorption pre-edge of the TM, found at E ≈ 6.538, 7.112, 7.708, 8.332 keV
for MnCO3, FeBO3, CoCO3 and NiCO3, respectively. The experiments were per-
formed in the magnetically-ordered phase of each sample at T ≈ 7, 300, 13, 5.5 K
for MnCO3, FeBO3, CoCO3 and NiCO3, respectively. The carbonates crystals were
cooled to low temperature by means of a standard closed-cycle cryostat. In the case
of CoCO3, the temperature was chosen in order to obtain a sufficiently small in-
plane magnetocrystalline anisotropy, whose effect will be discussed in Sec. 3.6.2.
All the sample azimuth ψ values reported in this chapter are defined with respect
to the (100) azimuthal reference as shown in Fig. 3.3 [ψ = 0◦ when the (100)
reciprocal direction lies in the scattering plane pointing towards the detector].
As already discussed in Sec. 3.2.1, the (009) reflection violates the l = 2n
selection rule for reflections of the type (00 l) and thus hosts a vanishing Thomson
scattering amplitude. A NXMS contribution to the scattered intensity is present
below the Ne´el transition temperature as a result of the periodic arrangement of
the magnetic moments. The magnetic field dependence of the NXMS amplitude in
σ -pi ′ can be obtained by inserting Eq. (3.6) into Eq. (2.6), which leads to:
f σpi
′
mag =−iσφ fm sinη (3.8)
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where fm is a real positive quantity:
fm = 6
h¯ω
mc2
[|l| fl(Q)+ |s| fs(Q)]cosφ sin2θ sinθ (3.9)
Here, θ is the Bragg angle of the selected reflection. I stress the fact that the mag-
netic contribution of Eq. (3.8) is non-resonant in nature and therefore does not de-
pend on the incident X-ray energy. In general, close to the TM K edge a resonant
contribution to the scattered intensity can be expected. As already mentioned in
Sec. 2.1.1.2, the resonant scattering amplitude is normally written as a series of
electric multipolar resonances. The electric dipole-dipole term (E1E1) is normally
the dominant contribution: in the case of the (009) reflection, however, it vanishes
due to the high symmetry of the TM resonant atoms [130, 131]. The two next
most common terms are the electric dipole-quadrupole (E1E2), which cancels out
similarly to the E1E1 term, and the electric quadrupole-quadrupole (E2E2). Higher-
order electric multipoles are more exotic and are thus expected to be much weaker.
The E2E2 amplitude can be written as [131]:
f σpi
′
res = Q(E)cos3ψ (3.10)
where Q(E) = Q′(E)+ iQ′′(E) is a complex spectrum and ψ is the sample azimuth
defined in Fig. 3.3. Q(E) is a unique spectrum for all forbidden reflections of the
type (006n+3) of a given compound of the series, except that it scales with cos3θ
[131]. In contrast to the non-resonant magnetic scattering amplitude, this term res-
onates in a narrow energy range at the TM K pre-edge [116] and is not affected by
the magnetic field direction: as I will argue in more detail hereafter, it represents a
suitable reference wave for the investigation of the sign of the NXMS amplitude.
In general, XRMS can also be expected to be present in proximity to an absorp-
tion edge. The strongest contribution is normally the one arising from the electric
dipole resonance involving a transition to the magnetic d shell: the latter, however,
is not directly probed at the K absorption edge6. The XRMS amplitude is given by
(see Sec. 2.1.1.2):
f σpi
′
XRMS = 2iF
(1)(E)σφ cosφ cosθ sinη (3.11)
and thus exhibits the same dependence on the magnetic field direction as non-
resonant magnetic scattering. In contrast to the latter, the term of Eq. (3.11) is
6XRMS at the K edge can arise from either the hybridization of the p orbitals with the d states
responsible for magnetism or the polarization of the p orbitals induced by SOC, as was found at the
Ni K edge in NiO [132].
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energy dependent due to the quantity F(1)(E) and, given its electric dipole origin, it
is expected to resonate at a different energy with respect to the E2E2 term7. As a re-
sult, tuning the incident X-ray energy in the pre-edge region, its contribution can be
neglected. Moreover, although the scattering amplitude of Eq. (3.11) could in prin-
ciple be exploited as a reference wave for the extraction of the sign of the DMI, this
would require a reliable model for the quantity F(1)(E), which is generally com-
plex. Resonant magnetic quadrupole scattering is also expected to be negligible.
The latter exhibits a more complicated dependence on the magnetic field direction,
involving terms of the type sinnη (n= 1,2,3) [33]: the absence of these terms in the
measured magnetic field dependence of the scattered intensity confirms the validity
of this assumption.
The total diffracted intensity at the (009) space-group forbidden reflection
in σ -pi ′ thus results from the coherent sum of the NXMS scattering amplitude of
Eq. (3.8) and the non-magnetic resonant quadrupole term of Eq. (3.10):
Iσpi
′
(E,ψ,η) = | f σpi ′mag + f σpi
′
res |2 = Imag+ Ires+ Iinterf (3.12)
where
Imag = f 2m sin
2η
Ires = |Q(E)|2 cos2 3ψ
Iinterf = 2σφ fmQ′′(E)cos3ψ sinη (3.13)
The modulus square of the two amplitude terms gives rise to a pure magnetic term
Imag, a pure resonant term Ires and, most importantly, the interference term Iinterf.
The validity of this model was already proved by Dmitrienko et al. [116] on FeBO3
prior to the measurements here discussed, where the magnetic scattering and res-
onant scattering measured independently (off-resonance and above the Ne´el tem-
perature, respectively) were found to behave as expected. In particular, the pure
quadrupole resonance term, measured for T > TN , was shown to display the ex-
pected cos2 3ψ dependence on the sample azimuth.
As already mentioned, Ires exhibits a very sharp resonance in the pre-edge re-
gion of the TM K edge [116]. Far from the quadrupole resonance, Q(E)→ 0 and
only the pure magnetic term is left: a symmetric oscillation of the type sin2η is
then expected as a function of the magnetic field direction below TN . This is clearly
visible from the magnetic field dependence of the scattered intensity measured at an
7A weak XRMS contribution was indeed found in MnCO3 and CoCO3 at energies higher than
the quadrupole resonance.
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Co K edge
Figure 3.7: Imaginary part of the quadrupole resonance term Q(E) discussed in the text
for the different compounds of the series as a function of the incident X-ray energy. The
plots have been obtained considering the double-Lorentzian model of Eq. (3.14) with Γ =
∆= 1 eV and α = 1.5, 1, 0.5, 0 for FeBO3, MnCO3, CoCO3 and NiCO3, respectively. The
energy values on the x axis are expressed in terms of the relative shift to the resonance mean
energy E0. The vertical blue and red dashed lines (far from the resonance and just above E0)
correspond to the energy values where the measurements represented by the blue squares
and red circles in Fig. 3.6 were collected, respectively. The Co K absorption energy is also
reported as a reference.
energy below the quadrupole resonance represented by the blue squares in the polar
plots of Fig. 3.6. For all the compounds of the series, the expected sin2η behaviour,
with zeros at η = 0◦,180◦ and maxima at η = 90◦,270◦, is present regardless of
the sign of the canting angle. Tuning the incident X-rays to the quadrupole reso-
nance energy causes the interference Iinterf term to appear. The latter oscillates as
sinη , with an amplitude factor 2σφ fmQ′′(E)cos3ψ . The sign of the amplitude di-
rectly depends on the sign σφ of the canting angle and can be reversed from positive
to negative by changing the magnetic field direction (η), the sample azimuth (ψ)
or the energy of the incident beam through the imaginary part Q′′(E) of the com-
plex spectrum Q(E). The measurements presented in Fig. 3.6 were performed for
0◦ < ψ < 30◦ so that cos3ψ > 0: σφ can then be extracted from the magnetic field
dependence of the scattered intensity at resonance provided that the sign of the term
Q′′(E) can be reliably determined.
The resonant spectrum Q′′(E) can be computed by means of electronic struc-
ture codes: for the present investigation, the FDMNES software [133] based on the
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Figure 3.8: Dependence of the (009) space-group forbidden reflection in the σ -pi ′ po-
larisation channel on the magnetic field direction η for different energy values across the
K pre-edge quadrupolar resonance in CoCO3 (E ≈ 7.708 keV). The measurements were
performed at ψ = 50◦.
finite-difference method [134] was used. The calculations, which are described in
more detail in Refs. [116, 117], were performed by considering the structural pa-
rameters reported in the literature [107, 108, 110] and ignoring the magnetic struc-
ture8. Particular care was taken in defining the crystal structure consistent with
the definition used for the magnetic structure factor (see Sec. 3.2). In particular,
when describing the R3¯c crystal using an hexagonal unit cell, the oxygens occupy
the Wyckoff site e with multiplicity 18 at (x,0,1/4): x can be chosen such that
0≤ x≤ 1/2 or 1/2≤ x≤ 1. The former definition was chosen for both the magnetic
structure factor and the resonant amplitude in order to have a consistent description
of the corresponding signs. The energy dependence of the resonant scattering term
8In the absence of magnetism, the resonant scattering tensor components can be calculated using
a symmetry-based approach that considers the terms compatible with the local crystal field at the
resonant atom sites.
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Q(E) resembles [116] the following double-Lorentzian model:
Q(E) =
A1
E−E0+∆/2− iΓ +
A2
E−E0−∆/2− iΓ (3.14)
where A1 ≤ 0 and A2 > 0 are the amplitudes of the Lorentzian resonances, E0 is
the mean resonant energy, ∆ is their separation in energy and Γ is their common
width. Considering the simple case of cubic symmetry, the two Lorentzian peaks
correspond to transition to the t2g and eg levels of the TM ion, so that ∆ corresponds
to the octahedral crystal field. The overall shape of the resonance depends on the
ratio α = |A1/A2|: the latter depends, in turn, on the Fermi level of each of the
compounds studied, which was adjusted to best reproduce the measured spectra.
The imaginary part Q′′(E) is reported for the different members of the series
of compounds in Fig. 3.7, where the TM K absorption edge in the representative
case of CoCO3 is also plotted for reference. FeBO3 and MnCO3 are well described
by a value of α around 1.5 and 1, respectively: in this case, both Lorentzian peaks
contribute to the spectrum, which goes from negative to positive going from below
to above E0. On the other hand, the first Lorentzian is fully truncated in NiCO3
(α = 0) and a single positive peak at high energy is present. CoCO3 corresponds
to the intermediate case where the first Lorentzian is only partially truncated: al-
though variations are observed depending on the specific azimuth value chosen for
the measurements9, a value α = 0.5 provides a good description of the experimen-
tal data. It should be noted that the trend seen in the α values is consistent with an
overall increase of the Fermi energy with the electron filling of the TM 3d levels.
In particular, the t2g orbitals are fully occupied for Ni2+ (3d8), consistent with a
fully-truncated low-energy Lorentzian. The crucial point emerging from Fig. 3.7
is that within a narrow energy range above the resonance mean energy E0 the term
Q′′(E) assumes a positive value for all the compounds of the series. This is true
regardless of the particular choice of the Fermi energy (i.e. the parameters α), since
the latter only affects the first part of the spectrum by truncating the corresponding
negative Lorentzian. Therefore, by tuning the X-ray energy to the upper part of the
resonance, the sign of the interference term Iinterf directly reflects the sign σφ of the
DMI.
Neglecting the field-independent Ires contribution, the measured magnetic field
dependence of the scattered intensity of Eq. (3.13) will be proportional to sin2η±
C sinη with C > 0, where the sign + (−) corresponds to σφ = +1 (σφ = −1), i.e
9This does not affect the robustness of the present analysis since the interference measurements
were performed using the high-energy part of the quadrupole resonance, which was found to be
robust against sample azimuth variations.
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φ > 0 (φ < 0). The magnetic field dependence of the scattered intensity in the reso-
nant regime is represented by the red circles in Fig. 3.6. Contrary to the off-resonant
case (blue curves), the intensity polar plots are not symmetric around the centre and
show a clear dependence on the selected compounds: in particular, while the polar
plot is shifted downwards for MnCO3 and FeBO3 (corresponding to a maximum in
the intensity at η = 270◦), the plot is shifted upwards in CoCO3 and NiCO3 (corre-
sponding to a maximum in the intensity at η = 90◦). This constitutes clear evidence
that σφ goes from negative in MnCO3 and FeBO3 to positive in CoCO3 and NiCO3,
in remarkable agreement with the predictions from DFT calculations (Table 3.3):
for the former, the magnetic structure is thus the one of Fig. 3.2(b), while for the
latter the magnetic moments are arranged as in Fig. 3.2(c). The filling of the TM 3d
band thus affects the exchange interaction between magnetic moments and causes a
sign reversal of the DMI. The results for MnCO3 and NiCO3 are consistent with the
sign predicted theoretically by Moskvin [135] for pairs of d5−d5 and d8−d8 ions,
respectively, following an approach based on the superexchange theory. The latter
establishes a connection between the DMI sign and the occupation of the TM 3d
shell, in agreement with our findings. The present investigation represents the first
experimental determination of the sign of the DMI in insulating compounds. A sim-
ilar manipulation of the antisymmetric exchange has been reported in the metallic
alloys Fe1−xCoxSi [136], Mn1−xFexGe [137] and Fe1−xCoxGe [138], where a very
rich magnetic phase diagram depending on the doping and the applied magnetic
field was found.
The scattering model of Eq. (3.12) is confirmed by the energy dependence of
the magnetic field dependence collected scanning the incident X-ray energy across
the quadrupole resonance. The data are plotted in the form of a surface plot in
Fig. 3.8 for the representative case of CoCO3, which can be used alternatively to
the polar plots of Fig. 3.6. It should be noticed that the data of Fig. 3.8 were col-
lected for ψ = 50◦: the sign of the interference term is thus reversed compared to
the case of Fig. 3.6(c). Far below and above the resonance (E0 ≈ 7.708 keV), only
non-resonant magnetic scattering is present and a sin2η oscillation, with maxima
at η = 90◦,270◦ is observed. This regime is the one used for the non-resonant mea-
surements which will presented in Sec. 3.5, where the magnetic field dependence in
the σ -σ ′ polarisation channel was also probed. As I will show in Sec. 3.5, the cor-
responding oscillations are out of phase compared to the σ -pi ′ ones. As the incident
energy is tuned to the resonance, the interference term appears and the symmetry
between η = 90◦ and η = 270◦ is lost. The interference term changes sign going
from the low to the high energy side (see also Fig. 3.7), so that a maximum or min-
imum in the intensity is present at η = 90◦ on the left or right of the resonance,
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Figure 3.9: (a) Imaginary part of the quadrupole resonance term Q(E) discussed in the
text for CoCO3 as a function of the incident X-ray energy. The plot has been obtained
considering the double-Lorentzian model of Eq. (3.14) with Γ = ∆ = 1 eV, α = 0.5 and
E0 = 7.708 keV. The red (E1 = 7.707 keV) and green (E2 = 7.709 keV) vertical dashed lines
mark the two energy values at which the magnetic domain imaging measurements described
in the text were performed. The inset schematically represents the expected magnetic field
dependence of the (009) reflection in the σ -pi ′ channel for ψ > 30◦ at E1 (red curve) and E2
(green curve): the difference in intensity for opposite magnetisation orientations along an
arbitrary direction is highlighted. (b) Temperature dependence of the (009) total scattered
intensity measured at the two energies marked by the vertical dashed lines in (a). At each
energy, the high-temperature value was subtracted from all the data points. Both data sets
were further normalized to the low temperature value for E = 7.707 keV.
respectively. The intensity is overall larger close to the resonance due to the extra
Ires term. Magnetic field scans as a function of energy analogous to the ones of
Fig. 3.8 were used to extract the quantity σφQ′′(E) [117] and thus check the shape
of the resonant term Q′′(E) calculated with FDMNES (see Fig. 3.7).
3.4.1 Magnetic domain imaging
The magnetic domain imaging measurements outlined in this section have been
included in the publication “Role of the orbital moment in a series of isostruc-
tural weak ferromagnets” by D. Pincini, F. Fabrizi, G. Beutier, G. Nisbet, H. El-
naggar, V.E. Dmitrienko, M.I Katsnelson, Y.O. Kvashnin, A.I. Lichtenstein, V.V.
Mazurenko, E.N. Ovchinnikova, O.V. Dimitrova and S.P. Collins, Physical Review
B 98, 104424 (2018) [139].
As I have already pointed out, the weak magnetic field applied in the ab plane
of the crystal for the scattering measurements is sufficient to drive the system into
106 Chapter 3. The 3d case: the weak ferromagnets (Mn,Co,Ni)CO3 and FeBO3
8K 12K 16K 20K
TN T
CoCO3 crystal
Defocused beam
(≈1 mm2)
Figure 3.10: CoCO3 magnetic domain pattern as a function of temperature. The colour
scale represents the direction of the net magnetization arising from the canting of the mag-
netic moments. Each image corresponds to an illuminated area of size ≈ 1mm2 and was
obtained by subtracting the normalized background-subtracted detector acquisitions col-
lected at the two energy values shown in Fig. 3.9(a) as described in the text. The drawing in
the top panel schematically shows the magnetic domains with different net magnetisation
directions (chosen to be opposite for the sake of clarity) and the large defocused beam used
for the full-field imaging measurements.
a single-domain phase. However, magnetic domains with a different orientation of
the DMI-induced net magnetisation are expected to be present in the absence of an
applied field. The phase sensitivity provided by our novel interference technique
allows the measurements of the net magnetisation direction and, in particular, its
sign along one particular axis. The magnetic domains can be conveniently mapped
following a full-field imaging approach. This consists in defocusing the incident
X-ray beam to achieve an illuminated area≈ 1 mm2, comparable to the sample size
(see top panel in Fig. 3.10), so that the domains can be imaged in a single detector
acquisition by using a high-resolution CCD detector with a small pixel size.
The measurements were performed in a CoCO3 single crystal recording the
(009) total scattered signal at ψ = 50◦ originating from the large illuminated area
at different temperatures across the Ne´el transition. Spatial resolution was achieved
by using a fibre-optic coupled CCD area detector with a 6.5µm pixel size mounted
on the I16 diffractometer detector arm close (170 mm) to the sample. The detector
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distance was chosen to be close enough so that the scattered beam divergence did
not significantly blur the image but not so close as to produce excessive fluorescence
background. The raw detector acquisitions were collected measuring one-second
CCD exposures for different values of the rocking angle, in order to integrate over
the crystal mosaic spread. The domain patterns shown in Figs. 3.10 and 3.11 were
subsequently obtained by combining the raw images summed over a rocking scan
according to the following relation:
Domain image =
=
Image(E1,T )− Image(E1,T = 22K)
Image(E1,T = 22K)− Image dark −
Image(E2,T )− Image(E2,T = 22K)
Image(E2,T = 22K)− Image dark
(3.15)
where E1 (E2) corresponds to an energy value slightly smaller (larger) than the
quadrupole resonance mean energy and the dark images were measured in the ab-
sence of the incident beam. In Eq. (3.15), the high-temperature detector acquisitions
are subtracted from the low temperature ones at each energy and use to normalize
the data.
The working principle behind Eq. (3.15) is illustrated in Fig. 3.9(a). Tuning the
incident energy to the left (E1) or the right (E2) of the quadruple resonance below
the Ne´el transition reverses the sign of the imaginary part Q′′(E) of the quadrupole
resonant spectrum: this, in turn, reverses the interference with the NXMS ampli-
tude, which goes from constructive to destructive for E = E1 and E = E2, respec-
tively, and changes the sign of the term Iinterf in Eq. (3.12). The dependence of the
(009) intensity in σ -pi ′ at the two energy values as a function of the net magneti-
sation direction η10 is schematically represented in the inset of Fig. 3.9(a)11. For
a given net magnetisation direction, the subtraction of the detector acquisitions at
the two energies produces a contrast, whose magnitude depends on the precise η
value. In the ideal case where the imaginary part of the resonant spectrum assumes
values precisely equal in magnitude and opposite in sign at the two energy values,
domains polarised along opposite directions would result in values equal in magni-
tude and opposite in sign. Although the energy values were chosen to optimise the
contrast between opposite magnetisation directions, deviations form this ideal case
10It should be noticed that the angle η defined in Fig. 3.3 can be equivalently used to define
either the net magnetisation direction along an externally applied magnetic field or the one naturally
occurring due to the presence of domains in zero field.
11Since imaging measurements were performed at ψ > 30◦ (cos3ψ < 0), the interference is
overall destructive for Q′′(E2)> 0, so that magnetic field dependence shifts downwards in the corre-
sponding polar plot, and constructive for Q′′(E1)< 0, so that the polar plot is shifted upwards. This
is opposite to the measurements of Fig. 3.6(c), where ψ < 30◦ (cos3ψ > 0).
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might be present. In general, the difference between detector acquisitions at the two
energies taken at a specific temperature value also contains a field-independent term
Ires(E1)− Ires(E2). The latter is different from zero apart from the very specific case
where the resonant term assumes exactly the same value at the two energies. This
additional contribution, which would be detrimental for the contrast, does not de-
pend on the temperature and is therefore eliminated by subtracting the high tempera-
ture data from each acquisition. It should also be noted that, since the measurement
were performed without polarisation analysis, the σ ′-polarised NXMS amplitude
also contributes to the total scattered intensity. This additional energy-independent
contribution (which has a different dependence on the net magnetisation direction,
as I will show in Sec. 3.5), does not interfere with the quadrupole resonant scat-
tering (which is pi ′ polarised)12 and cancels out by taking the difference at the two
energy values (analogous to the pure magnetic term Imagn in σ -pi ′).
Above TN = 16.7(5) (see Fig. 3.12), scattering originates only from the tem-
perature independent quadrupole resonance: in this case, the interference term dis-
appears and no contrast should be seen. This is shown in Fig. 3.9(b), where the
total scattered intensity from the whole sample is reported as a function of tem-
perature for two different X-ray energies. In contrast to the other data shown in the
present section, for this specific set of measurements a magnetic field was applied at
η = 80◦ in order to polarise the magnetic structure. The intensity at the two energy
values is different at low temperature due to the interference term. The difference
decreases upon warming and eventually vanishes at the Ne´el temperature, above
which only pure resonant scattering is present.
Domain patterns were recorded over multiple temperature cycles and corrected
for the beam-illumination aspect ratio so that the final images correctly reflect the
shape of the ≈ 1 mm-wide sample. One of the temperature cycles is reported in
Fig. 3.10. A stripe domain pattern is clearly present at low temperature, with the
stripes forming an angle of ≈ 60◦ (consistent with the crystal symmetry) one with
respect to another. The contrast decreases upon warming and eventually vanishes
in the paramagnetic phase. The domain pattern at low temperature for different cy-
cles was compared in order to ascertain whether it is reproducible with temperature
cycling. This is shown in Fig. 3.11, where the magnetic domains at T = 8 K for
four different temperature cycles are reported: in order to facilitate the comparison,
the difference between successive cycles is also shown. One might expect the do-
main walls to be partially pinned to the crystal structure as a result of the presence
of, for instance, crystal defects. However, defects are not expected to break time
reversal symmetry and the net magnetisation direction along a given axis should
12In fact, the measurements of Sec. 3.4 could have also been taken without polarisation analysis.
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Figure 3.11: CoCO3 magnetic domain patterns at T = 8 K for different temperature cycles
across the Ne´el transition and corresponding difference. Each image corresponds to an
illuminated area of size ≈ 1mm2 as for Fig. 3.10.
point randomly towards the positive or negative direction. While a definitive con-
firmation will require further work, the measurements do suggest such behaviour.
In particular, although the top and sides of the sample appear to exhibit the same
magnetisation direction (which might be attributed to the presence of small stray
fields), the difference images between consecutive cycles (Fig. 3.11) show a very
strong signal in the bottom part, which is indicative of magnetisation reversal. On
the other hand, the domain walls seem to persist on temperature cycling, consis-
tent with crystal-defects pinning13. It should be noticed that the stripe shape of the
domains could be due to defects introduced by the crystal polishing.
13Cycles 1,2 and cycles 3,4 were collected at different times, which could explain the minor
differences in the domain wall pattern between the two data sets.
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3.5 Orbital contribution to the magnetic moment
across the series
The work presented in this section has been included in the publication “Role of
the orbital moment in a series of isostructural weak ferromagnets” by D. Pincini, F.
Fabrizi, G. Beutier, G. Nisbet, H. Elnaggar, V.E. Dmitrienko, M.I Katsnelson, Y.O.
Kvashnin, A.I. Lichtenstein, V.V. Mazurenko, E.N. Ovchinnikova, O.V. Dimitrova
and S.P. Collins, Physical Review B 98, 104424 (2018) [139].
Compound
AFM
sublattice
Calculated spin and orbital angular momenta Measured
|l|/|s|sx sy sz lx ly lz |l|/|s|
MnCO3
A 2.068 0.014 0 0 0 0
0 0.05(2)
B -2.068 0.014 0 0 0 0
FeBO3
A 2.066 0.028 0 0.022 0 0
0.011 0.03(2)
B -2.066 0.028 0 -0.022 0 0
CoCO3
A 1.309 -0.071 -0.015 0.721 -0.036 -0.009
0.55 0.7(2)
B -1.309 -0.071 0.015 -0.721 -0.036 0.009
NiCO3
A 0.836 -0.083 0 0.236 -0.022 0
0.28 0.3(2)
B -0.836 -0.083 0 -0.236 -0.022 0
Table 3.4: Spin and orbital angular momenta in units of h¯ for the different compounds of
the series A(C,B)O3 (A = Mn,Fe,Co,Ni) as derived from DFT calculations and measured
by means of NXMS. The xyz reference frame is defined such that x is perpendicular to a
2-fold axis and contained in a c glide plane of the R3¯c structure and z is parallel to the
crystallographic c axis analogous to Fig. 3.2.
The same DFT calculations already used in Sec. 3.4 to predict the sign of the
DMI were also exploited to calculate the orbital and spin angular momenta of the
TM ion of the different compounds of the series. The initial magnetisation was set
to lie along the x direction, with x perpendicular to a 2-fold axis and contained in
a c glide plane of the R3¯c structure. This results in having a C-AFM state, which
is the lowest-energy state for all compounds. The results of the DFT calculations
are summarised in Table 3.4. The calculations predict a negligible orbital con-
tribution to the total angular momentum of the Mn and Fe compounds. On the
other hand, a significant orbital angular momentum is found in CoCO3 and NiCO3.
The latter is particularly large for the Co2+ ion, where it reaches almost 60% of
the spin value. This peculiar trend does not find a trivial explanation in a simple
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isolated-ion picture. Although Hund’s coupling applied to Mn2+ and Fe3+ (3d5,
l = 0, s = 5/2) predicts a zero orbital moment, the orbital contribution should be
larger in Ni2+ (3d8, l = 3, s = 1) than in Co2+ (3d7, l = 3, s = 3/2). Moreover,
despite the nominal 3+ oxidation state of the magnetic ion in FeBO3, the calcula-
tions predict a covalent, rather than ionic, character for the Fe-O bond: this results
in an electronic configuration close to 3d6 (l = 2, s = 2), which is then expected to
host a finite orbital moment. The calculated orbital moment cannot be accounted
for even considering the high-spin state (typically found for 3d TMOs [1]) of the
corresponding TM ion in a cubic crystal field: in this scenario, the orbital moment
should be quenched for both MnCO3 (leff = 0, s= 5/2) and NiCO3 (leff = 0, s= 1),
while a comparable orbital contribution should be present in FeBO3 (leff = 1, s = 2
for a 3d6 configuration) and CoCO3 (leff = 1, s= 3/2). It should be noticed that the
values of spin and orbital angular momenta reported in the present work are projec-
tions of the magnetisation density onto a sphere around the corresponding TM ion.
Due to covalent bonding of the TM 3d orbitals with the oxygens 2p states, part of
the magnetisation density appears on the ligand sites. The latter also contributes to
the net magnetic moment.
In order to verify the theoretical predictions, the well-established polarisation
dependence of NXMS (see Sec. 2.1.1.1) was combined with the novel rotating mag-
net technique described in Sec. 3.2.1 and already successfully used for the resonant
measurements outlined in the previous section. The experiments were performed
on crystals of the same batches as the ones used for the measurements presented in
Secs. 3.3 and 3.4 at beamline I16 of the DLS (unless otherwise stated) by means
of an analogous setup to the one of Sec. 3.4. The diffracted signal arising from
the long-range (LR) AFM order was measured off resonance at several space-group
forbidden reflections of the type (00 l), l = 6n+ 3 and (hh¯ l), l = 2n+ 1 in both
the rotated (σ -pi ′) and unrotated (σ -σ ′) polarisation channels as a function of the
magnetic field direction η (see Sec. 3.2.1). Polarisation analysis of the scattered
beam was achieved by means of the (004) reflection of a PG single crystal [with
the exception of the data presented in Sec. 3.6.2, for which the (006) was used in-
stead]. The total scattered intensity without polarisation analysis was also measured
for MnCO3, FeBO3 and CoCO3 in order to correct for the different reflection effi-
ciencies of the PG crystal in the σ -pi ′ and σ -σ ′ polarisation channels. The energy of
the incident beam was kept fixed to E = 5.223 keV (E = 7.684 keV for the data of
Sec. 3.6.2), chosen for being away from any sample absorption edges and for mini-
mizing the leakage between the two orthogonal light polarisations. For most of the
measured reflections, equivalent data sets were collected at several different sample
azimuths [(100) azimuthal reference], whose values were selected to minimize the
112 Chapter 3. The 3d case: the weak ferromagnets (Mn,Co,Ni)CO3 and FeBO3
15 20 25 30 35 40
T (K)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
(0
0
9
) 
in
te
n
si
ty
 (
a
rb
. 
u
n
it
s)
MnCO3
TN = 34. 5(5) K
β= 0. 29(5)
(a)
Fit: ∝ (TN − T)2β
Data
6 8 10 12 14 16 18 20
T (K)
CoCO3
TN = 16. 7(5) K
β= 0. 30(5)
(b)
10 15 20 25
T (K)
NiCO3
(c)
Figure 3.12: Temperature dependence of the (009) magnetic reflection for different mem-
bers of the carbonates series. A fit to a power law, where β is the corresponding critical ex-
ponent and TN the Ne´el transition temperature, is also shown for MnCO3 and CoCO3. The
data were measured in the σ -pi ′ channel of the polarisation analyser for MnCO3 and NiCO3
and collecting the total intensity without polarisation analysis for CoCO3. The MnCO3 data
set was collected at the XMaS beamline [140] of the ESRF at E = 6.531 keV using a similar
setup to one described in Sec. 2.1.1.3. The other measurements were performed on I16 of
the DLS at E = 5.223 keV.
contribution of multiple scattering to the diffracted intensity. The corresponding
results were then averaged together.
The scattered signal at the measured space-group forbidden reflections is
purely magnetic in origin, as proved by the fact that the intensity vanishes upon
warming above TN following the expected critical behaviour as a function of the
temperature (Fig. 3.12). The only exception is represented by the (1¯05) and (2¯07)
reflections in CoCO3, which will be discussed in Sec. 3.6.3. In particular, the onset
of AFM order roughly coincides with the appearance of the net magnetisation at
low temperature, reported in Fig. 3.5. For each reflection, the signal in the σ -σ ′ and
σ -pi ′ channels was measured as a function of a 360◦ rotation of the external field
in the basal plane of the crystal. The C-AFM structure rotates in response to the
application of the field as described in Sec. 3.2.1 in order to keep the net magneti-
sation arising from the moment canting parallel to the latter14: the corresponding
magnetic field dependence of the scattered intensity can then be exploited to extract
the relative orbital and spin contribution to the magnetic moment, as outlined here
below.
The NXMS intensity in the σ -σ ′ and σ -pi ′ channels is described by the cross
sections of Eq. (2.9), which depend on the magnetic structure factors (2.8). The
latter are defined through a summation over the spin and orbital angular momenta
14This is strictly speaking true if one neglects the small single-ion anisotropy in the ab plane,
whose effect will be discussed in Sec. 3.6.2.
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Figure 3.13: Dependence of representative magnetic reflections on the magnetic field di-
rection for two different polarisation states of the diffracted X-ray beam in CoCO3. The
data points represent the diffracted intensity integrated over a rocking scan while the solid
curves correspond to the best fit to Eq. (3.20). The data were collected at T = 5−6 K and
ψ = 83◦,0◦,108◦,30◦ for the (003), (107), (1¯17) and (009) reflection, respectively. A
small constant background originating from residual multiple scattering has been removed
from all the data sets. For each reflection, the intensity is normalized to the maximum value
across both polarisation channels.
of the magnetic ions in the magnetic unit cell, which, in the case of the compounds
of interest for the present work, coincides with the crystallographic one. In the case
where j= s+ l is a good quantum number, the following relations hold between the
spin and orbital angular momenta and the total magnetic moment µ of the magnetic
ion [141]:
s = (g−1)j = 1−g
g
1
µB
µ
l = (2−g)j = g−2
g
1
µB
µ (3.16)
where g is the Lande´ factor. Inserting Eq. (3.16) into Eq. (2.8) and extending the
summation of Eq. (2.8) to the TM ions inside the R3¯c hexagonal unit cell, the struc-
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ture factors can be expressed as follows:
S =
1−g
g
fs(Q)
µ
µB∑i
µˆ ie
iQ·ri =Cs(µˆA− µˆB)
L =
g−2
g
fl(Q)
µ
µB∑i
µˆ ie
iQ·ri =Cl(µˆA− µˆB) (3.17)
Here, µˆ = µ/|µ| is the magnetic moment unit vector, Cs = 3 1−gg fs(Q)
µ
µB
and
Cl = 3
g−2
g
fl(Q)
µ
µB
. The isotropic approximation of Eq. (2.10) for the magnetic
form factors has also been considered. The expression (3.17) for the magnetic struc-
ture factors is equivalent to the one of Eq. (3.5). The only difference is that, in this
case, I decided to explicitly write the structure factors as a function of the magnetic
moment direction rather than the spin and orbital angular momenta for reasons of
convenience.
Expressing the difference of the magnetic moments of the two sublattices with
respect to the u1u2u3 reference frame defined in Sec. 2.1.1.1, Eq. (3.17) can be
written as:
Li =Cl(µˆ
(i)
A − µˆ(i)B )
Si =Cs(µˆ
(i)
A − µˆ(i)B ) (3.18)
where µˆ(i)A [µˆ
(i)
B ] is the i-th component of the magnetic moment unit vector of the A
(B) sublattice along the ui direction of the u1u2u3 frame. In the case of a specular
(00 l) reflection, the structure factors assume the simple form of Eq. (3.6): for a
general (hk l) geometry, however, the component along u3 is different from zero
and Eq. (3.6) is no longer valid. The ratio of the Cl and Cs constants depends on the
relative magnitude of the orbital (l) and spin (s) angular momenta and the orbital
[ fl(Q)] and spin [ fs(Q)] form factors:
Cl
Cs
=
l(Q)
s(Q)
=
|l|
|s|
fl(Q)
fs(Q)
(3.19)
where Q is the modulus of the scattering vector associated to the selected (hk l) re-
flection and the form factors are defined such that fs(0) = fl(0) = 1 (Sec. 2.1.1.1).
The reader is invited to notice that the quantity of Eq. (3.19) could have been al-
ternatively defined in terms of the magnetic moments µl =−µBl and µs =−2µBs,
leading to a factor of 2 difference.
In the case of negligible magnetocrystalline anisotropy (see Sec. 3.6.2 for the
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case when this assumption no longer holds), the sum µˆA + µˆB of the moments of
the two sublattices aligns along the direction of the rotating external field H(η): the
difference µˆA− µˆB of Eq. (3.18), perpendicular to the field, is forced to follow and
causes the scattering amplitudes to vary accordingly. After inserting Eqs. (3.19) and
(3.18) into Eq. (2.9), the corresponding diffracted intensities are described by the
following relations:
Iσσ ′(η) ∝ |Mσσ ′(η)|2 =
∣∣∣sin2θ (µˆ(2)A − µˆ(2)B )(η)∣∣∣2
Iσpi ′(η) ∝ |Mσpi ′(η)|2 =
∣∣∣∣2sin2θ [cosθ ( l(Q)s(Q) +1
)
·
· (µˆ(1)A − µˆ(1)B )(η)+ sinθ (µˆ(3)A − µˆ(3)B )(η)
]∣∣∣2 (3.20)
where the dependence of the magnetic moment differences (µˆ(i)A − µˆ(i)B ) on the
field angle η has been emphasised. The momentum-dependent orbital-to-spin ratio
l(Q)/s(Q) can be extracted through a fit to Eq. (3.20) of the measured dependence
of the diffracted intensities on the magnetic field direction in the σ -pi ′ and σ -σ ′
polarisation channels. Data for two different light polarisations are needed due to
the arbitrary scale factor relating the modulus squared of the scattering amplitudes
to the measured intensity values.
The scattered intensity in the two polarisation channels would be sufficient
in the ideal case where the reflection efficiencies of the analyser crystal in the two
channels are equivalent. In practice, this is not exactly true due to the different beam
divergence in the vertical and horizontal planes: as a result, the intensity detected in
σ -σ ′ and σ -pi ′ will generally be different even in the case of an equal distribution
of σ ′ and pi ′ polarisation. This effect can be corrected for by additionally measur-
ing the total NXMS intensity Itot without polarisation analysis and introducing a
compensation factor f defined as follows:
Itot =Cσσ ′I
Measured
σσ ′ +Cσpi ′I
Measured
σpi ′ =Cσσ ′(I
Measured
σσ ′ + f I
Measured
σpi ′ ) (3.21)
Here, f =
Cσpi ′
Cσσ ′
is the ratio of the two arbitrary scale factors which link the inten-
sity measured in the two polarisation channels to the total one recorded through the
area detector. In the ideal case in which the reflection efficiencies for the two po-
larisation channels are equivalent, only one scale factor would be necessary, which
corresponds to having f = 1. In practice, the compensation factor f can be ex-
tracted using Eq. (3.21) to fit the total intensity as a function of a 360◦ rotation of
the magnetic field measured with the 2D detector from the σ -σ ′ and σ -pi ′ magnetic
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Figure 3.14: Orbital-to-spin angular momenta ratio for the different compounds of the
series as a function of the momentum transfer. For each compound, the l(Q)/s(Q) value
of each magnetic reflection (and the corresponding error bar) was calculated combining
measurements at different temperatures and azimuth values (see Appendix A). The dashed
line represents a fit to Eq. (3.19) of the CoCO3 data considering the isotropic approximation
(2.10) for the magnetic form factors.
field dependences. The measured data can then be corrected by multiplying the in-
tensity in σ -pi ′ by f : finally, Eq. (3.20) can be used to fit the corrected values. The
measurements presented in this work have been corrected for the analyser crystal
reflection efficiencies following the procedure outlined above, except for the NiCO3
ones. Given the much longer counting time needed for the latter, the total scattered
intensity could not be measured: the error on the corresponding l(Q)/s(Q) value is
therefore larger than for the other compounds.
Representative data measured in σ -σ ′ and σ -pi ′ in CoCO3 for four different
magnetic reflections are displayed in Fig. 3.13 along with the best fits to Eq. (3.20).
A complete summary of the reflections measured for each compound can be found
in Appendix A along with the relevant experimental parameters and representative
data on the other members of the series. The data were collected by measuring the
integrated intensity of the diffraction peak over a rocking scan of the sample at each
value of the magnetic field angle η . The magnetic intensity displays very well-
defined15 180◦-periodic sinusoidal oscillations. The latter can be easily understood
in the case of specular (00 l) reflections, for which the magnetic structure factors
display a zero component along u3 and are simply given by Eq. (3.6). The inten-
15As already pointed out in Sec. 3.2.1, the data are of extremely high quality since the magnetic
field measurements of Fig. 3.13 were performed without moving the sample.
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sity in σ -σ ′ and σ -pi ′ depends on the components of the structure factors along u2
and u1 which, following from Eq. (3.6), oscillate as cosη and sinη , respectively.
This results in intensity oscillations of the type cos2η and sin2η , perfectly out of
phase one with respect to the other. In the case of non-specular reflections, the
structure factors have a non-zero component along u3 and the phase of the corre-
sponding σ -pi ′ oscillations will depend on the precise azimuth value chosen for the
measurements. For any given reflection, the l(Q)/s(Q) ratio is encoded in the rel-
ative amplitude of the σ -σ ′ and σ -pi ′ intensity modulations. It should be noticed
that the measured σ -σ ′/σ -pi ′ amplitude ratio is also subject to a trivial azimuth-
dependent geometrical factor related to the components of the magnetic moments
in the u1u2u3 reference frame [i.e. the quantities (µˆ
(i)
A − µˆ(i)B ) of Eq. (3.20)]: this
explains why the two symmetrically-equivalent (107) and (1¯17) reflections show
significantly different amplitudes in Fig. 3.13 despite being characterised by the
same value for the orbital-to-spin ratio.
The l(Q)/s(Q) values (averaged over all the measured temperatures and sam-
ple azimuths reported in Appendix A) corresponding to different space-group for-
bidden reflections are shown as a function of the momentum transfer in Fig. 3.14
for the different compounds of the family. Following from Eq. (3.19), the relative
orbital and spin contributions to the total angular momentum of each compound, i.e.
|l|/|s|= l(0)/s(0), can be ultimately extracted by extrapolating the ratio l(Q)/s(Q)
to Q= 0. This can be achieved through a fit to Eq. (3.19) of the measured l(Q)/s(Q)
values assuming the isotropic approximation of the orbital and spin magnetic form
factors of Eq. (2.10). The fit for the case of CoCO3 is reported as a dashed line in
Fig. 3.14. The resulting |l|/|s| values are summarised in Table 3.4 along with the
corresponding values from the DFT calculations.
There is generally a very good agreement between the measurements and the
calculations. In particular, the trend across the series of compounds is confirmed:
while MnCO3 and FeBO3 behave as almost pure spin systems, a significant un-
quenched orbital moment is found for both CoCO3 and NiCO3. Most importantly,
the predicted large value of the orbital moment in CoCO3 is confirmed. A substan-
tial unquenched orbital contribution to the magnetic moment has been also reported
for several Ni and Co oxides [49, 142–147]; in particular, a large orbital contri-
bution was found in crystals [144, 145, 147] and thin films [148] of CoO. In this
case, the coupling between spin and orbital moment caused by the SOC can gen-
erally produce a strong magnetoelastic coupling and lead to the appearance of a
large single-ion anisotropy and magneto-strictive effects [1]. The magnetic proper-
ties will then considerably differ from the case of a spin-only system with quenched
orbital degrees of freedom. As I will show in Sec. 3.6, the presence of a large or-
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bital moment is confirmed by XMCD measurements and results in the emergence
of several interesting phenomena in the physics of CoCO3.
When comparing the measurements with the calculations, it is important to
bear in mind that due to the covalent bonding of the TM 3d orbitals with the oxy-
gen 2p states, part of the magnetisation density appears on the ligand sites. While
the NXMS measurements are sensitive to both, the projected values of Table 3.4
from the DFT calculations neglect the oxygen contribution. This could explain, for
instance, the partial discrepancy (still within the experimental uncertainty) between
the measured and calculated values for CoCO3. This seems to be confirmed by the
XMCD measurements outlined in Sec. 3.6.1, which selectively probe the magneti-
sation of the TM ion.
3.6 Role of the orbital moment in CoCO3
The work presented in this section has been included in the publication “Role of
the orbital moment in a series of isostructural weak ferromagnets” by D. Pincini, F.
Fabrizi, G. Beutier, G. Nisbet, H. Elnaggar, V.E. Dmitrienko, M.I Katsnelson, Y.O.
Kvashnin, A.I. Lichtenstein, V.V. Mazurenko, E.N. Ovchinnikova, O.V. Dimitrova
and S.P. Collins, Physical Review B 98, 104424 (2018) [139].
3.6.1 Orbital moment contribution investigated by XMCD
In-plane moments: low-field measurements
One of the main results of the previous section is the presence of an unusually large
unquenched orbital moment in CoCO3. In order to confirm this finding, XMCD
was measured on a single crystal of CoCO3 at the high-field magnet end station
of beamline I10 of the DLS. A thin film of Pt (≈ 2 nm) was deposited via sputter
coating on the crystal’s facet orthogonal to the c axis at the Research Complex at
Harwell prior to the XMCD measurements. The purpose of the Pt coating was
to create an electrical contact with the illuminated area of the sample. The latter
allowed the drain current of photo-generated electrons to be extracted thus making
TEY detection (see Sec. 2.2.1) possible despite the strong insulating character of
CoCO3. The crystal was clamped on an electrically-grounded copper holder and
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Figure 3.15: Absorption spectra measured with the external magnetic field parallel (XAS−)
and antiparallel (XAS+) to the helicity of the incident circularly polarised light and corre-
sponding circular dichroism (XMCD). The data were collected at T= 3 K using a magnetic
field µ0H = 0.4 T applied in the ab plane of the crystal. The dashed grey line represents the
integrated XMCD signal used for the application of the sum rules: the l/s value refers to the
corresponding orbital-to-spin angular momenta ratio. The XAS data are normalized such
that the post-edge spectral weight is equal to unity. The drawing on the right schematically
represents the experimental geometry.
inserted in the UHV sample environment of the I10 superconducting magnet with
the coated surface facing the incident beam. The measurements were performed at
a shallow (20◦) incident X-ray angle, so that the external magnetic field, directed
along the incident beam wave vector, was almost perpendicular to the c axis (see
drawing in Fig. 3.15). A relatively small field value (µ0H = 0.4 T) was used: this
was chosen to be sufficiently large to suppress the magnetic domain structure and
generate a significant net magnetisation along the field while being, at the same
time, small enough not to strongly distort the in-plane C-AFM order of the Co2+
moments. XAS measurements were collected across the Co L3 (778.2 eV) and L2
(793.1 eV) edges for opposite helicities of the incident circularly-polarised soft X-
ray beam (20× 100µm2 spot size) and opposite directions of the external field.
Several XAS spectra were collected and averaged for each permutation of light
polarisation and field direction and the resulting spectra combined to obtain the
XMCD signal.
The results are summarised in Fig. 3.15, where the absorption spectra ob-
tained by combining the field and polarisation reversal measurements are plotted
along with the corresponding dichroism. The presence of a significant unquenched
orbital moment is immediately evident from the much larger XMCD signal at
the Co L3 edge compared to the L2 one. The application of the sum rules (see
Sec. 2.2.2) for the spin (µs) [86] and orbital (µl) [85] magnetic moment to the inte-
grated XMCD signal shown in Fig. 3.15 leads to a value of the orbital-to-spin ratio
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l/s = 2µl/µs = 0.5(1). The latter is additionally confirmed by the multiplet calcu-
lations outlined in Sec. 3.6.3.2, which give l/s ≈ 0.6. This value agrees with the
one derived from the NXMS measurements within the experimental uncertainty and
thus further consolidates the experimental findings. One could argue that the nom-
inal value of the l/s ratio found by means of XMCD is closer to the calculated one
(Table 3.4), which neglects the oxygen contribution to the total magnetisation den-
sity. This is perfectly consistent with the resonant nature of the absorption process
which, contrary to NXMS, selectively probes the magnetisation density localised
on the Co2+ ions.
Out-of-plane moments: high-field measurements
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Figure 3.16: Absorption spectra measured with the external magnetic field parallel (XAS−)
and antiparallel (XAS+) to the helicity of the incident circularly polarised light and corre-
sponding circular dichroism (XMCD). The data were collected at T = 3 K by applying a
magnetic field µ0H = 14 T along the crystallographic c axis (normal incidence). The dashed
grey line represents the integrated XMCD signal used for the application of the sum rules:
the l/s values refers to the corresponding orbital-to-spin angular momenta ratio.
The LDA + U + SOC calculations already discussed in Secs. 3.4 and 3.5 have
also revealed a very strong anisotropy of the orbital magnetic moment of the Co2+
ion in CoCO3. It was found that the value of the orbital moment decreases from
about 0.72 µB for in-plane (along the x axis) moments to 0.2 µB for out-of-plane
(along the z axis) orientation. An analogous effect was explicitly reported in Co
thin films [149–152], where XMCD measurements revealed a different orbital and
spin contribution to the magnetic moment depending on the external field direc-
tion relative to the easy magnetisation axis. Such sensitivity of the orbital magnetic
moment to the magnetisation direction is intimately related [153] to the strong mag-
netocrystalline anisotropy of CoCO3, which will be discussed in more detail in the
next section.
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Figure 3.17: Direction of the weak net magnetisation M as a function of the external mag-
netic field H direction in the basal plane of the crystal for different values of the anisotropy
parameter h = µ0HMK discussed in the text. Each curve α(β ) corresponds to a solution of
Eq. (3.24) for a different value of h. The inset shows the definitions of the magnetisation
(α) and external magnetic field (β ) angles in the ab basal plane of the R3¯c crystal structure.
In order to test this prediction, a second set of XMCD measurements was per-
formed where the moments were dragged out of the ab plane through the application
of a strong (µ0H = 14 T) magnetic field along the trigonal c axis (normal incidence
geometry). The corresponding spectra are shown in Fig. 3.16 along with the l/s
value extracted through the application of the sum rules. At odds with the theoreti-
cal predictions, the latter is about a factor of 2 larger than the one found through the
in-plane field measurements regardless of the temperature or the field strength used
for the experiment. It should be noted, however, that the pronounced negative slope
in the background of the data of Fig. 3.16 makes the extraction of the orbital and
spin contribution through the application of the sum rules significantly less reliable
and could have an impact in the validity of these results. Further investigation will
be needed to address this issue.
3.6.2 Magnetocrystalline anisotropy
The strong dependence of the orbital moment on the field direction predicted by the
first-principle calculations is usually accompanied by a large magnetocrystalline
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anisotropy [153]. The latter was estimated by means of the so-called constrained
LDA + U + SOC calculations in which the direction of the magnetic moments
was fixed along either the out-of-plane or in-plane crystallographic directions. The
resulting anisotropy energy of≈ 9 meV/Co2+ is remarkably large. For instance, the
corresponding value in SmCo5 and Co/Pt multilayers [154, 155] does not exceed
2 meV/Co atom. At the same time, the magnetocrystalline anisotropy energy in
CoCO3 is almost the same as estimated for individual cobalt atoms deposited on the
Pt(111) surface [156]. In general, a strong uniaxial anisotropy is somewhat expected
for systems which, in a symmetric situation, have partially filled t2g orbitals with
strong enough SOC [1], as is the case for the Co2+ ion.
The magnetic anisotropy within the ab plane is expected to be significantly
smaller [97]. However, as I will show hereafter, its effect on the magnetic field
dependence of the scattered intensity is clearly visible. For a crystal of space group
R3¯c, the single-ion anisotropy in the ab plane is described by the following energy
cost per unit volume [157]:(
Eanis.
V
)
= K0(T )+K(T )cos6α (3.22)
where K0(T ) and K(T ) are temperature-dependent constants (in energy per unit
volume) which express the strength of the anisotropy and α is the angle describ-
ing the magnetisation direction with respect to the crystal axes. This is defined
such that the net magnetisation resulting from the canting of the magnetic moments
(which I shall refer to simply with the term “magnetisation” from now on) is or-
thogonal to the [100] crystallographic direction for α = 0◦ (see inset in Fig. 3.17).
This six-fold energy term is minimized for α = 30◦+ n60◦ (n integer index) and
thus defines three main easy magnetisation axes along the [100], [110] and [01¯0]
crystallographic directions.
In the presence of an external magnetic field H(β ), the total energy per unit
volume can be written as [dropping the constant K0 in Eq. (3.22)]:
E
V
=
Eanis.
V
+
Efield
V
=
= K(T )cos6α−µ0HM(T )cos(α−β ) (3.23)
where M(T ) is the temperature-dependent magnitude of the magnetisation. Analo-
gous to the magnetisation angle α , β defines the direction of the external magnetic
field with respect to the orthogonal to the [100] direction. This is related to the
angle η used to express the magnetic field dependence of the scattered intensity
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Figure 3.18: Calculated dependence of the (009) magnetic reflection in the σ -pi ′ polarisa-
tion channel on the external magnetic field direction for different values of the anisotropy
parameter h = µ0HMK discussed in the text. The diffracted intensity was calculated using
analogous solutions of Eq. (3.24) to the ones shown in Fig. 3.17.
through the relation β = ψ−η +60◦, where ψ is the sample azimuth and the 60◦
offset is simply due to the initial magnet position with respect to the crystal axes.
In Eq. (3.22), Efield represents the Zeeman interaction of the net magnetic moment
with the external field. For the case of negligible anisotropy considered in Sec. 3.5
(Eanis. ≈ 0), the Zeeman term forces the magnetisation to align parallel to the ap-
plied field (α = β ). In the general case of non-negligible anisotropy, however, M
and H will lie along different directions. For any given direction β of the external
field, the equilibrium direction α of the magnetisation is obtained by minimizing
the energy term of Eq. (3.23):
d
dα
(
E
KV
)
= 0 (3.24)
The solutions α(β ) of Eq. (3.24) can be calculated numerically for different values
of the dimensionless quantity h(T ) =
µ0HM(T )
K(T )
, which parametrises the relative
strength of the Zeeman and anisotropy energy terms. These are plotted over a 180◦
range of β values in Fig. 3.17. The limiting case of negligible anisotropy considered
in Sec. 3.5 corresponds to large h values and leads to the trivial solution α = β . At
the other extreme, for very large anisotropy values (small values of h) the magneti-
sation is locked on the easy magnetisation axes (α = 30◦,90◦ . . .) regardless of the
direction of the field and jumps discontinuously from one easy axes to another as the
field rotates. A non-trivial six-fold periodic function is obtained in the intermediate
regime.
The solutions α(β ) can be used to calculate the magnetic structure fac-
tors (3.18) and simulate the magnetic scattering intensities of Eq. (3.20) for dif-
ferent h values. The simulations are reported in Fig. 3.18 for the (009) σ -pi ′ inten-
sity and three representative h values. For negligible anisotropy (large h) a smooth
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Figure 3.19: Dependence of the CoCO3 (009) reflection on the magnetic field direction in
σ -pi ′ at different temperatures across the Ne´el transition at TN = 16.7(5) K.
sinusoidal oscillation is obtained, analogous to the data shown in Fig. 3.13. As
the anisotropy increases (h decreases) the intensity modulation takes on a peculiar
“shark-fin” shape and eventually becomes discontinuous. Remarkably, an identi-
cal trend is clearly seen in the measured data as a function of temperature shown
in Fig. 3.19. Increasing the temperature towards the Ne´el transition has, in this
case, the effect of weakening the magnetocrystalline anisotropy: upon warming,
the shark-fin shape progressively disappears and symmetric sinusoidal oscillations
are recovered close to TN .
The scattered intensity calculated from the solutions of Eq. (3.24) can be used
to fit the experimental data of Fig. 3.19 leaving the anisotropy constant K(T ) as a
free fitting parameter and using the magnetisation values of Ref. [114] in the pa-
rameter h. The calculations reproduce extremely well the measurements, as shown
in the two representative fits of Fig. 3.20 for data collected well below and close to
the magnetic transition. The values of K(T ) obtained from the fits are displayed in
Fig. 3.21. As expected, the basal plane anisotropy constant decreases with increas-
ing temperature: a quadratic dependence of the type ∝ (TN −T )2 is observed over
most of the temperature range explored, similar to what was reported by Kaczer
[97]. A value K = 11(2) neV/Co2+ is found at T = 4 K, in agreement with a
previous estimate [97]. Although almost 6 orders of magnitude smaller than the
out-of-plane value, the effect of a finite basal plane anisotropy is clearly visible in
the data and proves the extremely high sensitivity of our novel rotating magnetic
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Figure 3.20: Fit detail of two representative data sets of Fig. 3.19 measured well below and
close to the Ne´el transition. The solid lines represent the best fit to the calculated intensity
(see Fig. 3.18) leaving the anisotropy constant K as a free parameter. The results of the fit
of the data sets at all temperatures are shown in Fig. 3.21.
technique to small interaction terms of the magnetic Hamiltonian.
The anisotropy-induced distortion at low temperature is not as evident in the
data of Fig. 3.13 collected around T = 5 K. The two sets of data were measured
during different experiments on two different crystals and several factors might ex-
plain the observed discrepancy. As well as differences in the crystal quality (crystal
defects could, for instance, impact the field dependence of the scattered intensity),
a significant beam heating has been observed in several occasions and might have
also played a role despite the precautions taken to minimize it. The latter is very
sensitive to the exact experimental conditions (which were different for the two data
sets), such as sample mounting and incident flux: a sample temperature just a few
degrees higher than the nominal value could explain the apparent lack of anisotropy
in Fig. 3.13. Moreover, unlike the data presented in Fig. 3.13, the measurements
of Fig. 3.19 were not collected integrating the intensity over a rocking scan at each
value of the field angle. This allowed a much larger number of data points to be col-
lected in a significantly shorter time (minutes compared to hours). Both the coarser
sampling and the averaging of any long term drifts could be at the origin of the ap-
parent lack of any significant shark-fin distortion. It should also be noticed that the
magnetic field value depends on the exact position of the permanent magnet used for
the measurements. This was fixed on the diffractometer rotational stages manually:
a slightly different position between the measurements of Fig. 3.13 and Fig. 3.19 is
likely to play a role in the observed discrepancy. The anisotropy is also not clearly
seen in the measurements presented in Sec. 3.6.3 and its effect has therefore been
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Figure 3.21: Temperature dependence of the in-plane magnetocrystalline anisotropy con-
stant K in CoCO3. The data points were obtained through analogous fits to the ones shown
in Fig. 3.20: the error bars include the fit statistical error and the additional systematic er-
ror on the magnetic field value of the permanent magnet which appears in the anisotropy
parameter h discussed in the text. The solid line represents the best fit to the quadratic law
∝ (TN−T )2 proposed by Kaczer [97].
neglected in the corresponding analysis.
3.6.3 Forbidden charge scattering
3.6.3.1 Experimental data and empirical model
All the measured space-group forbidden reflections are purely magnetic in origin.
As already mentioned earlier on in the present chapter, the only exception is repre-
sented by the (2¯07) and (1¯05) in CoCO3. Here, the dependence of the scattered
intensity in the σ -σ ′ channel generally differs from the two-fold oscillation ob-
served at the other (hk l) values (see Fig. 3.13) and strongly depends on the precise
sample azimuth at which the magnetic field dependence is measured. This is evident
from the colour map of Fig. 3.22(a), where the magnetic field dependences of the
(2¯07) reflection measured at different ψ values are reported: a peculiar interference
pattern with abrupt variations is present as a function of ψ . A similar behaviour is
also observed by changing the energy of the incident X-rays while staying away
from any absorption edges, as shown by the colour map as a function of energy of
Fig. 3.24(a). This behaviour contrasts the scattered intensity in the σ -pi ′ channel,
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Figure 3.22: (a),(b) Magnetic field direction dependence of the (2¯07) intensity as a func-
tion of the sample azimuth ψ for two different polarisation states of the diffracted X-ray
beam. For each azimuth value and polarisation channel, the measured intensity (represented
through the colour scale) as a function of the field direction is normalized to its maximum
value. A detail of the ψ = 65◦ and ψ = 80◦ data sets (dashed horizontal lines) is shown
in Fig. 3.23. (c),(d) Global fit of the (2¯07) magnetic field direction dependence shown in
(a),(b). The σ -σ ′ and σ -pi ′ data at each azimuth value have been fitted to Eq. (3.25) and
the second line of Eq. (3.20), respectively, as shown in Fig. 3.23. The ratio between the
magnetic and forbidden charge amplitudes in σ -σ ′ was kept constant across all ψ values,
while the multiple scattering amplitude was left free to vary: the resulting values are plotted
in Fig. 3.28.
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Figure 3.23: (2¯07) intensity magnetic field dependence in (left) σ -σ ′ and (right) σ -pi ′ at
(a),(b) ψ = 65◦ and (c),(d) ψ = 80◦ [see dashed horizontal lines of Figs. 3.22(a),(b)]. The
symbols represent the measured diffracted intensity, while the solid line refers to the global
fit as explained in the text. In (a) and (c) the dashed green line and the dash-dot light blue
line correspond to the charge and magnetic contribution to the global fit, respectively. The
data were collected at T= 4 K and are normalized to the peak intensity of the σ -σ ′ channel.
A constant background originating from multiple scattering has been removed from the
σ -pi ′ data set.
which, regardless of the ψ [Fig. 3.22(b)] and energy [Fig. 3.24(b)] value exhibits
the normal two-fold oscillation seen for the other reflections (Fig 3.13)16.
The presence of an azimuthal dependence is somewhat unexpected, given the
off-resonant nature of the scattering process at the energy used for the experiment.
A detail of the (2¯07) magnetic field dependence at ψ = 65◦ and ψ = 80◦ [dashed
lines in Figs. 3.22(a),(b)] is shown in Figs. 3.23(a),(b) and Figs. 3.23(c),(d), respec-
tively. Magnetic scattering alone cannot account for the pattern observed in the
measured intensity in σ -σ ′: an extra contribution, displayed as a green dashed line
in Figs. 3.23(a) and 3.23(c), must be introduced17. The latter, in turn, can be suc-
16The bright streaks observed at certain ψ values are simply due to the higher background caused
by the presence of nearby multiple diffraction peaks. Moreover, the shift in the oscillation pattern
with the sample azimuth stems from a trivial ψ-dependent offset (also present in σ -σ ′) affecting the
definition of the magnetic field angle η for off-specular reflections [i.e. other than (00 l)].
17It should be stressed that the σ -σ ′ and σ -pi ′ data sets were fitted simultaneously so that the
phase of the magnetic oscillations in the former is constrained by the latter, where only the magnetic
contribution is present.
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Figure 3.24: (a),(b) Magnetic field direction dependence of the (2¯07) intensity as a func-
tion of the incident X-ray energy for two different polarisation states of the diffracted X-ray
beam at ψ = 65◦. For each energy value and polarisation channel, the measured intensity
(represented through the colour scale) as a function of the field direction is normalized to its
maximum value. (c),(d) Global fit of the (2¯07) magnetic field direction dependence shown
in (a),(b). The σ -σ ′ and σ -pi ′ data at each azimuth value have been fitted to Eq. (3.25) and
the second line of Eq. (3.20), respectively. The ratio between the magnetic and forbidden
charge amplitudes in σ -σ ′ was kept constant across all energy values, while the multiple
scattering amplitude was left free to vary.
cessfully accounted for by two interfering scattering amplitudes of charge origin: (i)
a sinusoidally-oscillating forbidden scattering term, CFSσσ ′(η), plotted in Fig. 3.26 as
a function of the field direction and (ii) a field-independent multiple-scattering am-
plitude, CMSσσ ′ . The total scattered intensity in the σ -σ
′ channel is therefore correctly
described by:
I(2¯07),(1¯05)σσ ′ (η) = I
Magnetic
σσ ′ + I
Charge
σσ ′ ∝ |Mσσ ′(η)|2+
∣∣∣CFSσσ ′(η)+CMSσσ ′∣∣∣2 (3.25)
where IMagneticσσ ′ ∝ |Mσσ ′(η)|2 is given by the first line of Eq. (3.20). The charge ori-
gin of CFSσσ ′(η) is suggested by the absence of the interference effect in the rotated
polarisation channel: charge scattering does not rotate the polarisation of the inci-
dent X-rays and therefore cannot contribute to the scattered intensity in σ -pi ′. Fur-
ther confirmation comes from the temperature dependence of the (2¯07) intensity at
ψ = 65◦ shown in Fig. 3.27. The signal vanishes at the Ne´el transition temperature
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Figure 3.25: (2¯07) multiple scattering energy and azimuth (ψ) dependence in the σ -σ ′
polarisation channel. The small symbols in the grey colour scale correspond to multiple
scattering peaks, with the colour representing the scattered intensity. The large black circles
represent the energy and azimuth values at which the measurements displayed in Fig. 3.24
(along the dashed vertical line) and Fig. 3.22 (along the dashed horizontal line) were per-
formed.
analogous to the reflections exhibiting a “normal” magnetic behaviour, indicating
that the extra component is linked to the LR magnetic order. More importantly, the
critical exponent of the CFSσσ ′(η) amplitude is twice as large as the magnetic one, as
expected for magnetic-induced charge scattering [141].
The forbidden amplitude stems from a peculiar distortion of the Co2+ electron
cloud induced by the magnetic moment in the magnetically-ordered phase. While
a microscopic description requires detailed calculations of the Co2+ ground-state
wave function (see Sec. 3.6.3.2), most aspects of the resulting scattering process
are captured by the simple “toy model” sketched in the drawing of Fig. 3.26. This
assumes a small elongation of the Co2+ electron cloud along the magnetic mo-
ment direction, which is modelled by artificially adding a pair of negative charges
to either side of each Co2+ ion along µ . The electron cloud distortion reduces the
symmetry of the crystal in the magnetically-ordered phase such that, for an arbitrary
field direction, only the inversion centre is left [space group P1 (No.2)]. The two ex-
tra charges are set to rigidly follow the rotation of µ as this is dragged around by the
external field. The corresponding structure factor can be calculated for the space-
group forbidden reflections of interest by summing the contribution from each Co2+
ion in the unit cell. The Co2+ ions of the two FM sublattices give rise to two con-
tributions of opposite sign, which oscillate as a function of the field direction with
a slightly different phase: their sum results in the field-dependent term CFSσσ ′(η)
shown in Fig. 3.26.
The amplitude term CFSσσ ′(η) alone cannot account for the interference pattern
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Figure 3.26: Magnetic field direction dependence of the forbidden charge scattering ampli-
tude CFSσσ ′ normalized to its peak value. The drawing illustrates the empirical model for the
Co electron cloud distortion discussed in the text. The Co2+ ion of one of the two magnetic
sublattices (A) is shown together with the two negative charges used to model the elongation
along the magnetic moment µA direction. The definition of the field angle α is analogous
to the one given in the inset of Fig. 3.17 in the case of negligible single-ion anisotropy
(H ‖M).
of Figs. 3.22(a) and 3.24(a) as it does not depend on either the sample azimuth or the
incident energy. The azimuth and energy dependence is accounted for by the multi-
ple scattering amplitude CMSσσ ′ , which plays a key role in our observations. Contrary
to standard Bragg diffraction (also referred to as two-wave diffraction), where the
diffracted radiation originates from a single scattering event of the primary beam,
in multiple-wave diffraction the secondary beam originated from the scattering of
the incident X-rays can act as a primary beam for a second scattering process, thus
giving rise to a tertiary reflection [158]. This results in additional diffraction peaks,
which can appear at nominally forbidden (hk l) values. Although much weaker
than Bragg reflections, multiple scattering peaks can have a comparable intensity to
the magnetic ones. The condition for generating multiple-wave diffraction is much
more stringent than in the two-wave case: as a result, the multiple scattering ampli-
tude displays a strong dependence on the sample azimuth (see Fig. 3.28) as opposed
to Bragg scattering, which does not depend on ψ . Moreover, while the latter does
not change the polarisation of the primary beam, multiple scattering can in general
give rise to both σ ′ and pi ′-polarised radiation.
Although multi-wave scattering is fully described within the dynamical the-
ory of diffraction [158], the nominal azimuth and energy values at which multiple
diffraction peaks occur can be calculated in the kinematical approximation as de-
scribed in Ref. [159]. The multiple scattering peaks are conveniently displayed by
means of energy-azimuth maps analogous to the one reported in Fig. 3.25 for the
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Figure 3.27: (a) (2¯07) σ -σ ′ intensity dependence on the magnetic field direction for differ-
ent temperatures below the Ne´el transition. The symbols represent the measured diffracted
intensity, while the solid lines refer to the corresponding global fit as explained in the text.
The data were collected at ψ = 65◦ analogous to the ones of Fig. 3.23(a) and are normalized
to the peak intensity at T= 5 K. (b) Magnetic and forbidden charge amplitudes as a function
of temperature resulting from the fit shown in (a).
case of the (2¯07) in the σ -σ ′ polarisation channel. Here, the azimuth and energy
values at which the measurements of Figs. 3.22(a) and 3.24(a) were performed are
represented through the black solid circles along the lines at constant energy and
azimuth, respectively. Multiple scattering peaks (represented through small solid
symbols) line up along curved trajectories in the energy-azimuth space18: these can
then be avoided during a diffraction experiment in order to prevent a significant
contamination to the single-wave diffraction intensity. However, the kinematical
calculations fail to reproduce the complete azimuthal and energy dependence of the
multiple scattering amplitude, which exhibits tails of non-zero intensity away from
the nominal diffraction peak condition. This is shown in the pseudo-dynamical
calculations of the (2¯07) multiple scattering amplitude represented through the
solid line of Fig. 3.28. The calculations were performed using a mixed kinemat-
ical/dynamical approach where the standard kinematical structure factors of the
secondary and tertiary reflection are weighted by terms calculated in a dynamical
framework [160, 161]. The broad tails of the multiple scattering signal generally
result in a residual contribution in both polarisation channels.
Because of the inversion centre of the R3¯c space group, all structure factors,
including the multiple scattering one, are real if one considers only Thomson scat-
tering far from any absorption edge. Therefore, multiple scattering interferes with
the “forbidden” amplitude arising from the electron cloud distortion (which turns
out to be of Thomson nature and is thus real), but not with non-resonant magnetic
18An analogous trend (not shown here) is also present in the σ -pi ′ channel.
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Figure 3.28: Multiple scattering (a) σ -σ ′ amplitude and (b) σ -pi ′ intensity azimuthal de-
pendence. The data points are the results of the fit of the data shown in Figs. 3.22(a),(b),
while the solid lines represent the corresponding pseudo-dynamical calculations.
scattering, which is out of phase by 90◦, and gives rise to the dramatic variations
with the sample azimuth [Fig. 3.22(a)] and incident energy [Fig. 3.24(a)]. In partic-
ular, the nearly four-fold pattern of the contribution superimposed to the magnetic
signal observed at E = 5.223 keV around ψ = 65◦ [see Fig. 3.23(a)] results from
the modulus square19 of the sum of the two-fold amplitude CFSσσ ′(η) of Fig. 3.26
with a small positive multiple scattering amplitude CMSσσ ′ (smaller than the C
FS
σσ ′(η)
peak value): the latter does not depend on the field direction and add as a constant
in Fig. 3.26. Following a similar reasoning, a fairly large negative CMSσσ ′ value is
responsible for the nearly two-fold pattern seen around ψ = 80◦ [see Fig. 3.23(c)];
a similar intensity pattern, but with the minima and maxima exchanged, is observed
in the opposite case of large positive CMSσσ ′ values (e.g. for ψ = 40− 50◦). In the
absence of the forbidden amplitude, as is the case of the σ -pi ′ intensity of all the re-
flections and the σ -σ ′ one when the additional term CFSσσ ′(η) is absent (Fig. 3.13),
multiple scattering simply results in a constant background superimposed to the
intensity of magnetic origin. A significant multiple scattering background is, for
instance, responsible for the high-intensity streaks visible in the σ -pi ′ colour map of
Fig. 3.22(b).
The interference between the amplitude induced by the electron cloud dis-
tortion and multiple scattering reproduces extremely well the data: this is clearly
shown by the colour maps of Figs. 3.22(c) and 3.24(c), which display the fit of the
measured intensity of Figs. 3.22(a) and 3.24(a) to Eq. (3.25), respectively. The fit
of the σ -pi ′ intensity [Figs. 3.22(d) and 3.24(d)] was performed using the second
19The measured intensity is proportional to the modulus square of the scattering amplitude.
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Figure 3.29: Dependence of the forbidden charge scattering amplitude in CoCO3 on the
canting angle of the Co2+ magnetic moments. The dashed line corresponds to a linear fit at
small angles.
line of Eq. (3.20), analogous to Sec. 3.5. An arbitrary positive scale factor, whose
ratio to the magnetic amplitude was kept constant throughout all ψ and energy val-
ues20, was used for the forbidden charge amplitude of Fig. 3.26 in the fit of the
σ -σ ′ intensity. This is because the empirical model is not capable of reproducing
a physically-meaningful value of the scattering amplitude. On the other hand, the
phase of the oscillations (including its sign) is correctly predicted. This is elegantly
proved by the values of the multiple scattering amplitude CMSσσ ′ extracted from the
fits of Figs. 3.22(c),(d), which are reported in Fig. 3.28 along with the amplitude cal-
culated using the pseudo-dynamical approach. The ψ dependence of the measured
amplitude, in particular its sign, is remarkably consistent with the calculations, thus
confirming the correctness of the forbidden amplitude phase.
The empirical model also grasps other significant features of the forbidden
amplitude that are confirmed by the form factor calculations of Sec. 3.6.3.2. In par-
ticular, it predicts a vanishing amplitude when the canting of the Co2+ magnetic
moments is set to zero (perfect AFM alignment). This is shown in Fig. 3.29, where
the structure factor associated to the electron cloud elongation is calculated as a
function of the canting angle. For small values of the latter the amplitude increases
linearly with the canting and vanishes for canting equal to zero. This is due to the
fact that for perfect AFM alignment, the electron cloud elongation lies along the
20The experimental geometry significantly changes with the azimuth value (and, to a smaller ex-
tent, with the energy value as well). This means that the overall scattered intensity shows significant
variations from one ψ value to another, due to, for instance, a different impact of self-absorption
effects. However, the geometry should equally affect the charge and magnetic contribution, whose
ratio is thus expected to be constant.
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Figure 3.30: Peak amplitude of the forbidden charge scattering contribution of Fig. 3.26 for
different space-group forbidden reflections in CoCO3. The amplitude values were extracted
through fits of the (2¯07), (1¯05) and (107) σ -σ ′ magnetic field dependences (at ψ = 65◦,
90◦ and 0◦, respectively) analogous to the ones shown in Fig. 3.23 and are normalized to
the (2¯07) value.
same direction for the two magnet sublattices regardless of the field direction. The
contributions to the structure factor from sublattice A and B are, in this case, op-
posite in sign and perfectly cancel out. For analogous reasons, the toy model also
predicts a vanishing amplitude for specular (00 l) reflections. This is confirmed by
the data on the (003) and (009) reflections, which display a normal magnetic be-
haviour [see Figs. 3.13(a) and 3.13(d)]. Within this simple model, a non-vanishing
forbidden amplitude is expected to be present also for the two equivalent reflections
(107), (1¯17). However, this term appears to be much smaller than the magnetic
contribution and is not clearly visible in the measured data [see Figs. 3.13(b) and
3.13(c)]: a satisfactory description of the scattered intensity can be obtained by the
magnetic contribution alone. Nonetheless, a small forbidden amplitude is still com-
patible with the experimental observations: in fact, the fit of the (107) magnetic
field dependence to Eq. 3.25 results in a small non-zero value for CFSσσ ′(η). The lat-
ter is reported in Fig. 3.30 together with values extracted for the (2¯07) and (1¯05)
reflections for comparison.
The peculiar forbidden charge scattering just described was not detected for the
other compounds of the series. In particular, the magnetic field dependence of the
(2¯07) and (1¯05) reflections was also measured in FeBO3 (see Fig. A.3), for which
a normal magnetic behaviour was found. Given the negligible value of the orbital
moment in FeBO3, it seems natural to attribute the forbidden scattering amplitude to
the large l value in CoCO3. This is somewhat confirmed by the microscopic model
presented in the following section.
136 Chapter 3. The 3d case: the weak ferromagnets (Mn,Co,Ni)CO3 and FeBO3
3.6.3.2 Microscopic model and role of the SOC
Hamiltonian parameters (eV) Expectation values
F(2)3d−3d F
(4)
3d−3d 10Dq Dσ Hex SOC sˆx sˆy sˆz lˆx lˆy lˆz
7.9072 5.0463 1 0.06 0.0018 0.052 -0.791 0.051 0.000 -0.501 0.032 0.000
Table 3.5: Hamiltonian parameters used to perform the multiplet calculations of the Co2+
ground-state wavefunction in CoCO3 and corresponding spin and orbital angular momenta
expectation values. The spin and orbital angular momenta components of one of the two
magnetic sublattices, in units of h¯, are expressed in the local xyz cubic frame of the CoO6
octahedra, such that x is parallel to the a crystallographic axis and z is parallel to the crys-
tallographic c axis.
In order to achieve a microscopic understanding of the electron cloud distortion
induced by the ordered moment, the 3d electron ground-state wave function was de-
rived for different directions of the external field by means of multiplet calculations
performed by our collaborators. The latter were carried out using a Hartree-Fock
method in the mean-field approximation, using the code RCN [162] for the radial
part of the Co2+ wave function and Quanty [163] for the angular one. The ground
state was computed separately for two non-interacting clusters of Co2+ ions. The
latter correspond to the two unique orientations of CoO6 octahedra of the R3¯c crys-
tal structure, one rotated by 164◦ about the c axis with respect to the other. The
[1¯11] direction of the local octahedral frame is parallel to the unit cell c axis for
both clusters; the [110] direction of cluster one (two) is rotated by 22◦ (−142◦)
about c relative to the unit cell a axis. The Hamiltonian used for the calculations
consists of the following terms: (i) Coulomb interaction [F(2)3d−3d , F
(4)
3d−3d], (ii) crys-
tal field (10Dq, Dσ ), (iii) SOC, (iv) magnetic exchange (Hex) and (v) Zeeman term
of interaction with the external field. The values of the main parameters used for the
calculations are summarised in Table 3.5. These were obtained refining the initial
atomic values to reproduce the XMCD spectra of Fig. 3.15. In particular, the CoO6
octahedra are known to have [111] a small trigonal distortion, which was simulated
through the parameter Dσ . Fig. 3.31 shows the effect of Dσ on the Co L3-edge
XANES and XMCD signal: a small positive value Dσ = 0.06 eV correctly grasps
all the main features of the white line and the corresponding circular dichroism.
The corresponding ground-state Hamiltonian expectation values are also sum-
marised in Table 3.5: despite the absolute values of the spin and orbital angular
momenta are somewhat different from the ones obtained through DFT (Table 3.4),
a large value of the orbital contribution (l/s≈ 0.6) is confirmed. Moreover, as well
as reproducing the absorption spectra, the electronic structure of the Co2+ ion thus
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Figure 3.31: Multiplet calculations of the Co L3 absorption spectrum measured with the ex-
ternal magnetic field (a) antiparallel and (b) parallel to the helicity of the incident circularly
polarised light and (c) corresponding XMCD for different values of the trigonal distortion
parameter Dσ in eV. The experimental data are the same already reported in Fig. 3.15.
calculated is consistent with the one reported by Meshcheryakov [111]. The large
single-ion anisotropy already predicted by the DFT calculations is also confirmed
and attributed to the interplay between SOC and the small trigonal distortion. The
discrepancy between the ground-state expectation values of the DFT and multiplet
calculations could be explained either by uncertainties in the background extraction
of the XMCD measurements or, alternatively, by the inherently different calcula-
tion methods. In particular, projecting the DFT wave functions onto atomic ones
could give rise to differences. Additionally, multiplet calculations do not account
for charge transfer effects: the latter are simply modelled by reducing the values
of the Slater integrals used to express the Coulomb repulsion to 87% of the atomic
value.
(a) (b) (c)
Figure 3.32: Charge density of the Co2+ 3d valence electrons for an external field direc-
tion (a) 0◦, (b) 60◦ and (c) 90◦ away from the crystallographic a axis as derived from the
multiplet calculations discussed in the text. The plots refer to one of the two Co2+ clusters
used for the calculations (cluster two). The colours correspond to different spin directions
with red and blue for down and up character, respectively.
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The results of the calculations confirm that, as predicted by the empirical
model, the charge density of the valence 3d electrons depends on the magnetic
moment orientation. This is shown in Fig. 3.32, where a real-space representation
of the charge density is reported for different directions of the external magnetic
field. The Co2+ ground-state wave functions for different field directions can then
be used to calculate the corresponding atomic form factor. The resulting (2¯07) and
(1¯05) scattering amplitudes show a sinusoidal magnetic field dependence analo-
gous to the one of Fig. 3.26. Although the exact phase of the oscillations is not
correctly reproduced in the current version21, the multiplet calculations confirm all
the predictions of the toy model: in particular, they result in a vanishing scattering
amplitude for specular (00 l) reflections and when the magnetic moment canting
angle is set to zero. Most importantly, the calculations show that the amplitude also
vanishes when the SOC is artificially switched off, as displayed in Fig. 3.33 for the
case of the (2¯07) reflection. This attributes the magnetic-moment-induced distor-
tion of the Co2+ electron cloud to the coupling between orbital and magnetic de-
grees of freedom driven by SOC and further highlights the fundamental role played
by the large unquenched orbital moment in the physics of CoCO3.
3.6.4 Magneto-striction
Another distinctive evidence of the elongation of the Co2+ electron cloud along the
magnetic moment direction is the resulting expansion of the unit cell in-plane lattice
parameters, which is revealed by the angular shift of the Bragg peak of symmetry-
allowed reflections as a function of the field direction in the magnetically-ordered
phase. This is shown for the (119) reflection in Fig. 3.34(a). The angular shift
was measured by tracking the resulting intensity oscillations at fixed Bragg angle
θB as the external field is rotated in the ab plane of the crystal. The oscillations
observed for θB > θmaxB , being θ
max
B the value corresponding to the maximum of
the rocking curve, are shown in Fig. 3.35(a) for different temperatures. An intensity
oscillation with the opposite phase is present for θB < θmaxB : this is simply explained
by considering that a shift of the rocking curve towards, for instance, higher angle
values results in an increase (decrease) of the intensity measured at a fixed angle
for θB > θmaxB (θB < θ
max
B ). The angular shifts reported in Fig. 3.34(a) correspond
21An angular shift is present between the oscillations of Fig. 3.26 obtained through the empirical
model (which correctly reproduce the measured data) and the multiplet calculations of Fig. 3.33.
The presence of such offset remains an open issue. However, given the ability of the multiplet
calculations to reproduce most of the experimental observations, its origin appears merely to be a
subtle inconsistency in one of the angles defining the geometry.
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Figure 3.33: Magnetic field dependence of the (2¯07) forbidden charge scattering amplitude
(normalized to its peak value) calculated using the Co2+ atomic form factor derived from
the multiplet calculations discussed in the text. The blue solid and the red dashed lines refer
to calculations performed with a SOC constant equal to 0.052 eV and with SOC artificially
quenched, respectively. The definition of the magnetic field angle α , given in Fig. 3.17, is
the same used for Fig. 3.26.
0 50 100 150 200 250 300 350
η (deg)
0.0000
0.0005
0.0010
0.0015
0.0020
(1
1
9
) 
p
e
a
k 
sh
if
t 
(d
e
g
)
(a)Fit
Data
20 0 20 40 60 80
α (deg)
80
60
40
20
0
20
U
n
it
 c
e
ll 
d
e
fo
rm
a
ti
o
n
 (
p
p
m
) (b)
∆a/a0
∆b/b0
Figure 3.34: (a) Angular shift of the (119) Bragg peak as a function of the magnetic field
direction at T = 5 K. The solid line represents a fit to the shift calculated using the unit cell
deformation of Eq. (3.26). (b) Relative deformation of the in-plane lattice parameters of the
R3¯c hexagonal unit cell at T= 5 K as obtained from the fit of the (119) angular shift shown
in (a).
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to the average of the values extracted for the two cases (the error bars represent the
corresponding sample standard deviation).
Calling a0 and b0 the values of the in-plane lattice parameters when the mag-
netic moment of the Co2+ ion (which is orthogonal to the magnetic field if one
neglects the small canting) lies along the a and b axis, respectively, the angular shift
is correctly described by the following field-dependent distortion:
a(α) = a0−∆l sin2α
b(α) = b0−∆l sin2(60◦−α) (3.26)
where ∆l > 0 is the maximum deformation amplitude and α is defined in the draw-
ing of Fig. 3.1722. The distortion is defined such that a and b assume their minimum
value when the magnetic field is orthogonal to the [100] and [010] direction (i.e.
α = 0◦ and α = 60◦), in which case, a = a0−∆l and b = b0−∆l, respectively.
On the other hand, they are maximum and equal to a0 and b0 for magnetic moment
along the a and b axis, respectively. The lattice parameter c is assumed to be inde-
pendent of the field direction. The field-dependent lattice parameters of Eq. (3.26)
can be used to calculate the Bragg angle corresponding to a given (hk l) reflection
using the following relation valid for an hexagonal unit cell:
θB(α) = arcsin
[
λ
2
√
1
sin2β
(
h2
a(α)2
+
l2 sin2β
c2
+
k2
b(α)2
− 2hk cosβ
a(α)b(α)
)]
(3.27)
where β = 120◦ is the angle between the a and b crystallographic axes and λ is the
wavelength of the incident X-rays.
The magnitude of the unit cell distortion ∆l can be obtained by fitting the mea-
sured shift of the Bragg peak to the one calculated through Eq. (3.27). This is
shown by the red solid line of Fig. 3.34(a). The resulting unit cell deformation
along the a and b axes is plotted as function of the field direction in Fig. 3.34(b).
The deformation amounts to ≈ 70 ppm at T = 5 K (which corresponds to a change
in the lattice parameters of ≈ 35 fm). Although this value is extremely small, its
effect is clearly seen in the data. The distortion decreases with temperature, as
shown by the temperature dependence of the (119) intensity oscillations plotted in
Fig. 3.35. In particular, the amplitude of the intensity oscillations vanishes around
TN following a similar critical behaviour to the one of the magnetic scattering inten-
sity [Fig. 3.35(b)]. This further confirms the magneto-strictive origin of the Bragg
22As for Sec. 3.6.3, the effect of the in-plane magnetic anisotropy can be neglected for the present
discussion.
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Figure 3.35: (a) (119) magnetic field direction dependence as a function of temperature.
The intensity was measured at a fixed Bragg angle θB while rotating the external field.
The oscillations arise from the angular shift of the peak as illustrated in Fig. 3.34(a). The
solid line at each temperature represents a fit to a sinusoidal function. (b) Temperature
dependence of the (119) intensity oscillations as extracted from the fits shown in (a). The
red solid line corresponds to a fit to a power law with critical exponent ε . The magnetic and
charge contributions to the intensity of the (2¯07) forbidden reflection are also shown for
comparison [the corresponding amplitudes and their fit are reported in Fig. 3.27(b)].
peak oscillations and constitutes further evidence of the coupling between crys-
tallographic and magnetic properties resulting from the large unquenched orbital
moment.
3.7 Conclusions
In this chapter, I presented a systematic investigation of the magnetic properties of
the series of isostructural weak ferromagnets ACO3 (A = Mn,Co,Ni) and FeBO3
by means of ab-initio calculations and a combination of experimental techniques,
including bulk magnetisation measurements, REXS, NXMS and XMCD. The mea-
surements show that the filling of the TM ion 3d band tunes the magnetic properties
of the system. In particular, it causes a sign change in the DM vector, which is found
to be negative in MnCO3 and FeBO3 and positive in CoCO3 and NiCO3. The sign
of the DMI represents a very subtle change in the magnetic moment arrangement,
which is encoded in the phase of the magnetic scattering amplitude. Although the
latter is normally lost in the measured scattered intensity, a reliable extraction was
made possible by our novel X-ray scattering technique based on the interference
between the magnetic amplitude and weak quadrupole resonant scattering.
The results discussed in this chapter also reveal a non-obvious trend of the or-
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bital contribution to the magnetic moment, which was found to be particularly large
in CoCO3. The latter stands out with respect to the other members of the family in
that the coupling of the large orbital moment and the spin of the Co2+ ion induced
by SOC gives rise to a sizeable single-ion anisotropy and a peculiar distortion of
the Co2+ electron cloud in the magnetically-ordered phase. The latter is evidenced
by a bizarre interference pattern of the scattered intensity at space-group forbid-
den reflections and a significant magnetoelastic coupling in the ordered phase. All
the results combined together show how, even in the case of 3d TMOs, SOC can
have a significant impact on the magnetic properties of the system whenever the
orbital degrees of freedom are not quenched. Finally, the present investigation also
proves the ability of modern first-principle calculations to predict the properties of
non-collinear magnetic structures of great contemporary interest for the fundamen-
tal understanding of the underlying interactions and the potential for spintronics
applications.
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4.1 Introduction
4d TMOs cover an interesting intermediate regime between the 3d case, where the
investigation of strongly correlated electron systems has traditionally taken place,
and the exotic phases of matter stabilized by the strong SOC in 5d oxides of more
recent interest (Chapter 5). For TM elements in the 4d row of the periodic ta-
ble, SOC is stronger than in the 3d case and can compete with the other relevant
energy scales, such as non-cubic crystal-field terms, on an equal footing (see Chap-
ter 1). Considerable experimental and theoretical effort has been directed towards
Ru oxides of the Ruddlesden-Popper series (Sr,Ca)n+1RunO3n+1 [17, 18, 164]. The
single-layer members (n = 1) of the family have received particular attention due
to the strikingly different properties: while Sr2RuO4 is a metal hosting unconven-
tional spin-triplet superconductivity [165], Ca2RuO4 is a Mott insulator at room
temperature which undergoes a Ne´el transition upon cooling [164]. Further impe-
tus was added by the prediction of a non-magnetic singlet ground state stabilized by
the moderate SOC of 4d electrons in the Ru4+ ion (4d4) [1, 26, 166]. The singlet
ground state was recently explicitly proposed for Ca2RuO4, where magnetic order-
ing can result from the condensation of magnetic excited states driven by intersite
interactions [166]. This unusual singlet magnetism is expected to result in peculiar
magnetic properties which have been the subject of several studies in recent years
[166–171]. The low-energy physics of the Ru4+ ion in Ca2RuO4 is further enriched
by significant tetragonal distortions away from the perfect cubic symmetry of the
crystalline environment [172], which were found to play a key role in the stabiliza-
tion of the Mott insulating state [18, 173–177]. The subtle interplay between the
tetragonal crystal field and the comparably strong SOC gives rise to an entangled
ground-state wave function with significant many-body effects [169, 178].
One way of tuning the electronic and magnetic properties of Ca2RuO4 is by
means of substitution of divalent Ca with trivalent La. Interesting physics is often
associated with doping a Mott insulator, including the appearance of novel elec-
tronic phases such as unconventional superconductivity, pseudo-gap states, charge
density wave order, etc. [17, 147]. La doping destroys the parent compound in-
sulating state and drives the system into a paramagnetic metal [179]. A net mag-
netisation appears for increasing La contents starting from the parent compound
AFM order [179–181], which has led to the prediction of a FM phase induced by
the extra electron injected by the dopant atom for small enough values of the SOC
constant [168]. Moreover, the internal chemical pressure associated with the larger
La3+ ion with respect to Ca2+ is expected to tune the crystal field at the Ru site and
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to have a significant impact on the Ru4+ ground-state electronic properties. How-
ever, despite its relevance in light of the unusual parent compound electronic and
magnetic properties, experimental studies on La-doped Ca2RuO4 reported to date
have been limited to bulk measurements [179–181]: a detailed investigation of the
ground-state magnetic and electronic properties is thus still missing.
The measurements presented in this chapter aim at filling this gap by address-
ing the impact of La doping on both the Ca2RuO4 magnetic ordering and the Ru4+
electronic structure. The experimental investigation has been conducted by a vari-
ety of X-ray scattering (REXS) and absorption (O K-edge XANES and Ru L-edge
XANES and XMCD) techniques, supported by bulk magnetisation measurements
and neutron diffraction. The present results show that La doping induces significant
changes in the local crystalline environment at the Ru sites. The parent compound
AFM structure persists upon La substitution, thus excluding the presence of a FM
phase; the impact of La substitution is limited to a suppression of one of the two
magnetic modes allowed by symmetry and the stabilization of a weakly FM struc-
ture. These changes are interpreted as resulting from the corresponding structural
effects, which appear to play a more important role than the extra electron intro-
duced by La in the physics of the doped compounds. The tuning of the crystal field
caused by the structural distortions is also evidenced by significant changes in the
low-energy electronic structure as observed in the absorption measurements, which
is consistent with the evolution of the local Ru crystalline environment. All the
results combined together clarify several aspects of the physics of the doped sam-
ples and provide valuable insight on the subtle nature of the Ca2RuO4 ground-state
properties.
The chapter is organized as follows. After a brief overview of the proper-
ties of the parent and doped samples reported in the literature (Sec. 4.2) and the
main aspects of the Ru4+ single-ion physics (Sec. 4.3), Sec. 4.4 presents the re-
sults of bulk magnetisation and neutron diffraction measurements on single crystals
of Ca2−xLaxRuO4, along with some details on the sample preparation. Sec. 4.5
describes REXS measurements performed at the Ru L edges addressing the mag-
netic structure of the doped samples; the results are compared to the case of Sr
doping and discussed in relation to the doping-induced structural changes. Sec. 4.6
includes a XANES investigation performed at the O K absorption edge which re-
vealed a significant impact of La doping on the low-energy electronic structure of
the Ru4+ ion; once again, the results are related to the corresponding changes in
the parent compound crystal structure and interpreted in terms of a minimal O 2p -
Ru 4d hybridization model. In Sec. 4.7, I will briefly outline the main findings of a
combined XANES and XMCD study at the Ru L edges on the electronic properties
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of the parent and doped system. These results, the first of their kind on this com-
pound, offer the possibility to gain unprecedented insight on the impact of SOC on
the low-energy physics. Finally, the conclusions of the study are drawn in Sec. 4.8.
4.2 Overview of the magnetic and electronic proper-
ties of Ca2−xLaxRuO4
4.2.1 Pure Ca2RuO4
Ca2RuO4 has attracted considerable attention in recent years as the Mott-insulating
analogue of the unconventional superconductor Sr2RuO4 [166, 169–175, 178, 182–
187]. Ca2RuO4 is the n = 1 member of the layered Ruddlesden-Popper series
Can+1RunO3n+1, with a single RuO2 layer in the unit cell [Fig. 4.1(a)]. A well
documented MIT occurs at TMIT = 357 K upon cooling. The MIT is concomi-
tant with a first-order structural transition from a high-temperature quasi-tetragonal
phase (a≈ b) with a long c axis (L-Pbca) to a low-temperature orthorhombic phase
with a short c axis (S-Pbca) [179, 182–184] [see Fig. 4.2(a)]. The structural transi-
tion does not change the space group of the crystal, which is the orthorhombic Pbca
(No. 61) [Fig. 4.1(a)]. The Ru4+ ions occupy the Wyckoff site a with multiplicity 4
of the orthorhombic cell [which corresponds to the positions with fractional coordi-
nates (0,0,0), (1/2,0,1/2), (0,1/2,1/2) and (1/2,1/2,0)] and are surrounded by 6
O2− ions in octahedral coordination. Significant distortions are present with respect
to the perfect perovskite structure. In particular the RuO6 octahedra are rotated in
the ab plane of the crystal by about 11.8◦, independent of temperature, and tilted
away from the c axis by 11.2◦ at room temperature and 12.7◦ at T = 11 K [172].
This results in a Ru-O-Ru bond angle around 151◦. The tilt occurs around an axis
which is rotated away from the b axis by an angle equal to the octahedra in-plane
rotation so that the apical oxygens are shifted away from the c axis along a direction
almost parallel to a. The unit cell lattice parameters show a pronounced temperature
dependence (Fig. 4.2): c decreases upon cooling, while b increases and is signifi-
cantly elongated compared to the a axis at low temperature. Moreover, while the
octahedra are almost regular at room temperature, a significant compression sets is
when cooling the crystal [172] [Fig. 4.2(b)].
Ca2RuO4 exhibits AFM order with propagation vector k = (0,0,0) below
T ≈ 110 K, with the Ru4+ magnetic moments (≈ 1.3µB) aligned predominantly
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Figure 4.1: (a) Ca2RuO4 crystal structure (Pbca space group, No. 61) highlighting the
RuO6 octahedra tilt and rotation discussed in the text. rz and rx,y correspond to the apical
and in-plane Ru-O bond lengths, respectively. (b) Magnetic ordering of neighbouring RuO2
layers for the A- and B-centred magnetic modes [172]. The black arrows represent the Ru4+
ordered moments, while the white horizontal arrows correspond to the direction of the net
magnetisation induced by the moment canting.
along the elongated b axis [172] [Fig. 4.1(b)]. The lattice distortions allow a finite
DMI to be present (see Sec. 3.2) and give rise to a small canting of the magnetic
moments of the two AFM sublattices. As a result, a small net moment appears
in each RuO2 layer along the a axis [172]. Considering magnetic moments lying
in the ab plane of the crystal, the two magnetic structures (or magnetic modes) of
Fig. 4.1(b) are allowed for the Pbca space group with k = (0,0,0) (see Sec. 4.5
and Appendix B.2 for more details). Following the nomenclature first introduce
by Braden et al. [172], these are normally referred to as A-centred and B-centred
modes. The component of the magnetic moment along b of the Ru4+ ion at (0,0,0)
is equal to the one of the moment at (0,1/2,1/2) and (1/2,0,1/2) for the A- and B-
centred mode, respectively. The main difference between the two structures lies in
the relative orientation of the canting-induced net moments within each layer [white
arrows in Fig. 4.1(b)]: the net moments couple antiferromagnetically in the A-
centred structure and ferromagnetically in the B-centred one. The A-centred mode
is thus globally AFM while a small net magnetisation appears in the B-centred one.
The initial neutron diffraction investigation by Braden et al. [172] reported a coex-
istence of the two modes, with the A-centred structure being dominant. However,
pure stoichiometric crystals of Ca2RuO4 were later found to host only the A-centred
148 Chapter 4. The 4d case: Ca2−xLaxRuO4
(b)
(a)
Figure 4.2: Ca2RuO4 structural changes as a function of temperature reported in the litera-
ture. (a) Lattice parameters of the Pbca unit cell as a function of temperature resulting from
the X-ray single-crystal diffraction measurements by Alexander et al. [184]. (b) Lattice
parameters, Ru-O2 (apical) and Ru-O1 (in-plane) bond length extracted from the neutron
single-crystal diffraction measurements by Braden et al. [172].
.
structure and the presence of the B-centred one was attributed to contaminations of
the non stoichiometric compound Ca2RuO4+δ with oxygen excess [188]. The latter
was indeed reported to host the B-centred structure [172].
The magnetic excitation spectrum was measured by several authors using
single-crystal inelastic neutron scattering [169–171]. Ruthenate crystals are nor-
mally grown at high temperature using the floating zone method. The samples tend
to shatter when they undergo the structural transition upon cooling, so that crys-
tals large enough for inelastic neutron measurements cannot in general be obtained.
This issue was overcome by either co-aligning a large number of crystals [169] or
by doping the parent compound with Ti [170, 171]. The latter was found [170] to
broaden the structural transition thus preventing the crystals from breaking upon
cooling without significantly altering the properties of the pure compound [171].
The magnetic modes dispersion is reported in Fig. 4.3(a). The excitation spectrum
significantly differs from the one expected for a pure-spin Heisenberg antiferromag-
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Figure 4.3: Summary of the inelastic neutron scattering investigation on the magnetic ex-
citations in Ca2RuO4 by Jain et al. [169]. (a) Magnetic excitation spectrum at T = 5 K.
The in-plane momentum transfer values reported on the top axis refer to the undistorted
square lattice unit cell (see large square in the inset), while the values on the bottom one
correspond to the Miller indices expressed in terms of the unit cell of Fig. 4.1(a) (the corre-
sponding BZ is represented by the small rotated square in the inset). (b) Linear spin-wave
solutions of the magnetic Hamiltonian of Eq. (4.1) convolved with the instrumental resolu-
tion calculated for E = 25 meV, J = 5.8 meV, α = 0.15, ε = 4.0 meV and A = 2.3 meV.
The transverse (T) and longitudinal (L) modes are shown along with a schematic represen-
tation of the corresponding magnetic moment fluctuations. The T’ transverse mode arises
from back-folding of the T mode by the magnetic (pi,pi) scattering and its intensity vanishes
when approaching the QCP discussed in the text. The T and T’ modes are polarised in the
ab plane of the crystal (x) and out-of-plane (z), respectively. (c) Inelastic spectra collected
along the (0,0)→ (pi,0) direction. The vertical red lines mark the position of the calculated
longitudinal magnon peak. Figure adapted from Ref. [169].
150 Chapter 4. The 4d case: Ca2−xLaxRuO4
net. In particular the main transverse mode (T in Fig. 4.3) exhibits a maximum at
the crystallographic zone centre (0,0), while a minimum would be present in the
Heisenberg case. Moreover, a Higgs-like amplitude mode (L in Fig. 4.3) is also
present at higher energies. This is clearly visible in the inelastic spectra collected
along the (0,0)→ (pi,0) direction of the undistorted1 Brillouin zone of Fig. 4.3(c),
where the corresponding inelastic peak is highlighted by the vertical red lines. The
Higgs mode corresponds to amplitude fluctuations of the magnetic moments2 and
is expected to appear as a well-defined collective excitation near a quantum critical
point (QCP) [169]. As I will discuss in more detail in Sec. 4.3, the distinctive ex-
citation spectrum arises as a result of the non-negligible SOC of 4d electrons. The
latter mixes together the Ru t2g orbitals and produces a ground state of mixed spin
and orbital character with an unquenched orbital moment. A similar situation is
present for the case of 5d oxides discussed in Chapter 5.
The excitation spectrum of Fig. 4.3 was accounted for by Jain et al. [169] based
on the following Hamiltonian:
H = J ∑
〈i j〉
(S˜i · S˜ j−α S˜zi S˜zj)+E ∑
i
(S˜zi )
2+ ε∑
i
(S˜xi )
2∓A∑
〈i j〉
(S˜xi S˜
y
j + S˜
y
i S˜
x
j) (4.1)
where S˜ denotes a pseudospin-1 operator describing the entangled orbital and spin
degrees of freedom3, the indices i and j correspond to pairs of nearest-neighbour
Ru sites within one RuO2 plane and x,y,z are taken along the crystallographic a,b,c
axes, respectively. The Hamiltonian of Eq. (4.1) includes single-ion terms of tetrag-
onal (E) and orthorhombic symmetry (ε), XY-type exchange anisotropy (α > 0)
and a bond directional pseudo-dipolar term (A). The measured excitation spectrum
is well reproduced by a value of the tetragonal single-ion anisotropy E ≈ 25 meV
much larger than the nearest-neighbour isotropic exchange J ≈ 5.8 meV. The large
E value is responsible for the unusual spin-wave dispersion with a maximum at
(0,0). Its origin is the SOC of 4d electrons; in fact, in the case of perfect cubic
1Spin-wave dispersions in layered compounds are normally described in terms of a two-
dimensional (2D) unit cell with a and b axes of equal length rotated by 45◦ with respect to the
crystallographic axis. This would be the correct crystallographic unit cell in the case of a tetragonal
crystal with 180◦ TM-O-TM bonds (i.e. for the undistorted perovskite structure). The formalism
used to express the in-plane momentum transfer in this description will be described in more detail
in Chapter 5 for the case of iridium oxides (see Fig. 5.3).
2Conventional spin-wave excitations correspond to fluctuations of the magnetic moment com-
ponents in the direction orthogonal to the direction of the order moment (transverse modes). The
Higgs mode corresponds to a longitudinal mode, i.e. a fluctuation of the magnitude of the magnetic
moments.
3The concept of describing SOC-entangled spin and orbital moments by means of a pseudospin
operator will be extensively used in Chapter 5 for the ground state produced by the strong SOC in
5d oxides.
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symmetry (i.e. negligible tetragonal distortion) one can show that E = λ , where λ
is the SOC constant. This term also tends to suppress magnetic ordering by favour-
ing a non-magnetic singlet ground state (see Sec. 4.3) and is responsible for the
reduction of the Ru4+ magnetic moment from the nominal 2µB value expected for a
S = 1 system [169]. An equally satisfactory description of the measured dispersion
was provided by Kunkemo¨ller et al. [171] using an analogous model to the one of
Eq. (4.1), simplified to the case α = A = 0; similar values for the remaining ex-
change parameters were obtained. The authors of Ref. [171], however, suggested
that the longitudinal mode of Fig. 4.3 simply arises from two-magnon excitations
and is thus not indicative of the proximity of Ca2RuO4 to a QCP. It should be noted
that the decisive impact of SOC on the magnon dispersion is not clear in the first
report on the magnetic excitations of Ref. [170]. This is due to the fact that the mea-
surements did not cover the momentum transfer range (pi/2,pi/2)→ (0,0), which
is the one where the deviations from a standard Heisenberg model are most pro-
nounced.
One of the main features that triggered the interest in Ca2RuO4 is the unusual
nature of the insulating state, which has prompted considerable experimental and
theoretical attention in recent years [18, 173–177]. Compared to 3d TMOs, the
larger 4d orbitals result in weaker electronic correlations (U ∼ 2 eV) and relatively
broad bands (W ∼ 3 eV) [18]. Considering a standard Mott scenario, where the Mott
insulating gap emerges due to a high Coulomb interaction to bandwidth ratio (see
Sec. 1.1.1), the ruthenates are thus expected to be metallic. In fact, Ca2RuO4 is the
only insulating compound of the series of perovskite ruthenates An+1RunO3n+1 (A =
Ca or Sr) [18]. For instance, the Sr analogue Sr2RuO4 is a paramagnetic metal with
Fermi-liquid behaviour at low temperature and a transition to an unconventional
superconducting state at Tc = 1.5 K [165, 189]. Moreover, the electronic structure
is quite different from the one encountered in many Mott insulators, such as the
parent compounds of the high-Tc cuprates superconductors, where a single active
electronic band half-filled with electrons crosses the Fermi level. In the case of
Ca2RuO4, the large cubic crystal field acting on the Ru sites (10Dq ≈ 3 eV [190])
forces the four electrons of the Ru4+ ion to reside in the t2g states [190, 191] and
results in a 2/3-filled t2g manifold. All three degenerate t2g xy, yz, zx orbitals are
active in the absence of non-cubic crystal field terms: this requires a multi-band
description of the Mott insulating state, where the precise nature of the electronic
ground state depends on the relative magnitude of the Hund’s coupling, Coulomb
repulsion and bandwidth [18]. In this scenario, a so-called orbital-selective Mott
phase can occur when the carriers on a subset of orbitals undergo a Mott transition
while the others remain itinerant [18].
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Figure 4.4: Summary of the combined angle-resolved photoemission spectroscopy
(ARPES) and first-principle investigation on the band structure in the paramagnetic insulat-
ing phase of Ca2RuO4 by Sutter et al. [175]. (a) ARPES data recorded along high-symmetry
directions (see panel on the right) at T = 150 K using 65 eV circularly-polarised light. The
panel on the right correspond to a constant energy map at binding energy E−EF =−2.7 eV,
with EF Fermi energy. The labels A, B and C highlight the three main bands observed in the
data (see text for more details). (b) DMFT calculations of the band structure, with Coulomb
interaction U = 2.3 eV and Hund’s coupling J = 0.4 eV. (c) Contributions of the Ru 4d xy,
yz, zx states to the total calculated spectral function shown in (b) highlighting the UHB and
the LHB of predominant yz,zx character. The indicated energy splittings correspond to the
multiplet structure in the atomic limit calculated in Ref. [175]. In (a), (b) and (c) the colour
scale corresponds to the spectral weight (higher for darker colours). Figure adapted from
Ref. [175].
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The tetragonal compression of the RuO6 octahedra removes the degeneracy of
the t2g states in the case of Ca2RuO4. The resulting stabilization of the xy states
was suggested to play an important role in the formation of the insulating state: in
the current commonly accepted picture, a Mott gap is opened by Coulomb inter-
actions in the narrower half-filled bands spanned by the yz, zx orbitals (for which
W < U), with a lower localised band of predominant xy character [18, 173–177].
The band structure of Ca2RuO4 in the paramagnetic insulating phase is shown in
Fig. 4.4(a). Two relatively flat bands centred around −0.8 eV (A) and −1.7 eV (B)
and a fast dispersing one emanating from the zone centre Γ (C) are observed. The
measured band structure is reproduced reasonably well by dynamical mean-field
theory (DMFT) calculations with Coulomb interaction U = 2.3 eV and Hund’s cou-
pling J = 0.4 eV [175] [Fig. 4.4(b)]. In particular, the DMFT calculations suggest
that the LHB [B in Fig. 4.4(a)] and the UHB are predominantly of yz, zx charac-
ter, while the fast dispersing band C below the Fermi level arises mainly from the
xy orbitals [175] [see Fig. 4.4(c)]. As I will show in more detail in Sec. 4.3, the
picture is made somewhat more involved by the SOC, which mixes the Ru t2g or-
bitals and results in a ground state of mixed xy, yz, zx orbital character. Recent
O K-edge absorption measurements [178, 185, 187] and first-principle calculations
[192] reported a finite hole population of the xy orbital indicating that the latter also
contribute to the empty density of states above the Fermi level. A more detailed
discussion will be provided in relation to the O K-edge absorption measurements
presented in Sec. 4.6.
4.2.2 Impact of chemical substitution on Ca2RuO4
Given the subtle balance between different energy scales at the origin of the insu-
lating ground state, the low-energy electronic structure is expected to be extremely
sensitive to structural distortions acting on the local Ru4+ crystalline environment.
Dramatic changes in the electronic and magnetic ground-state properties, including
the appearance of superconductivity, have been indeed achieved by means of epi-
taxial strain [193], application of hydrostatic pressure to bulk crystals [188, 194]
or internal chemical pressure [173, 179–181, 190, 192, 195–207]. The latter has
been mainly realized by substitution of Ca with Sr [173, 190, 192, 195–207] and La
[179–181]. Given the unconventional superconductivity found in Sr2RuO4 [165],
most of the literature has focused on Ca2−xSrxRuO4. The different ionic radii of
the Sr2+ (r = 1.21 A˚) and Ca2+ (r = 1.18 A˚) [208] induce significant changes in
the parent compound crystal structure. The latter were found to suppress both the
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Figure 4.5: Ca2−xLaxRuO4 temperature-doping phase diagram. The filled squares repre-
sent the temperatures (from Ref. [179]) at which the transition between the high-temperature
quasi-tetragonal metallic phase (L-Pbca) and the low-temperature orthorhombic one (S-
Pbca) occurs. The small and large filled circles are the Ne´el temperatures taken from
Ref. [179] and derived from the bulk magnetisation measurements, respectively. The er-
ror bars reflect the uncertainty in the doping level measured by means of energy-dispersive
X-ray (EDX) spectroscopy.
MIT and the Ne´el transition and drive the parent crystal into a paramagnetic metal-
lic state [198]. In the present chapter, I will focus on the impact of La doping on
the parent compound insulating phase. Similar to Sr2+, La3+ (r = 1.22 A˚) is con-
siderably larger than Ca2+ [208] and should thus have a significant impact on the
structural properties. Moreover, while Sr and Ca are both divalent, La is trivalent
so that La substitution also injects electrons into the system. Therefore La doping
is expected to tune two of the fundamental parameters of the parent Mott insulator,
i.e. the one-electron bandwidth (via the corresponding structural changes) and the
band filling of the Ru 4d band as a result of the extra electron made available by
La3+. These effects are normally referred to as bandwidth control and filling con-
trol, respectively, and allow a rich phase diagram of electronic and magnetic states
to be accessed [17].
The study of Ca2−xLaxRuO4 has so far received much less attention and has
been limited to bulk measurements (resistivity, magnetisation and specific heat) and
powder X-ray diffraction using a laboratory source [179–181]. The Ca2−xLaxRuO4
temperature-doping phase diagram is summarised in Fig. 4.5. Here, the results from
the bulk measurements by Fukazawa and Maeno [179] are combined with the mag-
netisation data collected on the single crystals grown for the present investigation
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Figure 4.6: Summary of the bulk measurements performed on single crystals of
Ca2−xLaxRuO4 with varying La content x by Fukazawa and Maeno [179]. The x
values reported in the figure correspond to the nominal La contents. The actual
doping levels as measured by EDX analysis by the authors of Ref. [179] are x =
0, 0.02(1), 0.06(2), 0.11(2), 0.18(2) and 0.18(2). (a) Temperature dependence of the in-
plane resistivity. The transition from insulating to metallic behaviour occurs between
x = 0.11(2) and x = 0.18(2). (b) Magnetic susceptibility in the ab plane of the crys-
tal as a function of temperature. Magnetic order is absent for the nominal doping levels
x = 0.15, 0.20.
(see Sec. 4.4.1). Similar to the case of Sr doping, La substitution suppresses the
MIT and AFM magnetic order, turning the system into a paramagnetic metal at a
critical concentration slightly larger than x= 0.11(2) [179]. A summary of the bulk
measurements by Fukazawa and Maeno [179] is provided in Fig. 4.6. Similar bulk
magnetisation measurements have also been reported by Cao et al. [180, 181]. In all
studies a net magnetisation appears in the insulating phase at low temperature upon
La substitution4. However, its origin has been subject to two conflicting interpre-
tations: Fukazawa and Maeno [179] interpreted the observed net magnetisation as
resulting from the canting of antiferromagnetically-coupled moments analogous to
the parent case [see Fig. 4.1(b)], while Cao et al. [180, 181] proposed the presence
of FM ordering.
Ca2−xLaxRuO4 has also been recently suggested as a candidate material for
the investigation of the impact of electron doping on a d4 Mott insulator [168].
Here, the magnetic ground state of the parent compound was predicted to strongly
depend on the relative strength of the hopping integral, the SOC constant λ , and
the correlation energy U . In particular, through electron doping of the parent AFM
phase, the system is expected to evolve towards either a FM or a paramagnetic phase
depending on the size of λ . The presence of a FM phase was explicitly suggested
by the authors of Ref. [168] considering a value λ ≈ 75 meV [26, 185].
4This is confirmed by the magnetisation measurements presented in Sec. 4.4.1
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Despite its relevance in light of the peculiar Mott insulating state of Ca2RuO4,
the magnetic structure of the La doped samples is thus still unresolved. This point
will be addressed by the REXS measurements presented in Sec. 4.5, while Sec. 4.6
and 4.7 will deal with the impact of La substitution on the parent compound ground-
state electronic properties. Before discussing the experimental results, I will present
in Sec. 4.3 a quick overview of the main aspect of the Ru4+ single-ion physics which
will be useful for the discussion of the measurements.
I briefly mention that an investigation on the impact of Pr doping on the elec-
tronic properties of Ca2RuO4 was conducted in parallel to the one on the La-doped
samples discussed in this chapter by our collaborators [177]. Pr is trivalent like
La and, although the ionic radius of Pr3+ (r = 1.18 A˚) is smaller than the one
of La3+, the physics of Ca2−xPrxRuO4 was found to be analogous to the one of
Ca2−xLaxRuO4. In particular, the ARPES measurements performed by Ricco` et al.
[177] suggest that the extra electrons injected by Pr substitution remain localised
and therefore do not realize a significant filling control of the parent compound Ru
4d bands. This points towards a similar behaviour in the La-doped samples. Antic-
ipating the results that I will be presenting later on in the chapter, the measurements
are indeed consistent with a limited role of the electron filling effect in the physics
of La-doped Ca2RuO4.
4.3 Ru4+ single-ion Hamiltonian
TM ions with a d4 electronic configuration (as is the case of Ru4+ in Ca2RuO4)
are particularly interesting from the point of view of the single-ion physics. As
mentioned in Sec. 4.2, the large cubic crystal field (10Dq ≈ 3 eV [190]) sensed
by the 4d orbitals results in a low-spin state with all four electrons in the lower
t2g orbitals (Fig. 4.7): the upper eg levels can then be ignored in the description
of the electronic ground state. In the absence of non-cubic crystal field terms, the
t2g energy levels are degenerate. Following from the first Hund’s rule, the four
electrons will tend to maximize their total spin, resulting in a state with nominal
Leff = 1 and S = 1. The effect of the moderate SOC coupling of 4d electrons is to
split the degenerate t2g levels into states described by the quantum number Jeff =
Leff−S, . . . ,Leff+S (see Sec. 1.1.4). As first shown by Abragam and Bleaney [26],
in the case of four t2g electrons, (more than half-filled t2g subshell) the two lowest-
lying electronic levels are a Jeff = 0 singlet ground state and an excited Jeff = 1
triplet. This is schematically shown in Fig. 4.7(a). Despite the non-magnetic singlet
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Figure 4.7: Schematic representation of the energy levels of a TM ion with four electrons
in the d orbitals (d4) in a cubic crystal field (10Dq) under the influence of strong (a) spin-
orbit interaction λ or (b) tetragonal compressive field ∆. A non-magnetic Jeff = 0 state is
stabilized in the former case [26], while a fully occupied xy orbital and half-filled yz,zx
orbitals are present in the latter, leading to a quenched orbital moment and S = 1. The Ru4+
ion sits in an intermediate range where SOC and tetragonal distortion compete on an equal
footing.
ground state, magnetic order can result from the condensation of the excited triplet
driven by intersite interactions [1, 166], provided that the exchange coupling is
strong enough to overcome the energy of promotion of the ion to the excited state
(separated from ground state by λ ). This scenario, which can be viewed as a Bose
condensation of the Jeff = 1 state [166], is normally referred to as singlet or Van-
Vleck type magnetism [1], in analogy with the Van-Vleck paramagnetic response of
systems with a non-magnetic ground state.
The Jeff = 0 description is strictly valid in the case of a crystalline environment
with cubic symmetry. However, as I discussed in Sec. 4.2, a significant compres-
sion of the RuO6 octahedra is present in the AFM phase. If one neglects the SOC
of the 4d electrons the corresponding tetragonal field (∆) is expected to stabilize the
xy orbitals [Fig. 4.7(b)]. This results in a state with quenched orbital angular mo-
mentum5 and S = 1, with standard magnetic interactions of Heisenberg nature. The
case of Ru4+ in Ca2RuO4 corresponds to the more subtle situation where both SOC
5This simply derives from having two electrons in a singlet state in the xy orbital and one electron
in each one of the yz and zx orbitals.
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Figure 4.8: Summary of the electronic structure calculations of the Ru4+ ion in Ca2RuO4
performed by different authors. (a) Ru4+ electronic structure as a function of the relative
strength δ of the tetragonal compressive field (∆) and SOC (λ ) as calculated by Jain et al.
[169]. The tetragonal field splits the Jeff = 1 triplet present for perfect cubic symmetry
(δ = 0) into an upper singlet Tz and a lower doublet (Tx,Ty). The QCP discussed in the
text occurs when the energy E of the excited levels becomes equal to the single-magnon
bandwidth Wmag. The shaded area indicates the region where the effective pseudospin S˜= 1
model consisting of the three levels {s,Tx,Ty} and used to describe the magnetic excita-
tion spectrum [Eq. (4.1)] is valid. Here, s denotes the singlet originating from the Jeff = 0
level. A conventional S = 1 system with standard Heisenberg interactions is recovered in
the limiting case δ → ∞. Figure adapted from Ref. [169]. (b) Ru4+ multiplet structure as a
function of the SOC constant for ∆= 0.3 eV calculated by Das et al. [178]. The SOC splits
the states produced by the tetragonal field and results in the α (A1−A3) and β (B1−B6)
sectors of energy levels. The panel on the right schematically represents the energy levels
for λ = 0.075 eV along with a real-space representation of the doubly occupied orbital wave
function (the colour scale corresponds to the z projection of the spin angular momentum).
The levels {A1,A2,A3} correspond to the triple of states {s,Tx,Ty} in (a). Figure adapted
from Ref. [178].
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and tetragonal field compete on an equal footing to determine the electronic ground
state. This intermediate regime poses serious challenges in terms of the theoretical
description of the ground-state wave function since its precise expression depends
on the exact relative ratio ∆/λ of the two energy scales. The task is rendered even
more complicated by the multi-body nature of the problem (four electrons or two
holes in the t2g orbitals), which makes a simple single-particle picture generally not
valid6. As I will briefly discuss below, there is indeed still some debate as to the
precise value of the tetragonal distortion and SOC relative strength and the corre-
sponding nature of the Ru4+ ground state.
A microscopic description of the Ru4+ electronic structure in Ca2RuO4 was
proposed by Jain et al. [169] to derive the exchange model of Eq. (4.1) used to repro-
duce the magnetic excitation spectrum of Fig. 4.3. This is illustrated in Fig. 4.8(a),
where a schematic energy level diagram is reported as a function of the parameter
δ =∆/2λ . Starting from the perfect cubic case (δ = 0) with a Jeff = 0 singlet ground
state and excited Jeff = 1 triplet, the tetragonal distortion splits the excited triplet
into a high-energy singlet (Tz) and a low-energy doublet (Tx,Ty). The high-energy
singlet can be neglected so that the low-energy physics of Ca2RuO4 is accounted
for by the three levels {s,Tx,Ty} (with s indicating the singlet state deriving from the
Jeff = 0 level). These three levels can be described in terms of a S˜ = 1 pseudospin,
whose magnetic exchange interactions are properly reproduced by the Hamiltonian
of Eq. (4.1). The effect of the tetragonal field is thus to lower the energy barrier from
the ground to the excited states from λ (for δ = 0) to the generic value E7. A QCP
is expected to occur when E ≈Wmag, where Wmag is the single-magnon bandwidth.
Considering the free-ion value λ ≈ 75 meV [26] and the value Wmag extracted from
the magnon dispersion [169], the model predicts a QCP for δ ≈ 1. For larger δ
values the system finds energetically favourable to occupy the excited Tx,Ty levels
as a result of the intersite exchange interactions between the excited states. A good
description of the magnetic excitation spectrum of Fig. 4.3 is obtained for δ = 1.5,
which results in exchange parameters in agreement with the ones reported in the
caption of Fig. 4.3; for λ = 75 meV, one gets ∆= 3λ = 225 meV. A standard S = 1
system with conventional Heisenberg exchange interactions is recovered for δ →∞
[Fig. 4.8(a)].
6This is a significant difference with respect to the case of the Ir4+ ion in the perovskite iridium
oxides presented in Chapter 5, where a single hole is present in the t2g orbitals.
7This is the same parameter that dictates the single-ion anisotropy with tetragonal symmetry in
Eq. (4.1).
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The multiplet structure of the Ru4+ ion was also recently calculated by Das
et al. [178] considering a local ruthenium HamiltonianH =Hel-el+HSOC+HCF
consisting of electron-electron interaction (Hel-el), SOC (HSOC) and crystal field
(HCF) terms. In particular, the termHel-el models the complete Coulomb interac-
tions of the t2g electrons, including the intra-orbital Coulomb repulsion U , Hund’s
coupling JH , the inter-orbital electron-electron interaction and the hopping term.
The corresponding low-energy eigenvalues are reported in Fig. 4.8(b) as a func-
tion of the SOC constant λ for a representative value ∆ = 0.3 eV of the tetragonal
crystal field. As one can see, the multiplet structure consists of two distinct blocks
which are referred to as α and β [see panel on the right of Fig. 4.8(b)]: the for-
mer includes three different energy levels (A1, A2 and A3), while the latter consists
of six different states (labelled Bi, i = 1, . . . ,6). For vanishing SOC (λ = 0) the
levels in each sector are degenerate. A satisfactory agreement with the excitation
spectrum measured by RIXS at the O K-edge was found considering the single-ion
value λ = 75 meV [178]. In this case, in agreement with the model of Fig. 4.8(a),
the low-energy physics can be described in terms of a ground state singlet (A1) and
an excited doublet (A2, A3), which correspond to s and Tx, Ty of Fig. 4.8(a), respec-
tively. Following from Ref. [178], their wave functions can be expressed in terms
of basis functions |S,mS,d〉 characterised by the quantum numbers S of the total
spin, mS of the spin z projection and the orbital d ∈ {xy,yz,xz} which is doubly
occupied8. The α sector eigenfunctions are then given by [178]:
A1 =
1√
c1
[a1(|1,−1,yz〉− i |1,−1,xz〉)−a1(|1,1,yz〉+ i |1,1,xz〉)+ |1,0,xy〉]
A2 =
1√
c2
[a2(|1,0,yz〉− i |1,0,xz〉)+ |1,1,xy〉]
A3 =
1√
c3
[a3(|1,0,yz〉+ i |1,0,xz〉)+ |1,−1,xy〉]
(4.2)
with
a1 =
√
2λ
∆−λ +√∆2−2∆λ +9λ 2
c1 = 1+4a21
a2 =−a3 = −∆+
√
∆2+4λ 2
2
√
2λ
c2 = c3 =
2
1+
∆√
∆2+4λ 2
(4.3)
Eq. (4.2) shows that the SOC of 4d electrons mixes the t2g orbitals and produces
8Considering four electrons in the d states one can have either a doubly occupied orbital (dou-
blon) and the other two electrons in the remaining states with parallel spins or two doubly occupied
orbital with zero total spin. The possible occupation numbers ni of the t2g orbitals for the 1-doublon
configuration are {nxy,nyz,nzx} ∈ {(1,1,2),(1,2,1),(2,1,1)}, while in the 2-doublon case one has
{nxy,nyz,nzx} ∈ {(0,2,2),(2,0,2),(2,2,0)}.
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Figure 4.9: Calculated orbital hole population dependence of the Ru4+ ground state on the
tetragonal field (∆< 0 for tetragonal compression and ∆> 0 for tetragonal elongation) and
SOC (λ ) relative strength [187]. The top panel shows the corresponding evolution of the
ground-state wave function charge density: the colour scale indicates the |zx〉± i|yz〉 (blue)
and |xy〉 (yellow) orbital contribution.
an entangled ground-state wave function of mixed spin and orbital character. The
precise expression depends on the relative strength of the SOC and crystal field
parameter: for λ = 0 the wave functions Eq. (4.2) simply describe a state with two
electrons in the xy orbitals and half-filled yz,zx orbitals in a triplet state as expected
for the case of tetragonal compression.
The low-energy electronic structure of the Ru4+ ion was also modelled using
a minimal Hamiltonian consisting of SOC and tetragonal field which neglects the
Hund’s coupling of 4d electrons [187]:
H = λLeff ·S+∆/3〈Lz〉2 (4.4)
This model was successfully used to describe the ground state of the Ir4+ ion in irid-
ium oxides of the Ruddlesden-Popper series Srn+1IrnO3n+1 and will be discussed
in more detail in Chapter 5 in relation to the single layer compound Sr2IrO4. As
I will show later on, in this case a single hole occupies the t2g levels: the ground
state properties can then be described in terms of a single-particle picture and are
correctly reproduced by the model of Eq. (4.4). The latter, on the other hand, rep-
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resents a strong approximation of the single-ion physics in the case of the 2/3-filled
t2g orbitals of Ru4+ as it neglects the electron-electron interactions. However, it can
be conveniently adopted to gain a qualitative understanding of the evolution of the
ground state as a function of the relative strength of the SOC and tetragonal field.
As I will show in Sec. 4.6, the model captures the global trend extracted from the
XANES measurements at the O K edge.
Following from Ref. [187], the ground state of the system in the hole rep-
resentation derived from Eq. (4.4) can be written as ψ± = |zx,±〉 ± i|yz,±〉+√
nxy|xy,±〉, where the ± sign refers to states with opposite spin z component and
nxy is the hole occupancy of the xy orbital [187]. The latter is given by
nxy = (2δ −1+C)2/4 (4.5)
with δ = ∆/λ and C =
√
9+4δ (δ −1). The resulting hole occupancy ratio
nxy/nyz,zx (with nyz,zx = nyz + nzx) predicted by the model is reported in Fig. 4.9
along with a real-space representation of the ground-state wave function (see top
panel). It should be noted that the sign of the crystal field parameter in Fig. 4.9 is
opposite to the one of Fig. 4.8, i.e. ∆ < 0 for the case of octahedral compression.
Fig. 4.9 shows that changing the crystal field tunes the t2g orbital contributions to the
ground-state wave function and causes an increase in the xy orbital hole population
going from tetragonal compression to tetragonal elongation. A nxy/nyz,zx ratio in
the range 0.15−0.3 was reported for Ca2RuO4 [185, 187, 192], which in the model
of Fig. 4.9 would correspond to δ values between about −1 and −0.4. Compar-
ing the electronic structure calculated from Eq. (4.4) with RIXS spectra measured
at the O K edge, Fatuzzo et al. [187] inferred a value λ ≈ 200 meV for the SOC
constant, significantly larger than the single-ion value λ ≈ 75 meV considered by
other authors [169, 185, 209].
Overall, the picture emerging from this overview of the single-ion physics just
presented is one where the low-energy electronic structure of the Ru4+ ion stems
from a subtle interplay between crystal field and SOC and is thus expected to be
extremely sensitive to structural distortions acting on the local Ru4+ crystalline en-
vironment. As I mentioned earlier on, the internal chemical pressure achieved by
elemental substitution provides a viable way of tuning the crystal field acting on
the Ru site. In this chapter, I will focus on the case of La doping, whose impact on
the Ru4+ t2g orbital population in Ca2RuO4 was investigated through the absorption
measurements presented in Sec. 4.6.
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4.4 Sample growth and characterisation
The work presented in this section has been included in the publication “Persistence
of antiferromagnetic order upon La substitution in the 4d4 Mott insulator Ca2RuO4”
by D. Pincini, S. Boseggia, R. Perry, M.J. Gutmann, S. Ricco`, L.S.I. Veiga, C.D.
Dashwood, S.P. Collins, G. Nisbet, A. Bombardi, D.G. Porter, F. Baumberger, A.T.
Boothroyd and D.F. McMorrow, Physical Review B 98, 014429 (2018) [210].
The measurements discussed in this chapter (with the only exception of the
results presented in Sec. 4.7) were performed on single crystals of Ca2−xLaxRuO4,
with x = 0, 0.05(1), 0.07(1) and 0.12(1) [corresponding to the nominal dopings
x= 0, 0.05, 0.10 and 0.15, respectively]. The crystals were grown through the float-
ing zone technique using a Crystal System Corporation FZ-T10000-H-VI-VPO-
IHR-PC four-mirror optical furnace. Samples were prepared in 0.8 bar partial
oxygen pressure, and the initial Ru concentration in the polycrystalline rods was
about 20% higher than the nominal value to compensate for evaporation during the
growth. This resulted in plate-like crystals a few millimetres wide. In particular, the
crystals used for the bulk magnetisation (Sec. 4.4.1) and REXS (Sec. 4.5) measure-
ments were approximately 1×1 mm2 in size, with a crystal mosaic of about 0.05◦
as extracted from the width of the Bragg peak rocking curve. It should be noted
that the crystal size of the parent compound is limited by the first-order structural
transition which causes the crystals to break upon cooling to room temperature af-
ter the growth. As for the doped samples, I tried to avoid the largest crystals as the
structural transition seems to have a more limited effect on the smaller ones: the lat-
ter tend to stay intact as they undergo the transition upon cooling. The doping level
was determined by means of energy-dispersive X-ray (EDX) spectroscopy, while
the bulk magnetic properties and crystal structure were characterised by means
of SQUID magnetisation measurements and neutron diffraction as described in
Sec. 4.4.1 and Sec. 4.4.2, respectively.
Powder samples of the same compounds were also synthesised between
1400◦C and 1500◦C (the temperature was increased with the La content) and 1% O2
atmosphere. The conditions were adapted from Ref. [183]. The composition was
checked by means of X-ray powder diffraction using a standard laboratory setup.
The powders were used to collect the XANES and XMCD data at the Ru L edges
presented in Sec. 4.7; the same XANES spectra were also used to correct the REXS
data of Sec. 4.5 for the self-absorption effect.
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Figure 4.10: Bulk magnetisation SQUID measurements for the undoped (x = 0) and doped
(x= 0.05, 0.07) samples. (a) ZFC (dashed lines) and FC (solid lines) magnetisation vs tem-
perature. The ZFC measurements were performed upon warming after cooling the sample in
zero field, while the FC data were collected while cooling in an applied field H = 2 kOe. The
inset shows a detail of the x= 0 data set. (b) Magnetisation vs field at T= 5 K. Each data set
was collected by sweeping the external magnetic field in the sequence 0→ 5→−5→ 5 kOe
after having cooled the sample from room temperature in zero field. For both (a) and (b) the
external field was applied perpendicular to the c axis.
4.4.1 Bulk magnetisation measurements
Bulk magnetisation measurements were performed on single crystals by means of
a Quantum Design MPMS 3 SQUID VSM at beamline I10 of the DLS. The mag-
netisation as a function of temperature (M vsT) and external field (M vsH) for the
different doping levels is reported in Fig. 4.10. The M vsT ZFC measurements were
performed upon warming after cooling the sample in zero field, while the FC data
were collected while cooling in an applied field H = 2 kOe. All M vsH data here
reported were collected by sweeping the external magnetic field in the sequence
0→ 5→−5→ 5 kOe after having cooled the samples down to T= 5 K from room
temperature in zero field.
The M vsT data are consistent with those reported by other authors [172, 179–
181]. In particular, while the parent compound shows a typical AFM behaviour,
the doped samples display a finite net magnetisation at low temperature. The
latter has been subject to two conflicting interpretations: Fukazawa and Maeno
[179] interpreted the observed net magnetisation as resulting from the canting
of antiferromagnetically-coupled moments analogous to the parent case [172]
(Fig. 4.5), while Cao et al. [180, 181] proposed the presence of FM ordering. The
nature of the magnetic ground state, which cannot be unequivocally distinguished
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on the basis of bulk measurements alone, will be addressed in detail in Sec. 4.5. The
Ne´el transition temperature follows a similar trend with doping to the one reported
by Fukazawa and Maeno [179], with the x = 0.07 crystal ordering at a lower tem-
perature than the x= 0, 0.05 samples. The net magnetisation also seems to increase
with the La content, consistent to previous studies [179–181]. However, it should
be noted that the value of the low-temperature magnetisation in the M vsT data sig-
nificantly depends on the particular orientation of the magnetic field. Although the
latter was always applied in the basal plane of the crystal, its orientation with respect
to the crystallographic a and b axes was not obvious from the crystal morphology
and could not be controlled. Analogous measurements repeated on different crys-
tals with the same composition and a generally different in-plane alignment indeed
show visible variations.
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Figure 4.11: Magnetisation vs field at different temperatures below the Ne´el transition in
the x = 0.05 compound. Each data set was collected by sweeping the external magnetic
field (perpendicular to the c axis) in the sequence 0→ 5→−5→ 5 kOe after having cooled
the sample from room temperature in zero field [same thermal history as for Fig. 4.10(b)].
The M vsH data [Fig. 4.10(b)] at T = 5 K show a linear behaviour over the
range of field values explored, as expected for the AFM order of pure Ca2RuO4
[180–183]. The only visible impact of doping is an increase in the slope of the
M vsH curve, which suggests that the AFM order of the parent compound is not
substantially altered by La substitution. Increasing the temperature towards the
Ne´el transition results in the opening of a hysteresis loop, where the value of the
coercive field decreases with temperature. This is shown in Fig. 4.11, where M vsH
curves measured in the x = 0.05 sample at different temperatures are reported. This
behaviour is consistent with a C-AFM structure, where the hysteresis appears as a
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result of the presence of multiple domains with a different net magnetisation direc-
tion. At very low temperature the magnetic moments are locked along the easy b
axis of the AFM structure and no domains are thus present. Furthermore, the re-
duction of the coercive field upon warming is consistent with a reduced magnetic
anisotropy close to the paramagnetic phase. In this regime, the measurements show
similar results to the one reported by Cao et al. [180, 181] at a similar temperature.
4.4.2 Structural characterisation by neutron diffraction
The structural properties of Ca2−xLaxRuO4 as a function of doping were inves-
tigated by means of single-crystal neutron diffraction at the Laue single-crystal
diffractometer at the SXD instrument of the ISIS Neutron and Muon Source [211].
Neutron data were collected for all available doping levels at T = 10 K, while ad-
ditional room-temperature measurements were performed for x = 0, 0.05 and 0.07.
The results of the structural refinement are summarised in Table 4.1. The corre-
sponding R factors and goodness of fit (χ2) are reported in Appendix B.3 along with
the refined components of the thermal ellipsoid tensor U. No significant twinning
(< 1%) was detected for the parent and x= 0.07 crystals, while the x= 0.05 sample
was found to be moderately twinned with a twin volume fraction smaller than 5%.
Significant twinning was detected in the x = 0.12 crystal, with a volume fraction of
about 18%. It should also be noted that the magnetic structure was not considered
in the low-temperature refinement since the magnetic intensity is negligible for the
counting time used for the measurements.
The parent compound exhibits the S-Pbca structure both at room and low tem-
perature [183, 184], with similar structural properties to the ones already reported
by Braden et al. [172]. The doped samples retain the same space group and un-
dergo the first-order structural transition from the high-temperature L-Pbca to the
low-temperature S-Pbca structure below the critical concentration x≈ 0.11, consis-
tent with a previous study [179]. The structural transition is absent in the x = 0.12
sample, which exhibits the L-Pbca structure down to T = 10 K. As I will discuss
hereafter, the different radii of the La3+ (r = 1.22 A˚) and Ca2+ (r = 1.18 A˚) ions9
result in significant structural changes in the S-Pbca structure observed for x< 0.11.
These changes are reported for the first time in the present work: previous measure-
ments [179] were performed on powdered single crystals using a laboratory X-ray
source and did not report detailed structural information.
9These values refer to the Shannon radii [208] for ions with coordination number IX (9).
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T = 10 K
x = 0 x = 0.05 x = 0.07 x = 0.12
a 5.379(2) 5.387(2) 5.3857(19) 5.3709(19)
b 5.630(2) 5.573(2) 5.512(2) 5.3808
c 11.732(4) 11.833(4) 11.957(5) 12.211(4)
1−a/b (%) 4.458 3.338 2.291 0.184
Volume 355.0(3) 355.2(2) 354.9(2) 352.9(2)
Ru
x 0.5 0.5 0.5 0.5
y 0 0 0 0
z 0 0 0 0
Ca (La)
x 0.4971(3) 0.49454(11) 0.49229(19) 0.48898(13)
y 0.0587(4) 0.05422(15) 0.04755(18) 0.03483(11)
z 0.35281(14) 0.35197(5) 0.35124(7) 0.34955(5)
O(1)
x 0.3055(2) 0.30500(8) 0.30422(15) 0.30381(11)
y 0.3003(4) 0.30074(13) 0.30095(16) 0.30342(11)
z 0.02799(13) 0.02614(5) 0.02429(7) 0.01920(5)
O(2)
x 0.5689(2) 0.56535(8) 0.56000(15) 0.54884(10)
y -0.0224(4) -0.02096(13) -0.01992(17) -0.01364(11)
z 0.16471 0.16502 0.16534 0.16608
Ru-O(1) rx 2.015(3) 2.0021(9) 1.9869(11) 1.9572(8)
Ru-O(1) ry 2.0180(17) 2.0071(8) 1.9931(10) 1.9587(8)
Ru-O(2) rz 1.9702(16) 1.9876(9) 2.0062(11) 2.0462(9)
1− (rx+ ry)/(2rz) (%) -2.350 -0.855 0.808 4.313
Ru-O-Ru bond (◦) 149.74(12) 150.33(8) 150.99(9) 152.21(8)
RuO6 tilt 11.46(5) 10.76(4) 9.79(5) 7.65(4)
T = 300 K
x = 0 x = 0.05 x = 0.07
a 5.409(2) 5.361(2) 5.378(2)
b 5.500(2) 5.3716(9) 5.369(2)
c 11.910(4) 12.236(4) 12.239(5)
1−a/b (%) 1.655 0.197 -0.168
Volume 354.3(2) 352.4(2) 353.4(2)
Ru
x 0.5 0.5 0.5
y 0 0 0
z 0 0 0
Ca (La)
x 0.4921(5) 0.48970(18) 0.4898(4)
y 0.0470(6) 0.0298(3) 0.0298(4)
z 0.3516(2) 0.34886(8) 0.34994(15)
O(1)
x 0.3031(3) 0.30562(14) 0.3044(3)
y 0.3011(6) 0.3055(2) 0.3031(3)
z 0.02386(18) 0.01691(7) 0.01682(14)
O(2)
x 0.5600(3) 0.54365(14) 0.5432(2)
y -0.0183(6) -0.0112(2) -0.0111(4)
z 0.16460(16) 0.16558(6) 0.16572(13)
Ru-O(1) rx 1.989(3) 1.9549(12) 1.9486(18)
Ru-O(1) ry 1.991(3) 1.9542(11) 1.9596(18)
Ru-O(2) rz 1.990(3) 2.0404(10) 2.0424(18)
1− (rx+ ry)/(2rz) (%) 0.000 4.208 4.323
Ru-O-Ru bond (◦) 151.37(15) 152.19(10) 152.93(13)
RuO6 tilt 9.83(6) 6.80(4) 6.74(5)
Table 4.1: Summary of the results of the neutron structural refinement for the parent and
La-doped samples at T = 10 K and room temperature. The lattice parameters are given in
A˚, while the atomic positions are expressed in terms of fractional coordinates of the Pbca
unit cell. The Ru atoms occupy the inversion centre 4b, while the O and Ca atoms sit on the
generic site 8c. The La dopant atoms replace the Ca ones and thus occupy the same site.
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The structural changes can be described in terms of the following four param-
eters [schematically represented in Fig. 4.1(a)]:
• unit cell distortion A = 1− ab , where a and b are the in-plane lattice constants
of the Pbca unit cell [see Fig. 4.1(a)]. A= 0 in the case of a perfect tetragonal
cell with a = b, while it increases as b increases with respect to a.
• octahedral distortion B = 1− rx+ry2rz , where rx,y and rz are the in-plane and
apical Ru-O bond lengths of the RuO6 octahedra, respectively. B > 0 when
the average rx+ry2 of the in-plane Ru-O bond lengths is smaller than the apical
one, i.e. in the case of elongation of the octahedral cage, while B < 0 in the
opposite case of octahedral compression. It should be noted that, while rx and
ry shall be referred to as in-plane lengths, the corresponding Ru-O bonds do
not lie in the ab plane in the general case of finite octahedral tilt.
• Ru-O-Ru bond angle αRu-O-Ru. αRu-O-Ru decreases with respect to the perfect
perovskite structure (αRu-O-Ru = 180◦) as the RuO6 octaedra are rotated along
an axis parallel to the apical Ru-O bond direction.
• octahedral tilt angle αtilt away from the crystallographic c axis. αtilt = 0◦ in
the perfect perovskite structure.
At T = 10 K, the unit cell of the parent compound at low temperature is or-
thorhombic, with a b lattice parameter elongated by about 4.4% with respect to a.
Large distortions away from the perfect perovskite structure are also present: the
RuO6 octahedra are significantly compressed along the local z axis (B < 0) and dis-
play both a sizeable rotation around the apical Ru-O bond direction and tilt away
from the c axis [Fig. 4.1(a)]. La substitution is found to cause a reduction of the
orthorhombicity of the unit cell (A→ 0), in agreement with a previous study [179],
and an elongation of the octahedral cage (B > 0). This results in the phase dia-
gram of Fig. 4.12(a), where, for increasing doping levels, the system evolves from
an orthorhombic cell with compressed octahedra (x = 0, 0.05) to a quasi-tetragonal
cell with elongated ones (x = 0.07, 0.12). Doping also reduces the rotations of the
octahedral cage and causes the structure to relax towards the undistorted perovskite
lattice. This is clearly evidenced by the increase in the Ru-O-Ru bond angle and
the reduction of the octahedral tilt reported in Fig. 4.12(b). The parent compound
refinement at T= 300 K also reveals that the crystal structure is extremely sensitive
to the temperature in the S-Pbca phase. In particular, analogous to the effect seen
with doping, both the octahedral compression and rotations are strongly reduced
upon warming to room temperature.
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Figure 4.12: Structural changes of Ca2−xLaxRuO4 as a function of doping at T = 10 K.
(a) Phase diagram as a function of the RuO6 octahedra distortion 1− rx+ry2rz (with rx,y and
rz in-plane and apical Ru-O bond length, respectively) and unit cell distortion 1− ab (a,b
in-plane lattice parameters of the Pbca unit cell). The horizontal line separates the regions
corresponding to octahedral compression (1− rx+ry2rz < 0) and elongation (1−
rx+ry
2rz
> 0). (b)
Ru-O-Ru bond angle (circles) and RuO6 octahedra tilt angle away from the c axis (squares)
as a function of the La content. The horizontal error bars reflect the uncertainty in the
doping level measured by means of EDX.
In marked contrast to the behaviour observed in the insulating region of the
phase diagram, Table 4.1 reveals that the crystal structure is almost completely in-
sensitive to the La content and the temperature in the metallic L-Pbca phase. The
trends just discussed are consistent with the results from the O K-edge absorption
measurements outlined in Sec. 4.6.
4.5 Impact of La doping on the low-temperature
magnetic structure studied by REXS
The work presented in this section has been published as “Persistence of antifer-
romagnetic order upon La substitution in the 4d4 Mott insulator Ca2RuO4” by D.
Pincini, S. Boseggia, R. Perry, M.J. Gutmann, S. Ricco`, L.S.I. Veiga, C.D. Dash-
wood, S.P. Collins, G. Nisbet, A. Bombardi, D.G. Porter, F. Baumberger, A.T.
Boothroyd and D.F. McMorrow, Physical Review B 98, 014429 (2018) [210].
The impact of La substitution on the magnetic ground state of the parent com-
pound was investigated by means of REXS at the Ru L3 and L2 absorption edges.
The REXS measurements were performed using the 6-axis kappa diffractometer
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at the I16 beamline of the DLS (see Sec. 2.1.1.3). The scattered signal of sev-
eral space-group forbidden reflections was measured tuning the incident X-rays
energy to the Ru L3 (E = 2.838 keV) and L2 (E = 2.967 keV) absorption edges
by means of a channel-cut Si (111) crystal. Experiments at the Ru L edges are
particularly problematic from a technical point of view as they fall into the “ten-
der” region of the X-ray spectrum. This corresponds to energy values significantly
lower than the ones at which most hard-X-ray diffraction beamlines operate. At I16,
this energy window can be covered by using the monochromator in a non-standard
four-bounce mode and by taking extra-care to minimize air absorption. The data
were collected in vertical scattering geometry, using σ incident polarisation (see
Sec. 2.1.1). The samples were mounted with the c axis of the Pbca structure in
the scattering plane for χ = 90◦; different values of the sample azimuth ψ were
used, where ψ = 0◦ corresponds to having b in the scattering plane. Polarisation
analysis of the diffracted beam was achieved by means of a PG (002) crystal in
90◦-scattering geometry placed upstream with respect to an APD detector. This
provided a scattering angle of θ = 40.66◦ and θ = 38.51◦ at the L3 and L2 edge,
respectively. The total scattered intensity was measured using the beamline Pila-
tus 100K area detector. The latter was operated in ultra-high gain mode, since the
energy values used for the experiment are right at the limit of the detector detec-
tion window. The samples were cooled down below the Ne´el transition temperature
by means of the closed-cycle cryostat, while focusing of the incident beam was
achieved to ≈ 250(V )× 250(H)µm2 at the Ru L edges by use of the horizontally
deflecting cylindrical and bending mirrors.
AFM reflections
Weak FM reflections
(φ 6= 0◦)
A-centred mode B-centred mode A-centred mode
(100) (010) (001)
(011) (101) (003)
(013) (012) (110)
(120) (103) (201)
(014) (005)
Table 4.2: Space-group forbidden magnetic reflections arising from the main AFM order
of the two magnetic modes in Ca2RuO4 [172] [see Fig. 4.1(b)] and from the canting φ of
the magnetic moments in the A-centred magnetic structure.
As already mentioned in Sec. 4.2, the magnetic structure of Ca2RuO4 can
be described in terms of the A-centred and B-centred magnetic modes shown in
Fig. 4.1(b). The two modes correspond to two of the four irreducible representations
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allowed by symmetry for space group Pbca with propagation vector k = (0,0,0)
(see Appendix B.2). In particular, mode A and B correspond to the irreducible rep-
resentations Γ1 and Γ3, respectively. Although the latter allow a finite magnetic
moment component along the crystallographic c axis10, the measurements here dis-
cussed are consistent with moments confined in the ab plane as reported by Braden
et al. [172] and Zegkinoglou et al. [186] and shown in Fig. 4.1(b). In this case,
the two magnetic modes give rise to the two separate sets of AFM space-group
forbidden reflections listed in Table 4.2: the two modes can then be selectively ac-
cessed in a scattering experiment by measuring the magnetic signal at one of the
corresponding (hk l) values. The AFM reflections of Table 4.2 arise from the b-
axis AFM order and are thus expected to host a finite intensity even in the case
of a collinear structure with vanishing canting angle. However, the AFM coupling
of the canting-induced net magnetisation between consecutive RuO2 layers in the
globally AFM A-centred structure [Fig. 4.1(b)] results in additional FM reflections.
The latter scale with the magnitude of the canting angle φ and are thus expected to
be weak for small values of φ ; in particular, they vanish for perfectly antiparallel
moments (φ = 0◦). The canting of the moments does not give rise to additional
magnetic reflections in the weakly FM B-centred structure since the resulting net
magnetisation is coupled ferromagnetically between consecutive layers.
In contrast to the previous REXS study on the parent compound [186], where
the (100) magnetic reflection was probed, the present scattering geometry limited
the investigation to the magnetic diffraction peaks with a non-zero l component [i.e.
of the type (h0 l) or (0k l)]. The energy dependence of the (013)magnetic peak (A-
centred mode) in the parent compound is shown in Fig. 4.13. As already reported by
Zegkinoglou et al. [186], a strong resonant enhancement of the diffracted intensity
is present at both the Ru L3 and L2 absorption edges. The resonance originates
from electric dipole 2p→ 4d transitions which directly probe the partially filled Ru
4d states responsible for magnetism. Each resonance displays two distinct features
residing at E = 2.8383(2), 2.8417(2) keV (L3) and E = 2.9674(2), 2.9721(2) keV
(L2), which arise from transitions to the crystal-field-split t2g and eg Ru 4d orbitals,
respectively [186].
All magnetic resonances displayed in this section have been corrected for self-
absorption. The corrected resonance is obtained by multiplying the raw inten-
sity by µ(E)
(
1+
sinα
sinβ
)
, where µ(E) is the energy-dependent absorption coef-
ficient at the absorption edge of interest and α (β ) is the angle between the inci-
dent (diffracted) X-ray beam and the sample surface. µ(E) was measured at the
10A small c-axis component has been indeed recently reported in pure Ca2RuO4 [212].
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Figure 4.13: Ru L3 and L2 energy resonances of the (013) magnetic diffraction peak at
different temperatures across the Ne´el transition in the undoped sample. The filled symbols
refer to the total scattered intensity measured at ψ = 0◦ corrected for self-absorption and
normalized to the L3 peak intensity. The solid lines represent a quadratic interpolation to
the data points and are meant just as a guide to the eye. The normalized XANES used for
the self-absorption correction is also shown.
ID12 beamline of the ESRF. XANES data were collected on powder pellets of
Ca2−xLaxRuO4 by measuring the sample drain current (TEY detection mode) as
the energy of the incident beam was scanned across the Ru L3 and L2 absorption
edges. The absorption spectra are shown in Fig. 4.13, while further details on the
absorption measurements can be found in Sec. 4.7. Given the low energy of the
X-ray beam, the measured scattered intensity was further corrected by the energy-
dependent absorption of the different mediums along the beam path between the last
beam intensity monitor and the detector. These include several Kapton, SiN3 and
Beryllium windows, the Beryllium dome of the closed-cycle cryostat and≈ 6 cm of
ambient pressure air path. The quantum efficiency of the Pilatus detector had also
to be taken into account, as it strongly depends on the photon energy in the tender
X-ray region. While the above-mentioned beam-path correction can be normally
neglected at higher energy, in this case it significantly impacts the relative resonant
enhancement at the Ru L3 and L2 absorption edges.
The (013) signal is largely magnetic in origin as demonstrated by its temper-
ature (Fig. 4.14), polarisation [Fig. 4.15(a)] and azimuthal (Fig. 4.16) dependences.
In particular, the signal vanishes around TN ≈ 110 K in agreement with previous
reports [172, 186] and the bulk magnetisation measurements of Fig. 4.10(a), and is
predominantly pi ′ polarised, as expected for XRMS (see Sec. 2.1.1.2). Moreover,
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Figure 4.14: Temperature dependence of the (013) (dark blue circles) and (014) magnetic
diffraction peaks in the undoped and x = 0.05 (light blue squares), x = 0.07 (red triangles)
samples, respectively. The data points correspond to the total diffracted intensity integrated
over a rocking curve at E = 2.838 keV and ψ = 0◦ and normalized to the low temperature
value.
the measured azimuthal dependence is consistent with the calculations (solid grey
line in Fig. 4.16) performed assuming the b-axis AFM order11 of Fig. 4.1(b) [172].
The weak diffracted signal observed above the Ne´el temperature (see blue circles in
Fig. 4.14) can be attributed to a small contribution from anisotropic tensor of sus-
ceptibility (ATS) scattering, a weak scattering process arising from the anisotropy
of the X-ray susceptibility tensor [213] (see Appendix B.1). A significant intensity
for T > TN was indeed reported for the (100) and (110) space-group forbidden
reflections by Zegkinoglou et al. [186], who attributed it to orbital ordering of the
Ru t2g electrons12 characterised by the same propagation vector as the magnetic or-
der. ATS scattering might also be responsible for the residual intensity in the σ -σ ′
polarisation channel [Fig. 4.15(a)]. The latter is also partially accounted for by the
leakage from the σ -pi ′ channel, caused by the fact that the scattering angle of the
analyser crystal was not exactly 90◦.
As well as the (013), a large energy resonance was also found for the (011)
A-centred reflection with a similar L3/L2 intensity ratio. Several B-centred peaks
11It should be noted that the azimuthal dependence does not depend on the particular value of the
canting angle chosen for the calculations (apart from a small scale factor) and is not modified by the
inclusion of a finite c axis component.
12The origin of the orbital ordering was identified in the cooperative tilt of the RuO6 octahedra,
similar to what was reported by Nakao et al. [214] in YTiO3. A detailed investigation of the orbital
ordering has been recently provided by Porter et al. [212], which partially challenged the previously
accepted interpretation.
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Figure 4.15: Polarisation dependence of magnetic diffraction peaks in the (a) undoped, (b)
x = 0.05 and (c) x = 0.07 samples at T = 7−8 K. The filled symbols refer to the scattered
intensity measured over a rocking scan in the σ -pi ′ (blue circles) and σ -σ ′ (red squares)
channels of the polarisation analyser crystal normalized to the σ -pi ′ peak intensity, while
the solid lines represent a fit to Voigt profile. The data were collected at E = 2.838 keV and
ψ = 110◦, 50◦ 30◦ for x = 0, 0.05, 0.07, respectively.
(Table 4.2) were also investigated at various sample azimuth values, but no sig-
nificant diffracted intensity was detected in the parent compound. This is clearly
shown in Fig. 4.17(a), where the (013) and (014) self-absorption corrected Ru L3
resonances at low temperature are reported on the same scale. The (014) intensity
is negligible and mostly resonates at the eg levels energy, thus suggesting that the
signal is dominated by weak ATS scattering. This is consistent with previous neu-
tron scattering measurements [172, 188], which found a prevalence of the A-centred
mode.
In order to verify whether the magnetic structure of the parent compound is
retained upon La substitution, several A-centred and B-centred magnetic reflec-
tions were probed in the doped samples. A significant diffracted intensity was
found at the same k = (0,0,0) reflections. However, in stark contrast to the un-
doped crystal, a large resonance at the t2g energy is present for the B-centred peaks
only [Figs. 4.17(b),(c)]. The B-centred resonances display similar features to the
A-centred ones in the parent compound, as illustrated in Fig. 4.18 for the (014) re-
flection. In particular, a double peak arising from transitions to the t2g and eg states
is present at both the Ru L3 and L2 edge.
The magnitude of the resonant enhancement carries important information on
the resonating atom electronic structure. A prominent example is provided by irid-
ium oxides with the perovskite structure, where the lack of an L2 resonance con-
stitutes evidence of strong SOC in the Ir 5d band [215–217]. The resonances of
Figs. 4.13 and 4.18 seem to suggest that, while the resonant enhancement at the two
edges for x = 0.05 is comparable to the one observed in the parent case, a weaker
L2 resonance is present in the x = 0.07 sample. However, similar measurements
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Figure 4.16: Azimuthal dependence [azimuthal reference (010)] of the (013) magnetic
diffraction peak in the undoped sample at T = 8 K. The filled symbols refer to the scattered
intensity integrated over a rocking curve at E = 2.838 keV corrected for the geometry-
dependent self-absorption factor. The solid lines represent the calculated azimuthal de-
pendence (except for an arbitrary scale factor) assuming the C-AFM structure with b-axis
moments reported by Braden et al. [172]. The intensity is normalized to the calculated value
at ψ = 0◦.
performed at the (103) magnetic peak resulted in an L2 resonance of comparable
magnitude to the one reported for the (014) at lower doping. In general, sizeable
variations were observed in all samples for measurements collected at different re-
flections or different sample azimuths at fixed (hk l). The L3/L2 resonant ratio is
not expected to depend on the particular azimuth or magnetic reflection used for
the measurements once the geometry-dependent self-absorption correction already
mentioned is applied to the energy resonances. Nonetheless, the simple geometrical
factor 1+
sinα
sinβ
considered in the present work is strictly valid only for a perfectly
flat sample surface: any deviation from this ideal case will result in a residual im-
pact of self-absorption in the measured data, thus giving rise to slightly different
resonant enhancements depending on the specific geometry used. Residual ATS
scattering intensity might also contribute to the overall variability.
The L3/L2 intensity ratio extracted from measurements performed at different
magnetic reflections and azimuth values in each sample is shown in Fig. 4.19 as a
function of doping. The resonant enhancement at each edge has been extracted by
fitting the corresponding energy dependence of the diffracted intensity to a double
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Lorentzian peak modelling the t2g and eg features13. The error bars reflect the vari-
ability (quantified as the sample standard deviation) resulting from measurements
collected for different ψ and/or (hk l) values. Contrary to the case of iridium ox-
ides, a strong resonance is present at both edges. The L3 resonance is roughly twice
as large as the L2 one in the x = 0 and x = 0.05 sample, while a larger ratio seems
to be present for x = 0.07. The interpretation of the measured ratio is more com-
plicated than in the case of Ir4+ compounds (5d5), since two holes are present in
the Ru 4d band: a simple picture based on single-particle electronic levels cannot
be used. A quantitative modelling of the resonant enhancement, which goes be-
yond the purpose of the present work, will require ab-initio calculation accounting
for multiple-particle effects. Despite the large variability seen between the reso-
nant enhancement of the (014) and (103) magnetic reflections, the measurements
suggest that La substitution might lead to an increased L3/L2 ratio in the x = 0.07
compound. The magnitude of the energy resonance depends on the Ru4+ electronic
levels in proximity of the Fermi energy: a smaller enhancement at the L2 edge might
then be due to variations in the electronic structure caused by the doping-induced
structural changes discussed in Sec. 4.4.2. This is somewhat consistent with the
XANES measurements reported in Sec. 4.6, where doping was indeed found to
alter the t2g orbital contribution to the Ru4+ ground-state wave function.
In addition to the resonant enhancement, the magnetic origin of the k=(0,0,0)
space-group forbidden reflections in the doped samples is strongly supported by the
fact that (i) the scattered intensity vanishes upon warming beyond TN ≈ 110 K (TN ≈
70 K) in the x = 0.05 (x = 0.07) sample (Fig. 4.14) and (ii) the scattered signal is
predominantly pi ′ polarised [Figs. 4.15(b),(c)] regardless of the X-ray energy and ψ
value chosen for the measurements. As for the parent compound, the weak intensity
in the σ -σ ′ polarisation channel is due to leakage from the σ -pi ′ channel and a
residual contribution of σ ′-polarised ATS scattering. The transition temperature
measured at AFM reflections is lower than the one observed in the FC magnetisation
measurements of Fig. 4.10(a) and seems to be closer to the maximum of the ZFC
curves. Moreover, the azimuthal dependence of the (014) [Fig. 4.20(a)] and (103)
[Fig. 4.20(b)] reflections is consistent with the calculations performed assuming the
B-centred AFM structure reported in Fig. 4.1(b).
The B-centred mode in the doped samples was found to be predominant across
the whole crystal without any significant spatial dependence. This is shown in the
13It should be noted that the L3/L2 ratio absolute values here reported might be affected by a non-
negligible systematic error. This is because the beam-path absorption correction mentioned earlier in
this section strongly depends on the length of the air path and the thickness of the various windows.
Although these were measured during the experiment, their accuracy might not be sufficient to obtain
a precise quantitative estimation.
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Figure 4.17: Comparison between the (013) (blue circles) and (014) (red squares) Ru L3
resonances in the (a) undoped, (b) x= 0.05 and (c) x= 0.07 sample. The filled symbols refer
to the total scattered intensity at T= 7−8 K corrected for self-absorption and normalized to
the peak intensity of the dominant mode. The solid lines represent a quadratic interpolation
to the data points and are meant just as a guide to the eye. The data were measured at
ψ = 0◦, apart from the (014) in the undoped sample, for which ψ = 80◦.
colour maps of Fig. 4.21, where the spatial dependence of the (014) magnetic peak
in the x = 0.05 crystal is reported along with the one of the (004) Bragg peak. The
measurements were performed translating the sample under the beam focal spot
and collecting a rocking scan in each position. The size of the incident beam was
reduced to 0.1×0.1 mm2 through a set of slits. The (014) intensity shows limited
variations throughout the measured sample area, with minor changes resulting from
trivial inhomogeneities in the crystal quality across the sample [as can be seen from
the comparison to the (004) map]. This excludes the presence of phase-separated
domains of prevalent A or B character.
Discussion
The results just outlined clearly show that the doped samples retain the same k =
(0,0,0) C-AFM structure of the parent compound. In particular, as shown by the
azimuthal dependence of Fig. 4.20, the Ru4+ moments preserve their b alignment.
The impact of La substitution is limited to a suppression of the globally AFM A-
centred mode, predominant in the parent compound, and a concomitant stabilisation
of the B-centred structure, where a weak net magnetisation is present as a result
of the FM alignment of the canting-induced net moments. A similar effect has
been reported both in Ca2−xSrxRuO4 [198] and Ca2RuO4 under pressure [188].
Contrary to the La case, Sr and Ca are both divalent. Sr doping thus only realises a
bandwidth control of the parent insulator, due to the different radii of the Sr2+ (r =
1.31 A˚) and Ca2+ (r = 1.18 A˚) ions [208]. Moreover, the internal chemical pressure
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Figure 4.18: Ru L3 and L2 energy resonances of the (014) magnetic diffraction peak at
different temperatures across the Ne´el transition in the (a) x= 0.05 and (b) x= 0.07 sample.
The filled symbols refer to the total scattered intensity corrected for self-absorption and
normalized to the L3 peak intensity for each sample. The solid lines represent a quadratic
interpolation to the data points and are meant just as a guide to the eye. The data were
measured at ψ = 0◦ for x= 0.05 at T= 100, 120 K, while the low temperature x= 0.05 and
x = 0.07 data sets correspond to an average of the spectra collected in the range ψ = 0−
60◦ and at ψ = 0◦,30◦, respectively. The normalized XANES used for the self-absorption
correction is also shown.
originating from Sr doping and the application of external pressure have similar
structural effects [188]. The latter also resemble the neutron scattering results of
Sec. 4.4.2 and therefore strongly suggest that the changes in the crystal structure
may be responsible for the observed transition from A- to B-type order. In this
respect, the evolution of the Ru-O-Ru bond angle upon doping could be of particular
importance since it directly controls the oxygen-mediated superexchange between
Ru atoms [218]. This could favour the FM alignment of the net moments and might
be one of the mechanisms involved in the stabilisation of the B-centred structure.
As I will show in Sec. 4.6, the doping-induced structural changes were also found
to impact the ground-state wave function of the Ru4+ ion. The latter consists of an
admixture of xy, yz and zx orbitals, whose respective contribution depends on the
relative strength of the tetragonal crystal field ∆ and SOC λ [178, 185, 187, 196,
205, 219, 220]. The tuning of the crystal field caused by the elongation of the RuO6
octahedra [Fig. 4.12(a)] results in an enhanced xy hole occupancy in the doped
compounds with respect to the parent case. An analogous scenario is also realized
in Ca2−xSrxRuO4. Here, the orbital degeneracy control achieved by Sr doping shifts
the Ru 4d xy bands towards the Fermi level and turns the AFM exchange of the
parent compound into a FM one at xc = 0.5 [196]. A similar effect might be present
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Figure 4.19: Intensity ratio of the Ru L3 and L2 energy resonance of magnetic diffraction
peaks as a function of the La content. The values were extracted through a fit of the L3 and
L2 resonances to a double Lorentzian peak modelling the t2g and eg features. The data points
represent the average between (i) the values extracted from the (013) (Fig. 4.13) and (011)
resonances in the parent compound; (ii) the (014) resonances measured at different azimuth
values (ψ = 0− 60◦) in the x = 0.05 sample and (iii) the (014) resonances measured at
ψ = 0◦,30◦ and the (103) resonance in the x = 0.07 sample. The vertical error bars reflect
the variability (±1σ intervals) in the ratio measured for the different magnetic reflections
and/or azimuth values.
also in the case of La doping and contribute to the stabilisation of the B-centred
structure.
Hartree-Fock calculations [185, 220] predicted that the increase in the xy hole
population driven by tetragonal elongation should result into a c alignment of the Ru
magnetic moments. The presence of a small finite c component, which is allowed
by symmetry (see Appendix B.2), cannot be completely excluded by the measure-
ments presented in this section. As mentioned earlier, this is due to the fact that the
scattered intensity would show an analogous azimuthal dependence to the one of
Fig. 4.20 even in the case of a non-zero component along the c axis. However, a
spin-flop transition to a c-axis AFM structure in the tetragonally elongated x= 0.07
sample is not compatible with the experimental observations. A c-axis AFM or-
dering for the irreducible representation Γ3 responsible for mode B would imply
a moment arrangement of the type µ 1 = (0,0,−z), µ 2 = (0,0,z), µ 3 = (0,0,−z)
and µ 4 = (0,0,z) for the Ru atoms at positions Ru1 : (0,0,0), Ru2 : (1/2,0,1/2),
Ru3 : (0,1/2,1/2) and Ru4 : (1/2,1/2,0), respectively. In this case, the intensity
of the B-centred reflections of Table 4.2 would vanish, in clear contrast to what
was observed in the measurements. The latter cannot be accounted for even as-
suming the persistence of the A-centred mode in the doped compounds with mo-
ments pointing along the c axis. The irreducible representation Γ1 would, in this
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Figure 4.20: Azimuthal dependence [azimuthal reference (010)] of the (a) (014) and (b)
(103) magnetic diffraction peaks in the doped samples at T = 7−10 K. The filled symbols
refer to the scattered intensity integrated over a rocking curve at E = 2.838 keV corrected
for the geometry-dependent self-absorption factor. The solid lines represent the calculated
azimuthal dependence (except for an arbitrary scale factor) assuming the C-AFM structure
with b-axis moments reported by Braden et al. [172]. The intensity is normalized to the
calculated value at ψ = 0◦.
case, corresponds to a magnetic order of the type µ 1 = (0,0,−z), µ 2 = (0,0,−z),
µ 3 = (0,0,z) and µ 4 = (0,0,z). This gives rise to a finite scattered intensity for
the (014) and (103) reflections, but with azimuthal dependences completely dif-
ferent14 to the ones shown in Fig. 4.20. In general, when a finite component of the
magnetic moments along c is included, each one of the two magnetic modes will
contribute to the scattered intensity of both the A-centred and B-centred reflections
listed in Table 4.2. This, however, does not affect the validity of the present conclu-
sion on the doping-induced suppression of mode A. As just discussed, the azimuthal
dependence of B-centred reflections arising from the A-centred aligned moments
with a finite c component would significantly differ from the one of Fig. 4.20.
The evolution from A- to B-type magnetic order naturally explains the FM be-
haviour seen in the bulk magnetisation measurements [179–181] (see Sec. 4.4.1) as
resulting from the weak FM component of the B-centred C-AFM mode, rather than
a doping-induced local FM alignment (FM polarons) of Ru moments [180, 181].
This is consistent with the interpretation given by Fukazawa and Maeno [179] based
on their SQUID data. Given their sensitivity to the macroscopic magnetisation of
the sample, bulk measurements alone are not capable of unequivocally distinguish-
14Considering the (010) direction as azimuthal reference, the corresponding azimuthal depen-
dence has a maximum at ψ = 180◦ and a minimum at ψ = 0◦.
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Figure 4.21: Intensity maps of the (004) Bragg peak and (014) magnetic reflection (T =
8 K, ψ = 0◦) in the x = 0.05 sample as a function of the incident X-ray beam position on
the crystal (beam size 0.1×0.1 mm2). The colour scale represents the integrated intensity
over a rocking scan measured in each position normalized to the (004) peak value (the dark
regions are off the sample).
ing between the two scenarios: similar results are indeed expected regardless of
whether the magnetisation arises from a FM ordering with a small ordered moment
or an AFM structure with a weak net magnetisation due to moments canting. A fur-
ther confirmation comes from the measurements performed on non-stoichiometric
Ca2RuO4+δ [172]. Here, a B-type C-AFM structure was also found and the bulk
magnetisation shows similar features to the ones of the La-doped compounds. The
increase in the net moment seen for increasing levels of La content [180] is also
compatible with the C-AFM scenario, where it could arise from an increase of ei-
ther the B-centred mode volume fraction or the DMI-induced canting angle. How-
ever, minor changes in the magnitude of the latter could not be investigated since
the resulting weak FM component, contrary to the case of the A-centred mode, does
not give rise to any space-group forbidden reflections15.
Although most of the literature on Ca2−xLaxRuO4 focuses on the filling control
of the Ru 4d bands associated with the extra electron introduced by the La3+ ion
[168, 179–181], the findings presented in this section show that the concomitant
structural effects are likely to play a crucial role in the physics of the system. This
scenario is somewhat confirmed by recent resistivity and ARPES measurements on
Pr-doped Ca2RuO4 [177], which suggest that, in contrast to lightly doped cuprates
[221] and iridates [222, 223], the doped electrons remain fully localised in the S-
Pbca phase irrespective of the Pr content. A pronounced sensitivity to the doping-
15If this was the case, the magnitude of the canting angle could be estimated by the intensity ratio
between the weak FM reflections and the ones arising from the main AFM order.
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induced structural changes is also expected in light of the importance of lattice
energies in the stabilization of the low-temperature insulating state highlighted by
recent ab-initio calculations in the parent compound [176].
Nonetheless, Ca2−xLaxRuO4 was explicitly identified as an example of an
electron-doped system in recent theoretical calculations [168]. The latter found that
the impact of the injection of free carriers on the ground state of d4 Mott insula-
tors dramatically depends on the interplay between the exchange interaction K, the
hopping integral t0 and the SOC constant λ . In particular, starting from the parent
compound AFM ground state, a FM phase is predicted to rapidly appear upon elec-
tron doping for sufficiently weak SOC. This scenario has been explicitly supported
by Chaloupka and Khaliullin [168] who, backed by the interpretation of the bulk
magnetisation data given by Cao et al. [180], based their conclusion on previous
estimates for λ [26, 185]. The measurements presented in this section, however,
show that the FM phase is not realized in Ca2−xLaxRuO4. AFM order survives
up to x = 0.07(1), while the system is found to be paramagnetic at x = 0.12(1).
Assuming the filling of the Ru 4d bands is the dominant effect in the physics of
La-doped Ca2RuO4, this sets a lower boundary to the SOC constant: considering
t0 ≈ 300 meV [168], the FM phase is predicted to be absent for λ > 77 meV. The
latter estimate is compatible with the value λ ≈ 200 meV from a recent O K-edge
RIXS investigation [187]. Approximating to x = 0.10 the value of the doping level
at which the transition between the C-AFM and paramagnetic states occurs [179],
the phase diagram of Ref. [168] gives λ ≈ 400 meV. This is comparable to the value
found for 5d TMOs [224] and thus seems overestimated. The theoretical phase dia-
gram of Ref. [168], however, neglects the structural changes discussed in the present
investigation (as well as distortions away from the perfect cubic symmetry of the
RuO6 octahedra and deviations from two-dimensionality) and, as a result, it does
not provide an accurate description of the physics of Ca2−xLaxRuO4.
Summary
The REXS investigation outlined in this section establishes, for the first time, the
persistence of the C-AFM structure of the parent compound in Ca2−xLaxRuO4. The
AFM order was found to be present up to x = 0.07(1), while LR order is absent in
the x = 0.12(1) sample. La substitution suppresses the globally AFM A-centred
mode, dominant in pure Ca2RuO4, and favours the B-centred structure, which dis-
plays a net magnetisation as a result of the canting of the magnetic moments of
the two sublattices. The experimental findings suggest that the structural changes
which accompany La doping are likely to play a pivotal role in the observed mag-
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netic properties and should be considered alongside the electron doping effect in
any meaningful description of the physics of the system.
4.6 Evolution of the Ru4+ 4d orbital population upon
La substitution: an O K-edge XANES study
The work presented in this section has been included in “Tuning of the Ru4+ ground-
state orbital population in the 4d4 Mott insulator Ca2RuO4 achieved by La doping”
by D. Pincini, L.S.I Veiga, C.D. Dashwood, F. Forte, M. Cuoco, R.S. Perry, P. Ben-
cok, A.T. Boothroyd, D.F. McMorrow, arXiv:1810.11044 (2018) [225]. Submitted
to Physical Review B.
In Sec. 4.3, I showed how the ground state of the Ru4+ ion in Ca2RuO4 is the
result of the competition between the moderate SOC coupling of 4d electrons and
the tetragonal distortion of the RuO6 octahedra. The low-energy electronic struc-
ture is thus expected to be extremely sensitive to structural distortions acting on
the local Ru4+ crystalline environment. The neutron diffraction measurements dis-
cussed in Sec. 4.4.2 revealed that the different radii of the La3+ (r = 1.22 A˚) and
Ca2+ (r = 1.18 A˚) ions cause the compressed RuO6 octahedra of pure Ca2RuO4
to be progressively stretched along the c axis for increasing doping levels. This is
expected to significantly change the local physics of the Ru4+ ion and thus have
a sizeable impact on the parent compound electronic properties. However, exper-
imental studies on La-doped Ca2RuO4 reported to date have been limited to bulk
measurements [179–181] and did not address in detail the impact of the structural
changes on the low-energy electronic structure.
In order to investigate this point, XANES measurements were performed at the
absorption branch of beamline I10 of the DLS. Absorption spectra were collected
on the same single crystals used for the measurements of Sec. 4.5 by scanning the
incident, circularly-polarised, X-rays (20×100µm2 spot size) across the O K-edge
energy (543.1 eV) for different values of the angle θS between the incident beam
and the sample surface normal in the range 0−70◦ . The degree of circular polarisa-
tion provided by the APPLE II helical undulator was always larger than 99% [89].
For each doping level, an equivalent data set was measured at both low (T = 10 K)
and room temperature, as schematically shown by the symbols in the phase dia-
gram of Fig. 4.22(a). The crystals were mounted on an electrically-grounded cop-
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Figure 4.22: (a) Ca2−xLaxRuO4 temperature-doping phase diagram showing the paramag-
netic metallic (P-M), paramagnetic insulating (P-I) and AFM insulating (AFM-I) phases.
The filled and open symbols refer to the temperature and La content values in the insulating
and metallic region, respectively, at which the XANES data were collected. The corre-
sponding hole occupancies in the insulating phase are reported in (b) as a function of the
doping level. (b) Hole occupancy ratio nxy/nyz,zx at different temperatures as a function of
the La content extracted from the angular dependence of the apical and in-plane O 2p - Ru
t2g features of the XANES spectra (see Fig. 4.24). The horizontal error bars correspond to
the uncertainty in the doping level values measured through EDX. The vertical error bars at
T = 180 K have been increased by 50% to include the error introduced by the bond length
dependence of the hybridization strength (see discussion in the text).
per holder and inserted in the UHV sample environment with their crystallographic
c axis aligned parallel to the incident beam for θS = 0◦. The absorption was si-
multaneously measured in both TEY and TFY detection mode, averaging several
spectra for each θS value. The analysis of both sets of data led to similar conclu-
sions and only the TEY measurements are shown in the present work16. Cleaving
the crystals in situ did not result in any appreciable difference in the absorption
spectra with respect to the non-cleaved ones, thus excluding any impact of surface
contamination17.
Low-temperature O K-edge spectra at normal incidence for parent Ca2RuO4
and the x= 0.07 sample are shown in Fig. 4.23. As first reported by Mizokawa et al.
[185], the XANES signal shows several features arising from the hybridization of
the O 2p orbitals with the Ru 4d t2g (E < 530 eV), Ru 4d eg (530 eV< E < 535 eV)
and Ca 3d / Ru 5s, 5p (E > 535 eV) orbitals. La doping has a significant impact on
16The other reason behind the choice of presenting only the TEY data is that the TFY measure-
ments are affected by self-absorption effects. These are generally not easy to correct for and, given
the large changes in the experimental geometry that the measurements involved, are likely to have
an impact on the final result.
17This is further confirmed by the fact that the analysis of the TFY measurements, which are
more bulk sensitive than the TEY ones, led to similar results.
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Figure 4.23: O K-edge XANES spectra for the parent (blue circles) and x = 0.07 (red
squares) compound collected at normal incidence and low temperature. The spectra were
normalized using the spectral weight at E > 553 eV.
the relative ratio of the different features, thus revealing the occurrence of sizeable
changes in the empty density of states of the Ru4+ ion. In the present work, I
focus the attention on the t2g region of the spectrum. The latter consists of two
separate features centred around E ≈ 527.5 eV and E ≈ 528.2 eV. Following the
peak assignments in pure Ca2RuO4 [178, 185, 187] and Sr2RuO4 [226, 227] and
the band structure calculations in Ca2RuO4 [192] and Sr2RuO4 [228], I attribute the
two features to the hybridization of the Ru t2g orbitals with the apical and in-plane O
2p orbitals of the RuO6 octahedra, respectively. Their relative intensity depends on
the angle of incidence of the X-ray beam: this is clearly shown in Fig. 4.24, which
reports spectra collected for different θS values in the range 0− 70◦ at different
temperatures in the parent and doped samples insulating phase [see Fig. 4.22(a)].
The in-plane/apical intensity ratio tends to increase as θS is increased away from
normal incidence. Most importantly, doping also affects the relative ratio of the
apical and in-plane features, as can be seen by simply comparing spectra collected
at the same θS in different crystals.
A quantitative analysis of the angular dependence was achieved by fitting the
low-energy region of the spectra (E < 530 eV) to the sum of three Gaussian peaks
modelling the apical and in-plane O 2p - Ru t2g features and the eg region of the
spectrum at higher energy (see insets in Fig. 4.24). The results of the fits for the
different insulating samples at low temperature are reported in Fig. 4.25. Here, the
peak integrated areas of the apical and in-plane features are shown along with their
ratio. A clear evolution of the angular dependence is seen as a function of doping,
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Sample
X-rays
c axis
(a) (b)
(c) (d) (e)
x=0
T=300K
x=0.05
T=180K
x=0
T=10K
x=0.05
T=10K
x=0.07
T=10K
Figure 4.24: XANES spectra collected at different values of the angle θS between the
incident X-ray beam and the sample surface normal (c axis) for samples with different
La contents and at different temperature values within the insulating region of the phase
diagram [see Fig. 4.22(a)]. Spectra at different angles were normalized using the spectral
weight at E > 553 eV. The insets show the fit detail of the spectra measured at normal
incidence (θS = 0◦). The measured absorption (filled circles) was fitted to the sum (solid
line) of three Gaussian profiles modelling the apical (red dashed line) and in-plane (blue dot-
dash line) O 2p - Ru t2g features and the eg region of the spectrum (black dotted line). The
corresponding angular dependence of the apical and in-plane features integrated area at low
temperature is reported in Fig. 4.25. The drawing schematically represents the experimental
geometry.
with the in-plane/apical ratio increasing with the La content.
The dependence on the incident angle is determined by the dipole matrix el-
ements of the O 1s→ 2p transition. Following the minimal hybridization model
already exploited for Ca2RuO4 [185, 187], the θS dependence of transitions to the
O 2px, 2py and 2pz orbitals for circularly polarised light is given by 12 cos
2θS, 12
and 12 sin
2θS, respectively18 [185, 229]. The 2px,y and 2pz orbitals of the in-plane O
atoms hybridize with the Ru xy and yz,zx orbitals, respectively. On the other hand,
18These expressions of the angular dependence of the transitions to the 2p orbitals are valid in
the case where the crystallographic [010] direction lies along the θS rotation axis [185]. However,
the resulting angular dependence of the intensity of the XANES features does not depend on this
assumption.
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Figure 4.25: Angular dependence of the apical and in-plane O 2p - Ru t2g features of the
XANES spectra in the (a) parent, (b) x = 0.05 and (c) x = 0.07 compound at low tem-
perature. The filled symbols were extracted through fits of the measured XANES spectra
analogous to the ones shown in Figs. 4.24(c)-(e), while the solid lines correspond to the best
fit to the cross sections of Eq. (4.6). The resulting nxy/nyz,zx ratio is reported in Fig. 4.22(b).
the 2px (2py) orbital of the apical O atoms hybridizes with the Ru zx (yz) orbital.
The XANES intensities of the apical (IA) and in-plane (IP) oxygens features for
circularly polarised light are thus given by the following relations [185]:
IA(θS) ∝ r−3.5A
1
2
(cos2θS+1)nyz,zx
IP(θS) ∝ r−3.5P
[
1
2
(cos2θS+1)nxy+
1
2
sin2θS nyz,zx
] (4.6)
where rA (rP) is the apical (in-plane) Ru-O bond length and nxy (nyz,zx) is the number
of holes in the Ru xy (yz,zx) orbitals. In Eq. (4.6), I assumed that the hybridization
strength decays with the Ru-O bond length as r−3.5, similar to a previous XANES
investigation on the parent compound [187]. It should also be noted that the cross
sections of Eq. (4.6) do not depend on the particular in-plane orientation of the
crystallographic a and b axes, which was not defined in the measurements here
discussed.
Considering two holes in the t2g orbitals of the Ru4+ ion (nxy+nyz,zx = 2) and
neglecting the small effect of the octahedral tilt away from the c axis19, the ratio
IP(θS)/IA(θS) from Eq. (4.6) can be used to fit the measured angular dependences
and extract the hole occupancy ratio nxy/nyz,zx. As a result of the arbitrary scale
factor which relates the cross sections to the intensity derived from the XANES
19Eq. (4.6) does not consider the tilt of the RuO6 octahedra [see Fig. 4.12(b)]. However, the tilt
angle changes only by about 4◦ from the parent to the heavily doped x = 0.12 sample and, alone,
cannot account for the significant changes in the spectra as a function of doping. Moreover, assuming
the tilt θtilt enters the cross section in the form of a multiplicative factor cos2 θtilt, considering θtilt =
0◦ introduces an error smaller than 4% (cos2 θtilt ≈ 0.96 for θtilt ≈ 11◦).
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spectra, only the ratio is accessible through a fit of the data rather than the sepa-
rate quantities nxy and nyz,zx. The best-fit curves for the insulating samples at low
temperature are plotted as solid lines in Fig. 4.25. These were obtained considering
rA = 1.9702, 1.9876, 2.0062A˚ and rP = 2.017, 2.005, 1.990A˚ for x= 0, 0.05 ,0.07,
respectively (see Table 4.1). A small angular offset was also included as a free fit-
ting parameter to account for small misalignments of the sample surface normal
with respect to the incident X-rays direction. Eq. (4.6) provides a good description
of the experimental data. The resulting nxy/nyz,zx values are reported in Fig. 4.22(b)
as a function of the doping level. Given the lack of detailed structural information
at T = 180 K, rA = rP was considered for the x = 0.05 sample at this temperature
and the corresponding vertical error bars in Fig. 4.22(b) were increased by an arbi-
trary factor of 50% to account for the additional uncertainty introduced by the bond
length dependence of the hybridization strength20.
Analogous measurements to the ones here discussed have already been per-
formed in pure Ca2RuO4 using both circular [185] and linear [187] incident polar-
isation. A similar study was also performed by Moretti Sala et al. [229] to investi-
gate the orbital occupancies of the Ir4+ ion in Ba2IrO4. The present measurements
show that, at low temperature, the nxy/nyz,zx value increases from 0.52(1) in the
parent compound up to 0.80(2) in the x = 0.07 sample. Consistent with the early
report on pure Ca2RuO4 by Mizokawa et al. [185], the hole occupancy of the xy
orbitals is also found to increase up to nxy/nyz,zx ≈ 1 upon warming to the param-
agnetic insulating phase in the x = 0 (T = 300 K) and x = 0.05 (T = 180 K) sam-
ples. Previous XANES studies on the parent compound reported somewhat smaller
nxy/nyz,zx values in the AFM phase [185, 187]. In particular, Mizokawa et al. [185]
found nxy/nyz,zx ≈ 0.3 using circularly polarised light at T = 90 K, while XANES
measurements performed with linearly polarised X-rays in normal and grazing in-
cidence geometry at T = 20 K reported a value 0.15 < nxy/nyz,zx < 0.221 [187]. A
significant change in the orbital population between 90 and 20 K seems unlikely
given the substantial insensitivity of the Ca2RuO4 crystal structure on the tempera-
ture below the Ne´el transition [172]. The variability between different studies might
stem from small variations in the oxygen content; these are likely to affect the or-
bital population at the Ru site due to the covalent character of the Ru-O bond [172].
Although the origin of the discrepancy remains an open issue, this does not affect
20A factor of 50% is largely overestimated as the impact of the ratio r−3.5P /r
−3.5
A for the other
samples amounts to only a few percent.
21However, the XANES matrix elements in the case of linear polarisation depend on the exact
orientation of the in-plane crystal axes relative to the incident wave electric field vector [229]: a
small misalignment with respect to the orientation considered by the authors might partially account
for the variability in the nxy/nyz,zx values.
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Figure 4.26: XANES spectra collected at different values of the angle θS between the in-
cident X-ray beam and the sample surface normal in (a) the x = 0.12 sample at T = 10 K
and the (b) x = 0.05, (c) x = 0.07 and (d) x = 0.12 sample at room temperature. Spectra at
different angles were normalized using the spectral weight at E > 553 eV. The insets show
the fit detail of the spectra measured at normal incidence (θS = 0◦). The measured absorp-
tion (filled circles) was fitted to the sum (solid line) of three Gaussian profiles modelling
the apical (red dashed line) and in-plane (blue dot-dash line) O 2p - Ru t2g features and the
eg region of the spectrum (black dotted line). The corresponding angular dependence of the
apical and in-plane features integrated area is reported in Fig. 4.27(a) for the plots in (a).
the validity of our conclusions.
The in-plane and apical features of the XANES spectra exhibit a markedly dif-
ferent behaviour in the metallic phase. In particular, the apical feature is found to be
less pronounced than the in-plane one at all θS values. Most importantly, contrary
to the insulating phase, almost identical XANES spectra are found at all measured
temperatures and La content values. This is clearly shown in Fig. 4.26, which re-
ports the spectra measured at various points of the metallic region of the phase
diagram [see open symbols in Fig. 4.22(a)]. The insensitivity to either temperature
or doping level of the empty density of states mirrors the behaviour observed in
the neutron diffraction results (Table 4.1) and, as I will argue later on, points to-
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wards a structural origin of the evolution seen in the insulating phase. The angular
dependence of the apical and in-plane features extracted from the fit of the spec-
tra is reported in Fig. 4.27(a) for the representative case of the x = 0.12 crystal at
T = 10 K. Eq. (4.6) does not provide a satisfactory fit of the data in this case. This
is not surprising, since the simple hybridization model is based on an atomic orbital
picture and cannot properly account for the itinerant character of the Ru 4d electrons
in the metallic state. Nonetheless, the measured data are in qualitative agreement
with the theoretical cross sections calculated for nxy/nyz,zx >> 1 [Fig. 4.27(b)].
Discussion
As outlined in Sec. 4.3, the Ru4+ single-ion physics has been described in terms
of the minimal Hamiltonian of Eq. (4.4) consisting of the SOC (λ ) and tetragonal
crystal field (∆) term [187]. As I will show here below, the latter allows a simple
qualitative description of the trend extracted from the absorption spectra despite ne-
glecting the Hund’s coupling and the Coulomb interaction between the t2g electrons.
Within this model, the ground-state orbital population, given by Eq. (4.5), is deter-
mined by the relative strength of tetragonal distortion and SOC. This is shown in
Fig. 4.9 where the hole occupancy ratio nxy/nyz,zx predicted by the model is plotted
as a function of ∆/λ along with a real-space representation of the corresponding or-
bital. Going from tetragonal compression (∆ < 0) to tetragonal elongation (∆ > 0)
the xy contribution to the ground-state wave function increases and, as a result, the
corresponding hole occupancy ratio nxy/nyz,zx is enhanced. An equal population of
xy, yz and zx orbitals (nxy/nyz,zx = 0.5) is expected in the limiting case of regular
octahedra. Therefore, considering a single-ion picture, the changes in the hole oc-
cupancy of the Ru4+ t2g orbitals upon La substitution in the insulating phase can be
qualitatively interpreted in light of the doping-induced structural effects revealed by
the neutron diffraction measurements (Sec. 4.4.2). In particular, the latter show that
the internal chemical pressure induced by La substitution causes a progressive elon-
gation of the RuO6 octahedra along the apical Ru-O direction [see Fig. 4.12(a)]. The
octahedra are compressed by about −2.4% in the parent compound; the compres-
sion reduces to−0.9% in the x= 0.05 sample, while the octahedra are elongated by
about 0.8% for x = 0.07. Temperature was found to have a similar effect in the par-
ent compound insulating phase: the tetragonal distortion is released upon warming,
leading to almost regular octahedra at T = 300 K.
Consistent with the calculations displayed in Fig. 4.9, the ratio nxy/nyz,zx in-
creases in going from the parent to the doped compounds and is larger in the param-
agnetic insulating phase than in the AFM one. In particular, the xy orbital population
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Figure 4.27: (a) Angular dependence of the apical and in-plane O 2p - Ru t2g features of
the XANES spectra in the metallic x= 0.12 sample at low temperature as extracted through
the fit shown in Fig. 4.26(a). (b) Apical and in-plane angular dependence calculated using
Eq. (4.6) with nxy/nyz,zx = 1.5.
at low temperature is significantly enhanced in the case of the x = 0.07 elongated
octahedra with respect to the x = 0, 0.05 compressed ones. The attribution of the
observed evolution to structural effects is further cofirmed by the insensitivity of the
XANES spectra of the metallic samples to both temperature and La content. The
neutron diffraction measurements of Sec. 4.4.2 indeed found that the RuO6 octahe-
dra are elongated by about 4.3− 4.5% in the metallic region of the phase diagram
regardless of the temperature or doping level. A substantial octahedral elongation
is expected to result in a large nxy/nyz,zx value, consistent with the qualitative agree-
ment between the calculations of Fig. 4.27(b) and the measurements of Fig. 4.27(a).
Although the trends seen in the data qualitatively follow the model predictions,
the measured nxy/nyz,zx absolute values do not generally show a satisfactory agree-
ment with the calculated ones. In particular, values close to or slightly larger than
0.5 are found for the parent and x = 0.05 sample at T = 10 K, respectively, where
the small tetragonal compression is expected to result in nxy/nyz,zx < 0.5. Moreover,
the value nxy/nyz,zx ≈ 1 emerging from the analysis of the parent compound spectra
at room temperature is twice as large as the value expected for regular octahedra. It
should be noted, however, that an accurate quantitative assessment of the hole oc-
cupancy values cannot be obtained within the assumptions of the present analysis.
In particular, the single-ion model here considered neglects many-body effects of
the system of four t2g electrons. A more exhaustive description of the low-energy
Hamiltonian, including the Hund’s coupling and Coulomb interactions of the Ru
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4d electrons, is provided by the model proposed by Das and co-authors [178] and
outlined in Sec. 4.3 [see Fig. 4.8(b) and Eq. (4.2)]. In this case, many-body effects
are relevant and a simple picture based on single-particle states no longer holds. A
single-ion approach also neglects the charge transfer between the Ru 4d orbitals and
the ligand O 2p ones: given the pronounced covalent character of the Ru-O bond
[172], the latter is expected to cause significant deviations from the nominal 4+
oxidation state of the Ru ion, thus affecting the hole occupancy. Furthermore, the
nxy/nyz,zx values derived through the minimal hybridization model of Eq. (4.6) are
only approximate and do not allow a precise quantitative estimation. In the specific
case of the doping evolution, one must also bear in mind that, although the struc-
tural effects are probably dominant (see discussion in Sec. 4.5), the injection of free
carriers achieved by substitution of divalent Ca with trivalent La might play a role in
the observed properties. Despite the quantitative discrepancies, the trend seen in the
data is significant and highlights the sensitivity of the spin-orbit entangled ground
state of the Ru4+ ion to structural distortions.
Summary
In summary, the present XANES investigation has revealed that the elongation of
the RuO6 octahedra induced by either La substitution or temperature increase re-
sults in an enhancement of the xy hole population of the Ru4+ ground-state wave
function in the insulating region of the temperature-doping phase diagram. The xy
hole population further increases in the metallic phase with substantially elongated
octahedra. Here, the hole occupancy shows little variation with temperature and
doping, consistent with the lack of significant structural changes. The sensitivity
of the orbital population of the Ru4+ ground-state to the local crystalline environ-
ment has been shown to directly result from the peculiar entanglement of xy, yz and
zx orbitals caused by the sizeable SOC of 4d electrons. The experimental findings
confirm the subtle nature of the low-energy Hamiltonian of perovskite ruthenates,
where, despite the presence of a rather weaker spin-orbit interaction compared to
the case of iridium oxides (see Chapter 5), a peculiar coupling between orbital and
lattice degrees of freedom still arises from the competition between tetragonal field
and SOC.
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4.7 Impact of La doping on the local electronic prop-
erties of the Ru4+ ion: a Ru L-edge XANES and
XMCD study
In the previous section, I showed how the electronic properties of the Ru4+ ion in
Ca2−xLaxRuO4 can be indirectly accessed at the O K edge thanks to the hybridiza-
tion of the Ru 4d orbitals with the O 2p ones. The Ru 4d valence states can be
probed directly by means of absorption measurements at the Ru L edges. In partic-
ular, the branching ratio BR reflects the strength of the SOC of the 4d electrons (see
Sec. 2.2.1), while L-edge XMCD allows the determination of the orbital and spin
magnetic moment of the Ru4+ ion (see Sec. 2.2.2). These two pieces of informa-
tion combined can provide valuable insights on the relative strength of the crystal
field and SOC and help to answer the question as to how close Ca2RuO4 is to the
realization of the Jeff = 0 ground state (see Sec. 4.1). Significant deviations from
the Jeff = 0 scenario (Leff = 1) are expected to result in a reduction of the orbital
moment, which is fully quenched for the case of octahedral compression and neg-
ligible SOC (∆ λ ). In this case, a statistical absorption white line ratio BR ≈ 2
should be present.
In this section, I briefly outline XANES and XMCD measurements at the Ru
L3 and L2 edges which were performed on powder pellets of Ca2−xLaxRuO4 with
nominal La contents x= 0, 0.05, 0.10 and a single crystal of Ca1.88La0.12RuO4 anal-
ogous to the one used for the neutron and X-ray measurements discussed earlier in
the chapter. None of the compounds (except RuO2) used during the growth process
are volatile and, as a result, the doping level is not expected to show significant vari-
ations with respect to the nominal La concentration. Although the interpretation of
the data is yet to be completed at the time of the draft of the present work, valuable
insights can still be gained based on the current results of the analysis.
The data were collected at the ID12 hard X-ray beamline of the ESRF [230].
The X-ray source is a helical undulator of the APPLE-II type, which can pro-
vide both linear and circular polarisation, while further monochromatisation was
achieved by means of a Si(111) double-crystal monochromator. The tender X-ray
energy window between 2 and 4 keV where the Ru L edges reside is particularly
challenging for XMCD experiments. This is due to the fact that the degree of cir-
cular polarisation transmitted by the monochromator strongly depends on the X-ray
energy below about 4 keV and approaches zero around 2.8 keV. At this energy, the
monochromator Bragg angle is equal to the Brewster’s angle and thus results in a
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Figure 4.28: Parent compound XAS spectra measured in TEY at T = 10 K. The data (blue
solid line) have been normalized so that the edge jump is equal to 1 and 1/2.2 for the L3
and L2 edge, respectively. The measured spectra have been fitted to the sum (dashed blue
line) of an arctangent function (orange dashed line), which models the absorption jump, and
two Lorentzian peaks at each absorption edge, which model the eg and t2g features of the
white line. The BR value results from the average of (i) the fitted white line area and (ii) a
numerical integration (shaded area) from the pre-edge to the intersection between the white
line and the arctangent function.
linearly polarised reflected beam22 [230]. In order to circumvent this issue, a 5 µm-
thick Si quarter-wave phase plate23 was used, which resulted in a degree of circular
polarisation around 62%. The residual linear contribution to the dichroic signal is
averaged out in the powder samples, thus maximizing the sensitivity of the measure-
ments to the circular part. The samples were mounted on the electrically-grounded
cold finger of a helium continuous-flow cryostat (so that the sample surface was
perpendicular to the incident X-ray beam) and inserted in the vacuum chamber of
the high-field magnet.
Absorption spectra were collected by scanning the incident X-rays across the
Ru L3 and L2 absorption edges. The absorption was simultaneously measured in
both TEY and TFY detection mode, the latter by means of a diode placed along
the direct beam direction. For each doping level, two separate measurements were
22At the Brewster’s angle, the reflected intensity of the X-ray radiation with polarisation parallel
to the plane of incidence (i.e. the plane defined by the incident and reflected beams) vanishes, such
that the reflected light is polarised perpendicular to the plane of incidence.
23X-ray phase plates exploit the birefringence of a perfect crystal close to a Bragg diffraction
peak [230, 231]. In particular, in Bragg diffraction geometry, the transmitted beam electric field
components parallel and perpendicular to the scattering plane experience a phase shift which depends
on the angular offset away from the perfect Bragg diffraction condition. By tuning the angular offset
so that the phase shift is equal to pi/2, the incident linear polarisation can be converted into an
elliptical (circular) one.
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performed. The first one consisted in the collection of absorption spectra over an
extended energy range from below the L3 pre-edge up to the L2 post-edge at both
room and low (T = 10 K) temperature in zero field. These spectra were collected
without the Si phase-plate in order to maximize the intensity on the sample and used
to extract the BR. For the second set of data, a magnetic field B = 12 T was applied
along the direct beam direction and absorption spectra were measured at T = 10 K
over a reduced energy range around the L3 and L2 white line peaks for opposite
helicities of the incident circularly-polarised X-ray beam and opposite directions
of the external field. Several spectra were collected and averaged for each permu-
tation of light polarisation and field direction and the resulting spectra combined
to obtain the XMCD signal. The TFY spectra were corrected for self-absorption
(see Sec. 2.2.1) by means of the XANES dactyloscope software utility [232] based
on the approach first discussed by Iida and Noma [77]. The correction parameters
were adjusted to maximize the agreement between the corrected TFY spectra and
the TEY ones: the latter are directly proportional to the absorption coefficient and
can then be conveniently used as a reference. The absorption spectra presented in
this section are the same ones shown in Fig. 4.13 and Fig. 4.18, which were used to
correct the REXS data for self-absorption.
Fig. 4.28 shows XAS spectra collected in TEY mode over an extend energy
range in the representative case of pure Ca2RuO4 at T = 10 K. Self-absorption
corrected TFY spectra measured on a narrower energy range around the Ru L3 and
L2 white lines are shown in Fig. 4.29 for the different doping levels. At each edge,
the white line consists of two features centred at around E = 2.8397 keV and E =
2.8421 keV at the L3 edge and E = 2.9688 keV and E = 2.9709 keV at the L2
edge. The weaker feature at lower energy is due to transitions between the core Ru
2p levels to the partially occupied t2g orbitals, while the absorption peak at higher
energy arises from transition to the unoccupied eg orbitals [233, 234]. A similar
splitting is also observed in the diffraction data presented in Sec. 4.5. While the t2g
and eg features appear to be relatively sharp in the insulating samples (x= 0−0.10),
a significant broadening is seen in the heavily doped x= 0.12 metallic crystal, where
the two peaks are less clearly distinguished.
A quantitative analysis of the XAS measurements was achieved by treating the
L3 and L2 data sets separately. A linear pre-edge background was subtracted from
both the L3 and L2 spectra. The latter were further normalized using the correspond-
ing spectral weight in the post-edge region so that the absorption step was set equal
to 1 and 1/2.2 at the L3 and L2 edge, respectively. The ratio of 2.2 between the L3
and L2 edge jump reflects the statistical ratio of the transitions from the 2p3/2 and
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2p1/2 core levels in the case of significant SOC acting on the 2p electrons24. In
order to extract the area of the white line, two different approaches were followed
which are illustrated in Fig. 4.28. The first one consisted in fitting the XANES
signal at each edge to the sum of an arctangent function simulating the absorption
step and two Lorentzian peaks corresponding to the t2g and eg features of the white
line; the white line area was then calculated as the sum of the areas of the two fit-
ted Lorentzian profiles. In the second method, the XANES signal was numerically
integrated from the pre-edge to the intersection between the measured XANES and
the arctangent function (see shaded areas in Fig. 4.28). In both cases, the width of
the arctangent profile at each edge was fixed to the tabulated lifetime broadening
of the 2p3/2 → 4d (L3) and 2p1/2 → 4d (L2) transition (equal to 2 and 2.23 eV,
respectively [235]), while its centre was constrained to the white line peak energy.
The values of the white line area obtained following the two approaches are very
similar and were averaged together. The standard deviation of the two values was
used to express the corresponding uncertainty.
The resulting L3/L2 BR is reported in Fig. 4.30(a) as a function of the La
content x for two different temperatures. The BR is significantly larger than the
statistical one at all doping levels, thus revealing the presence of a non-negligible
SOC acting on the Ru 4d valence electrons. At low temperature the BR appears
to decrease with the La content in the insulating phase, while the heavily doped
metallic sample exhibits a value comparable to the one observed in the parent com-
pound. The data at higher temperature follows a similar trend. At each doping
level, temperature does not significantly change the BR. The only exception seems
to represented by the x = 0.05 sample, where the present analysis leads to a sig-
nificant smaller value at high temperature. The non-statistical value of the BR is
related to the mean value of the angular part of the SOC operator (Sec. 2.2.1). The
latter could, in turn, be related to the relative strength of the SOC and the tetragonal
distortion using the single-ion model of Sec. 4.3, analogous to what was already
done for the Ir4+ ion using the model discussed in Chapter 5 [217].
The calculations are still ongoing. Further work will also be needed to ascer-
tain whether the observed evolution as a function of doping (as well as temperature
in the x = 0.05 sample) is related to corresponding variations in the Ru4+ elec-
tronic structure or simply reflects the intrinsic variability of the data or the analysis
method. Should the observed trend stem from the physics of the system, the struc-
tural changes discussed in Sec. 4.4.2 alone seem incapable to account for the data
24For 2p core states with a large SOC splitting the L3/L2 edge jump ratio is expected to deviate
from the statistical value of 2 based on the degeneracy of the 2p3/2 and 2p1/2 levels [88]. It should
be noted that choosing a values of 2 for Ru does not impact the results presented in this section.
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Figure 4.29: Normalized XAS (black circles) and corresponding XMCD (red squares)
measured in TFY at T = 10 K for different levels x of La content. The data have been
obtained combining the polarisation and field reversal (B = ±12T ) spectra and have been
corrected for self-absorption as outlined in the text.
of Fig. 4.30(a). In particular, the x = 0.12 sample (at both 10 and 300 K) exhibits
very similar structural properties to the x = 0.05 and x = 0.10 samples at room
temperature: one would then expect the BR to be of similar magnitude. Moreover,
at T = 10 K the system displays a smooth evolution from an orthorhombic cell
with compressed octahedra to a quasi-tetragonal cell with elongated octahedra [see
Fig. 4.12(a)] for increasing La contents: therefore, one would expect the BR of the
x = 0.12 sample to follow the same decreasing trend at lower doping based on the
sole structural effects. Additional theoretical effort will be needed in order to assess
the robustness of these findings and to explain the observed evolution.
Let us now move to the discussion of the XMCD spectra. The dichroic sig-
nal extracted from the self-absorption corrected TFY absorption spectra at the Ru
L3 and L2 edges is reported in Fig. 4.29, where the polarisation and field rever-
sal measurements were combined together. Although a similar dichroic signal
is also present for the TEY spectra, the XMCD appears to be generally noisier
and larger variations are observed between consecutive equivalent data sets for
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Figure 4.30: (a) XANES L3/L2 BR as a function of the doping level for two different
temperatures. The values have been derived extracting the L3 and L2 white line areas as
shown in Fig. 4.28 and averaging the values obtained by varying the centre of the arctangent
function used to model the absorption step. (b) Ratio of the orbital (L) and spin (S) magnetic
moments as extracted from the application of the sum rules to the XMCD data at T = 10 K.
The orbital and spin magnetic moment values are the result of the average of the TEY
and TFY measurements for x = 0.10, 0.12, while the average of the TFY measurements
across two different experiments was considered for x = 0, 0.05. The error bars reflect the
variability in the corresponding values.
x = 0− 0.10. This can be attributed to the insulating character of the samples in
the range x = 0−0.10, which makes TEY detection overall less reliable. In partic-
ular, charging effects can easily explain the observed instabilities. Given the AFM
ordering of Ca2−xLaxRuO4 for x = 0− 0.10, the net magnetisation along the field
direction is only a small fraction of the sublattice magnetisation despite the high
magnitude of the external field. As a result, the XMCD signal is extremely weak.
This is particularly true in the globally AFM parent compound, while a larger signal
is present in the x = 0.05, 0.10 samples due to the weak net magnetisation induced
by La substitution (see Sec. 4.5). It should be noted that the x = 0.12 is paramag-
netic and the measured XMCD thus arises from the polarisation of the disordered
moments induced by the external field. A dichroic signal of similar magnitude to
the one at lower doping is, in this case, present. The measurements are further
complicated by the significant linear contribution to the polarisation of the incident
X-rays. This results in a sizeable linear contribution to the measured dichroic signal,
which is superimposed to the circular one. This contribution, however, is averaged
out in the powder samples25 due to the random orientation of the crystalline powder
grains; moreover, since the charge linear dichroism is field independent, any resid-
25Preliminary measurements performed on a single crystal of pure Ca2RuO4 resulted in a linear
contribution much larger than the circular one: the latter could not then be reliably measured.
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ual contribution can be easily subtracted from the total dichroic signal extracted
from polarisation reversal measurements performed for opposite field directions.
This is also the case for the x = 0.12 sample, for which powder samples were not
available.
The XMCD signal shows an opposite sign at the L3 and L2 edges in all samples,
with the modulus of the amplitude peaked around the t2g feature energy. The sum
rules for the orbital and spin contribution to the magnetic moment introduced in
Sec. 2.2.2 were applied to the XMCD spectra. The resulting orbital to spin magnetic
moment ratio L/S is reported in Fig. 4.30(b) as a function of the doping level. For
x = 0, 0.05 the L/S values refer to the average of the values obtained from the TFY
data collected in two separate experiments on the same samples. The data from
the first experiment (not reported in the present work) have been collected with a
preliminary setup and show a generally lower signal-to-noise ratio. The TEY signal
at these two doping levels proved to be particularly unstable and the corresponding
data sets were thus discarded. For the x = 0.10, 0.12 samples (which were not
measured during the first experiment) the L/S values correspond to the average of
the values obtained through the application of the sum rules to the TFY and TEY
data (with the latter not reported in the present work). The error bars in the range
x= 0−0.10 reflect the variability seen between equivalent measurements, while for
x= 0.12 they correspond to the variability resulting from choosing slightly different
integration ranges for the sum rules (for this sample only one data set was collected).
Although the error on the extracted values is significant, the present analysis
suggests that a sizeable unquenched orbital moment, around 25% of the spin value,
is present in the insulating phase of the phase diagram (see Fig. 4.5). On the other
hand, L appears to be much smaller for the metallic sample, where an almost pure
spin moment seems to be present. As already mentioned at the beginning of this
section, the presence of an unquenched orbital moment constitutes a valuable piece
of information in addressing the nature of the Ru4+ ion ground-state wave function.
In particular it shows that the spin-orbit interaction is strong enough to cause a
significant departure from the scenario with fully occupied xy orbitals, where a pure
S = 1 ground state with quenched orbital moment is expected to be present (see
Sec. 4.3). This is consistent with both the O K-edge measurements of Sec. 4.6 and
previous reports on the parent compound [178, 185, 187], which suggest that SOC
coupling mixes together the Ru t2g orbitals and results in a ground state of mixed
orbital character. Similar to what has been done for the Ir4+ ion in the perovskite
iridates [217], additional work is currently under way with the goal of using the
single-ion model introduced in Sec. 4.3 to calculate the evolution of the orbital and
spin moment as a function of the relative strength of the tetragonal field and the
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SOC. The latter could then be inferred from the measured L/S value. Further work
will also be needed to explain the drop in the orbital contribution to the magnetic
moment observed in going from the insulating to the metallic phase.
Summary
In summary, the combined XAS and XMCD Ru L-edge investigation confirms the
presence of a non-negligible SOC in the Ru 4d valence electronic levels, which is
evidenced by the non-statistical value of the white line BR. A sizeable unquenched
orbital moment was also found in the insulating region of the Ca2−xLaxRuO4 phase
diagram, while L is considerably reduced in the metallic phase. Although the inter-
pretation of the results will require further theoretical work, the findings presented
in this section suggest that the ground-state of the Ru4+ ion significantly deviates
from the pure S = 1 spin scenario with fully occupied xy orbitals expected for neg-
ligible SOC. This is consistent with the results from the present and previous mea-
surements performed at the O K edge. The measurements here discussed, the first
performed at the Ru L edge in Ca2−xLaxRuO4, were made possible by a technical
upgrade of beamline ID12 of the ESRF, which was necessary to overcome the hur-
dles of performing experiments with circularly polarised X-rays in the tender region
of the X-ray spectrum.
4.8 Conclusions
In this chapter, I presented an extensive investigation of several aspects of the
physics of Ca2−xLaxRuO4 by means of a combination of experimental techniques.
The main findings are:
• The internal chemical pressure produced by La substitution causes an evolu-
tion from the parent compound orthorhombic crystal with compressed octa-
hedra towards a quasi-tetragonal phase with elongated octahedra in the insu-
lating phase at low temperature. On the other hand, the structure was found to
be insensitive to the doping level in the metallic region of the phase diagram.
• The doped samples retain the parent compound k = (0,0,0) magnetic struc-
ture. Doping suppresses the globally AFM A-centred mode present in
Ca2RuO4 and favours the weakly FM B-centred one, thus naturally explain-
ing the low-temperature net magnetisation observed in the doped crystals.
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• The crystal field tuning caused by the structural distortion has a visible im-
pact on the empty density of states as probed by O K-edge XANES in the
insulating phase. Using a minimal model of the O 2p - Ru 4d hybridization,
the observed evolution of the spectra can be interpreted in terms of a redistri-
bution of the Ru t2g orbital contributions to the ground-state wave function,
which corresponds to an increase in the xy orbital hole population. Mirroring
the behaviour observed in the crystal structure, the spectra are insensitive to
the La content in the metallic region.
• Both the non-statistical absorption BR and the sizeable Ru orbital moment
revealed by XANES and XMCD measurements at the Ru L edges confirm a
significant impact of SOC in the low-energy physics of the insulating phase.
The measurements outlined in the present work represent the first detailed experi-
mental investigation of the microscopic magnetic and electronic properties of La-
doped Ca2RuO4. Although the existing literature on Ca2−xLaxRuO4 focuses on the
filling control of the Ru 4d bands associated with the extra electron introduced by
the La3+ ion [168, 179–181], the experimental findings presented in this chapter
strongly suggest that the concomitant structural effects are likely to play a more
important role in the physics of the system. This is somewhat confirmed by recent
resistivity and ARPES measurements on Pr-doped Ca2RuO4 [177], which suggest
that, in contrast to lightly doped cuprates [221] and iridates (see Chapter 5), the
doped electrons remain fully localised in the S-Pbca phase irrespective of the Pr
content.
In terms of the more general context of the peculiar ground-state properties of
Ca2RuO4, the present measurements highlight the subtle competition of tetragonal
field and SOC in the low-energy physics of this system. Further theoretical work
will be needed to provide (i) a detailed microscopic explanation for the observed
magnetic structure change, (ii) a more quantitatively accurate description of the
doping-induced orbital population evolution beyond the simple hybridization model
discussed in the present work and (iii) a quantitative interpretation of the Ru L-edge
XANES and XMCD results.

Chapter 5
The 5d case: anisotropic exchange
and spin-wave damping in
(Sr1−xLax)2IrO4
Contents
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
5.2 Overview of the magnetic and electronic properties of
(Sr1−xLax)2IrO4 . . . . . . . . . . . . . . . . . . . . . . . . . 205
5.2.1 Pure Sr2IrO4 . . . . . . . . . . . . . . . . . . . . . . . 205
5.2.2 (Sr1−xLax)2IrO4: impact of La doping . . . . . . . . . . 211
5.3 Sr2IrO4 magnetic Hamiltonian . . . . . . . . . . . . . . . . . 214
5.3.1 Ir4+ single-ion Hamiltonian . . . . . . . . . . . . . . . 215
5.3.2 Exchange interaction between Jeff = 1/2 magnetic mo-
ments . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
5.3.3 Single-magnon excitation spectrum . . . . . . . . . . . 223
5.3.3.1 Magnetic excitations in pure and electron-
doped Sr2IrO4: previous reports . . . . . . . . 228
5.4 Magnetic excitations in (Sr1−xLax)2IrO4 studied by means of
RIXS at the Ir L3 edge . . . . . . . . . . . . . . . . . . . . . . 232
5.4.1 Doping evolution of long-range magnetic order . . . . . 233
5.4.2 Single-magnon excitation spectrum . . . . . . . . . . . 235
5.4.2.1 Energy gap and impact of the momentum res-
olution . . . . . . . . . . . . . . . . . . . . . 240
5.4.2.2 Anisotropic magnon damping . . . . . . . . . 243
5.4.2.3 Energy dispersion: anisotropic exchange in-
teractions . . . . . . . . . . . . . . . . . . . . 245
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
204 Chapter 5. The 5d case: (Sr1−xLax)2IrO4
5.1 Introduction
As I have discussed in Chapter 1, the strength of the SOC increases moving from
the 3d series of the periodic table to the heavier 4d and 5d TMs. In 5d TMOs
the spin-orbit interaction is much larger than the other relevant energy scales and
thus represents the main ingredient of the low-energy physics. This is expected
to give rise to a plethora of exotic electronic phases of matter [7]. Among all 5d
compounds, iridium oxides of the Ruddlesden-Popper series Srn+1IrnO3n+1 have
attracted most of the attention of the scientific community since the discovery, in the
single layer (n= 1) compound Sr2IrO4, of a novel Jeff = 1/2 Mott insulating ground
state resulting from the subtle interplay of SOC and electron-electron correlations
[8]. The peculiar electronic and magnetic properties associated with the Jeff = 1/2
state have been extensively addressed by both theoretical and experimental studies
[8, 215–217, 222, 223, 236–243]. In the specific case of Sr2IrO4, the interest has
been further boosted by its structural and electronic similarities with La2CuO4, the
parent compound to a series of high-Tc superconductors. Both compounds display
a perovskite-like crystal structure comprising single layers of corner-sharing TMO6
octahedra separated by Sr or La cations. The metal sites form a square lattice and
each have a single hole residing in the d orbitals. This gives rise to S = 1/2 (Cu2+)
or Jeff = 1/2 (Ir4+) magnetic moments coupled antiferromagnetically within the
TMO2 planes and led to the prediction of a superconducting state upon electron
doping [244–246], with similar features to the one generated by hole doping in
La2CuO4.
This chapter focuses on the peculiar magnetic interactions of the Jeff = 1/2
moments in Sr2IrO4 and their response to the injection of free carriers achieved by
La doping. In particular, I will present an investigation on the collective magnetic
excitation spectrum in (Sr1−xLax)2IrO4 performed by means of RIXS at the Ir L3
absorption edge. In contrast to earlier studies [236, 247, 248], a full line-shape anal-
ysis of the RIXS spectra was performed, including, most importantly, the effect of
the finite momentum and energy resolution. The excitation spectrum is shown to be
fully gapped at all wave vectors in the BZ up to x = 0.10(1), indicating the exis-
tence of anisotropic exchange interactions, and a previously unreported anisotropic
damping away from the zone centres is revealed.
The chapter is organized as follows. After a brief literature overview of the
relevant magnetic and electronic properties (Sec. 5.2), I will discuss the magnetic
exchange interactions between the Ir4+ moments (Sec. 5.3), describing both the
magnetic Hamiltonian (Sec. 5.3.1 and 5.3.2) and the resulting single-magnon ex-
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Figure 5.1: (a) Sr2IrO4 tetragonal crystal structure (space group I41/acd, a = b = 5.48 A˚,
c= 25.8 A˚). (b) Magnetic ordering of the Ir4+ moments. (c) Detail of the moment arrange-
ment of different IrO2 planes inside the unit cell. The vertical black arrows indicate the
direction of the net moment arising from the canting angle φ within each plane.
citation spectrum (Sec. 5.3.3). The RIXS measurements are presented in Sec. 5.4,
along with the details of the data analysis and the main results. Finally, the conclu-
sions of the study are summarised in Sec. 5.5.
5.2 Overview of the magnetic and electronic proper-
ties of (Sr1−xLax)2IrO4
5.2.1 Pure Sr2IrO4
Sr2IrO4 crystallizes in the tetragonal space group I41/acd (No. 142) with a = b =
5.48 A˚, c = 25.8 A˚ [249]. The symmetry is reduced from the K2NiF4-type struc-
ture (I4/mmm, No. 139) by a correlated staggered rotation of the IrO6 octahedra by
about 11.8◦ [238, 249] around the c axis. This generates a larger (
√
2a×√2b×2c)
unit cell which is rotated by 45◦ with respect to the I4/mmm one. The crystal struc-
ture is shown schematically in Fig. 5.1. IrO2 layers alternate with SrO ones along
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Figure 5.2: Overview of the static magnetic order in Sr2IrO4 investigated by REXS at the
Ir L3 absorption edge. (a) Resonant enhancement of the (1022) magnetic reflection and Ir
L3 XANES spectrum. Adapted from Ref. [215]. (b),(c) l dependence (with l out-of-plane
Miller index) of magnetic Bragg peaks arising from (b) the main AFM order of the Ir4+
moments and (c) the moment canting measured at T = 10 K. Adapted from Ref. [51]. The
inset in (b) shows the temperature dependence of the (1024) scattered intensity. Adapted
from Ref. [242].
the c axis so that each Ir atom is at the centre of a slightly (4% [249]) elongated IrO6
octahedron. Recent neutron diffraction studies [250, 251] revealed the presence
of temperature-dependent I41/acd-forbidden peaks of the type (2n+ 1 0 2n+ 1)
(with n integer number). The latter were accounted for by the presence of two non-
equivalent Ir sites displaying staggered tetragonal distortions of the octahedral cage
along the c axis [251]. This was predicted to further lower the symmetry to I41/a
(No. 88), where the c and d glide planes of the I41/acd structure are absent. How-
ever, if one neglects the weak (2n+ 1 0 2n+ 1) structural reflections, the I41/acd
space group provides a good description of the crystal structure and is the one used
in most of the studies dealing with the magnetic properties.
Sr2IrO4 orders into a C-AFM structure below TN ≈ 230 K [215, 242] (Fig. 5.2).
The ordered magnetic moments of the Ir4+ ions (≈ 0.2µB/Ir4+ ion1 [251, 252]) lie
in the ab plane of the crystal and deviate by ≈ 13◦ [216, 238, 251] away from the
tetragonal [100] direction. As shown in Fig. 5.1, the canting rigidly follows the
staggered rotation of the IrO6 octahedra. As a result, the moments on different Ir
sites do not exactly cancel out and give rise to a net component orthogonal to the
main AFM axis. The net moments of neighbouring IrO2 layers follow the stacking
sequence ↓ ↑ ↑ ↓ so that the magnetic structure is globally AFM. The locking of
1A larger value (≈ 0.4µB/ Ir4+ ion) was found by Dhital et al. [250].
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the moment canting to the in-plane rotation of the oxygen octahedra stems from the
peculiar magneto-elastic coupling produced by the spin-orbit entangled nature of
the Ir4+ Jeff = 1/2 ground state [238, 239]. This aspect will be discussed in more
detail in Sec. 5.3.2.
The magnetic structure has been extensively studied by both neutron diffrac-
tion [250, 251] and REXS [215, 216, 238]. Resonant X-ray scattering proved to be
particularly well suited for the investigation of the magnetic properties of iridium
oxides due to the large resonant enhancement of the magnetic scattering signal at
the Ir L3 absorption edge2 [Fig. 5.2(a)]. The magnetic ordering can be described
as consisting of a basal plane AFM sublattice (A), where the moments lie along
the [100] direction, and a ↓ ↑ ↑ ↓ stacking of [010] net moments originating from
the canting (sublattice B). It should be noted that, given the tetragonal symmetry
of the crystal, one could have equivalently chosen the [010] direction for sublattice
A and the [100] for sublattice B. Sublattice A gives rise to magnetic reflections of
the type (014n+ 2) and (104n) [or, equivalently, (104n+ 2) and (014n)], while
sublattice B is responsible for the weaker (002n+ 1) magnetic peaks [238] [see
Figs. 5.2(b),(c)]. Kim et al. [215] showed that the application of an external field
H > Hc = 0.2 T applied in the ab plane induces a transition to a new magnetic or-
der in which the magnetic peaks of the type (014n+2) disappear and are replaced
by (012n+ 1) reflections. In the new structure, the net moments arising from the
canting stack ferromagnetically along the c axis and, as a consequence, the mag-
netic peaks of the type (002n+ 1) are also absent. The resulting global weak net
magnetisation is evident in bulk magnetisation measurements [253]. In the I41/acd
description, the magnetic order is described by a propagation vector k = (0,0,0):
the magnetic unit cell thus coincides with the crystallographic one and the magnetic
peak Miller indices are all integers.
The large separation between the IrO2 layers (> 6 A˚) implies that the or-
bitals of the Ir4+ ions on different layers do not significantly overlap with each
other. As a result, the out-of-plane interactions between Ir4+ magnetic moments
can also be neglected to first order, as I will show in more detail in Sec. 5.3. Conse-
quently, the magnetic excitation spectrum depends almost exclusively on the projec-
tion Q⊥ = (Qx,Qy) of the momentum transfer Q on the ab plane of the tetragonal
2Moretti Sala et al. [217] showed that the resonant enhancement of the magnetic signal in the
case of an Ir4+ ion with magnetic moments lying in the ab plane of the tetragonal crystal structure is
identically zero at the Ir L2 edge irrespective of the relative strength of the SOC and tetragonal crystal
field. Contrary to the case of c axis moments realized in the bilayer Sr3Ir2O7, the L3/L2 resonant
enhancement ratio in Sr2IrO4 does not provide any relevant information on the local physics of the
Ir4+ ion.
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Figure 5.3: (a) Crystal and magnetic structure of a representative IrO2 plane. The black
and red (rotated) squares represent the in-plane projections of the I41/acd and the higher
symmetry I4/mmm unit cells, respectively. (b) First BZ for the two choices of unit cell
shown in (a). The Qx and Qy values refer to high-symmetry points in the I4/mmm BZ (red
square). The first BZ of the I41/acd cell (black rotated square) coincides with the magnetic
BZ in the I4/mmm description.
structure (i.e. perpendicular to the c axis, hence the notation Q⊥)3. The same is
true for the energy of the electron in the bands originating from the Ir 5d orbitals,
whose dispersion will be briefly discussed below. Therefore, from the point of view
of its electronic and magnetic properties, Sr2IrO4 behaves as an almost perfect 2D
system. The (hk l) values of the magnetic peaks arising from the static magnetic
order are normally indexed in terms of the reciprocal lattice defined with respect to
the I41/acd unit cell (this is the convention used in Fig. 5.2 and the related discus-
sion). However, the literature dealing with the 2D band structure and the spin-wave
dispersion (see Sec 5.3.3) expresses the x and y components of the in-plane mo-
mentum transfer in terms of the reciprocal space basis vectors in the high-symmetry
I4/mmm setting. This is the convention used in most of the literature on high-Tc
superconductors, where the 〈10〉 direction in the I4/mmm cell (normally referred
to as antinodal direction) runs along a Cu-Cu nearest-neighbour pair (Ir-Ir pair in
the case of Sr2IrO4)4. In the I4/mmm description, the magnetic unit cell (which
coincides with the I41/acd crystallographic cell) is doubled and the propagation
vector is k = (12 ,
1
2): a magnetic peak of the type (10 l) in the I41/acd description
is indexed as (12
1
2 l) in the I4/mmm one.
The ab plane projections of the I41/acd and I4/mmm crystallographic unit
3Although technically the momentum transfer is given by h¯Q, I will use the expression momen-
tum transfer to refer to the Q and Q⊥ vectors from now on.
4Here, the angular brackets notation refer to the [10] direction of the direct lattice and all the
symmetrically equivalent ones (i.e. [01]).
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Figure 5.4: Sr2IrO4 optical conductivity measurements from Ref. [254]. The diagram on
the right shows the effect of the cubic crystal field (10Dq), spin-orbit coupling (SOC) and
electronic correlations (U) on the Ir 5d bands and highlights the origin of the α and β
features seen in the optical conductivity.
cells are schematically shown in Fig. 5.3(a), while the corresponding 2D BZs are
displayed in Fig. 5.3(b). The smaller I4/mmm crystallographic cell [red square in
Fig. 5.3(a)] is rotated by 45◦ with respect to the large I41/acd one [black square
in Fig. 5.3(a)] and its lattice constant is given by a′ = a/
√
2 = 3.87A˚ (a being the
lattice constant of the I41/acd cell). The corresponding crystallographic BZ [red
square in Fig. 5.3(b)] is therefore larger (lattice constant 2pi/a′) and, again, rotated
by 45◦ with respect to the I41/acd one [black square in Fig. 5.3(b)]. The {10}
direction5 in the I4/mmm space group corresponds to the {11} in the I41/acd de-
scription, while the {11} direction, normally referred to as the nodal direction in the
cuprates literature, corresponds to the {10} one. The magnetic BZ in the I4/mmm
description coincides with the I41/acd crystallographic one. Rather than using the
Miller indices (hk), the Q⊥= (Qx,Qy) vector is normally written expressing Qx and
Qy in units of 1/a′, so that the zone boundary in the antinodal direction (hk) = (12 0)
is written as (pi,0), while the magnetic propagation vector (hk) = (12
1
2) corresponds
to (pi,pi). This nomenclature is the one adopted in the remainder of this chapter.
Given the large value of the cubic crystal field (10Dq = 3.8 eV [255]), the five
electrons of the Ir4+ ion occupy a low-spin state and results in a partially filled t2g
band. The Coulomb repulsion U is generally considered to have a limited impact
5Analogous to the angular brackets notation for the direct lattice, the curly brackets refer to the
(10) direction of the reciprocal space and all the symmetrically equivalent ones.
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Figure 5.5: Summary of the ARPES investigation in (Sr1−xLax)2IrO4 from Ref. [222]. (a)
Constant energy cuts for x = 0 (E = EF − 200 meV), 0.01 (E = EF − 10 meV) and 0.05
(E = EF ). (b) Tight binding calculation of the Fermi surface performed considering U = 0
and 1+ 2x free carriers per Ir site. The color scale represent the Jeff = 1/2 character. (c)
Detail of the pseudogap values along the Fermi arcs in the x = 0.05 sample.
on the wide bands generated by the large 5d orbitals and, as a result, Sr2IrO4 was
initially expected to be a metal. However, as it was shown by the seminal paper by
Kim et al. [8], the strong SOC acting on the 5d electrons splits the t2g band into a
lower Jeff = 3/2 band and an upper, half-filled, Jeff = 1/2 one (see Sec. 5.3.1 for a
detailed discussion on the Ir4+ single-ion Hamiltonian and the effect of SOC). The
modest U can then effectively open a Mott gap in the much narrower Jeff = 1/2
band and gives rise to a full LHB and an empty UHB. The Mott insulating state was
confirmed by resistivity [215, 256] and optical conductivity measurements [254].
The latter are reported in Fig. 5.4 along with a schematic band structure diagram.
An optical gap of about 0.25 eV is present at room temperature. Furthermore,
two distinct peaks at about 0.5 eV (α) and 1 eV (β ) are seen which correspond to
transitions from the LHB and the Jeff = 3/2 band, respectively.
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5.2.2 (Sr1−xLax)2IrO4: impact of La doping
As mentioned previously, Sr2IrO4 exhibits a number of similarities with La2CuO4.
In particular, electron-doped Sr2IrO4 is expected to host analogous properties to
hole-doped La2CuO4 due to the opposite sign of the next-nearest-neighbour hop-
ping amplitude between the two systems [244]. The impact of electron doping on
the electronic structure of the parent Mott insulator has been investigated in detail
by means of ARPES in (Sr1−xLax)2IrO4 [222]. Here, substitution of divalent Sr
with trivalent La injects 2x electrons per Ir atom into the Ir 5d bands while preserv-
ing the strong SOC responsible for the insulating ground state found in the parent
compound. The data are summarised in Fig. 5.5.
In undoped Sr2IrO4 (x = 0) the low-energy electronic structure is dominated
by the LHB, whose gapped hole-like states display maxima at the antinodal points
{pi,0} [Fig. 5.5(a)]. Tight binding calculations performed including a realistic value
for the SOC (λ = 0.57 eV) and the Coulomb repulsion (U = 2 eV) [222] confirmed
that the LHB is of Jeff = 1/2 character. La substitution causes dramatic changes
in the band structure: upon increasing the carrier concentration, the gap is progres-
sively closed and the low-energy spectral weight shifts from the antinodal points
to the nodes {pi/2,pi/2}. For x = 0.05, coherent excitations appear at the Fermi
level in the form of arcs and result in four lens-like electron pockets centred around
{pi/2,pi/2}6. The Fermi arcs arise from states with a quasilinear dispersion along
the nodal direction which emanate from a Dirac point located around −0.1 eV be-
low the Fermi level [222]. Around the antinodal points, the hole-like Jeff = 1/2
band of the parent compound shifts towards the Fermi level to give a band apex
above the latter. This results in the appearance of a weak spectral weight devoid of
any sharp features. As expected, the Jeff = 3/2 states are not strongly affected by
doping.
Similar to the case of hole-doped cuprates [257], the band structure of the
x= 0.05 sample is well approximated by calculations performed assuming a weakly
interacting metallic state with U = 0 and 1+ 2x itinerant carriers per Ir site [222]
[see Fig. 5.5(b)]. The Fermi surface appears to be constituted by the lens-like elec-
tron pockets of Jeff = 1/2 character already visible in the measured data and nearly
square hole pockets centered at the antinodes. This distinctive configuration can
be ascribed to the reduction of the crystal symmetry due to the in-plane rotation of
6Similar to the case of the cuprates, a previous ARPES study [223] on surface-doped Sr2IrO4
found a significant spectral weight only on the outer Fermi arc. The ARPES intensity of the inner
part was found to be strongly dependent on the photon energy by de la Torre et al. [222], which
could explain its absence in other investigations.
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Figure 5.6: Bulk resistivity (a) and magnetisation (b) as a function of temperature for pure
Sr2IrO4 and different levels x of La substitution. The magnetisation data were measured
with an applied field of B = 1 T after zero-field cooling. Adapted from Ref. [222].
the IrO6 octahedra. The smaller BZ of the resulting I41/acd structure is associated
to a backfolding by the (pi,pi) vector of the large circular Fermi surface centred at
the (0,0) that would be present in the case of an undistorted I4/mmm crystal struc-
ture. A detailed analysis of the measured ARPES intensity along the Fermi arcs
[222] [Fig. 5.5(c)] shows that electrons populate states localised at the Fermi level
in proximity of the nodal direction, whereas a depletion of spectral weight occurs
moving towards the antinodes. This phenomenon is also observed in hole-doped
cuprates where it was associated to a momentum dependent energy gap, often re-
ferred to as pseudogap [221]. In general, the behaviour of the Sr2IrO4 electronic
structure upon electron doping (in particular the appearance of Fermi arcs and the
presence of the pseudogap) bears striking similarities to the hole-doped cuprates
[221, 257–259]. The similarities extend beyond the evolution of the band structure
and also concern the magnetic properties, as I will show in multiple occasions in the
remainder of this chapter. The collapse of the Mott gap is far more rapid in Sr2IrO4
than in the cuprates, since already at x = 0.05 no trace of the LHB remains. On
the other hand, in the cuprates the transition from the insulating to the metallic state
proceeds through a more gradual transfer of spectral weight from the LHB to the
Fermi arcs [258].
The destruction of the Mott insulating state upon doping is further confirmed
by the evolution of the resistivity shown in Fig. 5.6(a). As free carriers are injected
into the Ir 5d bands, the resistivity drops by several orders of magnitude and displays
a positive derivative as a function of temperature for high enough doping levels,
consistent with the presence of a conductive state. The upturn at low temperature
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persists in the doped compounds and mirrors the behaviour reported for underdoped
cuprates [260]. The evolution of the bulk magnetisation [Fig. 5.6(b)] also shows
that, as the system turns metallic, the LR C-AFM order of the parent compound is
suppressed and the samples become paramagnetic.
Fig. 5.7 shows the temperature-doping phase diagram proposed by Chen et al.
[87] based on a combination of bulk measurements and neutron diffraction. In
particular, the authors suggest that while LR magnetic order quickly disappears,
short-range (SR) interactions persist up to the highest measured doping level [x =
0.06(1)]. The presence of SR order was subsequently confirmed by resonant X-ray
scattering [248] and will be discussed in more detail in Chapter 5.4. An exact es-
timation of the boundary between the LR and SR regions of the phase diagram is
prevented by the usually large error bars in the doping level values7 and the intrinsic
variability between different crystals and within different portions of the same crys-
tal. The authors of Ref. [87] suggest that SR correlations are present for x > 0.02.
In particular, their neutron data show that magnetic scattering is barely discerned
already for x = 0.02 and is completely absent for x = 0.04. In the resonant X-ray
data by Gretarsson et al. [248], however, no sign of LR order was found already for
x = 0.02. A reasonable estimate for the critical concentration at which the AFM
order is destroyed thus seems to be xc = 0.02(1).
In order to facilitate the comparison between different references, it is worth
pointing out at this point that two different notations are found in the literature to
express the doping concentration. The one used throughout the present work, i.e.
(Sr1−xLax)2IrO4, is the same adopted by Chen et al. [87] (and the RIXS investi-
gation by Liu et al. [247] discussed in Sec. 5.3.3). The La doping concentration
is given by x/(1− x) which, for any value of x achievable in practice, is well ap-
proximated by x/(1− x) ≈ x. The value of x thus directly reflects the level of La
substitution (e.g. x = 0.1 corresponds to 10% La substitution). The second notation
is the one adopted by Gretarsson et al. [248], where the doping level is given in
terms of the stoichiometry y, i.e. Sr2−yLayIrO4 (here y instead of x is used to avoid
confusion). In this case, the La doping concentration is given by y/(2− y) ≈ y/2.
The value of y is thus equal to twice the level of La substitution (e.g. y = 0.1 corre-
sponds to 5% La substitution). The corresponding number of injected electrons in
the two notations is 2x / Ir atom and y / Ir atom, respectively.
The phase diagram of Fig. 5.7 is analogous to the one of the hole-doped
cuprates [261], confirming the similarities between these two classes of compounds.
In particular, the parent compound AFM order is quickly suppressed, while SR cor-
7Doping levels measured by the commonly used EDX spectroscopy, as is the case for the study
of Ref. [87], have an uncertainty of around 1%.
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Figure 5.7: Temperature-doping phase diagram proposed by Chen et al. [87]. The data
points correspond to the transition temperature from the paramagnetic (PM) state to the
LR or SR C-AFM ordered state (TAF) and to the low-temperature spin-glass (SG) state as
determined by FC and ZFC bulk magnetisation measurements and neutron scattering. The
dashed lines are just meant as a guide to the eye.
relations persist at high doping levels. The analogies are further strengthened by
the evidence of spin-glass behaviour found in bulk magnetisation and magneto-
transport data for Sr2IrO4 at low temperature [87], similar to the one reported for
(La1−xSrx)2CuO4 [261]. Scanning tunneling microscopy measurements performed
in electron-doped Sr2IrO4 also show that the injection of free carriers results in an
electronically phase-separated ground state where nanometer-size metallic patches
appear in proximity of the dopant atoms and coexist with insulating regions per-
sisting beyond the suppression of LR magnetic order [87]. The area probed by
the measurements discussed in Sec. 5.4, and, more generally by standard scattering
experiments, is several orders of magnitude larger than the metallic and insulating
regions and is thus representative of their average: for x > xc the latter corresponds
to a state where LR order is no longer present.
5.3 Sr2IrO4 magnetic Hamiltonian
The peculiar electronic and magnetic properties induced by the interplay of spin-
orbit coupling and electronic correlations in iridium oxides have been a major focus
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Figure 5.8: Electron energy level diagram of the Ir4+ ion showing the effect of the relevant
terms in the Hamiltonian in order of decreasing strength (going from left to right) for the
representative case of tetragonal elongation. The filled symbols correspond to electrons,
while the open ones represent the hole in the t2g manifold. |0,±〉, |1,±〉, |2,±〉 are the
Kramers doublets discussed in the text, while λ is the SOC constant.
of the scientific community in recent years and extensive literature can be found
on the subject. The current section provides a selection of the results which will
be used to support the experimental discussion of Sec 5.4. A thorough literature
review is beyond the purpose of the present work: the reader is referred to the
relevant references for more details.
5.3.1 Ir4+ single-ion Hamiltonian
The main aspects of the local physics of Sr2IrO4 can be described by considering an
Ir4+ ion (5d5) at the centre of an IrO6 octahedron. The cubic crystal field splits the
5d orbitals into a lower t2g triplet and an upper eg doublet. Given the large (10Dq=
3.8 eV [255]) crystal field splitting, all five 5d electrons reside in the t2g manifold:
the system can be treated considering a single hole in the t2g subspace, while the
eg orbitals can be neglected to a good degree of approximation. As discussed in
Sec. 1.1.4, the t2g orbitals can be mapped onto a triplet of states with an effective
orbital angular momentum Leff = 1 [1, 26]. The strong SOC of 5d electrons can
then act on the t2g orbitals and cause a splitting of the single-ion energy levels. SOC
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Figure 5.9: (a) Ir4+ eigenvalues of Eq. (5.2) as a function of the tetragonal distortion ∆. The
solid line corresponds to the energy of the ground state |0,±〉 in the hole representation.
The energies are expressed in units of the SOC constant λ . (b) Relative contributions of
the different t2g orbitals to the ground-state wave function |0,±〉 calculated as the modulus
square of the corresponding prefactors in Eq. (5.3). Figure adapted from Ref. [217].
is a key ingredient of the local physics of the Ir4+ ion, whose main aspects have
been captured by the following Hamiltonian [217, 239, 262–265]:
H = λLeff ·S+∆〈Lz〉2 (5.1)
where λ ≈ 0.4 eV [236] is the SOC constant and Leff and S are the effective orbital
and spin angular momenta, respectively. This model is analogous to the one intro-
duced to describe the Ru4+ ion local physics in Sec. 4.3. In the case of the Ir4+
ion, however, it represents a more accurate description of the single-ion physics
given the single-particle nature of the electronic ground state. The second term
in Eq. (5.1) models the tetragonal distortion acting on the t2g manifold (∆ > 0 for
elongation along the c axis) which has been estimated to be in the energy range
−60 meV≤∆≤ 35 meV for Sr2IrO4 [238]. Five electrons, or equivalently one hole,
reside in the t2g levels and the electronic state is described by the orbital and spin
quantum number Leff = 1 and S = 1/2 [26]. Neglecting for the moment the tetrago-
nal distortion, the spin-orbit interaction of Eq. (5.1) removes the orbital degeneracy
and splits the more than half-filled t2g states into an upper Jeff = Leff + S = 3/2
quartet and the celebrated Jeff = Leff−S= 1/2 doublet ground state [217, 236, 239]
(see Sec. 1.1.4). Following a simple single-particle level approach, with the energy
levels progressively filled with electrons in order of increasing energy, the order of
the quartet and the doublet is normally represented inverted (as in Fig. 5.8), so that
a single hole populates the Jeff = 1/2 state.
The weak tetragonal distortion further splits the Jeff = 3/2 quartet and results in
three separate Kramers doublets |0,±〉 |1,±〉, |2,±〉, with eigenvalues respectively
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given by [217]:
E0 =
λ
4
(1+δ +
√
9+δ (δ −2))
E1 =−λ2
E2 =
λ
4
(1+δ −
√
9+δ (δ −2))
(5.2)
where δ = 2∆/λ parametrizes the relative strength of the SOC and tetragonal distor-
tion. A schematic diagram of the electronic energy levels for the Ir4+ ion highlight-
ing all the relevant energy scales is reported in Fig. 5.8. In the hole representation,
the state at energy E0 is the ground state of the system. The expression of the corre-
sponding Kramers doublet |0,±〉 depends on whether the Ir4+ magnetic moments
lie along the crystallographic c axis or in the ab plane [217]:
|0,±〉c =
C0√
2+C20
|xy,±〉+ 1√
2+C20
(|yz,∓〉± i |xz,∓〉)
|0,±〉ab =
1√
2
C0√
2+C20
(±|xy,±〉∓ i |xy,∓〉)+ 1√
2+C20
(|yz,∓〉+ i |xz,±〉)
(5.3)
with C0 =
δ −1+√9+δ (δ −2)
2
. In Eq. (5.3), |+〉 and |−〉 represent states with
spin Sz = 1/2 (spin up) or Sz =−1/2 (spin down), respectively.
The eigenvalues of Eq. (5.2) (in units of λ ) are represented in Fig. 5.9(a) as a
function of the tetragonal distortion ∆, while Fig. 5.9(b) shows the corresponding
contributions of the |xy〉, |yz〉 and |xz〉 orbitals to the ground-state wave function. As
can be seen from the figure, three states at different energies are generally present
and the relative contributions of the |xy〉, |yz〉 and |xz〉 orbitals depend on the strength
of the tetragonal distortion. In particular, for ∆ λ only the |xy〉 state enters the
expression of the ground-state wave function. This can be qualitatively understood
considering that in the case of tetragonal elongation the |yz〉 and |xz〉 states become
energetically unfavourable and the hole tends to reside on the |xy〉 orbital. The
opposite is true for ∆ λ , in which case the ground state is made of an equal
admixture of |yz〉 and |xz〉 orbitals. The pure Jeff = 1/2 ground state, first reported
in Sr2IrO4 by Kim et al. [8], is strictly speaking realized only for perfect cubic
symmetry, i.e. when ∆ = 0. The tetragonal field in Sr2IrO4 is much smaller than
the SOC [238] and the electronic structure of the Ir4+ ion thus represents a close
realization of the Jeff = 1/2 state [216, 217, 238]. In this case, the E1 and E2 levels
become degenerate and give rise to the Jeff = 3/2 quartet, which is separated with
respect to the Jeff = 1/2 doublet by an amount equal to 3λ/2 [Fig. 5.9(a)].
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The Jeff = 1/2 ground-state wave function is easily obtained from Eq. (5.3) for
∆= 0 (C0 = 1):
|Jeff = 1/2,±〉c =
1√
3
|xy,±〉+ 1√
3
(|yz,∓〉± i |xz,∓〉)
|Jeff = 1/2,±〉ab =
1√
6
(±|xy,±〉∓ i |xy,∓〉)+ 1√
3
(|yz,∓〉+ i |xz,±〉)
(5.4)
Considering the linear combinations of Eq. (1.9)8, the |Jeff = 1/2,±〉c state can be
explicitly expressed in terms of the Leff = 0 and Leff =±1 orbitals:
− 1√
3
|t02g,±〉+
√
2i√
3
|t∓12g ,∓〉 (5.5)
In the case of perfect cubic symmetry, |xy〉, |yz〉 and |xz〉 equally contribute to
the ground-state wave function [Fig. 5.9(b)]. One of the main features of the Ir4+
Jeff = 1/2 state, which can be appreciated from Eqs. (5.4) and (5.5), is the peculiar
admixture of orbital and spin degrees of freedom induced by the strong spin-orbit
interaction. The latter results in an entangled ground state with markedly different
properties to the ones of lighter TM elements, where the role of SOC is relegated
to a weak perturbation. The unique nature of the Jeff = 1/2 state is made even
clearer by the real-space representation of its electron cloud, shown in Fig. 5.10
8The |t2g〉±1 states of Eq. (1.9) can be rewritten as follows: |t12g〉 = − i√2 (−i |xz〉+ |yz〉) and
|t−12g 〉=− i√2 (i |xz〉+ |yz〉).
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for the case of ab-plane moments relevant for Sr2IrO4. This displays a distinctive
cubic shape with concomitant spin up and down character arising from the coherent
superposition of the original t2g orbitals and the hole spin. The reader is invited
to notice that the particular expression of the Jeff = 1/2 wave function does not
have significant consequences on the physics of the system and will not impact
the considerations on the magnetic Hamiltonian presented in the remainder of this
section. However, it does have an impact on the resonant elastic scattering cross-
section and the interpretation of the corresponding experimental data [217].
5.3.2 Exchange interaction between Jeff = 1/2 magnetic mo-
ments
The |Jeff = 1/2,±〉 states of Eq. (5.4) are normally referred to as isospins (or, equiv-
alently, pseudospins), in analogy with the |S =±1/2〉 states of a pure spin sys-
tem. Given the peculiar entanglement of orbital and spin degrees of freedom of
the |Jeff = 1/2,±〉 wave function, however, the exchange interactions between Ir4+
isospins are markedly different from the ones of standard S = 1/2 spins. In particu-
lar, the isospin exchange Hamiltonian shows a unique dependence on the geometry
of the oxygen-mediated superexchange path which controls the interaction between
the Ir4+ moments in an oxide. In the seminal paper by Jackeli and Khaliullin [239]
a superexchange model is developed for two Ir-O-Ir bond geometries commonly
found in Ir oxides: (i) a 180◦-bond geometry formed by corner-sharing octahedra
(Fig. 5.11) and (ii) a 90◦-bond one formed by edge-sharing octahedra. My discus-
sion will focus on the former case since, as can be seen from the crystal structure
of Fig. 5.1, Sr2IrO4 is closer to the 180◦ limit. The 90◦ geometry results in a com-
pletely different magnetic Hamiltonian, which represents the quantum analogue of
the so-called compass model [266]. The latter has attracted a great attention in re-
cent years as it represents a realization of the well-known Kitaev model [267] on
layered honeycomb iridates A2IrO3 (where A is an alkali atom).
In the case of 180◦ bonds, one can show [239] that the nearest-neighbour t2g
hopping matrix is diagonal in the orbital space and, on a given bond, only two or-
bitals are active: considering, for instance, a bond along the x direction, only the
|xy〉 and |xz〉 orbitals contribute to the superexchange process (Fig. 5.11). The cor-
responding exchange Hamiltonian for Ir4+ isospins can be calculated by projecting
the superexchange model onto the isospins states of Eq. (5.4). In the limit of strong
SOC (i.e. larger than the exchange interactions between isospins) and considering
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for the moment perfect cubic symmetry (∆= 0), this leads to the following expres-
sion [239]:
Hi j = J1S˜i · S˜ j + J2(S˜i · rˆi j)(rˆi j · S˜ j) (5.6)
where rˆi j is the unit vector along the i j bond, J1(2) = 16t2/(9U)ν1(2) is the isotropic
(anisotropic) exchange integral (with t hopping amplitude and U on-site Coulomb
repulsion) and S˜i is the operator acting on the i-th Jeff = 1/2 isospin. The i and j
sites correspond to two nearest-neighbour9 Ir4+ ions within an IrO2 plane. As men-
tioned in Sec 5.2, given the 2D character of Sr2IrO4, interactions between neigh-
bouring planes are expected to be much weaker and can thus be neglected. Here, S˜ is
used instead of Jeff to avoid confusion with the exchange constants J1(2). The latter
are expressed in terms of the quantities ν1 = (3r1+ r2+2r3) and ν2 = (r1− r2)/4,
where rn are parameters controlling the multiplet structure of the excited states.
These are given by r1 = 1/(1− 3η), r2 = 1/(1− η) and r3 = 1/(1+ 2η) and
thus depend exclusively on the ratio η = JH/U of the Hund’s coupling JH and the
Coulomb repulsion U . Eq. (5.6) consists of an isotropic Heisenberg interaction and
an anisotropic pseudodipolar term. The size of the anisotropy is entirely controlled
by the relative strength of JH and U through the parameter η . In particular, for
small values of η , ν1 ≈ 1 and ν2 ≈ η/2: the Hamiltonian is, in this case, predom-
inantly isotropic with only a weak dipolar-like term. Therefore in the strong SOC
regime, despite the peculiar physics of the Ir4+ ion ground state, the anisotropy of
the magnetic Hamiltonian is not controlled by λ , but rather by the Hund’s coupling
JH , analogous to the case of negligible SOC.
The Hamiltonian of Eq. (5.6) can be specialized for the case of Sr2IrO4, where,
taking into account the rotations of the IrO6 octahedra (see Sec. 5.2) and extending
it to include a finite tetragonal distortion ∆, it can be written as follows [216, 239]:
Hi j = J S˜i · S˜ j + J′z S˜zi S˜zj +D · (S˜i× S˜ j)+H ′ (5.7)
The first term on the right-hand side is the isotropic Heisenberg exchange. The
corresponding exchange integral is given by J = 4t2ν1(t2s − t2a)/U , where ts =
sin2θ + 12 cos
2θ cos2α and ta = 12 cos
2θ sin2α . Here α ≈ 11.8◦ [238, 249] is the
in-plane rotation of the IrO6 octahedra described in Sec. 5.2, while θ is a parameter
defined such that tan2θ =
2
√
2
λ/(λ −2∆) , which thus depends on the relative strength
of the tetragonal field and SOC. The second and third terms in Eq. (5.7) corre-
spond to the symmetric10 and antisymmetric anisotropic exchange (i.e. the DMI
9As I will show later on, an accurate description of the magnetic excitation spectrum requires
the addition of next-nearest-neighbour interactions.
10Starting from the general form of a two-spin interaction Hamiltonian one can see that the gen-
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Figure 5.11: Ir-O-Ir 180◦-bond geometry relevant for the case of Sr2IrO4 and Ir t2g and
O p orbitals which contribute to the superexchange interaction between the Ir4+ magnetic
moment in the model discussed in the text.
described in Sec. 3.2), respectively. Here, J′z = 8t2ν1t2a/U while D is the DM vec-
tor. This is directed along the crystallographic [001¯] direction and can be written
as D = (0 ,0 ,−D), with D = 2ν1tsta. Finally, the additional termH ′ includes the
anisotropic contributions arising as a result of the finite Hund’s coupling JH . The
symmetric and antisymmetric anisotropic terms of Eq. (5.7) vanish when α = 0, in
which case anisotropic interactions between the iridium moments only arise as a
result of the finite Hund’s coupling. However, this is true even in the case of non-
zero octahedral rotations. Indeed, Shekhtman et al. [268] showed that, neglecting
theH ′ term, Eq. (5.7) can be effectively rewritten in terms of an isotropic Heisen-
berg term between two spin operators rotated with respect to the original ones by
the spin canting angle ±φ , with tan2φ = D/J. Therefore, there is no true magnetic
anisotropy in the absence of Hund’s coupling.
Following the derivation by Jackeli and Khaliullin [239], in the general case
of finite Hund’s coupling the magnetic Hamiltonian includes anisotropic terms and
can be written as follows:
Hi j = JexS˜i · S˜ j + Jz S˜zi S˜zj± Jxy(S˜xi S˜xj− S˜yi S˜yj) (5.8)
where Jex = 4t2ν1(t2s + t2a)/U − Jz, Jz = −(4t2/U)ν2 cos2θ cos2θ , Jxy =
(4t2/U)ν2 sin2θ cos2θ and a +(−) sign is taken for a bond along the x(y)-axis.
eral form of the symmetric anisotropic exchange is Jxyi j (S
x
i S
x
j +S
y
i S
y
j)+ J
z
i jS
z
i S
z
j (see Sec. 3.2).
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Figure 5.12: Ir4+ magnetic moment canting angle φ (in units of the IrO6 octahedra rotation
α) as a function of the tetragonal distortion parameter θ = 1/2arctan [2
√
2λ/(λ −2∆)]. In
the cubic limit, θ = arcsin1/
√
3≈ pi/5 and φ/α = 1. The vertical dashed line at θ = pi/4
marks the spin-flop transition from the ab-plane C-AFM structure to the c-axis collinear one
discussed in the text. The inset shows a projection of the IrO6 octahedra onto the Sr2IrO4 ab
plane, which are rotated by an angle ±α about the c axis. Figure adapted from Ref. [239].
An analogous Hamiltonian was also derived by Igarashi and Nagao [240] starting
from a multi-orbital Hubbard model by means of a second-order perturbation the-
ory approach. The latter explicitly shows that the anisotropic exchange coupling
constants Jz and Jxy vanish when JH = 0.
Eq. (5.8) supports two different magnetic ground states, depending on the rel-
ative strength of the spin-orbit interaction λ and the tetragonal distortion ∆. For
θ ≤ pi/4 (∆≤ λ/2), Jz < 0 and Eq. (5.8) gives rise to the C-AFM ground state with
magnetic moments lying in the ab of the crystal found in Sr2IrO4 (see Sec. 5.2). In
this phase, the magnetic canting angle φ is given by the relation
φ =
1
2
arctan
D
J
=
2 ts(θ ,α) ta(θ ,α)
t2s (θ ,α)− t2a(θ ,α)
(5.9)
where the dependence of ts and ta on the parameter θ and the IrO6 octahedra rota-
tion α reported earlier in this section has been highlighted. The canting angle φ as
a function of θ is reported in Fig. 5.12 for a fixed value α = 11◦ of the octahedral
rotation. In the cubic limit ∆ = 0 (θ = arcsin1/
√
3), φ = α . This implies that,
for a pure Jeff = 1/2 state, the magnetic canting angle rigidly follows the octahe-
dral rotation. Eq. (5.8) thus naturally accounts for one of the distinctive aspects of
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the physics of Sr2IrO4, i.e. the locking of the Ir4+ magnetic moments to the stag-
gered rotations of the IrO6 octahedra and the consequent anomalously large value
of the net magnetisation [253] compared to the one in La2CuO4 [269]. Tetragonal
compression (∆ < 0, θ < arcsin1/
√
3) causes an increase in the φ/α ratio and,
as a result, of the net magnetic moment. On the other hand, tetragonal elongation
(∆ > 0, θ > arcsin1/
√
3) forces the canting angle to decrease. In general, this
represents a clear manifestation of the magneto-elastic coupling induced by the en-
tangled nature of the Ir4+ ground state [Eq. (5.3)]. For large enough elongations,
i.e. θ > pi/4 (∆ > λ/2), the coupling constant Jz becomes positive and a spin-flop
transition to a collinear c-axis antiferromagnet occurs. This ground state is realized
in the bilayer compound Sr3Ir2O7, which exhibits markedly different static and dy-
namic magnetic properties with respect to its single layer counterpart [270–273].
The presence of a spin-flop transition sets an upper limit of ∆= λ/2≈ 0.2 meV to
the value of the tetragonal distortion in Sr2IrO4, consistent with the experimental
estimate −60 meV ≤ ∆≤ 35 meV [238].
5.3.3 Single-magnon excitation spectrum
The presence of anisotropic interaction terms breaks the full rotational symmetry of
the magnetic Hamiltonian and is expected to give rise to a finite spin-wave gap in
the magnetic excitation spectrum. The latter was calculated by Igarashi and Nagao
[240, 241] in a localised spin picture considering an analogous Hamiltonian to the
one of Eq. (5.8) in the case of zero tetragonal distortion (∆ = 0) and extended to
include next-nearest-neighbour (J′ex) and third-nearest-neighbour (J′′ex) interactions:
Hi j = JexS˜i · S˜ j + J′exS˜i · S˜ j + J′′exS˜i · S˜ j + Jz S˜zi S˜zj± Jxy(S˜xi S˜xj− S˜yi S˜yj) (5.10)
The Hamiltonian of Eq. (5.10) can be solved in the linear spin-wave theory approx-
imation, which leads to the following two magnetic modes [240]:
E±(Q⊥) = 2Jex
√
[1−ξ (Q⊥)±|B(Q⊥)|]2− [A(Q⊥)]2 (5.11)
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where Q⊥ is the in-plane momentum transfer defined inside the first magnetic BZ
(see Fig 5.3). The parameters in Eq. (5.11) are given by
A(Q⊥) = (1+gz)γ(Q⊥)−gxyη(Q⊥)
B(Q⊥) = gzγ(Q⊥)+gxyη(Q⊥)
ξ (Q⊥) =
J′ex
Jex
[1− γ ′(Q⊥)]+ J
′′
ex
Jex
[1− γ ′′(Q⊥)]
(5.12)
where γ(Q⊥)=
1
2
(cosQx+cosQy), γ ′(Q⊥)= cosQx cosQy, γ ′′(Q⊥)=
1
2
[cos(2Qx)+
cos(2Qy)], η(Q⊥) =
1
2
(cosQx− cosQy), gz = Jz/(2Jex), and gxy = Jxy/(2Jex).
Following the derivation by Igarashi and Nagao [241], one can introduce the
so-called bonding (+) and antibonding (−) combinations of the Fourier transforms
Sa,b(Q⊥) of the isospin operators in the first magnetic BZ, defined as S±(Q⊥) =
1√
2
[Sa(Q⊥)± Sb(Q⊥)]. Here, a and b labels the two sublattices of the Sr2IrO4
AFM structure. The magnetic excitation spectra probed by inelastic neutron or X-
ray scattering are given by the correlation functions of these operators:
Rµµ± (Q⊥,ω) =
∫
Sµ±(Q⊥, t)S
µ
±(−Q⊥,0)eiωtdt (5.13)
where µ = x, y, z and the bonding and antibonding combinations are valid for in-
plane momentum transfers inside and outside the first magnetic BZ, respectively.
Calling x the direction along the isospin vector, the single-magnon modes are as-
sociated to the in-plane Ryy± (Q⊥,ω) and out-of-plane R
zz
±(Q⊥,ω) transverse corre-
lation functions. The longitudinal component Rxx± (Q⊥,ω) is linked to two-magnon
excitations and can be neglected for the purpose of the present discussion. For
Q⊥ values inside the first magnetic BZ, one can show [241] that Ryy(Q⊥,ω) and
Rzz(Q⊥,ω) are given by δ functions centred at E+ and E− [see Eq. (5.11)], respec-
tively. On the other hand, for Q⊥ values outside the first magnetic BZ, Ryy(Q⊥,ω)
and Rzz(Q⊥,ω) are centred at E− and E+, respectively. The corresponding spectral
weights are given by:
I±(Q⊥) ∝
[
coshθ±(Q⊥)− sinhθ±(Q⊥)
]2 (5.14)
with tanh2θ±(Q⊥) =
A(Q⊥)
1−ξ (Q⊥)±|B(Q⊥)| .
Within the multi-orbital Hubbard model by Igarashi and Nagao [240], Jz is
found to be negative for all values of U and JH explored [consistent with the basal
plane AFM structure of Sr2IrO4 (see Fig. 5.12)], while Jxy =−Jz. The value of the
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(0,0)
(π,π)
Figure 5.13: Energy (a) and spectral weight (b) of the in-plane (dashed line) and out-of-
plane (solid line) single-magnon modes in the model of Eq. (5.10) calculated for Jex =
60 meV, J′ex =−20 meV, J′′ex = 15 meV, Jz =−1.8 meV and Jxy = 1.8 meV [240, 241]. The
inset in (a) displays the path in the first BZ along which the spin-spin correlation functions
Rµµ(Q⊥,ω) of Eq. (5.13) associated to the single-magnon modes have been evaluated,
while the inset in (b) shows a detail of the spectral weight around (0,0). Figure adapted
from Ref. [241].
isotropic exchange integral Jex = 60 meV [236] is well reproduced by considering
U = 3.5 eV, U ′ =U − 2JH = 2.6 meV, JH = 0.45 eV, t = 0.3 eV and λ = 0.4 eV,
which give Jz = −Jxy = −1.8 meV. The corresponding single-magnon energy dis-
persion and spectral weight in the first BZ are shown in Fig. 5.13, where the values
J′ex = −20 meV and J′′ex = 15 meV have been considered [236]. Although sig-
nificantly smaller than the isotropic exchange integrals, Jz and Jxy have a sizeable
impact on the calculated magnetic excitation spectrum. The latter consists of two
distinct magnetic modes, which are non-degenerate throughout the entire BZ with
the exception of (pi/2,pi/2), where they intersect. The one corresponding to fluctua-
tions in the ab of the crystal (Ryy) displays a finite gap at the Γ point (0,0) and is gap-
less at the AFM propagation vector (pi,pi), while the opposite is true for the out-of-
plane one (Rzz). The size of the gap is given by Egap
(0,0) = 4
√
−JzJex/
√
2≈ 29 meV.
The spectral weight of the out-of-plane mode vanishes at (0,0) and reaches its (fi-
nite) maximum value at (pi,pi), while the in-plane one is non-zero at (0,0) and
diverges at (pi,pi). As mentioned earlier, Jz and Jxy vanish for JH = 0: in this case,
the two magnetic modes become degenerate and display a zero energy gap at both
(0,0) and (pi,pi) (Goldstone modes). The corresponding spectral weight is zero at
the Γ point and diverges at the AFM propagation vector.
An alternative Hamiltonian to the one of Eq. (5.10) was proposed by Vale et al.
[242] to account for the temperature dependence of the magnetic critical fluctuations
above the Ne´el transition in Sr2IrO4. The latter was found to be consistent with
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Figure 5.14: Energy (left) and spectral weight (right) of the 2DAH model linear spin-wave
solutions for vanishing (a) and finite (b) values of the anisotropy parameter ∆λ . The inset in
(a) displays the path in the first BZ along which the linear spin-wave solutions of Eq. (5.16)
have been evaluated, while the inset in (b) shows a detail of the spectral weight around
(0,0).
the presence of a significant XY anisotropy in the interaction between magnetic
moments. In particular, both the critical scattering measurements and previously
collected RIXS data [237] were successfully interpreted in terms of the following
2D anisotropic Heisenberg (2DAH) Hamiltonian [274, 275]:
H i j2DAH = J˜
[
S˜xi S˜
x
j + S˜
y
i S˜
y
j +(1−∆λ )S˜zi S˜zj
]
+ J′exS˜i · S˜ j + J′′exS˜i · S˜ j, (5.15)
where J˜ = Jex/(1−∆λ ) is an effective nearest-neighbour exchange integral depend-
ing on the dimensionless in-plane anisotropy parameter 0 ≤ ∆λ ≤ 1 [276] and J′ex
and J′′ex model the next-nearest-neighbour and third-nearest-neighbour interactions,
respectively. The description of the magnetic exchange interactions provided by
the 2DAH model is equivalent to the one of Eq. (5.10) in that they both consider a
different coupling for the in-plane (x, y) and out-of-plane (z) components of the S˜i
isospins. This reflects an XY anisotropy of the exchange interactions. In the case of
Eq. (5.15), the anisotropy is parametrized by the quantity ∆λ , which can be related
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to the anisotropic exchange integrals Jz and Jxy of Eq. (5.10) by ∆λ =
Jxy− Jz
Jex+ Jxy
.
Following an analogous derivation to the one leading to Eq. (5.11), the lin-
ear spin-wave solutions of the 2DAH Hamiltonian are given by the following two
transverse magnetic modes:
E±(Q⊥) = 2S˜
√
[A(Q⊥)]2− [B±(Q⊥)]2 (5.16)
Here, S˜= 1/2 is the Ir4+ isospin and the parameters A and B± are defined as follows
A(Q⊥) = 2
(
J˜− J′ex− J′′ex+ J2 cosQx cosQy
)
+ J′′ex (cos2Qx+ cos2Qy)+Γ
B±(Q⊥) = J˜ (cosQx+ cosQy)±Γ
(5.17)
where Γ= J˜∆λ/2. The corresponding spectral weights are given by Eq. (5.14) with,
in this case, tanh2θ±(Q⊥) =
B±(Q⊥)
A(Q⊥)
. Consistent to the solutions of the model by
Igarashi and Nagao [241] (see Fig. 5.13), E− is polarised in the ab plane of the
crystal while E+ is perpendicular to it.
The two modes are displayed in Fig. 5.14 for two different values of the
anisotropy parameter ∆λ . For ∆λ = 0 [Fig. 5.14(a)], the 2DAH Hamiltonian re-
duces to a standard isotropic Heisenberg model. Two degenerate gapless modes are
in this case present, with a spectral weight which diverges at (pi,pi) and vanishes
at (0,0). Introducing a finite value of ∆λ removes the degeneracy between the two
magnetic modes. In particular, considering Jex and Jz = −Jxy = −1.8 meV [240]
one obtains ∆λ = 0.06. In this case, E+ [solid line in Fig. 5.14(b)] is gapless at
(0,0) and gapped at (pi,pi), while the exact opposite is true for E− [dashed line
in Fig. 5.14(b)]. The value of the gap is the same for the two modes. The latter
are also degenerate at (pi/2,pi/2) and (0,pi). With regard to the spectral weight,
S+ vanishes at (0,0) and reaches its (finite) maximum value at (pi,pi), while S−
(larger than I+ throughout the entire first BZ) is non-zero at (0,0) and divergent
at (pi,pi). For ∆λ 6= 0 the 2DAH model thus results in a magnetic excitation spec-
trum analogous to the one of Fig. 5.13. Similar models to the ones of Eqs. (5.10)
and (5.15) were also derived by other authors [243, 277, 278] following several dif-
ferent approaches. Although the details of the resulting Hamiltonian show slight
variations from one study to another, they all agree on the presence of a significant
in-plane anisotropy in the exchange interactions between Ir4+ isospins. In particular
Solovyev et al. [243] predicted a value of 0.087 for the anisotropy parameter ∆λ ,
close to the estimate of 0.06 by Igarashi and Nagao [240].
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Figure 5.15: Sr2IrO4 single-magnon (a) energy and (b) spectral weight as a function of
the in-plane momentum transfer reported by Kim et al. [236]. The solid lines represent the
best fit to an isotropic Heisenberg model, with the best fit parameters reported in Table 5.1.
Figure adapted from Ref. [236].
5.3.3.1 Magnetic excitations in pure and electron-doped Sr2IrO4:
previous reports
The investigation of the magnetic excitations in (Sr1−xLax)2IrO4 has been mainly
carried out on single crystal samples by means of RIXS at the Ir L3 edge (see
Sec. 2.1.2). The small crystal size and large neutron absorption cross section of the
Ir atom have hindered the exploitation of inelastic neutron scattering. The single-
magnon excitation spectrum of the parent compound was first reported by Kim et al.
[236]. Their study made use of an early RIXS spectrometer with an energy resolu-
tion of ≈ 130 meV, well below the standard of current state-of-the-art RIXS setups.
A gapless magnon mode dispersing from the AFM zone centre (pi,pi) and extend-
ing up to about 0.2 eV was found, which was interpreted in terms of an isotropic
Heisenberg model including nearest-neighbour (Jex), next-nearest-neighbour (J′ex)
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Figure 5.16: (Sr1−xLax)2IrO4 single-magnon energy dispersion reported by (a) Gretarsson
et al. [248] and (b) Liu et al. [247]. The solid and dashed lines in (a) represent the best fit
to an isotropic Heisenberg model of the x = 0, 0.0075 and x = 0.02, 0.05 data, respectively.
The corresponding values of the exchange integrals are summarised in Table 5.1. The dop-
ing levels of the original reference have been adapted to the notation used in the present
work. The open symbols in (b) correspond to the parent compound dispersion reported by
Kim et al. [236] (see Fig. 5.15). Figure adapted from Refs. [247, 248].
and third-nearest-neighbour (J′′ex). This is shown in Fig. 5.15 along with the cor-
responding spectral weight. Both the energy dispersion and the spectral weight
momentum dependence show striking similarities to those observed in La2CuO4 by
inelastic neutron scattering [90]. This reinforces the analogies between Sr2IrO4 and
La2CuO4 and, despite the markedly different local physics of the Ir4+ (Sec. 5.3.1)
and Cu2+ ions, was presented as evidence that the magnetic excitation spectrum can
be accounted for by rotationally-invariant magnetic interactions in both compounds.
The effect of electron doping on the collective magnon mode was addressed by
more recent investigations by Liu et al. [247] and Gretarsson et al. [248], based on
data collected using higher resolution RIXS spectrometers (≈ 37 meV and 25 meV,
respectively). The resulting energy dispersion is displayed in Fig. 5.16. Despite the
destruction of LR magnetic order for x > 0.02(1) (see Sec 5.2), both studies found
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x Reference Jex (meV) J′ex (meV) J′′ex (meV) ∆λ
0 Kim et al. [236] 60 -20 15 0
0 Vale et al. [242] 57(7) -18(3) 14(2) 0.08(1)
0 Gretarsson et al. [248] 60 -20 15 0
0.0075 ” 60 -20 15 0
0.02 ” 48 -27 20 0
0.05 ” 48 -27 20 0
Table 5.1: Nearest-neighbour (Jex), next-nearest-neighbour (J′ex) and third-nearest-
neighbour (J′′ex) isotropic exchange integrals and anisotropy parameter ∆λ for different val-
ues of the La content x as reported by different authors. The values were extracted through a
fit of the measured dispersion to an isotropic Heisenberg model (∆λ = 0) for Kim et al. [236]
(Fig. 5.15) and Gretarsson et al. [248] [Fig. 5.16(a)], while the 2DAH model of Eq. (5.15)
was used by Vale et al. [242] [Figs. 5.17(b),(c)]. |J′ex|/Jex was kept fixed to 1.33 in the
investigation by Kim et al. [236] and Gretarsson et al. [248].
that heavily damped magnetic excitations, also known as paramagnons, with a sim-
ilar in-plane dispersion to the one of the parent compound survive up to x = 0.05.
This behaviour mirrors the one found in the hole-doped cuprates [279], where para-
magnons arising from persisting SR correlations are also found at doping concen-
trations where LR order is suppressed. The injection of free carriers into the Ir 5d
orbitals achieved by La substitution causes a softening of the magnon energy. This
effect is particularly pronounced along the nodal direction of the first BZ and was
compared to the nodal-antinodal asymmetry of the hole doping response in Bi-based
cuprates [280, 281].
The energy dispersion in the x = 0.03 sample reported by Liu et al. [247]
[Fig. 5.16(b)] displays a vanishing energy at both (0,0) and (pi,pi). On the other
hand, the energy of the magnon extracted from the RIXS spectra at the latter two
Q⊥ values is not shown in the study by Gretarsson et al. [248] since, as the authors
argue, the magnon peak could not be accurately determined due to the low intensity
of the magnetic signal and the strong elastic line, respectively. As a result, the exci-
tation spectrum was fitted to the same isotropic Heinsenberg model originally used
by Kim et al. [236]. The corresponding exchange integrals are reported in Table 5.1
as a function of the doping level along with the values for the parent compound
found by other authors. The observed softening of the magnon dispersion is mainly
accounted for by a reduction of the nearest-neighbour exchange integral for increas-
ing doping levels, accompanied by an enhancement of the longer-range interactions.
This finding is in qualitative agreement with the more itinerant nature of the elec-
trons in the doped system. The reader is invited to notice, however, that the authors
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Figure 5.17: (a) RIXS spectra collected along high-symmetry directions of the first BZ [see
inset in (b)] in Sr2IrO4 by Kim et al. [237]. Adapted from Ref. [237]. (b),(c) Single-magnon
energy dispersion and spectral weight in-plane momentum dependence extracted by Vale
et al. [242] fitting the RIXS spectra shown in (a). The solid and dashed lines represent the
best fit to the 2DAH model of Eq. (5.15) with the best-fit parameters reported in Table 5.1.
Adapted from Ref. [242].
extracted the energy dispersion simply by taking the maximum of the magnon peak
rather than by a proper fit of the whole RIXS spectrum. This approach prevents
a detailed evaluation of the impact of electron doping on the spectral weight and
lifetime broadening of the magnetic excitations. These aspects were addressed in
detail in the experimental study presented in Sec. 5.4.
The experimental reports of a purely isotropic exchange model for Sr2IrO4 are,
in fact, at variance with the predictions of anisotropic magnetic interactions arising
from the finite Hund’s coupling JH discussed earlier in this section. Experimental
evidence supporting the presence of anisotropic magnetic interactions has come
from a number of resources, including the detailed study of the magnetic critical
scattering which led to the anisotropic Hamiltonian of Eq. (5.15) and the observation
of a small magnon energy gap in electron spin resonance (0.83 meV) [282] and
Raman spectroscopy (1.38 meV) [283]. On the other hand, as this brief overview of
the literature data should have made clear, all previous RIXS investigations on the
excitation spectrum of the parent and electron-doped compounds have not explicitly
reported the presence of a gap, nor have they discussed the role of the anisotropic
terms in the magnetic Hamiltonian. The only exception is represented by recent
data collected on the parent compound [237], where a magnon peak of finite energy
(≈ 30 meV) is visible at the Γ point [Fig. 5.17(a)]. However, the authors focus their
discussion on the charge excitations and do not mention the presence of a gap nor
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do they analyse it in detail. Vale et al. [242] fitted their data [Figs. 5.17(b),(c)] to
the linear spin-wave solutions of the 2DAH Hamiltonian of Eq. (5.15) and found an
anisotropic parameter ∆λ = 0.08(1), consistent with the theoretical predictions by
Igarashi and Nagao [240, 241] and Solovyev et al. [243].
5.4 Magnetic excitations in (Sr1−xLax)2IrO4 studied
by means of RIXS at the Ir L3 edge
The work presented in this section has been published as “Anisotropic exchange and
spin-wave damping in pure and electron-doped Sr2IrO4” by D. Pincini, J.G. Vale,
C. Donnerer, A. de la Torre, E.C. Hunter, R. Perry, M. Moretti Sala, F. Baumberger
and D.F. McMorrow, Physical Review B 96, 075162 (2017) [284].
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Figure 5.18: ID20 setup energy resolution function for the (a) x = 0, 0.01, 0.04 and (b)
x = 0.1 data sets.
In order to investigate in more detail the magnetic excitation spectrum of
Sr2IrO4 and its evolution upon electron doping, RIXS experiments were performed
at the Ir L3 edge. Single crystals of (Sr1−xLax)2IrO4 with varying La concentra-
tion [x = 0, 0.01(1), 0.04(1), 0.10(1)] were flux grown using standard methods
and characterised by resistivity and susceptibility measurements as described in
Ref. [222] for samples of the same batch (see Fig. 5.6). The doping level of each of
the crystals was checked by means of EDX spectroscopy. All bulk properties were
found to be consistent with the ones reported in the literature and discussed in more
detail in Sec. 5.2.
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The RIXS measurements were performed over the course of two experiments
at the ID20 beamline of the ESRF. The experiments were carried out in horizon-
tal scattering geometry using a spherical (R = 2 m) Si(844) diced analyser with a
60 mm mask and a Si(844) secondary monochromator. The resulting energy reso-
lution, which was measured using the scattering from an amorphous target, is best
described by a Voigt profile with FWHM = 23.4 meV for the experiment on the
x = 0, 0.01, 0.04 samples and FWHM = 28.0 meV for the one on the x = 0.1 crys-
tal (Fig. 5.18). This was assumed to be fixed throughout the experiment and used to
fit the elastic line of the RIXS spectra. The in-plane momentum resolution was cal-
culated for the particular scattering geometry and analyser mask used and found to
be ∆Q⊥ ≈ 0.18A˚−1. The samples were mounted with their crystallographic [001]
axis and either the [110] (x = 0 ,0.01) or [100] (x = 0.04, 0.1) axis in the scattering
plane and were cooled down to T = 20 K (below the Ne´el transition at TN ≈ 230 K
found in undoped Sr2IrO4 [242]) by means of a He-flow cryostat.
5.4.1 Doping evolution of long-range magnetic order
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Figure 5.19: Doping level dependence of magnetic diffraction peaks (a) in-plane and (b)
out-of-plane reciprocal space scans at T = 20 K.
The evolution of LR magnetic order as a function of the La content was in-
vestigated by means of REXS performed using the elastic channel of the RIXS
spectrometer. Keeping the incident energy fixed at the Ir L3 absorption edge, re-
ciprocal space scans were performed measuring the dependence of the elastic scat-
tering signal on the momentum transfer through Bragg positions associated with
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Figure 5.20: Temperature dependence of the (1034) magnetic diffraction peak (a) in-plane
and (b) out-of-plane reciprocal space scans in the parent compound (x = 0).
magnetic diffraction peaks in the undoped (x = 0) compound. The data for the dif-
ferent samples are shown in Fig. 5.19 for magnetic peaks of the type (014n) and
(104n+ 2) [where (hk l) are the Miller indices with respect to the large I41/acd
cell (see Sec. 5.2)]. LR 3D order is suppressed already for x = 0.01(1), as can be
seen from the complete lack of correlations along l. However, SR 2D correlations
in the basal plane of the crystal persist up to x = 0.10(1), where a broad peak in the
h scan is still present. These findings confirm results from analogous measurements
[248] (within the uncertainty of the doping level determined with EDX) and extend
them up to 10% La substitution, which represents the highest reported doping level
at the time of the draft of the present work. This supports the notion that, similar to
the superconducting cuprates, SR magnetic correlations are extremely robust to the
injection of free carriers.
Extending significantly the range of x over which the evolution of the magnetic
order is followed also facilitates a comparison with hole-doped La2CuO4. In the
latter, the low-energy magnetic response becomes incommensurate for x > 0.05,
heralding the formation of stripe order [285–287]. A recent REXS study on
(Sr0.96La0.04)2IrO4 [288], published shortly after the investigation here presented,
suggests the presence of an incommensurate magnetic state reminiscent of the spin
density waves observed in (La1−xSrx)2CuO4. Nonetheless, all the doped Sr2IrO4
samples considered in the present work reflect the persistence of commensurate
SR order, with no clear evidence of incommensurate magnetic order found up to
x = 0.10(1).
Temperature was found to affect the magnetic correlations in a similar fashion
to the doping level. Fig. 5.20 displays the (1034) reciprocal space scans collected
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Figure 5.21: Proposed (Sr1−xLax)2IrO4 temperature-doping phase diagram based on the
REXS measurements presented in this section. The filled symbols correspond to the tem-
perature and doping values probed during the experiments. The dashed line separating the
LR AFM phase from the SR one is just meant as a guide to the eye.
on the undoped sample (x = 0) at two different temperatures, both below and above
the Ne´el transition at TN ≈ 230 K [242]. At high temperature the LR order is lost,
but SR correlations still persist within the IrO2 planes. In Fig. 5.21, I report an
updated version of the temperature-doping phase diagram of Fig. 5.7 based on the
present resonant elastic measurements, which highlights the persistence of SR order
deep into the metallic phase. The evolution of the Ne`el temperature as a function of
doping was not investigated in detail and is just meant as a qualitative guide to the
eye. The absence of LR order in the x = 0.01(1) crystal seems to disagree with the
bulk measurements of Fig. 5.6 and with the critical concentration xc ≈ 0.02 found
by Chen et al. [87]. This, however, should come as no surprise. Considering the
experimental uncertainty in the doping level determination, this crystal sits close to
the boundary between the LR and SR regions of the phase diagram: minor variations
in the actual La content (between, for instance, different crystals of the same batch)
are expected to have a large impact on the magnetic order.
5.4.2 Single-magnon excitation spectrum
RIXS spectra were collected keeping the incident energy fixed to the Ir L3 absorp-
tion edge and measuring the energy of the scattered photons in the energy loss range
Eloss =−0.2−0.6 eV. For each value x of La content, several spectra were collected
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(0,0)
(π,π)
Figure 5.22: RIXS spectra as a function of the in-plane momentum transfer Q⊥ along high-
symmetry directions of the (0033) first BZ [see inset in (a)] for (a) x = 0, (b) x = 0.01, (c)
x= 0.04 and (d) x= 0.1. The solid lines represent the fit of the single magnon energy to the
2DAH model discussed in the text (see Fig. 5.30). The energy loss spectra along the vertical
dashed lines are plotted in Fig. 5.24. The data from different samples were normalised to
the spectral weight around Eloss = 1 eV of the (0,0) spectrum.
for different values of Q⊥ along high-symmetry directions of the (0033) first BZ.
The latter was chosen to provide a scattering angle 2θ ≈ 90◦ and thus suppress
elastic scattering11. The spectra for the different samples are plotted in the colour
maps of Fig. 5.22 as a function of Q⊥. All in-plane momentum transfer values
Q⊥ = (Qx , Qy) are quoted in units of 1/a, where a = 3.89A˚ is the in-plane lat-
tice constant of the undistorted I4/mmm unit cell (see Fig. 5.3), unless otherwise
specified. The out-of-plane component was kept fixed to l = 33 for all the spectra,
where l is the out-of-plane Miller index. The only exception is represented by the
(0,0) spectrum in the x = 0 sample: this was measured for l = 32.85 to minimize
the strong elastic signal arising from the ordered magnetic structure.
As first reported by Kim et al. [236], the parent compound data show a col-
lective magnetic excitation dispersing from the AFM zone centre (pi,pi) and ex-
11In the horizontal scattering geometry used for the measurements, the Thomson scattering cross
section for the horizontal linear polarisation of the incident X-rays vanishes for 2θ = 90◦.
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Figure 5.23: Extended RIXS spectra collected at high-symmetry Q⊥ values of the (0033)
first BZ as a function of the doping level. The spectra of different samples for each Q⊥
point have been normalised to the spectral weight around Eloss = 1 eV.
tending up to about 0.2 eV. In agreement with earlier studies [247, 248], damped
magnetic excitations with a similar in-plane dispersion survive in the doped com-
pounds deep into the metallic phase, where the LR magnetic order is suppressed.
As already mentioned in Sec. 5.4.1 in relation to the REXS scans, the magnons
in the heavily doped (x = 0.1) sample still reflect the persistence of commensurate
SR order, in contrast to hole-doped La2CuO4 [285–287]. Although the main fo-
cus of the present measurements was the investigation of the spin-wave excitations,
RIXS spectra over an extended range of energy loss up to Eloss = 1.2 eV were mea-
sured at high-symmetry points of the first BZ (Fig. 5.23). These mainly served as
a reference and were conveniently used to normalise the data of different samples
using the spectral weight around Eloss = 1 eV. Both the parent and electron-doped
samples long spectra display a broad, weakly-dispersive feature in the energy loss
range 0.4−1 eV. The latter consists of two overlapping peaks which were assigned
to charge transitions within the spin-orbit split t2g orbitals [236, 237].
A quantitative analysis of the spin-wave spectrum was achieved by fitting the
RIXS data of Fig. 5.22 by a sum of an elastic line and the following inelastic fea-
tures: (A) single-magnon excitation, (B) a multimagnon continuum and (C),(D)
intra-t2g excitations (which are visible in their full extent in the long spectra of
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Fig. 5.23). This is shown for representative spectra in Fig. 5.24. The elastic line
was fitted to the Voigt profile describing the instrument resolution function shown
in Fig. 5.18. The width, determined by the experimental energy resolution, was kept
fixed while allowing both its amplitude and peak energy value to vary. The peak en-
ergy value, in particular, was kept as a free parameter in order to account for small
time drifts in the elastic energy over time. The extracted value was then used to de-
fine the Eloss = 0 point in each spectrum12. The line shape of the inelastic features
A
B C
D
Figure 5.24: Fit detail of representative RIXS spectra for (a) x = 0, (b) x = 0.01, (c) x =
0.04 and (d) x = 0.1. Open symbols and solid lines represent the measured intensity and
the fit of the spectra, respectively. The Voigt functions used to fit the elastic line and the
various inelastic contributions (A: single-magnon, B: multimagnon continuum, C-D: intra-
t2g excitations) are displayed through the shaded regions. The horizontal lines in the x = 0
(same as x = 0.01, 0.04) and x = 0.1 panels represent the Gaussian width of the resolution
function (fixed during the fit). The spectra from different samples were normalised to the
spectral weight around Eloss = 1 eV of the (0,0) spectrum.
is the result of the convolution between the resolution function Voigt profile and a
Lorentzian function modelling the lifetime broadening of the core hole generated by
the absorption of the incident resonant X-rays. Therefore, the inelastic peaks were
12The position of the elastic line was constantly checked during the data fitting and was found
to be always within ±FWHM/2 from the nominal Eloss = 0. This excludes anomalies in the fitting
procedures.
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x
Measured gap (meV) Corrected values (meV)
(0,0) (pi,pi) (0,0) (pi,pi)
0 24(5) 27(4) 19(7) 22(4)
0.01 33(5) 19(4) 29(7) 13(4)
0.04 22(6) 20(4) 12(11) 14(4)
0.1 23(6) 20(4) 16(8) 14(4)
Table 5.2: Measured and Q-resolution-corrected magnon energy gap values for the differ-
ent doping concentrations. The values in parentheses represent the maximum between the
statistical 2σ confidence interval and the estimated additional sources of error as explained
in the text.
fitted using a Voigt profile, with the FWHM of the Gaussian component fixed to the
correspoding value of the instrument resolution function (black horizontal lines in
Fig. 5.24) and the width of the Lorentzian component left as a free fitting parameter.
This properly accounts for the contribution of the experimental energy resolution:
the resulting Lorentzian component thus reflects the intrinsic width of the inelastic
transition.
For the x = 0.1 data, the principle of detailed balance13 was used to suppress
the energy gain tails of the inelastic features, which resulted in significantly lower
χ2 values. Given the smaller FWHM of the excitations, the applications of detailed
balance did not lead to a substantial improvement in the fit quality at lower doping
levels. In general, no particular constraints were applied to the fitting parameters.
The only exception is represented by the multi-magnon peak profile in the x =
0.04 and x = 0.1 samples. For these doping levels, the large broadening of the
single-magnon peak produces a significant overlap of the single- and multi-magnon
excitations. The latter are thus strongly intermingled with the nearby features and
much harder to resolve. Nonetheless, a reliable fit could be obtained by fixing
the value of the single- to multi-magnon peak amplitude ratio and the Lorentzian
width of the multi-magnon Voigt profile. These values were found from a global
optimization of all the RIXS spectra and kept unaltered during the fit of the other
parameters.
13The principle of detailed balance is mostly found in the literature of phonon excitations, where
it relates the spectral weight Icreation of a phonon creation peak (Eloss = Ecreation > 0) to the spectral
weight Iannihilation of the corresponding phonon annihilation one (Eloss =−Ecreation < 0): Iannihilation =
Icreatione
−Eloss
kBT .
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5.4.2.1 Energy gap and impact of the momentum resolution
One of the main features emerging from the RIXS data is the presence of a finite
gap in the single-magnon energy at all doping levels. This is evident from the low-
energy detail of the spectra collected at the crystallographic and AFM zone centres
shown in Fig. 5.25, where simple inspection reveals a separate energy-loss peak
partially overlapping with the elastic line. The gap appears relatively robust against
the injection of free carriers and does not show any systematic doping dependence.
Extra care must be taken, however, when assessing the presence of a small
gap in the excitation spectrum. This is because, as it will be shown hereafter, the
finite Q resolution of the spectrometer can have a significant impact on the mea-
sured energy at the minima of the magnon dispersion. The in-plane momentum
resolution function (i.e. within the ab basal plane of the Sr2IrO4 tetragonal crys-
tal) of the ID20 spectrometer in proximity of Q = (0 , 0 , 33) was calculated to be
about ∆Q⊥ ≈ 0.18A˚−1. This corresponds to ∆Q⊥ ≈ 0.2pi in units of 1/a, where
a = 3.89A˚ is the in-plane lattice constant of the undistorted I4/mmm unit cell. In
general, the in-plane momentum resolution along a given crystal direction depends
on the specific orientation of the a and b crystal axes with respect to the scattering
plane. The resolution is worse when varying the momentum transfer perpendic-
ular to the scattering plane (horizontal in the measurements here discussed). The
reported ∆Q⊥ value refers to this worst case scenario.
0.1 0.0 0.1 0.2
Energy loss (eV)
0
5
10
15
20
25
30
In
te
n
si
ty
 (
co
u
n
ts
/s
)
(a)
(0, 0)
x= 0
x= 0. 01
x= 0. 04
x= 0. 1
0.1 0.0 0.1 0.2
Energy loss (eV)
0
200
400
600
800
1000
(b)
(pi, pi)
×8
×5
Figure 5.25: Doping level dependence of the low-energy region of the RIXS spectra at (a)
(0,0) and (b) (pi,pi). Open symbols and solid lines represent the measured intensity and
the fit of the spectra, respectively. The shaded regions show the fitted single-magnon peak,
highlighting the presence of a finite spin-wave gap. The vertical dashed lines mark the value
of the magnon energy in the parent compound (x = 0). The data are offset for clarity. The
fitted magnon energies and the corresponding Q-resolution-corrected values are reported in
Table 5.2.
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Figure 5.26: Impact of the RIXS spectrometer momentum resolution at (a) (pi,pi) and (b)
(0,0) in the case of gapless magnetic excitations (∆λ = 0). The dashed and solid lines
are Voigt profiles representing the magnon peak for the ideal case of vanishing momentum
resolution and for ∆Q⊥ = 0.18A˚
−1, respectively. ∆E is the energy shift seen between the
two cases. The width of the Voigt profiles has been set equal to the experimental energy
resolution of 23.4 meV.
The effect of the momentum resolution on the measured dispersion at a given
Q⊥ value is to average the energy values corresponding to nearby momentum trans-
fers. Its impact is thus expected to be particularly large at (pi,pi) and (0,0), where
the energy rapidly increases from its minimum value. This is clearly shown in
Fig. 5.26, where the impact of the finite momentum resolution was calculated con-
volving an originally gapless excitation spectrum with a rectangular approximation
of width ∆Q⊥ = 0.18A˚
−1 of the actual Q resolution profile. With respect to the
ideal case ∆Q⊥ = 0, the convolution causes an upwards shift in the magnon en-
ergy and thus results in the appearance of a fictitious gap of 10.8 and 16.1 meV
at (pi,pi) and (0,0), respectively. These values were intentionally calculated in the
worst-case scenario of initially gapless excitations and a rectangular approximation
of the resolution function and are thus to be considered as upper limits. As shown
in Table 5.2 (see measured gap values), the gap values extracted from the data are
larger at all doping levels and indicate that resolution effects alone cannot account
for the observed magnon gap.
This result is robust against the fit statistical error within a 2σ confidence inter-
val, with the latter always smaller than 6 meV. In general, additional sources of er-
ror might be present which increase the uncertainty beyond the statistical one. This
might contribute to the variability in the gap values seen for different doping levels
and might account, for instance, for the large value of the (0,0) gap in the x = 0.01
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sample14. The extra variability was estimated by evaluating the standard deviation
1/
√
(N−1)∑x(Ex− E¯)2 of the gap values for different doping levels, which was
found to be about 5 and 4 meV at (0,0) and (pi,pi), respectively. These values are
comparable to the 2σ statistical error for each x value and do not undermine the
validity of our results. The uncertainty in the measured gap values in Table 5.2 cor-
responds, for each doping level, to the maximum between the statistical 2σ error
and the estimated variability across the various samples. Different choices of the
initial fitting parameters for the RIXS spectra were also tried in order to verify the
robustness of the fit, leading to a spread in the fitted energy values always smaller
than 2σ . Moreover, given the huge difference in the magnon spectral weight be-
tween the crystallographic and AFM zone centre (see Sec. 5.4.2.3 for more details),
an artificial resolution-induced gap would display substantially different values at
(pi,pi) and (0,0), in contrast to what is observed in the measurements. The presence
of gapped magnons is thus to be considered an intrinsic property of the excitation
spectrum in (Sr1−xLax)2IrO4.
2σ
Figure 5.27: Calculated values of the measured vs real spin-wave energy gap in the case
of ∆Q⊥ = 0.18A˚
−1 (solid lines) and an ideal spectrometer with ∆Q⊥ = 0 (dashed lines).
The shaded regions represent 2σ confidence intervals for the Q-resolution-corrected (real)
gap values calculated from the measured ones (as shown in the inset). The color code is the
same used for the others figures of this chapter and refers to samples with different doping
levels: x = 0 (dark blue), x = 0.01 (light blue), x = 0.04 (light red), x = 0.1 (dark red).
Although the finite Q resolution of the RIXS spectrometer alone is not capable
of accounting for the measured values of the energy gap, the latter are overesti-
mated with respect to the case of an ideal spectrometer. Nonetheless, the impact of
14One possible cause can be identified in the presence a few outliers in the corresponding RIXS
spectrum in the energy loss range where the magnon resides.
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the Q resolution can be factored out from the measured energy values by extend-
ing the calculations performed for gapless magnetic excitations (Fig. 5.26) to the
case of an arbitrary initial gap. The results are shown in Fig. 5.27, where the solid
lines represent the energies that one would measure in the RIXS spectra for a given
starting value of the real gap (i.e. the one arising from the physics of the system)
with a finite Q resolution of ∆Q⊥ = 0.18A˚
−1. The impact of the latter decreases
for increasing gap values, since the spin-wave dispersion becomes more rounded
in proximity of (0,0) and (pi,pi) (see Sec. 5.4.2.3). For values large enough, the
measured gap approaches the real one, as would be the case for an ideal spectrome-
ter with ∆Q⊥ = 0 (dashed lines in Fig. 5.27). On the other hand, the measured gap
departs significantly from the ideal case as the real gap is decreased, with the largest
difference occurring for the case of gapless excitations already discussed. Given a
certain interval of measured gap values, which can be taken as the value extracted
from the fit ±2σ , one can use the solid line of Fig. 5.27 to trace back the corre-
sponding Q-resolution-corrected gap interval (which will be generally larger then
the measured one). The latter is represented through the shaded regions of Fig. 5.27,
where different colors correspond to different doping levels (the color code is the
same used for Figs. 5.23 and 5.24).
The corrected gap values are reported in Table 5.2. An average gap of 19(9)
and 16(4) meV is present at (0,0) and (pi,pi), respectively15. Here, the values in
round brackets give an estimate of both the statistical uncertainty and the variability
seen across the different doping levels. These values appear to be roughly consis-
tent with a previous estimate in the undoped compound (≈ 30 meV [242]) and the
calculations by Igarashi and Nagao [240, 241], which predicted a value of about
29 meV. A comparable value was also recently reported by an analogous RIXS in-
vestigation to the one here discussed in pure Sr2IrO4 [289]. On the other hand,
smaller energy gaps have been reported by recent electron spin resonance [282] and
Raman spectroscopy [283] studies. The origin of the discrepancy with the above
analysis remains an open issue.
5.4.2.2 Anisotropic magnon damping
Besides displaying a finite energy gap largely insensitive to the La content, the
fit detail of Fig. 5.25 reveals that the magnon peak at (0,0) and (pi,pi) does not
15As I will argue in more detail in Sec. 5.4.2.3, the value of the gap at (pi,pi) is expected to
be underestimated given the presence of a gapless mode with non-vanishing spectral weight (see
Sec. 5.3.3).
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considerably broaden as the dopant concentration is increased. In particular, the
FWHM increases by only 60% going from the parent to the heavily doped x = 0.1
sample. For other values of the momentum transfer however, the response of the
magnon upon injection of free carriers is markedly different. This is evident from
the low-energy detail of representative spectra collected along the anti-nodal and
nodal direction shown in Fig. 5.28, which the reader is invite to compare with the
zone centre ones of Fig. 5.25. Away from (0,0) and (pi,pi), the magnon displays
both a significant softening (which will be discussed in more detail in Sec. 5.4.2.3)
and broadening for increasing values x of La content. This is further emphasized
in Fig. 5.29, where the Lorentzian width of the single magnon peak extracted from
the fit of the RIXS spectra across the entire first BZ is reported as a function of the
doping level. In general, a remarkably pronounced anisotropic broadening occurs
moving away from the zone centres. The largest effect is seen at the zone bound-
aries (0,pi) and (pi/2,pi/2), where the FWHM increases by a factor of about 3 and
4, respectively, going from x = 0 to x = 0.1. Here, heavily damped paramagnons
are thus present. As a result, while the magnon lifetime broadening of the parent
compound displays only moderate variations as a function of the in-plane momen-
tum transfer, a peculiar dependence is seen in the doped samples, which resembles
the single-magnon energy dispersion (see Fig. 5.30).
Figure 5.28: Doping level dependence of the low-energy region of the RIXS spectra at two
different Q⊥ values along the (a) antinodal and (b) nodal direction. Open symbols and solid
lines represent the measured intensity and the fit of the spectra, respectively. The shaded
regions show the fitted single-magnon peak while the vertical dashed lines mark the value
of the magnon energy in the parent compound (x = 0). The data are offset for clarity.
The pronounced anisotropic broadening of the magnetic excitations was not
addressed by previous studies on parent [236] and electron-doped [247, 248]
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Sr2IrO4 and suggests that the injection of free carriers causes a strong enhancement
of the scattering processes along the magnetic BZ boundary (pi/2,pi/2)→ (0,pi),
which shortens the excitation lifetime with respect to the crystallographic and AFM
zone centres. A significant damping of the single-magnon excitations was also doc-
umented for the hole-doped cuprates, where it was attributed to the magnons cou-
pling with (and consequent decay into) the Stoner continuum of incoherent electron-
hole excitations [279, 290]. Although in both LSCO and YBCO the magnon broad-
ening was found to be weakly dependent on the in-plane momentum transfer along
the antinodal direction [279, 290, 291], the same coupling mechanism could play a
role also in Sr2IrO4. An asymmetric doping response reminiscent of the one here
reported was found in Bi-based cuprates [280, 281]. In this case, the single-magnon
peaks in the hole-doped samples display a significant softening and damping along
the nodal direction compared to the parent compound, while it appears to be more
robust along the antinodal one. This peculiar behaviour was associated to the decay-
ing of spin-wave excitations into the electron-hole continuum due to the emergence
of itinerant, or partially itinerant, states in the form of Fermi arcs around (pi/2,pi/2)
upon hole doping. Similar changes were recently found to take place in electron-
doped Sr2IrO4 [222] (see Sec. 5.2). Given the even more pronounced itinerant char-
acter of the Ir 5d electrons compared to the Cu 3d ones, this is likely to impact the
magnetic excitation spectrum analogous to the cuprates case. Additional theoretical
effort will be needed to clarify this point.
It should be noted that a high-energy continuum was found by means of in-
elastic neutron scattering around (0,pi) in La2CuO4 [292], which was presented
as evidence of the presence of fractional excitations referred to as spinons. The
presence of such continuum in the case of Sr2IrO4 could contribute to the width
of the magnon peak extracted from the fit of the spectra and partially explain the
corresponding large lifetime broadening. However, as it will be shown in the next
section, the depression in the magnon energy and spectral weight around (0,pi) nor-
mally accompanying the existence of spinon excitations is not visible in the data.
No clear evidence of fractional excitations can thus be inferred from the results
presented in this section.
5.4.2.3 Energy dispersion: anisotropic exchange interactions
The presence of a finite gap in the single-magnon energy is at odds with previous
reports of fully isotropic Heisenberg interactions [236, 247, 248] (see Sec. 5.3.3)
and constitutes clear evidence of a non-negligible anisotropy in the coupling be-
246 Chapter 5. The 5d case: (Sr1−xLax)2IrO4
Figure 5.29: Single-magnon Lorentzian lifetime broadening for (a) x = 0, (b) x = 0.01,
(c) x = 0.04 and (d) x = 0.1. The data points were extracted fits analogous to the ones of
Fig. 5.24, with the error bars representing 1σ confidence intervals.
tween Jeff = 1/2 moments in (Sr1−xLax)2IrO4. As already discussed in Sec. 5.3.2,
this is consistent with the prediction of significant deviations from the rotationally-
invariant Heisenberg model when Hund’s coupling and distortions away from cu-
bic symmetry are taken into account [239–241, 243, 277, 278]. In this case, the
magnetic exchange Hamiltonian is expected to assume the form of Eq. (5.10), or,
equivalently, the one of the 2DAH model reported in Eq. (5.15). For the sake of
clarity, the following discussion and the fits shown in the figures explicitly refer
to the latter, which was already used to provide with a satisfactory description of
the parent compound single-magnon spectrum [242]. However, as mentioned in
Sec. 5.3.3, the two models correspond to an equivalent physical description of the
exchange interactions and result in a single-magnon energy dispersion and spectral
weight momentum dependence which are indistinguishable for any practical pur-
poses. For this reason, the model of Eq. (5.10) was also used to fit the experimental
data and led to an equally satisfactory description of the observed dispersion. The
parameters derived from the fit are reported and commented along with the ones of
the 2DAH model.
The two magnetic modes E± expected to arise from the presence of a signif-
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Figure 5.30: Q-resolution-corrected single-magnon energy dispersion for (a) x = 0, (b)
x= 0.01, (c) x= 0.04 and (d) x= 0.1. The data points were extracted through fits analogous
to the ones of Fig. 5.24. The error bars represent 1σ confidence intervals [apart from (0,0)
and (pi,pi), where the 2σ interval is reported instead]. The thick solid lines in colour show
the fit to the 2DAH model described in the text (best-fit values reported in Table 5.3), while
the thin solid and dashed black lines represent the two magnetic modes calculated for the
best-fit parameters.
icant anisotropy in the magnetic interactions [see Fig. 5.14(b)] are not resolved in
the measurements. The reason is that their energy is almost degenerate for most
of the Q⊥ values explored, with a non-negligible splitting is present only at the
zone centres. Moreover, as can be seen from Fig. 5.14(b), the gapless mode carries
a vanishingly small spectral weight at (0,0), while it is hidden by the elastic sig-
nal arising from the weak structural reflections of the type (10 l) (with l = 2n+1)
[250, 251] at (pi,pi) [which corresponds to (1033) in (h k l) notation]. Only the
gapped mode is thus expected to be visible in the RIXS spectra and to account for
the observed magnon gap. Following this reasoning, the measured dispersion was
then fitted to (i) E+ along the path (pi/2,pi/2)→ (0,pi)→ (pi,pi) and (ii) E− along
the path (pi/2,pi/2)→ (0,0). The measured single-magnon energy in-plane dis-
persion for the various doping levels is shown in Fig. 5.30 along with the fit to the
2DAH model. Here, the measured energy values at the zone centres were corrected
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to take into account the finite Q resolution of the RIXS spectrometer as explained
in Sec. 5.4.2.1. The corresponding best-fit parameters are summarised in Table 5.3.
It should be noted that, due to the non-vanishing spectral weight of the gapless
magnon at (pi,pi) and the finite energy and momentum resolution of the RIXS spec-
trometer, the magnon peak measured in proximity of the AFM propagation vector is
expected to result from the weighted average of the two modes: neglecting the gap-
less one thus leads to an overestimation of the corresponding energy values (and,
consequently, the magnon gap).
Despite the presence of a significant anisotropy in the magnetic interaction,
the isotropic exchange integrals are the leading terms in the magnetic Hamiltonian
and still account for most of the magnon dispersion away from the zone centre
and the AFM propagation vector. The fit to the 2DAH model was thus performed
following an incremental approach consisting of three steps: (i) the isotropic ex-
change integrals Jex, J′ex and J′′ex were first determined by fixing ∆λ = 0; (ii) keeping
the exchange integrals fixed to the values found in step (i), the anisotropy param-
eter ∆λ was then allowed to vary to best describe the observed gap; (iii) fixing
∆λ to the value found in step (ii), the isotropic integrals were refined fitting them
again to the measured data. The values obtained in step (iii) are generally differ-
ent from the initial ones; their spread is expressed by the values in round brackets
shown in Table 5.3 (the round brackets values for ∆λ correspond to the 1σ statis-
tical uncertainty). The difference is however reasonably small indicating a good
convergence of the model. In order to reduce the correlations between the fit-
ting parameters and improve the stability of the fit, the ratio |J′ex|/J′′ex was fixed
to 1.33, which seems to correctly describe the relative strength of the two interac-
tions [236, 248]. The anisotropic parameters Jz and Jxy derived from the fit to the
model of Eq. (5.10) (keeping Jz = −Jxy [240]) are also reported in Table 5.3. The
corresponding isotropic exchange integrals have been omitted since their values are
equivalent to the ones of the 2DAH model within the error bars.
Fig. 5.30 shows that the 2DAH Hamiltonian of Eq. (5.15) provides a good de-
scription of the magnetic excitation spectrum of pure and electron-doped Sr2IrO4.
An equally satisfactory fit was achieved using the model of Eq. (5.10) by Igarashi
and Nagao [240, 241]. In particular, the Q-resolution-corrected gap at all doping
levels is correctly reproduced by a value of the easy-plane anisotropy ∆λ in the
range 0.03− 0.06. As it can be seen from Table 5.4, these values show a good
agreement with the experimental estimate by Vale et al. [242] based on the par-
ent compound RIXS spectra reported by Kim et al. [237] and previous theoretical
predictions, which have been already discussed in more detail in Sec. 5.3.2. The
anisotropic exchange integrals Jz and Jxy of Eq. (5.10) are also roughly consistent
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x J˜ (meV) J′ex (meV) J′′ex (meV) ∆λ Jz (meV) Jxy (meV)
0 57(1) -16.5(4) 12.4(3) 0.05(2) -1.4(6) 1.4(6)
0.01 51(1) -18.5(4) 13.9(3) 0.06(2) -1.7(6) 1.7(6)
0.04 44.5(5) -17.2(2) 12.9(1) 0.03(2) -0.5(5) 0.5(5)
0.1 41.7(5) -18.4(2) 13.8(2) 0.04(2) -0.9(5) 0.9(5)
Table 5.3: Best-fit parameters of the 2DAH model [Eq. (5.15)] as extracted from the Q-
resolution-corrected single-magnon dispersion (Fig. 5.30) for the different doping concen-
trations. The values of the anisotropic exchange integrals of the model of Eq. (5.10) derived
from a similar fit are also reported. |J′ex|/J′′ex was kept fixed to 1.33 for all samples and the
constraint Jz = −Jxy was also used. The values in parentheses for J˜, J′ex and J′′ex represent
an estimate of the experimental uncertainty as outlined in the text, while they correspond to
the statistical 1σ confidence interval for ∆λ , Jz and Jxy.
Experiments Theory
Present work Vale [242] Igarashi [240, 241] Solovyev [243]
∆λ 0.03(2)−0.06(2) 0.08(1) 0.06 0.087
Table 5.4: Comparison of the anisotropy parameter ∆λ derived from the present investiga-
tion with experimental and theoretical values reported by other authors.
with the theoretical prediction Jz =−Jxy =−1.8 meV [240, 241]. It is worth notic-
ing, as the authors of Ref. [242] point out, that their result overestimates the true
anisotropy since the effect of the finite Q resolution of the RIXS spectrometer is not
properly taken into account. The smaller values presented in this work are thus to
be considered more accurate.
As already noted by Vale et al. [242], a much smaller value ∆λ = 2.0(5)×10−4
[293] was reported for La2CuO4. The present RIXS results thus confirm the critical
scattering data [242] and firmly establish the importance of easy-plane anisotropy in
the low-energy Hamiltonian of Sr2IrO4. The anisotropy does not show any signif-
icant dependence on the La content within the experimental uncertainty, thus sug-
gesting that it is robust with carrier doping. The impact of electron doping on the
spin-wave energy dispersion is limited to a renormalisation of the nearest-neighbour
exchange interaction: this decreases as x is increased in agreement with what was
reported by Gretarsson et al. [248]. In general the isotropic exchange parameters
display similar values to the ones found by previous investigations [236, 247, 248].
As well as displaying a good agreement with the measured energy, the 2DAH
model also provides a satisfactory description (up to an arbitrary scale factor) of the
spectral weight momentum dependence. This is shown in Fig. 5.31, where the spec-
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Figure 5.31: Single-magnon spectral weight for different values x of La content. The data
points were extracted through fits analogous to the ones of Fig. 5.24, while the error bars
represent 1σ confidence intervals. The solid lines show the fit to the 2DAH model described
in the text.
tral weight calculated from Eq. (5.14) using the parameters of Table 5.3 is plotted
along with the integrated area of the single-magnon peak extracted from the fit of the
RIXS spectra. The latter shows a pronounced enhancement at the AFM propagation
vector (pi,pi) both in the parent compound and in the x = 0.01 sample as expected
for magnetic excitations on a square lattice of antiferromagnetically-aligned mo-
ments. The enhancement is less pronounced for the x = 0.04 and x = 0.1 samples,
where the spectral weight displays a weaker dependence on Q⊥. Fig. 5.31, how-
ever, is just meant as a qualitative visual comparison since the RIXS cross-section is
related, but not identical, to the spectral weight calculated through linear spin-wave
theory. In general, the intensity of the two modes in the RIXS spectra depends on
the experimental geometry and the polarisation of the incident and scattered beam.
A detailed treatment of the RIXS cross section goes beyond the scope of the present
investigation and can be found elsewhere [39, 294]. Moreover, following the same
approach used for the fit of the energy dispersion, I+ and I− were considered along
the paths (pi/2,pi/2)→ (0,pi)→ (pi,pi) and (pi/2,pi/2)→ (0,0), respectively. This
neglects the intensity contribution of the other mode for those Q⊥ where the two
modes almost completely overlap.
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5.5 Conclusions
In this chapter, I presented a detailed RIXS investigation of the magnetic excitation
spectrum in pure Sr2IrO4 and electron-doped (Sr1−xLax)2IrO4. This study has re-
vealed the presence of gapped magnons up to x = 0.10(1). The magnon appears to
be robust upon carrier doping at the crystallographic and AFM zone centre, while
paramagnons exhibiting a pronounced anisotropic damping are found elsewhere in
the BZ. Consistent with the theoretical prediction by Jackeli and Khaliullin [239]
and Igarashi and Nagao [240, 241] formulated for the case of a non-negligible
Hund’s coupling of the Ir 5d electrons, the gap can be ascribed to a significant
in-plane anisotropy in the interaction between Ir4+ Jeff = 1/2 isospins which breaks
the full rotational symmetry of the magnetic Hamiltonian. Despite the similari-
ties with the superconducting cuprates, the present results show that the entangled
nature of the Jeff = 1/2 ground state produced by the strong SOC gives rise to mag-
netic interactions which differ significantly from the pure spin ones encountered in
the cuprates. This will hopefully pave the way to a deeper understanding of the
differences between the two classes of compounds in light of the long sought after
superconductivity in iridate oxides.

Chapter 6
Conclusions and future perspectives
In this thesis, I have presented three different case studies of TMOs across the pe-
riodic table, from the traditional 3d case to novel 4d and 5d compounds of more
recent interest. In each case, I have discussed electronic and magnetic proper-
ties arising from a non-obvious competition between several energy scales, namely
electronic correlations, Hund’s coupling, crystal field and SOC. The key results
are based on a wide range of modern X-ray experimental techniques. In most cases,
these were either extended beyond their conventional field of applicability or pushed
to their limit, and proved to be an extremely versatile and powerful tool for the inves-
tigation of different aspects of the physics of the system. In the following sections,
I will summarise the conclusions of each of the three main experimental chapters
along with corresponding future perspectives.
6.1 The 3d case: the weak ferromagnets (Mn,Co,Ni)CO3
and FeBO3
A variety of theoretical methods and X-ray techniques was used to investigate the
weakly FM 3d oxides (Mn,Co,Ni)CO3 and FeBO3. Although weak ferromagnets
have been extensively studied in the past few decades since the discovery of the
DMI, our detailed investigation revealed an incredibly rich physics, including pre-
viously unexplored effects. In particular, first-principle calculations performed by
our collaborators revealed both a change in the sign of the DMI, found to be neg-
ative in MnCO3 and FeBO3 and positive in CoCO3 and NiCO3, and a non-trivial
trend of the orbital contribution to the TM magnetic moment as a function of the
filling of the 3d orbitals, with a particularly large value in CoCO3. The sign of the
DMI was accessed by a novel interference technique based on the coherent super-
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position of a quadrupole resonant amplitude at the TM K pre-edge and the NXMS
amplitude originating from the low-temperature C-AFM order. This allowed the
predicted sign change to be unequivocally confirmed. Moreover, the orbital and
spin moments were measured by means of NXMS and XMCD at the Co L edge at
low temperature and the large unquenched orbital contribution in the Co member
of the family [orbital to spin angular momenta ratio l/s = 0.7(2)] was confirmed.
Here, the combination of SOC and large orbital moment was found to give rise to (i)
a significant magnetocrystalline anisotropy, (ii) magnetostrictive effects and, more
interestingly, (iii) an elongation of the Co electron cloud along the ordered moment
in the magnetically-ordered phase. The latter was evidenced by the interference
of the forbidden amplitude stemming from the distortion (which was successfully
accounted for by both an empirical model and more sophisticated multiplet calcu-
lations) and the multiple scattering amplitude at space-group forbidden reflections.
The findings presented in this work highlight the prominent role played by
SOC in the physics of the system, with particular emphasis for CoCO3, apparently
at odds with the common wisdom of a limited impact of SOC in 3d TMOs. In
particular, the multiplet calculations showed that the forbidden amplitude produced
by the Co electron cloud distortion vanishes for zero SOC. As a result, the exact
value of the SOC constant could be estimated provided that one could express the
forbidden and multiple scattering amplitudes from the scattering experiment on an
absolute scale (rather than arbitrary units).
Given the similarities between weak ferromagnets and many non-collinear
magnetic phases of modern interest (such as spin spirals and skyrmions) in terms of
the underlying physics, the impact of the present investigation extends beyond the
specific compounds measured. All results combined prove the ability of modern
first-principle calculations to reproduce the properties of strongly correlated oxides.
They also show how the phase of subtle scattering amplitudes can be reliably mod-
elled and measured by using interference effects. Of particular significance is the
possibility of reliably predict and measure the sign of the DMI, which represents an
important step towards finding suitable magnetic materials for spintronics applica-
tions.
Despite the intrinsically weak nature of all scattering processes involved in the
measurements, an exceptionally high data quality was obtained thanks to a novel ro-
tating magnet approach (as well as the high crystal quality), which involved record-
ing the scattered intensity as a function of the direction of a small applied magnetic
field. In contrast to the more conventional azimuthal scans normally used in the field
of X-ray scattering, the rotating magnet approach permits to collect an equivalent
set of data without moving the sample and, therefore, does not introduce artefacts in
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the measured intensity. This method could be adopted for any magnetically-ordered
system with a net magnetisation (such as canted antiferromagnets) and with suffi-
ciently small magnetic anisotropy in the plane of application of the field to allow
the magnetic moments to freely rotate with the field.
6.2 The 4d case: Ca2−xLaxRuO4
A combination of REXS at the Ru L edge, XANES at the O K edge, XANES and
XMCD at the Ru L edge and neutron diffraction was used to address the magnetic
ordering and ground-state electronic structure of the 4d oxide Ca2−xLaxRuO4. All
ingredients of TMOs physics compete on an equal footing in Ca2RuO4 and the
corresponding ground state is extremely sensitive to external perturbations.
Substitution of divalent Ca with trivalent La is expected to dope the system
with electrons. The neutron diffraction data revealed that significant structural
changes also occur as a result of the different ionic radii of La3+ and Ca2+. In par-
ticular the RuO6 octahedra rotations are reduced and the system evolves from the
orthorhombic cell with compressed octahedra of the parent compound to a quasi-
tetragonal cell with elongated octahedra in the x= 0.07 and x= 0.12 doped samples.
The REXS measurements addressed the magnetic structure of the doped sam-
ples for the first time and showed that the k = (0,0,0) propagation vector of the
parent compound is preserved upon La doping. The latter, however, suppresses the
globally AFM A-centred magnetic mode of the parent compound in favour of the
weakly FM B-centred one, also allowed by symmetry. A similar transition is ob-
served as a function of external pressure and Sr substitution (Sr2+), thus suggesting
a structural origin.
The changes in the local crystalline environment also affect the orbital popula-
tion of the Ru4+ ion t2g orbitals as probed by O K-edge XANES. In particular, using
a minimal Ru 4d - O 2p hybridization model it is possible to interpret the evolution
of the measured spectra as resulting from an increase in the xy orbital hole occu-
pancy. This is consistent with the doping-induced octahedral elongation in a simple
single-ion model comprising crystal field and SOC.
SOC produces a ground-state wave function of mixed orbital character and
seems to have a central role in the low-energy physics. This is confirmed by the Ru
L-edge XANES and XMCD measurements, which revealed a white line branching
ratio significantly larger than the statistical one and a sizeable unquenched orbital
moment (around 25% of the spin value) in the insulating phase, respectively. On
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the other hand, L appears to be much smaller in the metallic phase at high doping,
where an almost pure spin moment seems to be present.
The experimental results confirm the sensitivity of the Ca2RuO4 ground state
to external perturbations and further support an intermediate scenario between the
pure Jeff = 0 state stabilized by SOC and the S = 1 state with fully occupied xy
orbitals expected for the case of strong octahedral compression. The microscopic
mechanism behind the change in the magnetic structure established by the REXS
measurements will have to be addressed by detailed fist-principle calculations. The
current experimental evidence points towards the doping(pressure)-induced changes
of the Ru-O-Ru bond geometry as a possible responsible of the observed transition.
I am also currently working together with our collaborators on a more sophisticated
model, which includes electron-electron correlations and Hund’s coupling, to pro-
vide a more quantitative description of the O K-edge and Ru L-edge absorption data.
Preliminary results at the O K edge seem to confirm the interpretation given on the
basis of the minimal model used in the present work.
Resonant X-ray measurements on ruthenium oxides pose serious technical
challenges as the Ru L edge sits between the energy range normally available in
soft and hard X-ray beamlines. I16 at the DLS can cover the required region of the
spectrum by using a non-standard setup, which the REXS measurements helped to
further develop and optimize. This is now becoming routinely available to external
users. On the other hand, the L-edge absorption measurements could be performed
thanks to a major upgrade of beamline ID12 at the ESRF (which was previously lim-
ited to higher energies) and are also now part of the beamline capabilities. Valuable
information on the still debated Ru4+ ion electronic structure might also be gained
by probing the low-energy excitations using RIXS at the Ru L edges. Unfortunately,
high-resolution RIXS spectrometers covering the tender X-ray spectrum are still not
available at the time of the draft of the present work. As a result, the study of the
electronic structure by means of X-ray have been so far performed indirectly at the
O K edge [178]. However, new instruments are currently being developed at beam-
line I21 of the DLS and P-01 at PETRA III (Hamburg, Germany), which will open
entire new possibilities in the investigation of the physics of ruthenium oxides in
the next few years.
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6.3 The 5d case: (Sr1−xLax)2IrO4
RIXS at the Ir L3 edge was used to investigate the magnetic excitation spectrum
in the pure and La-doped 5d oxide Sr2IrO4. Although the LR AFM order of the
parent compound is destroyed by La doping, spin-wave excitations with a similar
in-plane dispersion were found up to x = 0.10(1). This is similar to the behaviour
reported in the high-Tc superconductors parent compound La2CuO4 and can be
attributed to persisting SR correlations confined in the IrO2 planes. In contrast with
previous reports, our measurements revealed the presence of a finite energy gap in
the excitation spectrum; once the effect of the finite momentum resolution of the
RIXS spectrometer is factored out, a value of the gap equal to 19(9) and 16(4) meV
is obtained at (0,0) and (pi,pi), respectively.
The gap was successfully modelled using a 2DAH Hamiltonian with
anisotropic exchange interactions between the Ir4+ Jeff = 1/2 isospins. In gen-
eral, a finite exchange anisotropy is expected whenever a realistic value of Hund’s
coupling for 5d electrons is considered. This constitutes an important difference
with respect to the case of La2CuO4, where substantially isotropic Heisenberg
interactions were found.
Although great experimental and theoretical effort has been directed towards
the investigation of iridium oxides, a complete understanding of the physics of
Sr2IrO4 has yet to be achieved. Future theoretical work will be needed to address
the question as to whether (and how) the exchange anisotropy could have an im-
pact on the long sought after superconductivity in the iridates. The recent report of
stripe order in lightly-doped crystals will also have to be confirmed and reconciled
with the absence of the hour-glass dispersion observed in the cuprates at the AFM
propagation vector. The latter might have been overlooked as a result of the limited
energy and momentum resolution of the current RIXS spectrometers at the Ir L3
edge. This limitation could be overcome by either the new spectrometer being de-
veloped at beamline 27-ID of the Advanced Photon Source (USA), which promises
an energy resolution of ≈ 10 meV1, or, alternatively, O K-edge RIXS at the new
high-resolution setup available at beamline I21 of the DLS.
Another pathway to the investigation of incommensurate order is also pro-
vided by measurements of the phonon excitation spectrum, which is still largely
unexplored both in the parent and doped compounds. Electron-phonon coupling
1Recent RIXS measurements collected at the crystallographic zone centre using the new high-
resolution setup [289] found a magnon gap value consistent with the one reported in the present
work.
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could also be relevant in light of the recent prediction [295] of a significant impact
of the Jahn-Teller effect on the low-energy magnetic Hamiltonian of Jeff = 1/2 and
Jeff = 0 systems. While Jahn-Teller and magnetic transitions are traditionally con-
sidered independent, the assumption of spin-orbital separation no longer holds for
the spin-orbit-entangled isospin wave function. In Sr2IrO4, this is expected [295] to
induce a tetragonal-to-orthorhombic transition at the onset of the AFM order upon
cooling, with potential consequences on the magnetic anisotropy and the observed
magnon gap. A prominent role of the isospin-lattice coupling seems to be supported
by recent experimental findings on pure Sr2IrO4 [289].
Appendix A
Weak ferromagnets: supporting data
In the present appendix, I report additional measurements and experimental details
which support the discussion of Sec. 3.5. In particular, a complete list of the space-
group forbidden reflections used for the extraction of the l(Q)/s(Q) values reported
in Fig. 3.14 is provided in Table A.1, along with the different temperatures and az-
imuth values at which the data (σ -σ ′, σ -pi ′ and total scattered intensity for each
reflection) were collected and the corresponding mean l(Q)/s(Q) value. The rela-
tive orbital to spin contribution to the magnetic moment is not expected to depend
on the particular ψ value chosen to perform the measurements. However, a resid-
ual contribution of multiple scattering (which, on the other hand, strongly depends
on ψ) in one of the two polarisation channels can produce a significant error in the
l(Q)/s(Q) ratio extracted from the field direction dependence of the scattered inten-
sity. Data collected at different azimuths thus serve as a check of the robustness of
the resulting values. Although the azimuth values were chosen in order to minimize
the multiple scattering amplitude, the error introduced by any residual contribution
outweighs the statistical error resulting from the fit to Eq (3.20). This is true for
all the reflections except for the CoCO3 (1¯05) and (2¯07), where the statistical un-
certainty is larger due to the presence of the additional charge scattering amplitude
discussed in Sec. 3.6.3, and the NiCO3 (009), where large error bars are caused by
the weak signal resulting from the small crystal size and moment magnitude.
The additional error was estimated by collecting, for the CoCO3 (107) and
(1¯17) reflections, an equivalent data set to the one shown in Fig. 3.13 over a wide
range of azimuths. (107) and (1¯17) are symmetrically-equivalent reflections of
the type (hh¯07) and should thus display the same l(Q)/s(Q) value. A certain vari-
ability is however observed due to residual multiple scattering: the corresponding
standard deviation (±σ ≈ ±0.1) has been used as an estimate of the experimental
uncertainty in the l(Q)/s(Q) values for all the reflections in all compounds under
consideration. For the CoCO3 (1¯05) and (2¯07) and NiCO3 (009) a value twice as
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MnCO3
(hk l) Q(A˚−1) T (K) ψ(◦) l(Q)/s(Q)
(107) 0.25 5 −65,−45,−31,0
0.08(5)
(1¯17) 0.25 5 63
(009) 0.29 5 30,71 0.05(7)
FeBO3
(hk l) Q(A˚−1) T (K) ψ(◦) l(Q)/s(Q)
(003) 0.10 300 81.5 0.0(1)
(1¯05) 0.21 300 75 0.0(1)
(107) 0.27 300 −45 0.0(1)
(009) 0.31 300 13 0.1(1)
(2¯07) 0.35 300 90 0.1(1)
CoCO3
(hk l) Q(A˚−1) T (K) ψ(◦) l(Q)/s(Q)
(003) 0.10 5,6,10 83,95 0.83(5)
(1¯05) 0.21 5 90,105 0.94(4)
(107) 0.27 5,6,810,12 −115,100,−90,−81,−65,−45,0
0.87(3)
(1¯17) 0.27 5,6,10 63,108,128,144
(009) 0.30 6,8,10.12 30 0.94(5)
(2¯07) 0.34 4,5,6,10 40−120 1.06(3)
NiCO3
(hk l) Q(A˚−1) T (K) ψ(◦) l(Q)/s(Q)
(009) 0.31 6 21 0.4(2)
Table A.1: Space-group forbidden reflections measured for each compound of the series
A(C,B)O3 (A = Mn, Fe, Co, Ni) along with the relevant experimental parameters and the
average l(Q)/s(Q) ratio over all temperatures and sample azimuth values. The momentum
transfer values are normalised to 4pi (Q = sinθ/λ ).
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Figure A.1: Dependence of representative MnCO3 magnetic reflections on the magnetic
field direction for two different polarisation states of the diffracted X-ray beam. The data
points represent the diffracted intensity integrated over a rocking scan while the solid curves
correspond to the best fit to Eq. (3.20). The data were collected at T = 5 K and ψ =
−65◦,63◦,30◦ for the (107), (1¯17) and (009) reflections, respectively. A small constant
background originating from residual multiple scattering has been removed from all the
data sets. For each reflection, the intensity is normalised to the maximum value in σ -σ ′.
large has been considered.
For all but the (1¯05) reflection in CoCO3, σ -σ ′ and σ -pi ′ vs field data were
also collected at different temperatures below TN in order to check whether the rela-
tive orbital and spin contributions to the magnetic moment exhibit any temperature-
dependent behaviour. No temperature dependence was detected within the exper-
imental uncertainty in the temperature range 6− 12 K. Therefore, the l(Q)/s(Q)
values (and the corresponding error bars) reported in Fig. 3.14 correspond to the
average over all the azimuth and temperature values used for each reflection.
Representative NXMS data analogous to the ones shown in Fig. 3.13 for
CoCO3 are reported for the other members of the weak ferromagnet family in
Fig. A.1 (MnCO3), Figs. A.2,A.3 (FeBO3) and Fig. A.4 (NiCO3). Out-of-phase
oscillations are present in σ -σ ′ and σ -pi ′ as a function of the magnetic field direc-
tion as already discussed in the case of CoCO3. It should be noticed that, in contrast
to CoCO3 (see Fig. 3.23), the (2¯07) and (1¯05) reflections in FeBO3 (Fig. A.3)
exhibit the normal behaviour expected from the NXMS cross sections. This con-
firms that the forbidden amplitude discussed in Sec. 3.6.3 is a peculiar aspect of the
physics of the Co compound arising from the large value of the orbital moment of
the Co2+ ion.
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Figure A.2: Dependence of FeBO3 magnetic reflections on the magnetic field direction for
two different polarisation states of the diffracted X-ray beam. The data points represent
the diffracted intensity integrated over a rocking scan while the solid curves correspond to
the best fit to Eq. (3.20). The data were collected at T = 300 K and ψ = 81.5◦,−45◦,13◦
for the (003), (107) and (009) reflections, respectively. A small constant background
originating from residual multiple scattering has been removed from all the data sets. For
each reflection, the intensity is normalised to the maximum value in σ -σ ′.
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Figure A.3: Dependence of FeBO3 magnetic reflections on the magnetic field direction for
two different polarisation states of the diffracted X-ray beam. The data points represent the
diffracted intensity integrated over a rocking scan while the solid curves correspond to the
best fit to Eq. (3.20). The data were collected at T = 300 K and ψ = 75◦,90◦ for the (1¯05)
and (2¯07) reflections, respectively. A small constant background originating from residual
multiple scattering has been removed from all the data sets. For each reflection, the intensity
is normalised to the maximum value across both polarisation channels.
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Figure A.4: Dependence of the NiCO3 (009) magnetic reflection on the magnetic field
direction for two different polarisation states of the diffracted X-ray beam. The data points
represent the diffracted intensity integrated over a rocking scan while the solid curves cor-
respond to the best fit to Eq. (3.20). The data were collected at T = 6 K and ψ = 21◦. A
constant background originating from residual multiple scattering has been removed from
all the data sets. The intensity is normalised to the maximum value of the fit in σ -σ ′. The
large error bars originate from the weak signal resulting from the small size of the NiCO3
crystal and moment magnitude.

Appendix B
Ca2−xLaxRuO4: additional
measurements and data analysis
details
B.1 Anisotropic tensor of susceptibility (ATS) scat-
tering
The measurements discussed in Sec. 4.5 show that a significant magnetic contribu-
tion to the diffracted intensity is present only for A-centred and B-centred forbidden
reflections in the parent and doped compounds, respectively. A much weaker sig-
nal is generally observed for the (hk l) values associated to the other mode (see
Fig. 4.17). However, this contribution displays markedly different properties with
respect to the magnetic intensity. Fig. B.1 shows the energy resonance of the (003)
and (013) reflections in the x = 0.05 sample expected to arise from the AFM ar-
rangement of the canting-induced net moments and the main AFM order of the
A-centred mode, respectively (see Table 4.2). The shape of the resonance and the
L3/L2 intensity ratio are generally different from the ones of the magnetic peaks of
Figs. 4.13 and 4.18. In the (013), in particular, the main resonance occurs at the eg
energy, contrary to what expected for magnetic scattering. Moreover, the diffracted
signal displays a much weaker temperature dependence than the magnetic one, as
clearly illustrated by the energy scans collected above the Ne´el transition.
These features suggest that the scattered intensity originates from ATS scatter-
ing. The latter arises from the anisotropy of the X-ray susceptibility tensor, which
breaks the symmetry between otherwise equivalent sites in a crystal [213]. In res-
onant diffraction, this can result in a weak scattered intensity at space-group “for-
bidden” reflections. ATS scattering can be generally present in both the σ -σ ′ and
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(003) (013)
(a) (b)
Figure B.1: Ru L3 and L2 energy resonances of the (a) (003) (ψ = 90◦) and (b) (013)
(ψ = 0◦) ATS scattering peaks at different temperatures across the Ne´el transition in the
x = 0.05 sample. The filled symbols refer to the total scattered intensity corrected for self-
absorption and normalised to the L3 peak intensity. The solid lines represent a quadratic
interpolation to the data points and are meant just as a guide to the eye. The inset in (a)
shows the polarisation dependence of the (003) reflection measured at E = 2.838 keV: the
filled symbols refer to the scattered intensity measured over a rocking scan in the σ -pi ′ (blue
circles) and σ -σ ′ (red squares) channels of the polarisation analyser normalised to the σ -pi ′
peak intensity, while the solid lines represent a fit to a Voigt profile.
Figure B.2: Azimuthal dependence [azimuthal reference (010)] of the (a) (003) and (b)
(013) ATS scattering peaks at (a) E = 2.967 keV and (b) E = 2.9704 keV in the x = 0.05
sample. The filled symbols refer to the (a) total and (b) σ -pi ′ (blue circles) and σ -σ ′ (red
squares) scattered intensity integrated over a rocking curve. The solid lines represent the
calculated ATS azimuthal dependences in both polarisation channels (except for an arbitrary
scale factor). The (003) signal is entirely pi ′ polarised, as shown in the inset of Fig. B.1(a).
The intensity is normalised to the σ -pi ′ calculated value at ψ = 0◦.
σ -pi ′ channels of the polarisation analyser; it also generally displays a different
dependence on the sample azimuth with respect to the one of dipole XRMS. The
azimuthal dependence is related to the local site symmetries of the resonant atom
and can be calculated for both polarisation states of the diffracted beam [213].
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Figure B.3: Temperature dependence of the (001), (003) and (013) ATS scattering peaks
in the x= 0.05 sample. The data points correspond to the total diffracted intensity integrated
over a rocking curve. The temperature dependence of the (014) magnetic peak (same as
Fig. 4.14) is also reported for comparison.
The measured (013) intensity in σ -σ ′ and σ -pi ′ as a function of the sample
azimuth in the x = 0.05 sample is shown in Fig. B.2(b) along with the correspond-
ing calculations. The latter match remarkably well the measurements and further
confirm the ATS origin of the scattered intensity. The (00 l) peaks constitute a spe-
cial case where the azimuthal dependence of ATS scattering [Fig. B.2(a)] exactly
coincides with the one expected for the A-centred magnetic mode. Furthermore,
analogous to XRMS, the signal is entirely pi ′-polarised, as shown in the inset of
Fig. B.1(a). Nonetheless, its resonance and temperature dependence confirm that
they are not magnetic in origin.
A detailed temperature dependence of the (001), (003) and (013) A-centred
peaks in the x = 0.05 sample is shown in Fig. B.3; here, the temperature depen-
dence of the magnetic (014) B-centred peak is also reported for comparison. The
ATS peaks display a much weaker temperature dependence compared to magnetic
scattering: the scattered intensity survives well beyond TN and exhibits an almost
linear drop upon warming. A similar behaviour was reported by Zegkinoglou et al.
[186] in pure Ca2RuO4, who attributed the scattered intensity above the Ne´el transi-
tion to orbital ordering of the Ru t2g electrons associated to the cooperative rotation
of the RuO6 octahedra. Although this point was not addressed in detail in the mea-
surements here discussed, an analogous mechanism might be behind the observed
ATS scattering in the doped compounds. In particular, the temperature dependence
might be accounted for by the structural changes discussed in Sec. 4.4.2. The ATS
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intensity seems to vanish around T ≈ 230 K, as illustrated by the (013) temperature
dependence of Fig. B.3. This is lower than in the parent compound, where orbital
ordering sets in below T ≈ 260 K, and roughly coincides with the concomitant
structural transition and MIT (see phase diagram of Fig. 4.5).
B.2 Representational analysis of the space group
Pbca with the propagation vector k = (0,0,0)
The symmetry-allowed magnetic structures that can result from a second-order
magnetic phase transition can be determined by means of representational analy-
sis [296–303] given the crystal structure before the transition and the propagation
vector of the magnetic ordering. Calculations for the case of Ca2RuO4 [space group
Pbca (No. 61) with propagation vector k = (0,0,0)] were carried out using version
2K of the program SARAh-Representational Analysis [304]. They involve first the
determination of the space group symmetry elements that leave the propagation vec-
tor k invariant: these form the little group Gk. In the case under study, Gk includes
all 8 symmetry operations of the Pbca space group. The magnetic representation of
a crystallographic site can then be decomposed in terms of the irreducible represen-
tations (IRs) of Gk:
ΓMag =∑
ν
nνΓ
µ
ν (B.1)
where nν is the number of times that the IR Γ
µ
ν of order µ appears in the magnetic
representation ΓMag for the chosen crystallographic site. The decomposition of the
magnetic representation ΓMag in terms of the non-zero IRs of Gk for the Ru site,
and their associated basis vectors, ψn, are given in Table B.1. The labelling of the
propagation vector and the IRs follows the scheme used by Kovalev [305].
As discussed in Chapter 4, the measured magnetic structure of pure Ca2RuO4
is compatible with the Γ1 IR, which is referred to as A-centred mode. On the other
hand, the ordering of the La-doped samples is compatible with the Γ3 IR (referred
to as B-centred mode), where a net moment along the a axis is present. Although
both IRs allow a finite component of the moment along the c axis, this could not be
distinguished either in the measurements presented in this work or in the neutron
data by Braden et al. [172].
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IR BV Atom BV components
m‖a m‖b m‖c im‖a im‖b im‖c
Γ1 ψ1 1 2 0 0 0 0 0
2 2 0 0 0 0 0
3 -2 0 0 0 0 0
4 -2 0 0 0 0 0
ψ2 1 0 2 0 0 0 0
2 0 -2 0 0 0 0
3 0 2 0 0 0 0
4 0 -2 0 0 0 0
ψ3 1 0 0 2 0 0 0
2 0 0 -2 0 0 0
3 0 0 -2 0 0 0
4 0 0 2 0 0 0
Γ3 ψ4 1 2 0 0 0 0 0
2 2 0 0 0 0 0
3 2 0 0 0 0 0
4 2 0 0 0 0 0
ψ5 1 0 2 0 0 0 0
2 0 -2 0 0 0 0
3 0 -2 0 0 0 0
4 0 2 0 0 0 0
ψ6 1 0 0 2 0 0 0
2 0 0 -2 0 0 0
3 0 0 2 0 0 0
4 0 0 -2 0 0 0
Γ5 ψ7 1 2 0 0 0 0 0
2 -2 0 0 0 0 0
3 -2 0 0 0 0 0
4 2 0 0 0 0 0
ψ8 1 0 2 0 0 0 0
2 0 2 0 0 0 0
3 0 2 0 0 0 0
4 0 2 0 0 0 0
ψ9 1 0 0 2 0 0 0
2 0 0 2 0 0 0
3 0 0 -2 0 0 0
4 0 0 -2 0 0 0
Γ7 ψ10 1 2 0 0 0 0 0
2 -2 0 0 0 0 0
3 2 0 0 0 0 0
4 -2 0 0 0 0 0
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IR BV Atom BV components
ma mb mc ima imb imc
ψ11 1 0 2 0 0 0 0
2 0 2 0 0 0 0
3 0 -2 0 0 0 0
4 0 -2 0 0 0 0
ψ12 1 0 0 2 0 0 0
2 0 0 2 0 0 0
3 0 0 2 0 0 0
4 0 0 2 0 0 0
Table B.1: Basis vectors for the space group Pbca with k= (0,0,0). The decomposition of
the magnetic representation for the Ru site (0,0,0) is ΓMag = 3Γ11+0Γ12+3Γ13+0Γ14+3Γ15+
0Γ16+3Γ
1
7+0Γ18. The atomic positions are defined according to 1: (0,0,0), 2: (1/2,1/2,0),
3: (0,1/2,1/2), 4: (1/2,0,1/2).
B.3 Neutron structural refinement details
Tables B.2 and B.3 summarise the R factors and goodness of fit (χ2) of the structural
refinement of the neutron diffraction data discussed in Sec. 4.4.2, along with the
refined components of the thermal ellipsoid tensor U. The latter is a symmetric
tensor which describes the thermal motion of the atoms about their nominal position
in the unit cell. The diagonal elements (Uii) are always positive and express the
atomic displacements along the crystallographic axes. On the other hand, the off-
diagonal elements (Ui j, i 6= j) describe the rotations of the ellipsoid with respect to
the crystallographic axes and can be either positive or negative depending on the
orientation of the ellipsoid in space. Isotropic atomic displacements correspond to
the case U11 =U22 =U33 and Ui j = 0 for i 6= j.
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Table B.2: R factors, goodness of fit and components of the thermal ellipsoid tensor (in
units of A˚2) resulting from the neutron structural refinement at T = 10 K. The R factors and
χ2 values refer to the refinement performed with the intensity threshold I > 3σ . Anisotropic
thermal parameters were refined for all samples with the only exception of the Ru sites in
the parent compound, where an isotropic thermal parameter Uiso = U11 = U22 = U33 was
considered: given the small value of the Ru thermal parameters in pure Ca2RuO4 at low
temperature, a reliable refinement of the anisotropic components was not possible.
T = 10 K
x = 0 x = 0.05 x = 0.07 x = 0.12
R factor 0.0992 0.0748 0.0769 0.0752
χ2 2.84 2.45 2.38 1.93
Ru
U11 0.0003(2) 0.00301(14) 0.0020(3) 0.0034(3)
U22 0.0003(2) 0.0049(3) 0.0019(3) 0.0029(2)
U33 0.0003(2) 0.00313(18) 0.0021(3) 0.0032(2)
U12 - -0.0002(2) -0.0001(4) -0.0003(2)
U13 - 0.00011(13) 0.0006(3) 0.00000(17)
U23 - 0.00050(20) -0.0004(2) -0.00007(17)
Ca (La)
U11 0.0019(4) 0.00493(16) 0.0039(4) 0.0055(3)
U22 0.0037(10) 0.0074(4) 0.0057(4) 0.0066(2)
U33 0.0006(5) 0.0042(2) 0.0025(3) 0.0044(2)
U12 0.0016(7) -0.0001(2) -0.0003(3) 0.0004(2)
U13 0.0006(6) -0.00037(15) -0.0004(3) 0.00009(20)
U23 0.0011(6) -0.0001(2) -0.0001(3) -0.00020(19)
O(1)
U11 0.0012(4) 0.00510(13) 0.0038(3) 0.0052(2)
U22 0.0071(10) 0.0061(3) 0.0044(3) 0.00477(18)
U33 0.0017(5) 0.00664(19) 0.0060(3) 0.0085(2)
U12 0.0000(6) 0.00060(17) 0.0009(3) 0.00081(16)
U13 0.0002(4) -0.00010(14) 0.0000(3) 0.0002(2)
U23 -0.0009(7) -0.0007(2) -0.0006(3) -0.0001(2)
O(2)
U11 0.0038(4) 0.00670(14) 0.0058(3) 0.0078(2)
U22 0.0072(11) 0.0096(4) 0.0073(4) 0.0092(2)
U33 0.0003(5) 0.00518(19) 0.0033(3) 0.0044(2)
U12 -0.0006(6) 0.00010(17) -0.0003(3) -0.00034(17)
U13 0.0004(4) -0.00074(13) -0.0002(2) -0.00041(16)
U23 -0.0001(7) -0.0004(2) 0.0003(3) 0.0002(2)
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Table B.3: R factors, goodness of fit and components of the thermal ellipsoid tensor (in
units of A˚2) resulting from the neutron structural refinement at T = 300 K. The R factors
and χ2 values refer to the refinement performed with the intensity threshold I > 3σ .
T = 300 K
x = 0 x = 0.05 x = 0.07
R factor 0.1057 0.0750 0.0844
χ2 3.43 1.94 2.21
Ru
U11 0.0026(7) 0.0068(3) 0.0027(6)
U22 0.0033(16) 0.0074(6) 0.0044(9)
U33 0.0006(7) 0.0068(3) 0.0058(8)
U12 0.0018(12) 0.0006(4) -0.0001(8)
U13 -0.0004(7) 0.0006(2) 0.0003(6)
U23 -0.0007(9) -0.0003(3) 0.0004(7)
Ca (La)
U11 0.0075(9) 0.0139(4) 0.0109(8)
U22 0.015(2) 0.0167(7) 0.0125(11)
U33 0.0024(9) 0.0080(4) 0.0068(9)
U12 0.0037(12) 0.0018(4) 0.0011(9)
U13 0.0003(8) 0.0000(3) -0.0004(7)
U23 0.0010(10) 0.0004(4) 0.0012(7)
O(1)
U11 0.0045(6) 0.0084(3) 0.0065(5)
U22 0.0126(17) 0.0107(5) 0.0068(8)
U33 0.0068(9) 0.0160(4) 0.0165(9)
U12 0.0024(9) 0.0019(3) 0.0025(6)
U13 -0.0006(7) -0.0010(3) -0.0016(6)
U23 -0.0009(10) -0.0012(4) -0.0023(7)
O(2)
U11 0.0087(7) 0.0150(3) 0.0117(6)
U22 0.0156(18) 0.0175(6) 0.0134(9)
U33 0.0018(8) 0.0074(3) 0.0039(7)
U12 -0.0007(10) -0.0007(4) -0.0004(8)
U13 -0.0006(6) -0.0008(2) -0.0013(5)
U23 0.0002(12) 0.0001(4) 0.0000(8)
Appendix C
(Sr1−xLax)2IrO4: alternative
Hamiltonian and details of the
spectra
C.1 Alternative magnetic Hamiltonian: XYh4 model
As discussed in Sec. 5.4.2.3, the 2DAH Hamiltonian successfully describes both the
single-magnon excitation spectrum presented in the present work and the magnetic
critical fluctuations above the Ne´el transition reported by Vale et al. [242]. In the
latter, the magnetic order parameter below TN was also found to be consistent with
the XYh4 universality class [306]. A model Hamiltonian for systems falling into
this category has the following form [306–308]:
H i jXYh4 = JexS˜i · S˜ j + J
′
exS˜i · S˜ j + J′′exS˜i · S˜ j +D∑
i
(S˜zi )
2+
1
2
e∑
i
(S+i
4
+S−i
4
) (C.1)
The first three terms correspond to a traditional Heisenberg model with nearest-
neighbour (Jex), next-nearest-neighbour (J′ex) and third-nearest neighbour (J′′ex) in-
teractions. While in the models discussed in Sec. 5.3 the anisotropy stems from
a different coupling of the x, y and z components of the magnetic moments, in
this case it is ascribed to a four-fold crystal field [306, 307]: the latter consists of
the easy-plane term D, responsible for confining the moments in the IrO2 planes,
and the four-fold term e, which breaks the symmetry within the plane. It should
be noted that the quartic term in the spin operators can be decoupled [307] in
the random-phase approximation into the quadratic term E∑i(Sx2i − Sy2i ), where
E = 6e〈Sx2i − Sy2i 〉. The anisotropic terms in Eq. (C.1) thus effectively represent a
single-ion anisotropy. Although the latter is expected to vanish [209] for S = 1/2
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(0,0)
(π,π)
I
I
Figure C.1: Energy (left) and spectral weight (right) of the XYh4 model linear spin-wave
solutions for (a) vanishing anisotropy and (b),(c) different values of the anisotropy param-
eters D and e. The inset in (a) displays the path in the first BZ along which the linear
spin-wave solutions of Eq. (C.1) have been evaluated, while the insets in (b) and (c) show a
detail of the spectral weight around (0,0).
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(and, equivalently, Jeff = 1/2) systems, tetragonal distortions cause the admixing
of Jeff = 1/2 and Jeff = 3/2 states, thus giving rise to a non-vanishing single-ion
anisotropy.
In the linear spin-wave approximation, Eq. (C.1) results in the following two
magnetic modes [307]:
E±(Q⊥) = 2S˜
√
(AQ⊥)
2− (B±Q⊥)2
A(Q⊥) = 2|Jex|
[
1+
J′ex
Jex
(
γ2(Q⊥)−1
)
+
J′′ex
Jex
(
γ3(Q⊥)−1
)
+X
]
B±(Q⊥) = 2|Jex|(γ1(Q⊥)±Y )
(C.2)
where X = (D−3E)/(4|Jex|), Y = (D+E)/(4|Jex|), γ1(Q⊥) = 12(cosQx+cosQy),
γ2(Q⊥) = cosQx cosQy, γ3(Q⊥) = 12(cos2Qx + cos2Qy), E = 6eS˜
2 and S˜ = 1/2
is the Ir4+ isospin. The spectral weight is given by Eq. (5.14), where A(Q⊥) and
B±(Q⊥) are, in this case, those of Eq. (C.2). For e = 0, the anisotropy within the
plane vanishes and the linear spin-wave solutions are analogous to the ones of the
2DAH model: the in-plane anisotropy parameter D has in this case a similar impact
on the magnon dispersion to the one of the anisotropy parameter ∆λ in Eq. (5.15).
This can be seen by comparing Figs. C.1(a),(b) with Fig. 5.14. Eq. (C.2) can then be
equivalently used to fit the magnon energy, following the same approach outlined
in Sec. 5.4.2.3. The fit describes the single-magnon excitation spectrum, in partic-
ular the presence of a finite gap, equally well: the best fit values of the isotropic
exchange integrals are the same as the ones reported in Table 5.3, while the in-
plane anisotropy D converges to 3.6± 1.3, 3.9± 1.2, 1.4± 1.0, 1.9± 1.0 meV for
x = 0, 0.01, 0.04, 0.1, respectively. These values are larger than a previous theoret-
ical prediction [309] (D = 0.10 meV) but smaller than the value estimated from the
crystal field parameters (D≈ 60 meV1).
For e 6= 0 both magnetic modes of Eq. (C.2) are gapped throughout the entire
BZ and display a finite non-vanishing spectral weight at all values of the in-plane
momentum transfer [see Fig. C.1(c)]. One might argue that considering a non-
zero value for the anisotropy parameter e naturally accounts for both the presence
of a magnon gap both at (0,0) and (pi,pi) and the absence of gapless magnetic
modes. Following this approach, and bearing in mind that only one magnon mode
1This value was calculated using a known relation for D4h symmetry between the single-ion
anisotropy parameter D and the crystal field parameters 10Dq, Ds and Dt [310]. The latter were
derived from the tetragonal splitting of the t2g (∆1 = 3Ds − 5Dt = 10 meV [238]) and eg (∆3 =
4Ds + 5Dt = 1.6 eV [255]) orbitals. The following values were also considered 10Dq = 3.8 eV
[255], λSOC = 0.4 eV [8], B = 420 cm−1, C = 2100 cm−1. B and C are the Racah parameters for
Ir4+ taken from Ref. [311].
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is visible in the RIXS spectra, the single-magnon energy dispersion can be fitted
to a weighted sum (with weights given by the corresponding spectral weights) of
the two unresolved modes predicted by the XYh4 model. Given the addition of one
free parameter, the fit is in general less stable. In particular D and e are strongly
couple together and the model shows a tendency to converge to the non-physical
scenario where D = 0 and the gap is accounted for by the sole e parameter. Yet, a
satisfactory description of the data can be achieved by including a value of e equal
to −0.7(4), −0.2(2), −0.4(2) for x = 0, 0.01, 0.04, respectively. The four-fold
anisotropy within the ab plane is expected to be negligible compared to the easy-
plane term D [312]. Although smaller, the values of e extracted from the RIXS
spectra are comparable in magnitude to the ones for D: this suggests that the fitting
procedure just outlined is likely to result in a substantially overestimated anisotropy
within the ab plane of the crystal.
C.2 Charge excitations
As discussed at length in Chapter 5, the RIXS investigation of Sec. 5.4 mainly ad-
dressed the magnetic excitation spectrum. The higher energy region of the RIXS
spectra (Fig. 5.23) displays a reach structure arising from electronic transitions
within the Ir t2g orbitals. A detailed discussion is given by Kim et al. [236, 237]. In
particular, a sharp feature dispersing between 0.4 and 0.5 eV is present in the spec-
tra of the parent compound. This feature, named C in the fit detail of Fig. 5.24, is
clearly visible both in the intensity map of Fig. 5.22 and in the (pi/2,pi/2) spectrum
of Fig. 5.23. Its dispersion along the (pi/2,pi/2)→ (0,0) direction is highlighted by
blue dots in the spectra of Fig. C.2(a). Feature C has been assigned to a spin-orbit
exciton [237] and is not clearly seen in the doped compounds.
Furthermore, the parent compound spectra collected in proximity of (0,0)
show a weakly dispersive inelastic feature around Eloss = 0.35 eV [yellow dots
in Fig. C.2(a)]. The latter, which is already visible both in the intensity map of
Fig. 5.22 and in the (0,0) spectrum of Fig. 5.23, is further highlighted in Fig. C.2(b),
where the corresponding Voigt profile used for the fit is displayed through the yel-
low shaded region. This feature is also clearly present in the data collected by Kim
et al. [237] [see spectra close to (0,0) in Fig. 4(b) of Ref. [237]] who did not pro-
vide any comments as to its origin. Its energy scale (and the fact that the feature
is absent in the doped compounds spectra) suggests to ascribe it to the Mott gap of
undoped Sr2IrO4 [313]. However, a clear understanding of its nature goes beyond
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(0,0)
(π,π)
Figure C.2: (a) Parent compound RIXS spectra as a function of the in-plane momentum
transfer Q⊥ along the nodal direction of the (0033) first BZ (see inset). The spectra were
offset for clarity. The yellow filled symbols highlight the unassigned inelastic feature dis-
cuss in the text, while the blue symbols mark the spin-orbit exciton reported by Kim et al.
[237]. (b) Fit detail of the (0,0) spectrum. The yellow shaded region around 0.35 eV corre-
sponds to the unassigned feature highlighted by the yellow filled symbols in (a). The other
inelastic features are the same reported in Fig. 5.24.
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the scope of the present investigation and will require further work.
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