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vRE´SUME´
L’automatisation de la confection de calendriers pour les ligues sportives a rec¸u
une attention particulie`re au cours des dernie`res anne´es puisque les ligues sportives
ge´ne`rent des revenus conside´rables ainsi que des proble`mes d’optimisation combina-
toire inte´ressants. La Fe´de´ration Que´be´coise pour le Sport E´tudiant (FQSE) a rec¸u
le mandat d’organiser les championnats sportifs provinciaux scolaires, colle´giaux et
universitaires. Nous comparons le proble`me que´be´cois qu’elle nous expose a` une classe
de proble`mes similaires commune´ment appele´s dans la litte´rature traveling tourna-
ment problem, ce type de proble`mes ayant pour but de minimiser la distance totale
parcourue par les e´quipes. Nous formulons par la suite un mode`le mathe´matique dont
l’objectif est de produire des calendriers satisfaisant un nombre optimal de contraintes
ine´dites fournies par la FQSE. La revue de litte´rature met en avant les diffe´rentes
me´thodes qui ont e´te´ utilise´es pour re´soudre le traveling tournament problem, mais
elle nous permet aussi de constater qu’un bon nombre des contraintes du proble`me
que´be´cois sont originales. Pour re´soudre ce proble`me, nous avons formule´ un mode`le
mathe´matique en nombres entiers que nous re´solvons a` l’aide du logiciel CPLEX.
Notre mode`le prend en compte des variables boole´ennes a` deux indices qui vont
nous permettre de de´terminer l’endroit ou` a lieu chaque rencontre, la date a` laquelle
chaque rencontre va se jouer et les e´quipes qui vont jouer a` domicile, a` l’exte´rieur ou
celles qui ne vont pas jouer a` chaque date. Il a e´te´ teste´ sur deux instances fournies
par la FQSE pour le football colle´gial et universitaire pour lesquelles nous avons pu
facilement ge´ne´rer des calendriers optimaux. Une extension du mode`le est ensuite
propose´e pour prendre en compte la distance parcourue pour chaque e´quipe. Ce nou-
veau mode`le utilise des variables boole´ennes a` deux et trois indices, le rendant ainsi
plus inte´ressant que les mode`les que nous avons pu trouver dans la litte´rature.
Le mode`le de´veloppe´ est capable de prendre en compte toutes les contraintes que
nous avons pu rencontrer dans la litte´rature, mais il est aussi capable de traiter en-
semble un bon nombre de contraintes originales. La flexibilite´ du mode`le rend ses
applications e´ventuelles nombreuses e´tant donne´ que des contraintes supple´mentaires
peuvent facilement eˆtre rajoute´es en autant qu’elles s’e´crivent comme une combinai-
son line´aire des variables du mode`le. La principale limitation est que plus il y a de
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contraintes, plus le proble`me est difficile. Dans un tel cas, le de´veloppement d’une
heuristique peut eˆtre inte´ressant.
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ABSTRACT
Several sport federations are confronted with the problem of tournament scheduling.
The Fe´de´ration Que´be´coise du Sport E´tudiant (FQSE) has the mandate to organize
championship tournaments at the school, college and university levels in the province
of Quebec and we have been asked to help them in scheduling their tournaments. We
first compare their problem to a class of similar instances commonly known as the
traveling tournament problem (TTP). In the TTP, the objective is to minimize the
total traveled distance for all teams. Then we formulate a mathematical model for
the problem in Quebec where the objective is to produce schedules with an optimal
number of satisfied constraints. The constraints we consider are all given by the FQSE
and the literature review shows that many of them are new. After having described
in the literature review the different methods that have been used for solving the
TTP, we propose an integer programming model and use CPLEX to solve it. The
mathematical model uses boolean variables with two indices which indicate where and
when each game is to take place, and which teams play at home, away or do not play
in each round. The mathematical model has been tested on two instances given by
the FQSE for college and university football. For both of them we can easily generate
optimal schedules. In the last section, an extended model is presented to take into
account the traveled distance for each team. This model uses boolean variables with
two or three indices, which makes it more interesting when compared with what can
be found in the literature.
Our model is able to take into account the different types of constraints we have
seen in the literature, but it can also handle a good number of original constraints.
Its flexibility makes it easy to apply to several sport scheduling problems: we can
add any constraint that can be written as a linear combination of the variables of the
model. The main restriction is due to the fact that the more constraints a problem
has, the more difficult it gets. In that case, a good solution would be to develop a
heuristic algorithm.
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1CHAPITRE 1
INTRODUCTION
Dans le monde d’aujourd’hui le sport professionnel et amateur est devenu une
grande industrie qui ge´ne`re des augmentations de revenus conside´rables au travers des
ligues sportives. Une des cle´s de cette augmentation est la confection des calendriers
des matchs a` jouer. En effet, de nombreuses fe´de´rations sportives sont confronte´es a`
des proble`mes de planification de matchs lors de tournois. Les re`gles qui re´gissent ces
tournois, les exigences des e´quipes ou les souhaits des commanditaires sont autant de
contraintes a` prendre en compte comme par exemple la minimisation des distances de
de´placement, un seul match par e´quipe et par jour, indisponibilite´ de certains stades
a` certaines dates, nombre minimal de jours entre le match aller et le match retour
correspondant, etc. La cre´ation de calendriers respectant ces conditions est donc un
proble`me difficile qui a suscite´ un grand inte´reˆt de la part des chercheurs en recherche
ope´rationnelle.
Le ministe`re de l’E´ducation, du Loisir et du Sport (MELS) reconnaˆıt la Fe´de´ration
Que´be´coise du Sport E´tudiant (FQSE) comme l’organisme repre´sentant tout le re´seau
du sport en milieu e´ducatif que´be´cois, de l’e´cole primaire a` l’universite´. La FQSE est
subventionne´e pour l’organisation et la coordination d’activite´s pour le
de´veloppement de l’excellence de fe´de´rations sportives unidisciplinaires. Elle a entre
autres pour mandat d’organiser les championnats provinciaux scolaires, colle´giaux et
universitaires dans toutes les disciplines concerne´es et de coordonner les diffe´rentes
ligues. Le proble`me de la FQSE est original dans le fait qu’il prend en compte des
contraintes qui ne sont ge´ne´ralement pas traite´es ensemble dans la litte´rature.
La recherche que nous avons entreprise consiste a` e´tendre les mode`les mathe´matiques
existants pour prendre en compte les contraintes originales de la FQSE dans la confec-
tion de calendriers des matchs pour le football. La premie`re phase de notre projet nous
a permis de rassembler toutes les donne´es dont nous avons eu besoin pour mener a`
bien notre e´tude. Il a tout d’abord fallu recueillir aupre`s de la FQSE la liste comple`te
2des contraintes et de´finir avec eux les contraintes dures et les contraintes molles.
Paralle`lement nous avons re´pertorie´ les mode`les mathe´matiques et les diffe´rentes
me´thodes de re´solution utilise´es pour une classe de proble`mes similaires au noˆtre : le
traveling tournament problem. Puisque le proble`me e´tudie´ est tre`s spe´cifique, la ma-
jeure partie de la recherche a e´te´ consacre´e a` la formulation du proble`me de confection
de calendriers sportifs pour la FQSE en termes de programmation line´aire en nombres
entiers. Le mode`le mathe´matique de´veloppe´ a e´te´ teste´ sur deux instances fournies
par la FQSE a` l’aide du logiciel CPLEX. Enfin, un nouveau mode`le a e´te´ e´tudie´
pour prendre en compte les contraintes lie´es aux distances comme dans le traveling
tournament problem.
Ce projet en collaboration avec la FQSE a permis de fournir aux fe´de´rations spor-
tives similaires un outil pre´cieux re´utilisable pour la planification de matchs lors de
tournois. Il permet un gain pre´cieux en temps et en argent ainsi qu’une utilisation op-
timale des ressources. Au niveau de la recherche, le mode`le mathe´matique de´veloppe´
a permis de produire des calendriers satisfaisant un nombre important de contraintes
ine´dites fournies par la FQSE.
3CHAPITRE 2
CONCEPTS DE BASE
2.1 De´finitions
Le proble`me que nous conside´rons peut eˆtre classe´ dans une cate´gorie de proble`mes
appele´s dans la litte´rature traveling tournament problem. Notons imme´diatement
que nous avons de´cide´ d’utiliser des termes anglais dans ce me´moire lorsque ceux-
ci peuvent eˆtre conside´re´s comme standard dans la litte´rature et qu’une traduction
approximative en franc¸ais n’aurait pour effet que de confondre le lecteur dans le cadre
de recherches bibliographiques. Avant de de´crire le traveling tournament problem en
de´tail, il convient de de´finir certaines notions.
Conside´rons n e´quipes, n e´tant pair. De manie`re ge´ne´rale chaque e´quipe joue au
plus une fois par manche. Un horaire de tournoi de´termine dans quel stade et lors de
quelle manche chaque match a lieu.
Un single round-robin tournament est un tournoi au cours duquel chaque e´quipe
rencontre chacune des autres e´quipes exactement une fois. Ce tournoi requiert exac-
tement n - 1 manches durant lesquelles n/2 matchs sont joue´s. Pour chaque match
une e´quipe rec¸oit l’autre e´quipe a` domicile.
Un double round-robin tournament est un tournoi au cours duquel chaque e´quipe ren-
contre chacune des autres e´quipes deux fois, une fois a` domicile et une fois en visite.
Dans ce cas le nombre de manches requis est 2(n − 1) pour un total de n(n − 1)
matchs.
On retrouve aussi dans la litte´rature le mirrored traveling tournament qui correspond
a` un single round-robin tournament dans les n - 1 premie`res manches, suivi du meˆme
tournoi avec les lieux de matchs inverse´s. Conside´rons par exemple le cas n = 4. Pour
que chaque e´quipe joue exactement deux fois contre chacune des autres e´quipes il
faut exactement 6 manches. Supposons que lors des 3 premie`res manches les matchs
de l’e´quipe 1 sont re´partis comme suit : 1-4, 3-1, 1-2 ou` l’e´quipe de gauche joue a`
4domicile et celle de droite a` l’exte´rieur. Dans un mirrored traveling tournament, les 3
dernie`res manches sont un miroir des 3 premie`res donc les matchs de l’e´quipe 1 sont
re´partis comme suit : 4-1, 1-3, 2-1.
Il est tre`s courant que les e´quipes jouent plusieurs matchs conse´cutifs a` l’exte´rieur.
Il s’agit d’un road trip. Dans le cas de plusieurs matchs conse´cutifs a` domicile on parle
d’un home stand. Lorsqu’une e´quipe joue deux fois de suite au meˆme endroit, que ce
soit a` domicile ou a` l’exte´rieur, on dit que l’e´quipe fait un break (car elle brise l’al-
ternance entre matchs a` domicile et a` l’exte´rieur).
Dans un double round-robin ou un mirrored traveling tournament il arrive que deux
e´quipes jouent deux fois l’une contre l’autre deux matchs conse´cutifs. Il s’agit d’un
repeater.
Le patron d’une e´quipe est un vecteur compose´ des de´signations ”domicile” (D) et
”visite” (V), ce vecteur ayant une composante pour chaque manche. Dans l’exemple
pre´ce´dent les matchs concernant l’e´quipe 1 sont : 1-4, 3-1, 1-2, 4-1, 1-3, 2-1. Le patron
de l’e´quipe 1 est donc [D V D V D V]. Lorsqu’on rassemble un patron par e´quipe on
obtient un ensemble de patrons.
Pour une e´quipe donne´e on de´finit par alternance le nombre de changements
domicile-exte´rieur ou exte´rieur-domicile dans un patron. Dans notre exemple, l’e´quipe
1 a 5 alternances. En re`gle ge´ne´rale, on recherche un horaire ayant une faible alter-
nance, surtout lorsque les e´quipes sont e´loigne´es les unes des autres. Si les e´quipes
sont par contre toutes situe´es dans une meˆme re´gion, il se peut qu’on soit au contraire
inte´resse´ par des horaires avec une grande alternance.
Une autre mesure de la qualite´ d’un horaire est l’intimite´ (de l’anglais ”intimacy”)
entre deux manches conse´cutives qui est de´finie comme le nombre d’e´quipes jouant
deux fois a` domicile ou deux fois a` l’exte´rieur au cours de ces deux manches.
Dans les tableaux suivants, pour une e´quipe i donne´e, le signe “-” devant l’e´quipe
j qu’elle rencontre lors d’une manche t signifie que l’e´quipe i joue en visite contre
l’e´quipe j lors de la manche t ; l’absence de signe “-” devant l’e´quipe j signifie que
l’e´quipe i joue a` domicile contre l’e´quipe j lors de la manche t.
Dans le tableau 2.1 l’e´quipe i a 4 alternances qui sont : (-1,6), (4,-6), (-6,1), (2,-5).
5Tableau 2.1 Alternance
Equipes/Manches 1 2 3 4 5 6 7 8 9 10
. .
. .
i -2 -4 -1 6 5 4 -6 1 2 -5
. .
. .
Tableau 2.2 Intimite´
E´quipes/Manches t t+ 1
1 -6 4
2 4 -5
3 . . -5 -6 . .
4 -2 -1
5 3 2
6 1 3
Dans le tableau 2.2, l’intimite´ entre les manches t et t + 1 est de 4 puisque les
e´quipes 3 et 4 jouent deux fois a` l’exte´rieur et les e´quipes 5 et 6 jouent deux fois a`
domicile.
Les chercheurs s’inte´ressent a` diffe´rentes classes d’instances en ce qui concerne la
confection de calendriers pour les sports. Une des classes qui a e´te´ de´finie notamment
dans le cadre des proble`mes de minimisation de la distance est celle des instances
dites constantes. Dans cette classe, la distance entre toute paire de stades est 1.
Certaines me´thodes sont base´es sur des tuiles (de l’anglais ”tiles”). Une tuile
repre´sente un road trip. Chaque tuile contient des blocs qui repre´sentent des matchs
individuels. Par exemple un road trip avec 3 adversaires est conside´re´ comme une
tuile avec 3 blocs. L’horaire d’une e´quipe peut donc eˆtre repre´sente´ comme une se´rie
de tuiles avec des matchs a` domicile entre chaque tuile. Une semi-tuile (de l’anglais
”semi tile” est de´rive´e d’une tuile en re´arrangeant l’ordre des e´quipes de sorte que le
re´sultat n’est plus une tuile.
Puisque les tournois round-robin ont une correspondance avec les graphes, des
6chercheurs ont choisi une approche base´e sur la the´orie des graphes. Nous introduisons
donc quelques concepts. Soit G = (V,E) un graphe ou` V est un ensemble fini de
noeuds et E un ensemble d’areˆtes dans G. Un couplage dans G est un ensemble
d’areˆtes non adjacentes. Un couplage parfait dans G est un couplage dans lequel tous
les noeuds de V sont incidents a` une areˆte du couplage parfait. Le graphe induit par un
couplage parfait est un graphe 1-re´gulier c’est-a`-dire que le degre´ de chaque noeud est
1. C’est un 1-facteur et une partition du grapheG en 1-facteurs est une 1-factorisation.
Conside´rons un tournoi avec un nombre pair n d’e´quipes et n−1 manches. Ce tournoi
peut-eˆtre associe´ au graphe complet Kn dans lequel chaque noeud correspond a` une
e´quipe et chaque areˆte correspond au match entre les e´quipes associe´es aux noeuds
incidents. Une 1-factorisation F = (F1, ..., Fn−1) de Kn ou` F1, ..., Fn−1 sont des 1-
facteurs correspond alors au partitionnement des matchs en n − 1 manches puisque
chaque noeud est incident a` exactement une areˆte dans chaque 1-facteur.
2.2 Le TTP
Easton et al. (2001) ont e´te´ les premiers a` de´crire le TTP 1. E´tant donne´ n e´quipes,
n e´tant pair, la distance entre les domiciles de chaque paire d’e´quipes est donne´e par
une matrice n par n. Cette matrice est syme´trique puisqu’on suppose que la distance
du site i au site j est e´quivalente a` celle du site j au site i pour tout i et pour tout
j. Au de´but du tournoi, chaque e´quipe est a` son domicile et peut jouer son premier
match a` domicile ou a` l’exte´rieur. On suppose qu’a` la fin de la dernie`re manche,
chaque e´quipe ayant joue´ son dernier match a` l’exte´rieur retourne a` son domicile.
Lorsqu’une e´quipe joue a` l’exte´rieur apre`s un match a` domicile, on suppose qu’elle
part de son domicile ; lorsqu’elle joue plusieurs matchs conse´cutifs a` l’exte´rieur, elle
se de´place entre les sites de ses adversaires conse´cutifs, sans retourner a` son domicile.
Le couˆt associe´ a` chaque e´quipe est la distance totale parcourue du domicile jusqu’au
retour au domicile a` la fin du tournoi. Le but du proble`me est de trouver un horaire
de matchs re´alisable tout en minimisant la distance totale parcourue.
Les contraintes du TTP sont :
– Contraintes du double round-robin ;
– Contraintes de conse´cutivite´ ;
1Traveling Tournament Problem.
7– Contraintes ”pas de repeater”.
Les contraintes du double round-robin ont e´te´ vues plus haut.
Les contraintes de conse´cutivite´ regroupent deux types de contraintes simi-
laires : pour chaque e´quipe, on ne peut pas avoir plus de trois matchs conse´cutifs a`
domicile, ni plus de trois matchs conse´cutifs a` l’exte´rieur.
Les contraintes ”pas de repeater” impliquent que toute paire d’e´quipes ne peut
pas jouer deux fois l’une contre lors de deux manches conse´cutives. Par exemple, pour
les e´quipes 1 et 2, le match 1-2 ne peut pas eˆtre directement suivi du match 2-1, et
inversement.
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REVUE DE LITTE´RATURE
Easton et al. (2001) ont e´te´ les premiers a` de´crire le traveling tournament pro-
blem. Dans leur banc d’essai, ils se sont inte´resse´s a` ge´ne´rer des bornes infe´rieures
serre´es sur la distance totale que les e´quipes doivent parcourir. Ils sont capables de
trouver de bonnes bornes rapidement et meˆme de prouver l’optimalite´ dans le cas de
n = 4 et n = 6 e´quipes. Pour de plus grandes instances, la combinaison des bornes
ge´ne´re´es avec la programmation par contraintes ou la programmation en nombres
entiers donne des re´sultats inte´ressants, mais ne permet pas de prouver l’optimalite´
des horaires ge´ne´re´s.
Urrutia et Ribeiro (2006) utilisent la programmation en nombres entiers pour
maximiser le nombre de breaks et trouver des bornes sur la distance a` parcourir dans
le cas d’un mirrored traveling tournament problem. Ils observent que le nombre de
breaks a` domicile est e´gal au nombre de breaks a` l’exte´rieur qui est e´gal a` la moitie´
du nombre total de breaks. Ils effectuent leur e´tude sur les instances constantes (i.e.,
toutes les distances sont unitaires) pour lesquelles un nombre maximum de breaks
implique une distance parcourue minimale. Dans le cas des instances constantes, le
nombre maximum de breaks est une borne infe´rieure pour la distance parcourue.
Urrutia et Ribeiro s’inte´ressent a` de´terminer le nombre maximum de breaks pour les
diffe´rents types de tournois round-robin, puis des bornes supe´rieures au nombre maxi-
mum de breaks pour le mirrored traveling tournament problem. Pour e´valuer la qualite´
des bornes obtenues dans le cadre du traveling tournament problem sur des instances
constantes, ils utilisent une heuristique de´rive´e de la me´taheuristique GRASP (Re-
sende et Ribeiro, 2003) ainsi qu’une Recherhe Locale Ite´rative (Lourenco et al., 2003)
avec un me´canisme de chaˆıne d’e´jections.
Rasmussen et Trick (2007) proposent une me´thode qui combine la programma-
tion en nombres entiers et la programmation par contraintes en utilisant des coupes
9de Benders. Le proble`me e´tudie´ se distingue des e´tudes pre´ce´dentes par deux points
essentiels. Mises a` part les contraintes usuelles du traveling tournament problem, ils
conside`rent un nouveau type de contraintes appele´ contraintes d’emplacement. On
peut ainsi imposer a` une e´quipe en particulier de jouer a` domicile (ou en visite) lors
d’une manche donne´e. De plus, Rasmussen et Trick conside`rent le proble`me de minimi-
sation du nombre de breaks. Dans l’approche propose´e, le proble`me maˆıtre trouve un
ensemble de patrons avec un nombre minimal de breaks et les sous-proble`mes ve´rifient
la re´alisabilite´ de l’ensemble de patrons. Si les sous-proble`mes sont re´alisables, un ho-
raire est trouve´ ; sinon une coupe de Benders est ajoute´e au proble`me maˆıtre pour
mettre de coˆte´ les solutions irre´alisables pour les ite´rations futures. Cette approche se
distingue des autres me´thodes du meˆme type par le fait que la limitation du nombre
de patrons ge´ne´re´s initialement et le nombre de patrons irre´alisables trouve´s a` l’aide
des coupes de Benders acce´le`rent le processus.
Plusieurs heuristiques ont aussi e´te´ de´veloppe´es pour la re´solution du TTP. Crau-
wels et Oudheusden (2002) ont de´veloppe´ un algorithme constructif qui peut eˆtre
couple´ avec une heuristique d’optimisation par colonies de fourmis pour le TTP avec
un double round-robin.
Anagnostopoulos et al. (2006) utilisent un algorithme de recuit simule´ pour le TTP
base´ sur plusieurs types de de´cisions. Les contraintes sont se´pare´es en deux groupes :
les contraintes du double round-robin forment le groupe des contraintes dures alors
que les contraintes de conse´cutivite´ et ”pas de repeater” sont molles. Les solutions
non re´alisables sont explore´es mais une pe´nalite´ est rajoute´e dans la fonction objectif
et cette dernie`re est ajuste´e dynamiquement pour e´quilibrer le temps passe´ dans les
re´gions re´alisables et non re´alisables. Enfin une me´thode de re´chauffement est uti-
lise´e pour sortir d’un minimum local. Le large voisinage est de´fini par cinq types de
mouvements. Le voisinage d’un horaire S est l’ensemble des horaires qui peuvent eˆtre
obtenus en appliquant un des cinq mouvements suivants qui sont illustre´s dans les
tableaux 3.1 a` 3.2 tire´s de l’article d’Anagnostopoulos et al..
– SwapHomes(S, Ti, Tj) : pour les e´quipes Ti et Tj ce mouvement intervertit
l’e´quipe qui joue a` domicile et celle qui joue a` l’exte´rieur pour la manche rk.
Par exemple supposons que Ti joue a` domicile contre Tj lors de la manche rk et
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Ti joue a` l’exte´rieur contre Tj lors de la manche rl. SwapHomes(S, Ti, Tj) est le
meˆme horaire que S excepte´ aux manches rk et rl : Ti joue a` l’exte´rieur contre
Tj lors de la manche rk et Ti joue a` domicile contre Tj lors de la manche rl.
– SwapRounds(S, rk, rl) intervertit les manches rk et rl.
– SwapTeams(S, Ti, Tj) intervertit l’horaire des e´quipes Ti et Tj sauf lorsqu’elles
jouent l’une contre l’autre.
– PartialSwapRounds(S, Ti, rk, rl) : pour l’e´quipe Ti ce mouvement intervertit les
matchs aux manches rk et rl, puis le reste de l’horaire concernant les manches
rk et rl est re´ajuste´ pour former un double round-robin tournament.
– PartialSwapTeams(S, Ti, Tj, rk) : pour la manche rk ce mouvement intervertit
les matchs des e´quipes Ti et Tj. Le reste de l’horaire pour les e´quipes Ti, Tj et
leurs opposants est mis a` jour pour former un double round-robin.
Lim et al. (2006) ont aussi choisi un algorithme de recuit simule´ mais avec affecta-
tion. L’approche consiste a` diviser l’espace de recherche en deux : un ”espace horaire”
dans lequel un algorithme de recuit simule´ va effectuer la recherche du meilleur ho-
raire, et un ”espace d’allocation d’e´quipes” dans lequel un algorithme de hill climbing
va rechercher les meilleures allocations d’e´quipes pour un horaire donne´.
Lee et al. (2006) ont donne´ une formulation mathe´matique du TTP et ont utilise´
les meˆmes voisinages qu’Anagnostopoulos et al. pour de´velopper une recherche tabou.
Les variables de´cisionnelles de leur mode`le mathe´matique sont Yi,j,k,t qui prennent la
valeur 1 si l’e´quipe i se de´place du stade de l’e´quipe j au stade de l’e´quipe k lors de
la manche t, et la valeur 0 autrement. La fonction objectif a pour but de minimiser
la distance totale parcourue pour toutes les e´quipes. Nous de´crivons ici en de´tail la
formulation des contraintes propose´e par Lee et al. car ceci nous donnera un point de
comparaison avec le mode`le que nous avons de´veloppe´ et que nous pre´senterons dans
le chapitre suivant. La premie`re contrainte est que chaque e´quipe doit jouer n−1 fois
a` domicile, ce qui s’e´crit :
n∑
j=1
2n−2∑
t=1
Yi,j,i,t = n− 1 ∀i
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Tableau 3.1 SwapHomes(S, Ti, Tj)
E´quipes/Manches 1 2 3 4 5 6 7 8 9 10
1 6 -2 4 3 -5 -4 -3 5 2 -6
2 5 1 -3 -6 4 3 6 -4 -1 -5
3 -4 5 2 -1 6 -2 1 -6 -5 4
4 3 6 -1 -5 -2 1 5 2 -6 -3
5 -2 -3 6 4 1 -6 -4 -1 3 2
6 -1 -4 -5 2 -3 5 -2 3 4 1
SwapHomes(S,2,4) produit l’horaire suivant :
E´quipes/Manches 1 2 3 4 5 6 7 8 9 10
1 6 -2 4 3 -5 -4 -3 5 2 -6
2 5 1 -3 -6 -4 3 6 4 -1 -5
3 -4 5 2 -1 6 -2 1 -6 -5 4
4 3 6 -1 -5 2 1 5 -2 -6 -3
5 -2 -3 6 4 1 -6 -4 -1 3 2
6 -1 -4 -5 2 -3 5 -2 3 4 1
Tableau 3.2 SwapRounds(S, rk, rl)
E´quipes/Manches 1 2 3 4 5 6 7 8 9 10
1 6 -2 4 3 -5 -4 -3 5 2 -6
2 5 1 -3 -6 4 3 6 -4 -1 -5
3 -4 5 2 -1 6 -2 1 -6 -5 4
4 3 6 -1 -5 -2 1 5 2 -6 -3
5 -2 -3 6 4 1 -6 -4 -1 3 2
6 -1 -4 -5 2 -3 5 -2 3 4 1
SwapRounds(S,r3,r5) produit l’horaire suivant :
E´quipes/Manches 1 2 3 4 5 6 7 8 9 10
1 6 -2 -5 3 4 -4 -3 5 2 -6
2 5 1 4 -6 -3 3 6 -4 -1 -5
3 -4 5 6 -1 2 -2 1 -6 -5 4
4 3 6 -2 -5 -1 1 5 2 -6 -3
5 -2 -3 1 4 6 -6 -4 -1 3 2
6 -1 -4 -3 2 -5 5 -2 3 4 1
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Tableau 3.3 SwapTeams(S, Ti, Tj)
E´quipes/Manches 1 2 3 4 5 6 7 8 9 10
1 6 -2 4 3 -5 -4 -3 5 2 -6
2 5 1 -3 -6 4 3 6 -4 -1 -5
3 -4 5 2 -1 6 -2 1 -6 -5 4
4 3 6 -1 -5 -2 1 5 2 -6 -3
5 -2 -3 6 4 1 -6 -4 -1 3 2
6 -1 -4 -5 2 -3 5 -2 3 4 1
SwapTeams(S,T2,T5) produit l’horaire suivant :
E´quipes/Manches 1 2 3 4 5 6 7 8 9 10
1 6 -5 4 3 -2 -4 -3 2 5 -6
2 5 -3 6 4 1 -6 -4 -1 3 -5
3 -4 2 5 -1 6 -5 1 -6 -2 4
4 3 6 -1 -2 -5 1 2 5 -6 -3
5 -2 1 -3 -6 4 3 6 -4 -1 2
6 -1 -4 -2 5 -3 2 -5 3 4 1
Tableau 3.4 PartialSwapRounds(S, Ti, rk, rl)
E´quipes/Manches 1 2 3 4 5 6 7 8 9 10
1 6 -2 2 3 -5 -4 -3 5 4 -6
2 5 1 -1 -5 4 3 6 -4 -6 -3
3 -4 5 4 -1 6 -2 1 -6 -5 2
4 3 6 -3 -6 -2 1 5 2 -1 -5
5 -2 -3 6 2 1 -6 -4 -1 3 4
6 -1 -4 -5 4 -3 5 -2 3 2 1
PartialSwapRounds(S,T2,r2,r9) produit l’horaire suivant :
E´quipes/Manches 1 2 3 4 5 6 7 8 9 10
1 6 4 2 3 -5 -4 -3 5 -2 -6
2 5 -6 -1 -5 4 3 6 -4 1 -3
3 -4 5 4 -1 6 -2 1 -6 -5 2
4 3 -1 -3 -6 -2 1 5 2 6 -5
5 -2 -3 6 2 1 -6 -4 -1 3 4
6 -1 2 -5 4 -3 5 -2 3 -4 1
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Tableau 3.5 PartialSwapTeams(S, Ti, Tj, rk)
E´quipes/Manches 1 2 3 4 5 6 7 8 9 10
1 6 -2 4 3 -5 -4 -3 5 2 -6
2 5 1 -3 -6 4 3 6 -4 -1 -5
3 -4 5 2 -1 6 -2 1 -6 -5 4
4 3 6 -1 -5 -2 1 5 2 -6 -3
5 -2 -3 6 4 1 -6 -4 -1 3 2
6 -1 -4 -5 2 -3 5 -2 3 4 1
PartialSwapTeams(S,T2, T4,r9) produit l’horaire suivant :
E´quipes/Manches 1 2 3 4 5 6 7 8 9 10
1 6 -2 2 3 -5 -4 -3 5 4 -6
2 5 1 -1 -5 4 3 6 -4 -6 -3
3 -4 5 4 -1 6 -2 1 -6 -5 2
4 3 6 -3 -6 -2 1 5 2 -1 -5
5 -2 -3 6 2 1 -6 -4 -1 3 4
6 -1 -4 -5 4 -3 5 -2 3 2 1
Chaque e´quipe joue une fois a` l’exte´rieur contre chacune des autres e´quipes :
n∑
j=1
2n−2∑
t=1
Yi,j,k,t = 1 ∀ paire i, k avec i 6= k
Pas plus de deux e´quipes ne peuvent se trouver sur le meˆme terrain a` la fois :
n∑
i=1
n∑
j=1
j 6=i
Yi,j,k,t ≤ 2 ∀k, ∀t
Si l’e´quipe i se de´place chez l’e´quipe k, cette dernie`re doit se trouver chez elle :
n∑
j=1
Yi,j,k,t ≤
n∑
j=1
Yk,j,k,t ∀i, ∀k, ∀t
Si l’e´quipe i se de´place chez l’e´quipe k lors de la manche t alors elle doit partir de la`
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pour la manche t+ 1 :
n∑
j=1
Yi,j,k,t =
n∑
j=1
Yi,k,j,t+1 ∀i, ∀k, ∀t
Toutes les e´quipes commencent le tournoi au de´part de chez elles
n∑
k=1
Yi,i,k,1 = 1 ∀i
Toutes les e´quipes retournent a` leur domicile a` la fin du tournoi.
n∑
j=1
Yi,j,i,2n−1 = 1 ∀i
La contrainte “pas de repeater” s’e´crit comme suit :
n∑
j=1
Yi,j,k,t + Yk,k,i,t+1 ≤ 1 ∀ paire i, k avec i 6= k, ∀t ≤ 2n− 3
Les dernie`res contraintes du mode`le sont celles qui imposent qu’on ne peut pas avoir
plus de 3 matchs conse´cutifs a` domicile ou a` l’exte´rieur :
t+3∑
t
Yi,i,i,t ≤ 3 ∀i,∀t ≤ 2n− 5
n∑
j=1
j 6=i
n∑
k=1
k 6=i
t+3∑
t
Yi,j,k,t ≤ 3 ∀i,∀t ≤ 2n− 5
Pour ce qui est de la recherche tabou, Lee et al. proposent d’utiliser les cinq types
de mouvements de´crits pre´ce´demment, a` savoir SwapHomes, SwapRounds, Swap-
Teams, PartialSwapRounds et PartialSwapTeams. Dans le but de conserver les ca-
racte´ristiques d’une bonne solution et d’ame´liorer la recherche, ils utilisent les concepts
d’alternance et d’intimite´ de´finis dans le chapitre pre´ce´dent. Dans un horaire quel-
conque, si une e´quipe a une forte alternance elle va devoir se de´placer e´norme´ment.
On e´value l’alternance pour chaque e´quipe puis les trois e´quipes qui ont le plus d’al-
ternance sont se´lectionne´es. Des voisins sont ge´ne´re´s en appliquant SwapHomes et
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SwapTeams a` ces trois e´quipes. On leur applique ensuite PartialSwapRounds et Par-
tialSwapTeams. D’un autre coˆte´, on e´value l’intimite´ de chaque paire de manches
conse´cutives. Les paires de manches de moindre intimite´ sont retranche´es de la liste
des candidats jusqu’a` ce qu’il ne reste plus que 3 ou 4 manches. Des voisins sont
ge´ne´re´s en appliquant SwapRounds aux 3 ou 4 manches restantes puis on leur ap-
plique PartialSwapRounds et PartialSwapTeams. Si un voisinage est non re´alisable,
il n’est pas conside´re´ et le crite`re d’arreˆt est base´ sur le nombre d’ite´rations.
Gaspero et Schaerf (2007) ont aussi choisi une approche par recherche tabou sur
le TTP avec double round-robin. Dans leur espace de recherche ils conside`rent tous
les horaires de tournoi, y compris ceux qui violent les contraintes de conse´cutivite´
et ”pas de repeater”. La fonction de couˆt est une somme ponde´re´e des violations
plus la distance totale parcourue. Dans la de´finition de leur voisinage, ils se sont ins-
pire´s du travail de Anagnostopoulos et al.. Les voisinages SwapHomes, SwapRounds,
SwapTeams sont repris tels quels. Deux autres voisinages sont propose´s :
– SwapMatchs(r, Ti, Tj) indique que lors de la manche r les opposants de Ti
et Tj sont e´change´s. Les e´quipes Ti et Tj restent au meˆme endroit (que ce
soit a` domicile ou a` l’exte´rieur) mais il se peut que leurs adversaires changent
d’endroit. Ce mouvement requiert que Ti 6= Tj et que Ti et Tj ne se rencontrent
pas lors de la manche r.
– SwapMatchRound(Ti, rk, rl) indique que les opposants de l’e´quipe Ti lors des
manches rk et rl sont e´change´s. L’e´quipe Ti reste au meˆme endroit mais il se peut
que ses adversaires changent d’endroit. Ce mouvement requiert que rk 6= rl, et
que l’e´quipe Ti ne rencontre pas les meˆmes adversaires lors des manches rk et
rl.
Afin de ne pas sortir de l’espace de recherche, l’application de ces deux voisinages
ne´cessite une chaˆıne de re´parations qui implique aussi d’autres e´quipes et d’autres
manches. Apre`s avoir fait une analyse du voisinage pour de´tecter les diffe´rents mou-
vements qui ame`nent au meˆme e´tat, Gaspero et Schaerf construisent des ensembles
de voisinages composites avec les meilleures performances.
Ryckbosch et al. (2008) ont de´veloppe´ une recherche tabou base´e sur des tuiles
(dont la de´finition a e´te´ donne´e au chapitre pre´ce´dent). Dans un premier temps ils
de´veloppent une heuristique constructive dans laquelle ils cherchent a` minimiser la
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distance totale parcourue en re´solvant un proble`me de voyageur de commerce (TSP),
en supposant que des parties de la solution optimale du TSP ont de bonnes chances de
former des road trip (ou tuiles) de bonne qualite´. Une premie`re solution partielle est
donc cre´e´e en assignant des tuiles dans un horaire initialement vide tout en respectant
les contraintes du TTP. L’horaire qui en re´sulte est force´ment incomplet puisqu’il
manque des matchs. Il est donc comple´te´ a` l’aide d’un algorithme de recherche tabou
a` voisinage composite. Les voisinages applique´s sont les suivants :
– InsertGame(Ti,Tj,r) qui inse`re le match entre Ti et Tj dans la manche r. Ce
voisinage requiert que Ti et Tj ne jouent pas de´ja` durant la manche r et que le
match qui les oppose ne soit pas de´ja` joue´ lors d’une autre manche.
– RotateGameInRound(Ti,Tj,r) qui de´finit Ti comme le nouvel opposant a` Tj lors
de la manche r. Ce voisinage requiert que Tj joue contre une autre e´quipe que
Ti a` la manche r, que Ti ne joue aucun match a` la manche r, et le match qui
oppose Ti et Tj n’est pas de´ja` joue´ lors d’une autre manche.
– RotateGameInTeam(Ti,Tj,r) de´place le match opposant Ti a` Tj a` la manche r.
Ce voisinage requiert que le match opposant Ti et Tj soit joue´ a` une manche
r′ 6= r et que ni Ti ni Tj ne joue de´ja` un match a` la manche r.
La recherche tabou s’arreˆte de`s qu’elle trouve une solution comple`te. Cette solution
sert de solution re´alisable initiale pour la deuxie`me heuristique qui est base´e sur une
recherche tabou a` voisinage composite. Les voisinages utilise´s sont ceux qu’on a de´ja`
retrouve´s dans la litte´rature.
Bar-Noy et Moody (2006) ont eux aussi de´veloppe´ une approche base´e sur des
tuiles. C’est une heuristique rapide en trois phases. La premie`re phase sert a` cre´er des
tuiles pour chaque e´quipe. Dans la deuxie`me phase il s’agit de placer les tuiles dans
l’horaire en ve´rifiant la cohe´rence. Lorsqu’on ne peut plus rajouter de tuile, on passe
a` la phase 3 dans laquelle les tuiles non place´es sont se´pare´es en blocs individuels
qu’on place un a` un. Lorsque les blocs place´s ne peuvent pas amener a` des solutions
on effectue un ”backtracking”. Cette heuristique produit de tre`s bonnes solutions ra-
pidement mais elles ne sont pas optimales.
Dans le lot des heuristiques rapides, Ribeiro et Urrutia (2007) se sont attaque´s
au mirrored traveling tournament problem. Les solutions sont formule´es comme des
1-factorisation ordonne´es et oriente´es par une heuristique constructive rapide. Ils
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de´finissent ensuite 4 voisinages :
– Home-awaySwap : chaque solution de ce voisinage est obtenue en inversant
l’affectation des stades d’un match pre´cis.
– Team Swap : chaque solution de ce voisinage s’obtient en e´changeant les adver-
saires de n’importe quelle paire d’e´quipes dans toutes les manches.
– PartialRoundSwap : e´tant donne´es 4 e´quipes T1, T2, T3, T4 telles que T1 joue
contre T3 et T2 contre T4 a` la manche r1 alors que T1 joue contre T4 et T2 contre
T3 a` la manche r2, ce voisinage inverse les dates des confrontations entre ces 4
e´quipes, a` savoir que T1 joue contre T3 et T2 contre T4 a` la manche r2 alors que
T1 joue contre T4 et T2 contre T3 a` la manche r1. Toutes les combinaisons sont
teste´es pour savoir quel est le meilleur stade pour chaque match.
– GameRotation : chaque solution de ce voisinage s’obtient en imposant qu’un
match donne´ se joue lors d’une manche donne´e. Un tel mouvement ne´cessite
une chaˆıne de re´parations pour retrouver une solution admissible.
Les trois premiers voisinages sont explore´s par une recherche locale base´e sur une
strate´gie semblable a` une descente a` voisinages variables. Le dernier voisinage est
explore´ seulement pour diversification.
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CHAPITRE 4
MODE´LE PROPOSE´
4.1 Pre´sentation du proble`me que´be´cois
Comme nous l’avons mentionne´ dans l’introduction, le ”proble`me que´be´cois” au-
quel nous nous inte´ressons est similaire au traveling tournament problem dans le
sens ou` on y retrouve des contraintes de double round-robin, des contraintes de
conse´cutivite´ et des contraintes “pas de repeater”. Notre proble`me se de´marque tou-
tefois de plusieurs manie`res.
Le proble`me que´be´cois est ne´ d’un souci d’aider les planificateurs du Que´bec dans
leur taˆche de confection de calendrier pour divers sports. Dans un premier temps nous
observons que dans ce proble`me, les contraintes de double round-robin ne sont pas
applique´es comme dans la litte´rature. En effet, dans la plupart des cas que nous avons
rencontre´s ici au Que´bec, seul un sous-ensemble d’e´quipes doivent jouer exactement
deux fois l’une contre l’autre, une fois a` domicile et une fois a` l’exte´rieur. Les autres
paires d’e´quipes ne se rencontrent qu’une fois lors du tournoi. De la meˆme manie`re,
les contraintes de conse´cutivite´ et les contraintes “pas de repeater” sont, dans certains
cas, conside´re´es comme des contraintes molles ou encore elles ne concernent que cer-
taines e´quipes. Dans un deuxie`me temps, le proble`me que´be´cois se de´marque par le
fait qu’il ne se limite pas aux contraintes du TTP. Avec l’aide de la FQSE, nous avons
fait l’inventaire de tous les types de contraintes que les planificateurs que´be´cois ont
rencontre´s a` ce jour. Par exemple, il est assez typique d’imposer que chaque e´quipe
joue au moins une fois a` domicile durant les 2 premie`res semaines du tournoi. Aussi,
pour des raisons me´diatiques qui empeˆchent les reporters de couvrir deux matchs dans
la meˆme re´gion le meˆme jour, il peut eˆtre impose´ qu’une e´quipe au maximum joue a`
domicile parmi un ensemble de plusieurs e´quipes de la meˆme re´gion. Nous donnerons
dans la prochaine section une description de´taille´e de toutes les contraintes que nous
avons prises en compte. Notons que contrairement au TTP, le proble`me que´be´cois
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que nous avons re´solu n’avait aucune contrainte concernant les distances a` parcourir
lors des de´placements. Il n’existe en ge´ne´ral aucun calendrier qui respecte l’ensemble
des contraintes. L’objectif que nous poursuivons est donc plutoˆt de trouver un horaire
satisfaisant le plus de contraintes possibles.
Dans la prochaine section, nous pre´sentons un mode`le mathe´matique de program-
mation line´aire en nombres entiers qui permet de formuler l’ensemble des contraintes
de notre proble`me ainsi que l’objectif poursuivi. Ce mode`le mathe´matique sera teste´
a` l’aide d’un solveur ILOG CPLEX.
4.2 Mode´lisation mathe´matique
4.2.1 Variables
Nous conside´rons qu’un ensemble I de rencontres sportives doivent eˆtre planifie´es
sur un ensemble J de dates possibles. Chaque e´le´ment de J peut correspondre soit
a` une manche, une semaine ou un jour particulier. Soit K l’ensemble des e´quipes
implique´es dans le calendrier. De manie`re ge´ne´rale, deux e´quipes ne se rencontrent
pas plus de deux fois lors d’un tournoi. Chaque rencontre i ∈ I est de´finie par une
paire ordonne´e (k1, k2) d’e´quipes de K. Notons qu’il se peut que deux rencontres i et
i′ soit caracte´rise´es par la meˆme paire d’e´quipes k1, k2, ce qui veut simplement dire
que k1 et k2 s’affrontent deux fois. Le mode`le mathe´matique conside`re les variables
boole´ennes Xi pour chaque match i ∈ I impliquant les deux e´quipes (k1, k2) :
Xi =
{
1 si le match i a lieu au domicile de k1
0 si le match i a lieu au domicile de k2
Nous de´finissons ensuite les variables boole´ennes Yij pour chaque i ∈ I et j ∈ J :
Yij =
{
1 si le match i est joue´ a` la date j
0 si le match i n’est pas joue´ a` la date j
Pour chaque k ∈ K et pour chacune des dates j ∈ J , il faut de´terminer si k joue
a` domicile, a` l’exte´rieur, ou ne joue pas. Pour cela, nous de´finissons les variables
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boole´ennes suivantes pour chaque j ∈ J et k ∈ K :
Zkj =
{
1 si l’e´quipe k joue a` domicile a` la date j
0 si l’e´quipe k joue a` l’exte´rieur ou ne joue pas a` la date j
Ukj =
{
1 si l’e´quipe k joue a` l’exte´rieur a` la date j
0 si l’e´quipe k joue a` domicile ou ne joue pas a` la date j
Vkj =
{
1 si l’e´quipe k ne joue pas a` la date j
0 si l’e´quipe k joue (a` domicile ou a` l’exte´rieur) a` la date j
Le but du mode`le mathe´matique est de de´terminer pour chaque rencontre i ∈ I, pour
chaque date j ∈ J et pour chaque e´quipe k ∈ K :
– l’endroit ou` a lieu chaque match
– la date a` laquelle chaque match est joue´
– les e´quipes qui jouent a` domicile, a` l’exte´rieur ou qui ne jouent pas a` chaque
date.
4.2.2 Contraintes
Les variables de´finies a` la section pre´ce´dente sont lie´es entre elles par des contraintes
qui rendent certaines assignations de valeurs invalides.
Si une e´quipe k ∈ K ne joue pas a` la date j, alors elle ne joue ni a` domicile ni a`
l’exte´rieur. Si une e´quipe k ∈ K joue a` domicile a` la date j ∈ J , alors elle ne joue pas
a` l’exte´rieur et ne peut pas ne pas jouer a` la date j. De meˆme si elle joue a` l’exte´rieur
a` la date j. Cela se traduit par
Zkj + Ukj + Vkj = 1 ∀k ∈ K, ∀j ∈ J (4.1)
Tous les matchs doivent eˆtre planifie´s. Il doit donc exister exactement une date j ∈ J
pour chaque match i ∈ I, c’est-a`-dire
∑
j∈J
Yij = 1 ∀i ∈ I (4.2)
Si le match i ∈ I se joue au domicile de k1 a` la date j ∈ J , alors on a Xi = 1, Yij = 1
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et Uk2j = 1. Si le match i ne se joue pas a` la date j, on ne peut rien conclure sur les
e´quipes k1 et k2 a` la date j donc Yij = 0 mais Xi et Uk2j peuvent prendre les valeurs
0 ou 1. Si le match i se joue a` la date j mais au domicile de k2 on a Xi = 0, Yij = 1
et Uk2j = 0. Cela peut s’e´crire
Xi + Yij − Uk2j ≤ 1 ∀i ∈ I, ∀j ∈ J (4.3)
Si le match i ∈ I se joue au domicile de k2 a` la date j ∈ J , alors on a Xi = 0, Yij = 1
et Zk1j = 0. Sinon, soit le match i ne se joue pas a` la date j et on ne peut rien conclure
sur les e´quipes k1 et k2, soit le match i se joue a` la date j mais au domicile de k1 et
on a Xi = 1, Yij = 1 et Zk1j = 1. Cela peut s’e´crire
Xi + Yij − Zk1j ≤ 1 ∀i ∈ I, ∀j ∈ J (4.4)
Si le match i ∈ I se joue au domicile de k1 a` la date j ∈ J , alors on a aussi Xi = 1,
Yij = 1 et Zk2j = 0. En d’autres termes −Xi+Yij −Zk2j = 0. Si le match i ne se joue
pas a` la date j ou si le match i se joue a` la date i mais au domicile de k2 on a soit
Yij = 0, soit Yij = 1 et Xi = 0 impliquant Zk2j = 1. Cela peut s’e´crire
−Xi + Yij − Zk2j ≤ 0 ∀i ∈ I, ∀j ∈ J (4.5)
Si le match i ∈ I se joue au domicile de k2 a` la date j ∈ J , alors on a aussi Xi = 0,
Yij = 1 et Uk1j = 1. En d’autres termes −Xi+Yij −Uk1j = 0. Si le match i ne se joue
pas a` la date j ou si le match i se joue a` la date j mais au domicile de k1, on a soit
Yij = 0, soit Yij = 1 et Xi = 1 impliquant Uk1j = 0. Cela peut s’e´crire
−Xi + Yij − Uk1j ≤ 0 ∀i ∈ I, ∀j ∈ J (4.6)
Il faut aussi imposer que chaque e´quipe k ∈ K joue au plus un match a` chaque date
j ∈ J . Soit Ik l’ensemble des matchs impliquant l’e´quipe k, on impose donc que pour
tout i ∈ Ik, a` chaque date j ∈ J il y a au plus une variable Yij valant 1 :
∑
i∈Ik
Yij = 1− Vkj ∀j ∈ J, ∀k ∈ K (4.7)
Les contraintes de´finies ci-dessus sont communes a` tout proble`me de confection
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de calendriers sportifs. Celles qui vont suivre de´pendent de l’application traite´e.
On peut imposer qu’un match i impliquant la paire ordonne´e d’e´quipes (k1, k2) se
joue au domicile de k1 :
Xi = 1 (4.8)
ou on peut imposer que le match se joue au domicile de k2
Xi = 0. (4.9)
On peut e´galement imposer une borneA sur le nombre maximum de matchs conse´cutifs
qu’une e´quipe k ∈ K peut jouer a` l’exte´rieur. Pour chaque date j ∈ J on a donc la
contrainte que k ne joue pas a` l’exte´rieur durant au moins l’un des jours, j, j +1, ...,
j + A, ce qui est e´quivalent a` e´crire l’e´quation
A∑
l=0
Uk(j+l) ≤ A j = 1, ..., |J | − A, ∀k ∈ K (4.10)
De la meˆme manie`re, pour limiter a` B le nombre de matchs conse´cutifs d’une e´quipe
k a` domicile, on impose la contrainte suivante pour toute date j
B∑
l=0
Zk(j+l) ≤ B j = 1, ..., |J | −B, ∀k ∈ K (4.11)
On peut aussi imposer que chaque e´quipe joue au moins un match a` domicile dans
un ensemble de C dates conse´cutives j, j + 1, ..., j + C − 1
C−1∑
l=0
Zk(j+l) ≥ 1 j = 1, ..., |J | − C, ∀k ∈ K (4.12)
Pour imposer un nombre minimum D de matchs a` domicile sur un sous-ensemble de
dates J ′ ⊆ J pour une e´quipe k ∈ K, il suffit d’e´crire
D ≤
∑
j∈J ′
Zkj (4.13)
De la meˆme manie`re on peut imposer un minimum E de matchs a` l’exte´rieur sur un
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sous-ensemble de dates J ′ ⊆ J pour une e´quipe k ∈ K
E ≤
∑
j∈J ′
Ukj (4.14)
Lorsqu’on veut imposer qu’une e´quipe k ∈ K joue au moins F−1 fois sur un ensemble
de F dates conse´cutives, il faut que pour toute date j ∈ J au plus l’une des variables
Vkj, Vk(j+1), ..., Vk(j+F−1) vaille 1. En d’autres termes
F−1∑
d=0
Vk(j+d) ≤ 1 j = 1, ..., |J | − F + 1 (4.15)
Il peut arriver que deux matchs i et i′ de I impliquent les deux meˆmes e´quipes k1 et
k2. Dans un tel cas, on peut souhaiter qu’au moins G jours se´parent ces deux matchs.
Ceci peut eˆtre impose´ en ajoutant la contrainte
G−1∑
d=0
(Yi(j+d) + Yi′(j+d)) ≤ 1 j = 1, ..., |J | −G+ 1 (4.16)
Notons Jd(k)l’ensemble des dates durant lesquelles on souhaite que l’e´quipe k joue a`
domicile, et notons Jˆd(k) l’ensemble des dates durant lesquelles on ne souhaite pas
que l’e´quipe k joue a` domicile.
∑
j∈Jd(k)
Zkj = |Jd(k)| (4.17)
∑
j∈Jˆd(k)
Zkj = 0 (4.18)
De meˆme notons Je(k) et Jˆe(k) les ensembles de dates durant lesquelles on veut
imposer que l’e´quipe k joue a` l’exte´rieur ou ne joue pas a` l’exte´rieur.
∑
j∈Je(k)
Ukj = |Je(k)| (4.19)
∑
j∈Jˆe(k)
Ukj = 0 (4.20)
Finalement, notons Jb(k) et Jˆb(k) les ensembles de dates durant lesquelles on veut
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imposer que l’e´quipe k ne doit jouer aucun match ou doit absolument jouer des
matchs, que ce soit a` domicile ou a` l’exte´rieur.
∑
j∈Jb(k)
Vkj = |Jb(k)| (4.21)
∑
j∈Jˆb(k)
Vkj = 0 (4.22)
On peut imposer d’innombrables autres contraintes. Par exemple, on peut imposer
qu’a` une date j, l’e´quipe k joue a` domicile l’un des matchs du sous-ensemble I ′ ⊂ I,
chaque match i ∈ I ′ impliquant l’e´quipe k. En plus de la contrainte Zkj = 1 (qui est
de type 4.17), on impose ∑
i∈I′
Yij = 1 (4.23)
On peut aussi imposer que dans un ensemble K ′ ⊂ K d’e´quipes, au plus H parmi
elles jouent a` domicile a` chaque date. On a donc que la somme des Zkj ou` k ∈ K
′
doit eˆtre au plus e´gal a` H. On a donc la contrainte suivante pour tout j ∈ J
∑
k∈K′
Zkj ≤ H ∀j ∈ J (4.24)
4.2.3 Fonction a` minimiser
Toutes les contraintes de´finies ci-dessus sont de la forme A ≤ B ou A = B. Les
contraintes de type 4.1 a` 4.7 sont des contraintes dures parce que si elles sont viole´es,
le calendrier serait inutilisable en pratique. Le reste des contraintes sont molles et
peuvent eˆtre vues comme des souhaits plus ou moins importants. Notons C1, C2, ...,
Cm l’ensemble des contraintes molles. Pour autoriser la violation d’une contrainte Cr
de type A ≤ B, nous remplac¸ons celle-ci par A − pr ≤ B, ou` pr est une nouvelle
variable a` valeurs positives qui correspond a` une pe´nalite´ en cas de violation de la
contrainte Cr. Le but est de minimiser la valeur de pr pour e´viter cette violation.
Ainsi, si la contrainte Cr est respecte´e, on peut poser pr = 0 et il n’y a donc aucune
pe´nalite´. Par contre, dans le cas ou` A est strictement plus grand que B, la plus petite
valeur de pr qui permet de satisfaire la contrainte A− pr ≤ B est pr = A−B, ce qui
correspond a` une mesure de la violation de la contrainte A ≤ B.
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Le cas d’une contrainte Cr de type A = B peut eˆtre transforme´ en deux contraintes
A ≤ B et B ≤ A. La pe´nalite´ associe´e a` la contrainte A ≤ B indique qu’on tente
d’e´viter des valeurs de A supe´rieures a` celles de B, alors que la pe´nalite´ associe´e a` la
contrainte B ≤ A a pour but d’e´viter des valeurs de B supe´rieures a` celles de A.
Le mode`le mathe´matique que nous avons mis en place ne conside`re que des
contraintes de type A ≤ B. Toute contrainte de la forme A = B est remplace´e
par les deux contraintes A ≤ B et B ≤ A.
En notant C1, ..., Cm l’ensemble des contraintes molles et p1, ..., pr les pe´nalite´s
associe´es, l’objectif du mode`le mathe´matique est de minimiser la valeur suivante
m∑
r=1
ωrpr (4.25)
ou` ωr est l’importance que le planificateur donne au respect de la contrainte Cr. Une
grande valeur de ωr signifie qu’on pre´fe´rerait satisfaire cette contrainte et en violer
d’autres juge´es moins importantes.
4.2.4 Ge´ne´ration de toutes les solutions optimales
Un calendrier des matchs est totalement de´fini par la valeur des variables Xi et
Yij. En effet, en connaissant pour tout i ∈ I si Xi = 0 ou 1, on sait dans quel lieu
chaque match se joue, et une valeur de 1 donne´e a` une variable Yij nous indique que
le match i a lieu a` la date j. Pour ge´ne´rer tous les horaires optimaux, nous nous y
prenons comme suit. Nous ge´ne´rons tout d’abord un premier horaire optimal, note´ S1
en conside´rant toutes les contraintes de´crites dans les sections pre´ce´dentes. Notons
– I1(S1) l’ensemble des matchs i impliquant la paire ordonne´e d’e´quipes (k1, k2)
qui se jouent au domicile de k1 dans la solution S1
– I2(S1) ceux ayant lieu au domicile de k2 dans la solution S1
– ji(S1) la date a` laquelle le match i a lieu dans la solution S1
– V la valeur de la fonction objective de´finie par l’e´quation 4.25 a` la section
pre´ce´dente, lorsque calcule´e pour la solution S1.
Dans la solution S1 du programme mathe´matique de´fini plus haut, nous avons
donc Xi = 1 si i ∈ I1(S1), Xi = 0 si i ∈ I2(S1), Yij = 1 si j = ji(S1) et Yij = 0 sinon.
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Nous ajoutons les deux contraintes suivantes :
∑
i∈I1(S1)
Xi +
∑
i∈I2(S1)
(1−Xi) +
∑
i∈I
Yiji(S1) ≤ 2|I| − 1 (4.26)
m∑
r=1
ωrpr = V (4.27)
La contrainte 4.26 indique que nous de´sirons obtenir une solution diffe´rente de S1.
En effet, comme I1(S1) et I2(S1) sont des ensembles disjoints de matchs, la somme des
deux premiers termes de cette ine´quation vaut au maximum |I|. Le troisie`me terme
de cette ine´quation vaut e´galement au plus |I| puisqu’on somme |I| variables valant
chacune 0 ou 1. En re´sume´, le terme de gauche de l’ine´quation 4.26 vaut au plus 2|I|.
En imposant d’obtenir une solution pour laquelle cette somme vaille au plus 2|I| − 1,
nous imposons que l’une au moins des situations suivantes soit rencontre´e :
– Xi = 0 pour un match i ∈ I1(S1), ce qui signifie que i se joue au domicile de k2
alors qu’il se jouait au domicile de k1 dans S1
– Xi = 1 pour un match i ∈ I2(S1), ce qui signifie que i se joue au domicile de k1
alors qu’il se jouait au domicile de k2 dans S1
– Yiji(S1) = 0 pour un match i ∈ I, ce qui signifie que i ne se joue pas a` la date
ji(S1) alors qu’il se jouait a` cette date dans S1.
En re´sume´, pour que la contrainte 4.26 soit satisfaite, il faut que la nouvelle
solution trouve´e soit diffe´rente de S1. De plus, comme nous ne nous inte´ressons qu’aux
solutions optimales, nous imposons la contrainte 4.27 qui indique que nous voulons
une solution aussi bonne que S1.
Si nous re´ussissons a` de´terminer une telle solution respectant toutes les contraintes,
y compris les contraintes 4.26 et 4.27, notons S2 une telle solution. Nous ajoutons
alors une nouvelle contrainte identique a` 4.26 si ce n’est que I1(S1), I2(S1) et ji(S1)
sont remplace´s par I1(S2), I2(S2) et ji(S2). Nous continuons ainsi de suite jusqu’a` ce
que le mode`le mathe´matique n’ait plus de solution respectant toutes les contraintes,
ce qui signifie que nous aurons de´termine´ toutes les solutions de valeur optimale
V . En pratique, nous ge´ne´rons tout d’abord au maximum cinq solutions optimales,
pour autant qu’il en existe un tel nombre. Le planificateur peut alors de´cider s’il
de´sire davantage de solutions optimales et, si tel est cas, nous ge´ne´rons au plus cinq
nouvelles solutions optimales. Nous proce´dons ainsi jusqu’a` ce qu’il n’y ait plus de
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solution optimale ou que l’utilisateur de´cide qu’il a un nombre suffisant de solutions
optimales entre ses mains.
4.3 Expe´riences
Nous avons pu tester notre mode`le sur deux exemples donne´s par la Fe´de´ration
Que´be´coise pour le Sport E´tudiant. Pour chaque exemple le mode`le a e´te´ implante´
sur ILOG CPLEX (version 9.0). Le poids de chaque souhait a e´te´ fixe´ par les plani-
ficateurs.
4.3.1 Calendrier pour le football universitaire 2009
Nous avons tout d’abord teste´ notre mode`le en planifiant les rencontres de football
universitaire pour l’anne´e 2009. Le tournoi est compose´ de 10 e´quipes (BSH, CON,
LAV, MCG, MTL, SHE, ACA, MTA, SFX, SMU), 28 matchs (ou rencontres) et
il s’e´tale sur 8 semaines. Les rencontres sont liste´es dans le tableau 4.1. Dans cet
exemple, I = {1, 2, ..., 28}, J = {1, 2, ..., 8} et K = {1, 2, ..., 10}. Les e´quipes sont
se´pare´es en deux groupes, les e´quipes du Que´bec (BSH, CON, LAV, MCG, MTL,
SHE) et celles de l’Atlantique (ACA, MTA, SFX, SMU). Les contraintes donne´es par
la Fe´de´ration Que´be´coise pour le Sport E´tudiant pour ce proble`me sont e´nume´re´es
ci-dessous.
– Chacune de ces rencontres i a lieu au domicile de l’e´quipe k1. On ajoute donc
la contrainte 4.8 pour tout i ∈ I soit
Xi = 1 ∀i ∈ I
– Aucune e´quipe ne devrait jouer plus de 2 fois conse´cutives a` domicile ou a`
l’exte´rieur. Cette contrainte est similaire a` la contrainte de conse´cutivite´ qu’on
retrouve dans le traveling tournament problem mis a` part que dans cet exemple
chaque e´quipe ne doit pas avoir plus de 2 matchs conse´cutifs a` domicile ou a`
l’exte´rieur contrairement a` 3 matchs conse´cutifs dans la contrainte de
conse´cutivite´. On ajoute donc une contrainte de type 4.10 avec A = 2 et une
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Tableau 4.1 Rencontres Football universitaire 2009
Match i E´quipe k1 E´quipe k2
1 2-CON 1-BSH
2 3-LAV 1-BSH
3 4-MCG 1-BSH
4 5-MTL 1-BSH
5 1-BSH 6-SHE
6 1-BSH 4-MCG
7 1-BSH 3-LAV
8 1-BSH 9-SFX
9 2-CON 3-LAV
10 4-MCG 2-CON
11 5-MTL 2-CON
12 6-SHE 2-CON
13 2-CON 6-SHE
14 9-SFX 2-CON
15 2-CON 7-ACA
16 3-LAV 4-MCG
17 5-MTL 3-LAV
18 3-LAV 6-SHE
19 3-LAV 5-MTL
20 8-MTA 3-LAV
21 4-MCG 5-MTL
22 6-SHE 4-MCG
23 4-MCG 8-MTA
24 10-SMU 4-MCG
25 6-SHE 5-MTL
26 5-MTL 6-SHE
27 7-ACA 5-MTL
28 6-SHE 10-SMU
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contrainte de type 4.11 avec B = 2 soit
2∑
l=0
Uk(j+l) ≤ 2 ∀j = 1, ..., 6, ∀k ∈ K
2∑
l=0
Zk(j+l) ≤ 2 ∀j = 1, ..., 6, ∀k ∈ K
– Chaque e´quipe du Que´bec ouvre sa saison locale au plus tard la deuxie`me
semaine du calendrier, c’est-a`-dire qu’elle doit jouer au moins une fois a` domicile
dans les 2 premie`res semaines. On a donc la contrainte 4.13 avec J ′ = {1, 2} et
D = 1 soit
1 ≤
2∑
j=1
Zkj ∀k = 1, ..., 6
– Les matchs contre les e´quipes de l’Atlantique doivent eˆtre place´s aux semaines
4 et 7 du calendrier. En d’autres termes les e´quipes de l’Atlantique ne doivent
pas jouer les semaines 1,2,3,5,6 et 8. On a donc la contrainte 4.21 pour tout
k = {7, 8, 9, 10} et Jb(k) = {1, 2, 3, 5, 6, 8}.
∑
j∈Jb(k)
Vkj = 6 ∀k = 7, 8, 9, 10
– E´viter que deux e´quipes jouent l’une contre l’autre deux semaines de suite.
Cette contrainte correspond a` la contrainte ”pas de repeater” dans le traveling
tournament problem. Dans cet exemple par contre cette contrainte de type 4.16
est molle avec G = 2 et la ponde´ration de sa violation a e´te´ fixe´e a` 75. Soit
M l’ensemble des paires de matchs (i, i‘) impliquant deux meˆmes e´quipes. On
a donc la contrainte
1∑
d=0
(Yi(j+d) + Yi′(j+d)) ≤ 1 ∀(i, i
′) ∈M, ∀j = 1, ..., 7
– E´viter que 1-BSH et 6-SHE jouent a` domicile a` la meˆme date. C’est une
contrainte de type 4.24 valable a` chaque date avec K ′ = {1, 6} et H = 1.
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La contrainte est molle avec une ponde´ration de la violation fixe´e a` 25.
∑
k∈K′
Zkj ≤ 1 ∀j ∈ J
– E´viter que plus de 2 e´quipes parmi 2-CON, 4-MCG et 5-MTL jouent a` domicile
a` la meˆme date. C’est encore une contrainte molle de type 4.24 valable pour
chaque date avec K ′ = {2, 4, 5}, H = 2 et une ponde´ration de la violation fixe´e
a` 25. ∑
k∈K′
Zkj ≤ 2 ∀j ∈ J
– Chaque e´quipe du Que´bec doit jouer exactement 4 matchs a` domicile et 4 matchs
a` l’exte´rieur. Pour se faire nous ajoutons des contraintes de type 4.13 et 4.14
pour chaque e´quipe du Que´bec avec J ′ = J et D = E = 4.
∑
j∈J ′
Zkj ≥ 4 ∀k = 1, ..., 6
∑
j∈J ′
Ukj ≥ 4 ∀k = 1, ..., 6
– Re´partir au mieux les matchs a` domicile et les matchs a` l’exte´rieur de chaque
e´quipe. On souhaite donc avoir exactement 2 matchs a` domicile et 2 matchs a`
l’exte´rieur en chaque moitie´ de saison pour chaque e´quipe. Nous avons ajoute´
une contrainte molle de type 4.13 et une de type 4.14 pour chaque e´quipe, avec
J ′ = {1, 2, 3, 4} etD = E = 2. La ponde´ration de la violation de cette contrainte
a e´te´ fixe´e a` 75.
∑
j∈J ′
Zkj ≥ 2 ∀k = 1, ..., 6
∑
j∈J ′
Ukj ≥ 2 ∀k = 1, ..., 6
– On veut imposer que
– 5-MTL joue a` domicile et 6-SHE joue a` l’exte´rieur la semaine 1,
– 9-SFX joue a` domicile la semaine 4,
– 1-BSH et 6-SHE jouent a` l’exte´rieur la semaine 5,
– 4-MCG joue a` domicile la semaine 6,
– 3-LAV joue a` l’exte´rieur la semaine 8.
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Nous avons donc impose´ des contraintes de type 4.17 avec les couples (k, Jd(k)) =
(5−MTL, 1), (9−SFX, 4) et (4−MCG, 6) et des contraintes de type 4.19 avec
les couples (k, Je(k)) = (6−SHE, 1), (1−BSH, 5), (6−SHE, 5) et (3−LAV, 8).
Toutes ces contraintes ont e´te´ conside´re´es comme dures, a` l’exception de la
contrainte imposant un match a` l’exte´rieur pour 6-SHE la semaine 5 qui a
obtenu un poids de 5 car elle entrait en conflit avec la contrainte imposant que
1-BSH et 6-SHE ne doivent jamais jouer a` domicile aux meˆmes dates.
Z5,1 = 1, Z9,4 = 1, Z4,6 = 1,
U6,1 = 1, U1,5 = 1, U3,8 = 1,
U6,5 = 1.
Apre`s avoir introduit toutes ces contraintes, nous avons recherche´ toutes les so-
lutions optimales et nous sommes arrive´s a` la conclusion qu’il n’y a qu’une seule
solution optimale de pe´nalite´ totale 130. Les contraintes viole´es sont les suivantes :
– BSH et MCG jouent 2 matchs l’un contre l’autre deux semaines conse´cutives
(les semaines 2 et 3), ce qui a provoque´ une pe´nalite´ de 75 ;
– BSH et SHE jouent toutes les deux a` domicile les semaines 3 et 6, ce qui donne
deux pe´nalite´s de 25 ;
– SHE joue a` domicile la semaine 5, ce qui donne une pe´nalite´ de 5.
Ce meilleur calendrier est le suivant :
Semaine 1 : BSH ← LAV, CON ← SHE, MTL ← MCG
Semaine 2 : MCG ← BSH, LAV ← CON, SHE ← MTL
Semaine 3 : BSH ← MCG, CON ← MTL, SHE ← LAV
Semaine 4 : SFX ← BSH, ACA ← CON, LAV ← MTA, MCG ← SMU, MTL ← SHE
Semaine 5 : SHE ← BSH, CON ← MCG, LAV ← MTL
Semaine 6 : BSH ← MTL, SHE ← CON, MCG ← LAV
Semaine 7 : LAV ← BSH, CON ← SFX, MTA ← MCG, MTL ← ACA, SMU ← SHE
Semaine 8 : BSH ← CON, MTL ← LAV, MCG ← SHE
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4.3.2 Calendrier pour le football colle´gial 2008
Nous avons ensuite teste´ notre mode`le en planifiant les rencontres de football
colle´gial de la ligue AAA pour l’anne´e 2008. Le tournoi est compose´ de 7 e´quipes
(VAN, FXG, VXM, BAP, EDM, LEN, MOM), 28 matchs (ou rencontres) et il s’e´tale
sur 10 semaines. Les rencontres sont liste´es dans le tableau 4.2. Dans cet exemple,
I = {1, 2, ..., 28}, J = {1, 2, ..., 10} et K = {1, 2, ..., 7}. Chacune de ces rencontres
peut avoir lieu au domicile de n’importe laquelle des deux e´quipes de la paire ordonne´e
(k1, k2). Les contraintes donne´es par la Fe´de´ration Que´be´coise pour le Sport E´tudiant
pour ce proble`me sont e´nume´re´es ci-dessous.
– Chaque e´quipe joue exactement 4 matchs a` domicile et 4 matchs a` l’exte´rieur.
Nous ajoutons donc des contraintes de type 4.13 et 4.14 pour chaque e´quipe
avec J ′ = J et D = E = 4.
∑
j∈J ′
Zkj ≥ 4 ∀k = 1, ..., 7
∑
j∈J ′
Ukj ≥ 4 ∀k = 1, ..., 7
– Chaque e´quipe joue au moins 3 fois en l’espace de 4 semaines. Nous ajoutons
donc pour toute e´quipe k et pour toute date j une contrainte de type 4.15 avec
F = 4.
3∑
d=0
Vk(j+d) ≤ 1 ∀j ∈ J, ∀k ∈ K
– E´quilibrer les matchs a` domicile et les matchs a` l’exte´rieur pour chaque demi
saison. On souhaite donc avoir exactement 2 matchs a` domicile et 2 matchs a`
l’exte´rieur en chaque moitie´ de saison pour chaque e´quipe. Nous avons ajoute´
une contrainte molle de type 4.13 et une de type 4.14 pour chaque e´quipe, avec
J ′ = {1, 2, 3, 4, 5} et D = E = 2. Une ponde´ration de 75 est associe´e a` toute
violation de cette contrainte.
∑
j∈J ′
Zkj ≥ 2 ∀k ∈ K
∑
j∈J ′
Ukj ≥ 2 ∀k ∈ K
33
Tableau 4.2 Rencontres Football Colle´gial 2008
Match i E´quipe k1 E´quipe k2
1 1-VAN 2-FXG
2 1-VAN 3-VXM
3 1-VAN 4-BAP
4 1-VAN 5-EDM
5 1-VAN 6-LEN
6 1-VAN 7-MOM
7 2-FXG 3-VXM
8 2-FXG 4-BAP
9 2-FXG 5-EDM
10 2-FXG 6-LEN
11 2-FXG 7-MOM
12 3-VXM 4-BAP
13 3-VXM 5-EDM
14 3-VXM 6-LEN
15 3-VXM 7-MOM
16 4-BAP 5-EDM
17 4-BAP 6-LEN
18 4-BAP 7-MOM
19 5-EDM 6-LEN
20 5-EDM 7-MOM
21 6-LEN 7-MOM
22 2-FXG 1-VAN
23 3-VXM 1-VAN
24 4-BAP 2-FXG
25 4-BAP 3-VXM
26 6-LEN 5-EDM
27 7-MOM 5-EDM
28 7-MOM 6-LEN
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– Deux e´quipes ne doivent pas jouer l’une contre l’autre a` moins de 3 semaines
d’intervalle. Pour ce faire nous imposons la contrainte de type 4.16 avec G =
3. Comme dans l’exemple pre´ce´dent, nous notons M l’ensemble des paires de
matchs (i, i‘) impliquant deux meˆmes e´quipes.
2∑
d=0
(Yi(j+d) + Yi′(j+d)) ≤ 1 ∀(i, i
′) ∈M, ∀j = 1, ..., 8
– Imposer un maximum de 2 matchs conse´cutifs a` l’exte´rieur pour chaque e´quipe.
Nous ajoutons donc une contrainte de type 4.10 avec A = 2 soit
2∑
l=0
Uk(j+l) ≤ 2 ∀j = 1, ..., 8, ∀k ∈ K
– Imposer a` chaque e´quipe au moins un match a` domicile toutes les 4 semaines
conse´cutives. Nous ajoutons des contraintes de type 4.12 avec C = 4.
3∑
l=0
Zk(j+l) ≥ 1 ∀j = 1, ..., 6, ∀k = 1, ..., 7
– Imposer a` l’e´quipe 6-LEN de jouer a` domicile contre 5-EDM ou 4-BAP les
semaines 7 et 8. Nous avons donc ajoute´ une contrainte de type 4.17 avec k=6-
LEN et Jd(k) = {7, 8} et des contraintes de type 4.23 avec j = {7, 8} et I
′ e´tant
l’ensemble des matchs que 6-LEN joue contre 5-EDM ou 4-BAP.
∑
j∈Jd(6)
Z6,j = 2
∑
i∈I′
Yij = 1 ∀j = 7, 8
– Lorsque deux e´quipes k1 et k2 s’affrontent deux fois, l’un des matchs doit se
jouer au domicile de k1 et l’autre au domicile de k2. Toutes ces contraintes sont
de type 4.8 et 4.9.
Xi = 1 ∀(i, i
′) ∈M
Xi′ = 0 ∀(i, i
′) ∈M
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– L’e´quipe 1-VAN ne peut pas jouer la premie`re semaine. Nous imposons alors
une contrainte de type 4.21 avec k=1-VAN et Jb(k) = {1}.
V6,1 = 1
– L’e´quipe 4-BAP doit jouer a` domicile la premie`re semaine. Nous imposons alors
une contrainte de type 4.17 avec k=4-BAP et Jd(k) = {1}.
Z4,1 = 1
– Les paires (k, j) suivantes indiquent quand une e´quipe k ne peut pas jouer
a` domicile la semaine j car son terrain n’est pas disponible : (1-VAN,1), (1-
VAN,2), (1-VAN,5), (1-VAN,7), (1-VAN,9), (1-VAN,10), (2-FXG,5), (2-FXG,6),
(2-FXG,9), (2-FXG,10), (3-VXM,9), (6-LEN,3), (6-LEN,5), (6-LEN,10), (7-MOM,1),
(7-MOM,2), (7-MOM,4), (7-MOM,5). Nous ajoutons donc cinq contraintes de
type 4.18 : l’une avec k=1-VAN et Jˆd(k) = {1, 2, 5, 7, 9, 10}, l’une avec k=2-FXG
et Jˆd(k) = {5, 6, 9, 10}, l’une avec k=3-VXM et Jˆd(k) = {9}, l’une avec k=6-LEN
et Jˆd(k) = {3, 5, 10}, et finalement une avec k=7-MOM et Jˆd(k) = {1, 2, 4, 5}.
∑
j∈Jˆd(1)
Z1,j = 0
∑
j∈Jˆd(2)
Z2,j = 0
∑
j∈Jˆd(3)
Z3,j = 0
∑
j∈Jˆd(6)
Z6,j = 0
∑
j∈Jˆd(7)
Z7,j = 0
Apre`s avoir introduit toutes ces contraintes, nous avons recherche´ toutes les so-
lutions optimales et nous sommes arrive´s a` la conclusion qu’il n’y a qu’une seule
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solution optimale de pe´nalite´ totale 150. Le meilleur calendrier est donc le suivant :
Semaine 1 : LEN ← FXG, BAP ← VXM, EDM ← MOM
Semaine 2 : FXG ← VAN, VXM ← EDM
Semaine 3 : VAN ← LEN, FXG ← BAP, MOM ← VXM
Semaine 4 : VAN ← BAP, EDM ← FXG, LEN ← MOM
Semaine 5 : VXM ← VAN, BAP ← MOM, EDM ← LEN
Semaine 6 : VAN ← FXG, VXM ← LEN, BAP ← EDM
Semaine 7 : MOM ← VAN, FXG ← VXM, LEN ← BAP
Semaine 8 : VAN ← VXM, FXG ← MOM, LEN ← EDM
Semaine 9 : EDM ← VAN, BAP ← FXG, MOM ← LEN
Semaine 10 : VXM ← BAP, MOM ← EDM
Les contraintes viole´es sont les suivantes :
– EDM joue 3 matchs (au lieu de 2) a` domicile durant les 5 premie`res semaines,
ce qui a provoque´ une pe´nalite´ de 75 ;
– MOM ne joue aucun match (au lieu de 2) a` domicile durant les 5 premie`res
semaines, ce qui a provoque´ une pe´nalite´ de 75. Cette pe´nalite´ ne pouvait eˆtre
e´vite´e car MOM ne peut pas jouer sur son terrain les semaines 1,2,4 et 5.
4.4 Prise en compte des de´placements
Dans le dernier volet de notre recherche, nous avons de´veloppe´ un mode`le permet-
tant de prendre en compte les contraintes de distance, en supposant que les e´quipes ne
retournent pas a` leur domicile entre deux matchs s’ils jouent a` l’exte´rieur. Ce mode`le
s’inte`gre au mode`le pre´sente´ dans la section 4.2. Les variables, les contraintes et la
fonction objectif sont donc conserve´es. Plutoˆt que de chercher a` minimiser la distance
totale parcourue comme dans le TTP, nous avons choisi de limiter la distance parcou-
rue par chaque e´quipe pendant un certain nombre de manches conse´cutives. Pour ce
faire nous introduisons les nouvelles variables boole´ennes Lk,k′,j pour chaque e´quipe
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k ∈ K, chaque e´quipe k′ ∈ K et chaque semaine j ∈ J :
Lk,k′,j =
{
1 si l’e´quipe k joue au domicile de l’e´quipe k′ la semaine j
0 sinon
Aussi, pour tenir compte du retour a` la maison a` la fin du tournoi, si le dernier
match e´tait a` l’exte´rieur, nous conside´rons la date |J |+ 1 au calendrier et supposons
que chaque e´quipe joue a` son domicile a` cette date. Ainsi, nous fixons Lk,k′,|J |+1 = 1
pour k′ = k et Lk,k′,|J |+1 = 0 pour k
′ 6= k.
Pour chaque e´quipe k ∈ K, les autres e´quipes sont partitionne´es en 3 groupes :
– N0(k) comprend l’ensemble des e´quipes dont le domicile est situe´ tout pre`s du
domicile de k,
– N1(k) comprend l’ensemble des e´quipes dont le domicile est un peu e´loigne´ du
domicile de k ,
– N2(k) comprend l’ensemble des e´quipes dont le domicile est tre`s e´loigne´ du
domicile de k.
Pour simplifier, on attribue une distance entie`re δr entre le domicile de k et celui
d’une e´quipe k′ ∈ Nr(k) (r = 0, 1, 2). On suppose bien entendu δ0 < δ1 < δ2.
La partition de´finie ci-dessus induit une matrice des distances syme´trique puisqu’on
suppose que la distance du domicile de l’e´quipe k au domicile de l’e´quipe k′ est la
meˆme que la distance du domicile de l’e´quipe k′ au domicile de l’e´quipe k.
Nous de´finissons ensuite les variables entie`res Dkj pour chaque k ∈ K et j ∈ J
comme suit : Dkj = δr si l’e´quipe k se de´place du domicile de l’e´quipe k
′ la semaine
j vers le domicile de l’e´quipe k′′ ∈ Nr(k
′) la semaine j + 1.
Comme pre´ce´demment, les variables qui viennent d’eˆtre ajoute´es doivent eˆtre lie´es
aux autres variables par des contraintes qui rendent certaines assignations impossibles.
Si l’e´quipe k joue a` domicile ou si elle ne joue pas la semaine j, alors l’e´quipe k
est chez elle la semaine j et Lk,k,j = 1. Cela se traduit par
Vkj + Zkj − Lk,k,j ≤ 0 ∀k ∈ K, ∀j ∈ J (4.28)
Pour tout match i ∈ I tel que i = (k, k′), si le match i a lieu chez l’e´quipe k′ la
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semaine j alors Xi = 0 et Yij = 1. L’e´quipe k joue donc chez l’e´quipe k
′ la semaine j.
Si le match i n’a pas lieu chez l’e´quipe k′ ou si le match i n’a pas lieu la semaine j,
on ne peut rien conclure sur l’endroit ou` se trouve l’e´quipe k la semaine j. Cela peut
donc s’e´crire comme suit :
Yij −Xi − Lk,k′,j ≤ 0 ∀i = (k, k
′) ∈ I, ∀j ∈ J. (4.29)
Pour tout match i ∈ I tel que i = (k′, k) , si le match i a lieu chez l’e´quipe k′ la
semaine j alors Xi = 1 et Yij = 1. Si le match i n’a pas lieu chez l’e´quipe k
′ (Xi = 0)
ou si le match i n’a pas lieu la semaine j (Yij = 0), on ne peut rien conclure sur
l’endroit ou` se trouve l’e´quipe k la semaine j. Cela peut donc s’e´crire comme suit :
Yij +Xi − Lk,k′,j ≤ 1 ∀i = (k
′, k) ∈ I, ∀j ∈ J. (4.30)
L’e´quipe k ne peut se trouver qu’a` un seul endroit la semaine j.
∑
k′∈K
Lk,k′,j = 1 ∀k ∈ K, ∀j ∈ J (4.31)
Supposons que l’e´quipe k joue chez l’e´quipe k′ la semaine j (Lk,k′,j = 1). Si k
joue chez k′′ ∈ Nr(k
′) la semaine j +1 (
∑
k′′∈Nr(k′)
Lk,k′′,j+1 = 1) alors k parcourt une
distance δr de la semaine j a` la semaine j + 1 (Dkj = δr). On peut donc e´crire la
contrainte suivante :
δ2Lk,k′,j +
2∑
r=0
δr
∑
k′′∈Nr(k′)
Lk,k′′,j+1 −Dkj ≤ δ2 ∀k, k
′ ∈ K, ∀j ∈ J (4.32)
Remarquons que si l’e´quipe k ne joue par contre pas chez l’e´quipe k′ la semaine j
(Lk,k′,j = 0), on a
∑2
r=0 δr
∑
k′′∈Nr(k′)
Lk,k′′,j+1 ≤ δ2 puisque l’e´quipe k ne peut se
trouver qu’a` un seul endroit chaque semaine. La contrainte ci-dessus n’impose donc
rien quand a` la valeur de Dkj dans ce cas.
Soit J ′ un ensemble de α dates conse´cutives. On veut imposer pour chaque e´quipe
k ∈ K que la distance parcourue depuis le lieu de rencontre de la semaine j jusqu’au
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lieu de rencontre de la semaine j + α+ 1 soit infe´rieure ou e´gale a` une distance ∆k.
j+α∑
j′=j
Dkj′ ≤ ∆k ∀k ∈ K, ∀j = 1, .., J − α (4.33)
Ces contraintes permettent the´oriquement de construire des calendriers de matchs
tenant compte des contraintes de de´placement que la FQSE peut eˆtre amene´e a` traiter.
Dans le cadre de cette maˆıtrise, la FQSE n’a cependant pas pu nous soumettre un
exemple de proble`me avec des restrictions sur les distances parcourues par les e´quipes,
et nous n’avons ainsi pas pu valider le mode`le. Nous sommes cependant confiants que
le mode`le propose´ sera en mesure de construire des calendriers satisfaisants lorsque
des contraintes de de´placement doivent eˆtre prises en compte.
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CHAPITRE 5
CONCLUSION
5.1 Synthe`se des travaux
Nous avons vu dans notre revue de litte´rature que plusieurs heuristiques ont e´te´
de´veloppe´es pour re´soudre le TTP dont des me´taheuristiques comme la recherche
tabou, le recuit simule´, l’optimisation par colonies de fourmis, mais aussi des heuris-
tiques rapides et de la programmation par contraintes. Contrairement a` ce qui s’est
fait dans la litte´rature, nous avons voulu formuler un mode`le mathe´matique capable
de traiter ensemble un bon nombre de contraintes originales. Les contraintes de type
4.10 et 4.11 sont une ge´ne´ralisation des contraintes de conse´cutivite´ et les contraintes
de type 4.16 sont une ge´ne´ralisation des contraintes ”pas de repeater” que l’on re-
trouve dans le TTP. Les contraintes du double round-robin peuvent eˆtre e´crites avec
des contraintes de type 4.13 et 4.14. La plupart des articles revus dans la section 3
ne conside`rent pas d’autres contraintes. Rasmussen et Trick (2007) sont les seuls a`
avoir conside´re´ un nouveau type de contraintes qui permet d’imposer a` une e´quipe
de jouer a` domicile (ou en visite) lors d’une manche donne´e. Cette contrainte est de
type 4.17 ou 4.19.
Bien que le mode`le propose´ par Lee et al. (2006) soit diffe´rent du mode`le que nous
proposons en 4.2, puisque ce dernier ne prend pas en compte les distances, la plupart
des contraintes de leur mode`le sont prises en compte dans notre mode´lisation. En
effet,
– la contrainte qui impose que chaque e´quipe doit jouer n− 1 fois a` domicile est
de type 4.13,
– celle qui veut que chaque e´quipe joue 1 fois a` l’exte´rieur contre chacune des
autres e´quipes peut s’e´crire avec des contraintes de type 4.14 et 4.23,
– celle qui impose que pas plus de 2 e´quipes ne peuvent se trouver sur le meˆme
terrain a` la fois est de type 4.7,
– Si l’e´quipe k1 se de´place chez l’e´quipe k2 alors k2 doit eˆtre chez elle, cette
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contrainte est induite par des contraintes de type 4.3 a` 4.4.
Le mode`le mathe´matique de´veloppe´ dans la section 4.2 est flexible. Nous avons pu
facilement ge´ne´rer des calendriers optimaux qui ont donne´ pleine satisfaction aux res-
ponsables de cette confection d’horaires comme le montrent les deux exemples traite´s.
On peut noter que les deux tests prennent en compte des contraintes diffe´rentes. Par
exemple, dans le calendrier pour le football universitaire 2009 (section 4.3.1), les pla-
nificateurs ont de´termine´ d’avance le lieu ou` chaque rencontre doit se jouer tandis que
dans l’exemple du football colle´gial 2008 (section 4.3.2) le mode`le doit de´terminer le
lieu de chaque match.
Le nouveau mode`le expose´ dans la section 4.4 est comple´mentaire puisqu’il permet
de prendre en compte la distance parcourue par chaque e´quipe. Du meˆme coup ce
mode`le tient compte des contraintes de de´placement du mode`le de Lee et al.. Il est
important de noter ici que Lee et al. conside`rent des variables a` 4 indices tandis que
notre nouveau mode`le utilise des variables a` 3 indices et des variales a` 2 indices.
Le mode`le initial (section 4.2) n’utilise que des variables a` 2 indices. Ce fait joue
beaucoup sur le temps de re´solution du proble`me conside´re´.
5.2 Limitations du mode`le propose´
Le mode`le a e´te´ baˆti de fac¸on flexible dans le sens qu’il est assez aise´ d’ajouter
des contraintes nouvelles en autant que les contraintes a` ajouter puissent s’e´crire
comme une combinaison line´aire des variables Xi, Yij, Zkj, Ukj, Vkj, Lk,k′,j et Dkj.
Naturellement, l’efficacite´ des deux mode`les que nous avons expose´s est limite´e par
le nombre d’e´quipes, le nombre de rencontres et le nombre de manches puisqu’ils
de´terminent le nombre de variables du mode`le, mais aussi par le nombre de contraintes
prises en compte puisque plus un proble`me est contraignant, plus il est difficile. Il faut
toutefois tenir compte du fait que le mode`le de la section 4.4 aurait besoin d’eˆtre valide´
par des tests. Nous sommes cependant persuade´s que le mode`le mathe´matique propose´
peut eˆtre utile pour d’autres fe´de´rations sportives dont les ligues ne comportent qu’un
petit nombre d’e´quipes et qui doivent faire face a` de nombreuses contraintes.
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5.3 Ame´liorations futures
Les travaux que nous avons effectue´s dans le cadre de notre recherche nous ont per-
mis de constater que le secteur de la confection de calendriers pour les sports est un do-
maine de plus en plus inte´ressant pour les chercheurs en recherche ope´rationnelle. Les
observations pre´ce´dentes nous permettent de faire ressortir deux pistes d’ame´liorations
futures pour le proble`me que´be´cois. Une premie`re ame´lioration serait de valider le
mode`le prenant en compte les distances (section 4.4) avec des instances que la FQSE
pourrait fournir. Nous avons mentionne´ que plus le nombre d’e´quipes concerne´es aug-
mente, plus le nombre de variables augmente ce qui diminue la vitesse de re´solution
du proble`me. L’ajout de contraintes peut aussi contribuer a` rendre le proble`me dif-
ficile. Lorsque le logiciel CPLEX ne permettrait plus de trouver une solution au tra-
vers de la programmation en nombres entiers, une ame´lioration possible serait alors
de de´velopper une me´taheuristique semblable a` ce qui a e´te´ propose´ par Lee et al.
(2006).
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