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ABSTRACT
Appearance-based gaze estimation methods that only re-
quire an off-the-shelf camera have significantly improved
but they are still not yet widely used in the human-computer
interaction (HCI) community. This is partly because it re-
mains unclear how they perform compared to model-based
approaches aswell as dominant, special-purpose eye tracking
equipment. To address this limitation, we evaluate the perfor-
mance of state-of-the-art appearance-based gaze estimation
for interaction scenarios with and without personal calibra-
tion, indoors and outdoors, for different sensing distances, as
well as for users with and without glasses. We discuss the ob-
tained findings and their implications for the most important
gaze-based applications, namely explicit eye input, attentive
user interfaces, gaze-based user modelling, and passive eye
monitoring. To democratise the use of appearance-based
gaze estimation and interaction in HCI, we finally present
OpenGaze (www.opengaze.org), the first software toolkit for
appearance-based gaze estimation and interaction.
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1 INTRODUCTION
Eye gaze has a long history as a modality in human-computer
interaction (HCI), whether for attentive user interfaces [5],
gaze interaction [63, 69], or eye-based user modelling [28, 66].
A key requirement of gaze-based applications is special-
purpose eye tracking equipment, either worn on the body
(head-mounted) or placed in the environment (remote). De-
spite the fact that the costs of hardware and software have
decreased, particularly over the last couple of years, this re-
quirement still represents a major hurdle for wider adoption
of gaze in HCI research and practical applications. Another
hurdle is the need for expert knowledge on how to set up
and operate these trackers to obtain accurate gaze estimates,
i.e. how to calibrate them properly to each individual user.
With the goal to address these limitations, research in
computer vision has focused on developing gaze estima-
tion methods that are calibration-free and that only require
off-the-shelf RGB cameras, such as those readily integrated
in an ever-increasing number of personal devices or ambi-
ent displays [22, 65, 73]. While model-based methods fit a
geometric eye model to the eye image, appearance-based
methods directly regress from eye images to gaze directions
using machine learning [15]. For a long time, these methods
remained far inferior to special-purpose eye trackers, particu-
larly in terms of gaze estimation error and robustness to head
pose variations. However, appearance-based gaze estimation
methods have recently improved significantly [72, 73] and
promise a wide range of new applications, for example in at-
tentive user interfaces [57, 70], mobile gaze interaction [25]
or social signal processing [42].
Despite their potential, particularly given expected future
improvements and availability of even larger-scale training
data, appearance-based gaze estimation methods are still not
yet widely used in HCI. We believe this is partly because
it currently remains unclear how they perform compared
to dominant, special-purpose eye tracking equipment. In
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Figure 1: We study the gap between dominant eye tracking
using special-purpose equipment (right) and appearance-
based gaze estimation using off-the-shelf cameras and ma-
chine learning (left) in terms of accuracy (gaze estimation
accuracy), sensing distance, usability (personal calibration),
and robustness (glasses and indoor/outdoor use).
the gaze estimation literature, evaluations have been often
performed within the category that the proposed method be-
longs to. We are not aware of a single, principled comparison
of model- and appearance-based gaze estimation methods
with a common stationary eye tracker. Another likely reason
is that using these methods remains challenging for user
interface and interaction designers. While source code for
some current methods is available [47, 72, 73], the code has
been written by computer vision experts for evaluation pur-
poses. The code is typically either not optimised for real-time
use, doesn’t implement all functionality required for inter-
active applications in a single pipeline, or cannot be easily
extended or integrated into other software or user interface
frameworks.
This work aims to provide a basis for developers from
the HCI community to integrate the appearance-based gaze
estimation method into interactive applications. In order
to achieve this goal, we make the following contributions:
First, we evaluate the accuracy of state-of-the-art appearance-
based gaze estimation for interaction scenarios with and
without personal calibration, indoors and outdoors, for dif-
ferent interaction distances, as well as for users with and
without glasses. We compare accuracy with a state-of-the-
art model-based gaze estimation method [47] and, for the
first time, with a commercial eye tracker. Second, we discuss
the obtained findings and their implications for the most
important gaze-based applications [36] ranging from explicit
eye input, to attentive user interfaces and gaze-based user
modelling, to passive eye monitoring. Third, to democratise
the use of appearance-based gaze estimation and interac-
tion in HCI, we present OpenGaze, the first software toolkit
for appearance-based gaze estimation and interaction that
is specifically developed for user interface designers. The
framework implements the full gaze estimation pipeline,
is easily extensible and integratable, and is usable by non-
experts.
2 RELATEDWORK
We start with a general introduction of the various gaze-
based interactions, followed by pertinent studies on gaze
estimation methods.
Gaze-based human-computer interaction
Taking eye gaze from users as a command to computers
is the most intuitive gaze-aware application. The typical
usage of eye gaze information is as a replacement of the
mouse, such as typing words with the eye [40], indicating
user attention [44], and selecting items [76]. Researchers
have investigated daily human-computer interactions us-
ing different eye movements, such as fixations [16, 35, 40],
smooth pursuit [13], and eye gestures [37].
In addition, gaze information has also shown significant
potential for user understanding. Most intuitively, eye track-
ing techniques have been used to capture and infer user be-
haviours, such as eye contact [70] and daily activities [6, 55].
Eye tracking data has been also used to recognise users’
latent states, including interest and engagement [32, 34], af-
fective states [41], cognitive states [20, 38], and attentive
states [14, 62]. It has been pointed out that eye tracking
data can even be associated with mental disorders, such
as Alzheimer’s disease [23], Parkinson’s disease [30], and
schizophrenia [17]. Furthermore, eye tracking data holds
rich personal information, including personality traits [18],
gender [50], and user identity [8].
These gaze-base applications have been studied across
different platforms, underlining the significance of gaze as
an interaction modality, and a rich source of information
on users as well as their mental and physical states, in both
stationary and mobile settings. The most prevalent exam-
ples include use on personal devices, such as desktops and
laptops [19, 68], tablets [65, 68], and mobile phones [21].
More recently, new gaze-aware applications are emerging
and eye tracking devices have been integrated in public dis-
plays [57], head-mounted VR devices [48], and vehicles [46].
However, application scenarios have been still strongly influ-
enced by the technical requirements of, mostly commercial,
eye tracking devices. The use of camera-based, in particular
appearance-based, gaze estimation in interactive applications
has not been fully explored due to the lack of a complete,
extensible, and cross-platform software toolkit.
Gaze estimation methods
Gaze estimation methods can be categorised into feature-
based, model-based, and appearance-based approaches [15].
Feature-based methods use eye features for gaze direction re-
gression, such as corneal reflections caused by reflections of
an external light source on the cornea [78, 79]. Feature-based
methods are commonly used in commercial eye trackers,
such as the entry-level eye tracker Tobii EyeX.
Model-based methods first detect visual features, such as
pupil, eyeball centre and eye corners, and then fit a geometric
3D eyeball model to them to estimate gaze [9]. While early
model-based methods required high-resolution cameras and
infrared light sources [24, 67], recent approaches only use
input images from a single webcam [61, 65]. More recent
works leverage machine learning to improve the accuracy
of eye feature detection, for example to train eye feature
detectors with a large amount of synthetic data [3, 47].
Appearance-based methods also only require images ob-
tained from an off-the-shelf camera, but directly learn a map-
ping from 2D input images to gaze directions using machine
learning [58]. Since there is no explicit eye feature detection
step involved, this family of methods can typically handle
input images with lower resolution and quality than model-
based methods. Recent works leveraged both large-scale
training data and deep learning to significantly improve the
gaze estimation accuracy in more challenging real-world
settings [53, 72, 73]. These advances have enabled a range of
new applications, such as in eye contact detection [42, 70] or
attention analysis on public displays [57]. Further new appli-
cations can be expected given the ever-increasing number of
camera-equipped devices and displays, particularly mobile
devices [25].
Mainly because these three families of gaze estimation
methods have different requirements in terms of hardware
and deployment setting, they have never been comparedwith
each other in a principled way. Consequently, interaction
designers currently lack guidance on which methods they
should choose for their particular applications. As discussed
above, this prevents the exploration of gaze interaction ap-
plications taking the full advantages of these different gaze
estimation methods.
3 DATASET FOR EVALUATION
In gaze estimation research in computer vision, the primary
experiment of interest is typically a performance compari-
son between different gaze estimation methods [53, 73]. One
likely reason for this is the lack of a suitable dataset that fa-
cilitates such a comparison. We therefore collected a dataset
specifically geared to study performance of the different
methods with respect to core affordances important in gaze
interaction research: specifically, the distance between user
and camera, number of required calibration samples, use of
the method indoors or outdoors, as well as whether the user
wears glasses or not.
For data recording, we used a Logitech C910 webcam with
a resolution of 1920×1080 pixels. We chose Tobii EyeX as the
representative for feature-based gaze estimation (commercial
Figure 2: Our data collection setting. Participants stood at
a pre-defined distance and were instructed to look at a dot
on the screen. Data recording was performed using a Tobii
EyeX eye tracker and a Logitech C910 webcam.
eye tracking) because it is affordable, has recently become
popular and is used in a range of research (e.g. [31, 52]). Data
collection was performed with 20 participants (10 female,
aged between 21 and 45 years) whom we recruited through
university mailing lists and notice boards. Our participants
were from six different countries, and four of them wore
glasses during the recording. During data collection, we la-
belled ground-truth gaze locations by showing the target
stimuli on the screen as a circle shirking to a dot that the
participants were instructed to look at. The screen pose was
measured using themirror-based calibration [49] beforehand,
and ground-truth gaze locations have been recorded in the
3D camera coordinate system.
Distances. Interaction distance is one of the most impor-
tant factors to discuss the versatility of gaze estimation meth-
ods. Distance can vary even for the same device, such as a
mobile phone that is held at different distances, and even
more so across different devices, such as a mobile phone or a
public display. Most commercial eye trackers, as represented
by Tobii EyeX, are made to work optimally when the dis-
tance from the user is 50− 90 cm. In contrast, webcam-based
gaze estimation could output estimates for a large range of
distances as long as the target faces are detected in the in-
put image. To evaluate the performance of gaze estimation
methods at different distances, we collected the sample data
with different distances between participants and cameras.
The recording setting is illustrated in Figure 2. We showed
the stimuli on a 55-inch public display, and mounted the
webcam and Tobii EyeX below it. We chose distances of 30,
50, 75, 110, 140 and 180 cm, where 50 and 75 cm fall inside the
operational distance range of Tobii EyeX. In order to make
sure the ranges of view angles stay the same for different dis-
tances, the stimuli were displayed inside pre-defined regions
corresponding to each distance. They roughly correspond to
8.4, 12, 21, 32, 40 and 50 inches for 30, 50, 75, 110, 140 and
180 cm, respectively.
Outdoor settings. Ideally gaze estimationmethods should
also yield robust performance independent of whether they
will be used for interaction indoors or outdoors. Therefore,
we recorded two sessions with a laptop for both indoor and
outdoor settings. We mounted the Tobii EyeX below the
laptop screen and a webcam above the screen due to the
limited space. We first instructed participants to stand or sit
at around 50 cm from the cameras to collect the data, and
repeated for both indoor and outdoor environments. Dur-
ing recording for the outdoor setting, the participants were
free to chose one of three locations outside our lab, and the
recordings were done at different times of day.
Procedure
During recording, participants were asked to stand or sit at
certain distances, and were instructed to look at a shrinking
circle at random locations and click the mouse when the cir-
cle became a dot. For each distance, we collected 80 samples:
60 samples were used for personal calibration and the rest
for testing. We continuously recorded video stream with a
webcam, together with gaze estimates from the Tobii EyeX.
The time stamps were logged individually for mouse clicking
events, video frames, and outputs of the Tobii EyeX.
Since the calibration procedure implemented in the Tobii
SDK is black-box and could be different from our implemen-
tation, we collected samples both with and without personal
calibration from the Tobii SDK for comparison. Specifically,
for distances of 50 and 75 cm, we first recorded 20 samples
with the calibration profile from another person. These sam-
ples were used as a test set for the Tobii EyeX without any
personal calibration. Then we performed the personal cal-
ibration provided by the Tobii SDK, which includes seven
calibration points. Finally, we recorded the 80 samples with
Tobii EyeX together with the webcam.
Figure 3 shows example images recorded from the web-
cam at different distances, as well as in indoor and outdoor
settings. The recording distances and conditions are marked
on top of the samples. As can be seen from these images, the
distances lead to different face sizes, which can affect the
input quality for gaze estimation methods. The indoor and
outdoor settings have very different illumination conditions,
which directly affected the appearance of the faces. Besides,
the sunlight in the outdoor setting affects the active infrared
light of Tobii EyeX, which resulted in as more invalid gaze
data compared to the indoor setting.
4 EXPERIMENTS
The main goal of our experiments was to study the accu-
racy gap of state-of-the-art appearance-based gaze estima-
tion (represented by MPIIFaceGaze [72]) with a model-based
counterpart (represented by GazeML [47]) as well as a com-
mercial eye tracker (Tobii EyeX). The GazeML pupil detector
was trained on large-scale synthetic eye images [64] with
deep convolutional neural networks. The method takes the
vector from the estimated 3D eyeball centre to the detected
pupil location as the estimated gaze direction. We therefore
deemed GazeML to represent the state of the art in model-
based gaze estimation, because it reported (confirmed in
our own comparisons) better accuracy than the gaze estima-
tion method [64] implemented in the widely used OpenFace
toolkit [3]. We trained the MPIIFaceGaze method using two
commonly-used gaze datasets with full-face images, MPI-
IFaceGaze dataset [72] and EYEDIAP dataset [39]. Accord-
ing to the training data distribution, this pre-trained model
can handle head poses between [−25°, 25°] horizontally and
[−10°, 25°] vertically under challenging real-world illumina-
tions.
Eye tracking accuracy is often measured in terms of 2D
gaze estimation error on the screen calculated as the differ-
ences between ground-truth and estimated gaze direction.
However, since 2D on-screen error measurement also de-
pends on the distance between the screen and user, it cannot
be used to compare accuracy on our data with varying dis-
tances. Instead, we measured the 3D gaze estimation error
in degrees, i.e. the difference between the estimated and the
ground-truth 3D gaze vectors. 2D gaze points on the screen
can be converted to 3D vectors in the camera coordinate sys-
tem by using the screen-camera relationship. The on-screen
gaze location represents the point end of the gaze vector,
while the face centre serves as the starting point [72]. Given
that MPIIFaceGaze can output gaze vectors in the camera
coordinate system, those can be directly compared with the
ground truth vectors. GazeML outputs two gaze vectors, one
for each eye. We first projected them to the screen plane
to obtain two intersecting points, and then took the middle
point of the two intersection points as the point end of the
gaze vector. Tobii EyeX outputs 2D on-screen locations that
were used as the point end of the gaze vector.
Distances between user and camera
We first evaluated accuracy of the different methods across
different distances between user and camera.With our recorded
data, we used all of the 60 samples to perform personal cali-
bration for all methods, and tested them on the remaining
20 samples. To show the full ability of Tobii EyeX, we first
used its own personal calibration provided by Tobii SDK
which requires seven calibration points. We then applied
Figure 3: Data samples from one of our participants. Left: samples with recording distances marked at the top of the images.
Right: samples under indoor and outdoor conditions, asmarked at the top of images. As can be seen, our recorded data includes
varying face sizes caused by different distances, and illumination conditions in indoor and outdoor settings.
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Figure 4: Gaze estimation errors of different methods in de-
grees across distances between the user and camera. Dots are
results averaged across all 20 participants for each distances,
and we linked them by lines.
the personal calibration with an additional 53 samples. We
conducted this calibration procedure at each distance. The
errors were averaged across all participants.
The results are summarised in Figure 4. There are statis-
tically significant differences between the three methods
(t-test, p < 0.01). While Tobii EyeX performed the best
with 1.2 degree gaze estimation error for distance 50 cm
and 0.8 degrees for distance 75 cm, the tracking range of To-
bii EyeX is severely limited compared to the other methods.
The appearance-based method (MPIIFaceGaze) achieved the
second-best result as mean gaze estimation error from 2.3
degrees to 3.1 degrees, and this accuracy is robust across the
full distance range from 30 cm to 180 cm with only minor
variation. The model-based method (GazeML) achieved the
worst accuracy with mean gaze estimation errors ranging
from 3.8 degrees to 12.1 degrees. In contrast to MPIIFaceGaze,
GazeML’s accuracy was also sensitive to the distance: the
larger the distance, the worse its accuracy. This is most likely
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Figure 5: Gaze estimation errors of different methods in de-
grees across numbers of personal calibration samples. Dots
are results averaged across all 20 participants, andwe linked
them with lines.
caused by the fact that accurate pupil detection and eyeball
centre estimation, on which these types of methods crucially
rely, become increasingly difficult with larger distances.
In summary, this evaluation shows that while there is still a
accuracy gap of around two degrees between the appearance-
based method and Tobii EyeX, the former has a much larger
operational range. This finding underlines the practical use-
fulness of appearance-based gaze estimation, in particular for
interactive applications where the ability to track robustly
across a large interaction space is important and where gaze
estimation error can be compensated for, e.g. on interactive
public displays using pursuits [63].
Number of calibration samples
The number of required calibration samples is an impor-
tant factor for usability. Calibration with a large number of
samples can be time-consuming and prohibitive for certain
applications where spontaneous interaction is crucial, e.g. on
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Figure 6: Gaze estimation errors for indoor and outdoor set-
tings. Bars show mean error across all participants; error
bars indicate standard deviations. The numbers above the
bars indicate accuracy differences from indoor to outdoor
setting in percent.
gaze-enabled public displays [74]. Therefore, we evaluated
the influence of the number of calibration samples on gaze
estimation accuracy. We analysed accuracy while varying
the number of samples used for calibration, from zero, to
one, two, three, four, five, seven, 10, 15, 20, 30, 40, 50 and 60.
For the calibration-free case (zero calibration samples) we
directly used the raw gaze estimates as calculated by GazeML
and MPIIFaceGaze, while Tobii EyeX was uncalibrated. We
opted for a distance of 75 cm because this is exactly within
the optimal tracking range for Tobii EyeX.
Figure 5 summarises the results and reveals a number of
interesting insights. As expected, the calibration-free set-
ting achieves a large gaze estimation error, between 5.5
degrees of visual angle (for Tobii EyeX) and 12.1 degrees
(for model-based GazeML). The appearance-based method
(MPIIFaceGaze) achieved 6.4 degrees. These differences were
statistically significant (t-test, p < 0.01). However, accu-
racy gets even worse for one-calibration samples, where
the third-order polynomial mapping function is underdeter-
mined. With an increasing number of calibration samples,
gaze estimation error decreases for all methods, down to 1.1
degrees for Tobii EyeX, and 2.5 degrees for MPIIFaceGaze.
These results show that current appearance-based methods
(MPIIFaceGaze) can achieve accuracy competitive with To-
bii EyeX, even with only four calibration samples. This is
exciting given that current appearance-based methods are
competitive in terms of accuracy and usability and, hence,
seem feasible for a range of everyday gaze interfaces, such
as on camera-equipped personal devices.
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Figure 7: Gaze estimation errors for participants wearing
glasses or not. Bars show mean error across all participants;
error bars indicate standard deviations. The numbers above
the bars indicate accuracy differences between not wearing
glasses and wearing glasses in percent.
Indoor and outdoor settings
We then evaluated the impact on accuracy of different il-
lumination conditions – a common problem when moving
between indoor and outdoor interaction settings. For this
evaluation, we used the data collected for indoor and out-
door settings described in section 3. We again used all 60
samples for personal calibration and evaluated the different
methods for both settings. The results of this evaluation are
summarised in Figure 6 where bars show the gaze estimation
error in degrees across all 20 participants, and error bars
show standard deviations. The figure also shows the relative
accuracy differences between indoors to outdoors in percent.
As can be seen from the figure, the best accuracy was again
achieved by Tobii EyeX (indoors: 1.1 degrees, outdoors: 1.3
degrees), followed by the appearance-based method (MPI-
IFaceGaze) (indoors: 2.8 degrees, outdoors: 3.2 degrees), and
model-based method (GazeML) (indoors: 4.9 degrees, out-
doors: 5.7 degrees). Although the accuracy differences be-
tween indoors and outdoors are not statistically significant
(t-test, p > 0.05), better accuracy tends to be achieved for
the indoor environment, likely as a result of changing illu-
mination conditions.
With and without glasses
Glasses can have a significant effect on gaze estimation error
due to strong reflections and distortions they may cause. In
our dataset, four participants wore glasses while the rest
did not. To evaluate the impact of glasses, we analysed the
error after personal calibration with 60 samples, distances
range ranging 50 and 75 cm, and in both indoor and outdoor
settings. The results of this evaluation are shown in Figure 7,
where bars show the gaze estimation error in degrees across
participants when wearing or not wearing glasses, and the
error bars show standard deviations. These differences were
statistically significant (t-test, p < 0.01). The figure also
shows the relative accuracy differences between wearing
glasses and not wearing glasses in percent.
As we can see from the figure, glasses have a stronger
effect on gaze estimation accuracy than illumination con-
ditions (see Figure 6). The gaze estimation errors were 5.4
(without) and 6.3 (with) degrees for the model-based method
(GazeML), 2.8 and 4.5 degrees for the appearance-based
method (MPIIFaceGaze), and 1.0 and 1.4 degrees for Tobii
EyeX. The estimation results differences between with and
without glasses are larger for the appearance-based method
(MPIIFaceGaze) than for Tobii EyeX. Similarly, as for the pre-
vious evaluation on indoor and outdoor settings, the likely
reason for this is the training data that, in this case, does
not contain a sufficient number of images of people wearing
glasses. As a result, the appearance-based method cannot
handle these cases as well. Another reason could be that To-
bii EyeX uses infrared light, which filters out most reflections
on the glasses.
5 IMPLICATIONS FOR GAZE APPLICATIONS
Gaze estimation devices, especially the dominant commercial
eye trackers, have facilitated the development of gaze-based
interactive systems in past years. In this section, we discuss
the implications of our findings for the most important gaze-
based applications as well as the potential of appearance-
based methods for application scenarios that only require a
single off-the-shelf camera.
Gaze applications
Gaze-based interactive applications can be divided into four
groups: explicit eye input, attentive user interfaces, gaze-based
user modelling, and passive eye monitoring [36]. The explicit
eye input applications take the gaze input to command and
control the computer. Attentive user interfaces do not expect
explicit commands from the user, while using the natural eye
movements subtly in the background. Gaze-based user mod-
elling uses gaze information to understand user behaviour,
cognitive processes, and intentions; this usually utilise short-
time-period data. Passive eye monitoring stands for off-line
analysis with long-term gaze data for diagnostic applications.
While all of the above categories take gaze information
from users; they have different requirements in terms of
properties on the gaze estimation methods. In this section,
we summarise the requirements of applications regardless
of the technical limitations of existing eye tracking meth-
ods. In this way, we clarify how the application scenarios
can be extended by using appearance-based gaze estimation
beyond the limitation of commonly-used commercial eye
trackers. We show the relationships of different gaze-based
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Figure 8: Relationship of different gaze-based applications
and affordances. We show three typical gaze-based applica-
tions and the different levels of each affordance.
applications and affordances in Figure 8, and explain them
in the following.
Accuracy. Applications that rely on explicit eye input usu-
ally require high-accuracy gaze estimates, such as for eye
typing [31, 40], authentication [26], or system control [44].
However, the allowed gaze estimation error depends on the
sizes of the gaze targets. These gaze targets could be fine-level
details on the screen [11], closely connected [77] or sepa-
rate content on the screen [10], large physical objects [2], or
rough gaze direction [45, 69]. Gaze-based user modelling and
passive eye monitoring require gaze estimation to detect gaze
patterns instead of individual points. These gaze patterns
could be large regions on the screen, such as during saliency
prediction [66]; relative eye movements for inferring every-
day activities [51, 55], cognitive load and processes [7, 59], or
mobile interaction [60]; or off-line user behaviour analysis
for game play [43]. For attentive user interfaces, usually it is
sufficient to detect the attention of the user [1] with binary
eye contact detection [12, 42, 54, 70].
Usability. We rate applications with high usability as it
can work with calibration-free fashion and can be used with
multi-user simultaneously. Since the explicit eye input usu-
ally assumes a single target user, it is relatively straightfor-
ward to include personal calibration process. Such a personal
calibration is also required from the high accuracy require-
ment discussed above. While the attentive user interfaces also
requires specific object calibration for each different camera-
object relationship [54], the underlying use case scenario
demands pervasive multi-user gaze estimation without per-
sonal calibration. For gaze-based user modelling and passive
eye monitoring, relative eye movement could be sufficient
considering that there have been already applications imple-
mented in a calibration-free fashion [74]. They can be also
naturally extended to multi-user scenarios.
Robustness. Performance consistency between indoor
and outdoor environments becomes more and more impor-
tant with the popularisation of personal mobile devices. It
has impacts on passive eye monitoring since usually long-
term recording through daily life is necessary [55]. Explicit
eye input and gaze-based user modelling also require such
consistency as users could run these applications anywhere
with their mobile devices. In contrast, attentive user interfaces
could be conducted within a stable scene if the target object
is stationary. In addition, there are large numbers of people
wearing glasses nowadays. The glasses could cause problems
for gaze-based interaction since thick frames, distortion, and
reflection could potentially impair the quality of gaze estima-
tion methods. For all types of gaze-based applications, they
must be robust to the user with or without glasses.
Extension of application scenarios
From our experimental results, we can see that the current
appearance-based gaze estimation can achieve reasonable
accuracy. Figure 4 shows that the appearance-based gaze esti-
mationmethod can achieve around two to three degrees accu-
racy, which can provide good enough estimates for some ap-
plications. Figure 5 and Figure 6 show that appearance-based
gaze estimation is comparable to Tobii EyeX in terms of its re-
quirements for calibration samples and robustness to indoor
and outdoor environments. Appearance-based gaze estima-
tion could thus be used in applications requiring explicit eye
input, such as object selection [2, 10] or gaze pointing [45, 69].
Appearance-based methods are already suitable for applica-
tions only requiring measurement of relative changes in gaze
direction over time, such as gaze-based user modelling, passive
eye monitoring or detection of gaze patterns, such as smooth
pursuit eye movements [13]. Also the latest attentive user
interfaces could use appearance-based gaze estimation meth-
ods, such as for eye contact detection [42, 54, 70] or attention
forecasting [56]. This suggests webcams could replace com-
mercial eye trackers for some applications, and even enable
new application scenarios such as online software-based
services.
From Figure 4, we can see the advantage of appearance-
based gaze estimation on large operation at distances be-
tween users and camera; it also maintains consistent gaze es-
timation accuracy across the different distances. This method
enables gaze-based applications for different devices such
as a cellphone with a short distance and a large TV with a
long distance. The current gaze-based applications for these
short and long distances are limited to rough gaze direction
with previous model-based gaze estimation methods [69, 75].
Appearance-based gaze estimation can achieve gaze estima-
tion error around two to three degrees for these devices,
which allows researchers to use the estimated gaze points
for fine-level interaction, such as object selection or attention
measurement.
Another major flaw of current commercial eye trackers
is they usually can only work with a single user due to the
limited camera angle of view. This is not an issue for gaze
estimationwith awebcam,which can outputmultiple-person
gaze information. Therefore, it enables new applications
where multiple persons are involved, and we can achieve
their gaze information with a single webcam. This has been
implemented in one previous work that performs the eye
contact detection with webcams and there could be more
than one user in the input image [42].
Above all, gaze estimation with a single webcam instead of
an additional commercial eye tracker enables new forms of
applications. It allows researchers to develop gaze-based ap-
plications with common devices, such as cellphones, tablets,
laptops and TVs. Participants can stick with their own per-
sonal devices and run the gaze-based software to perform the
interaction without any additional hardware requirement.
This is the key advantage of using a single webcam for gaze
estimation instead of the current commercial eye trackers.
6 THE OPENGAZE SOFTWARE TOOLKIT
As shown before, appearance-based gaze estimation has sig-
nificant potential to facilitate gaze-based interactive appli-
cations on the millions of camera-equipped devices already
used worldwide today, such as mobile phones or laptops.
However, most existing methods – if code is available for
these at all – were published with research-oriented imple-
mentations and there is no easy-to-use software toolkit avail-
able that is specifically geared to HCI purposes. It is also chal-
lenging for designers to integrate existing computer vision
and machine learning pipelines into end-user applications.
We therefore extended the MPIIFaceGaze method into a
complete open source toolkit for gaze-based applications.
The goal of our OpenGaze software toolkit is to provide an
easyway forHCI researchers and designers to use appearance-
based gaze estimation techniques, and enable a wider range
of eye tracking applications using off-the-shelf cameras. We
designed OpenGaze with four main objectives in mind: 1) to
implement state-of-the-art appearance-based gaze estima-
tion for HCI researchers, 2) to make the functionality easy
to use and work out-of-the-box for rapid development, 3) to
be extensible to include more functions, and 4) to be flexible
as developers can replace any components with their own
methods.
The overall pipeline of OpenGaze is shown in Figure 9.
Unlike the dominate commercial eye trackers, the input
of OpenGaze can be single RGB images, such as the video
stream from the camera, recorded videos, a directory of im-
ages, or a single image. Given an input frame/image, our
OpenGaze first detects faces and facial landmarks, which are
used to estimate 3D head pose and data normalization. The
data normalization procedure essentially crops the face im-
age with a normalised camera to cancel out some of appear-
ance variations caused by head pose. The cropped face image
then will be input to the appearance-based gaze estimation
method. The output of the gaze estimation model is the gaze
direction in the camera coordinate system, which can be fur-
ther projected to the screen coordinate system.OpenGaze has
user-friendly APIs for developers to perform their desired
functions with minimal effort on coding, and also provides
easy-to-install packages including pre-compiled libraries to
facilitate use of gaze estimation in interactive applications.
Face and facial landmark detection
Given an input image, the first step is to detect the face as
well as facial landmarks of the user. OpenGaze integrates
OpenFace 2.0 [3] for facial landmark detection that, in turn,
relies on the widely used dlib computer vision library [27]
to detect the faces in the input image. OpenFace also assigns
unique IDs to each detected faces via temporal tracking.
The detected facial landmarks (4 eye corners and 2 mouth
corners) are mainly used to estimate 3D head pose including
head rotation and translation, which is achieved by fitting
a pre-defined generic 3D face model to the detected facial
landmarks by estimating the initial solution using the EPnP
algorithm [33]. The estimated 3D head pose is used in data
normalisation and the 3D face centre (centroid of the six
facial landmarks) is taken as the origin of gaze directions.
Data normalisation
As input for appearance-based gaze estimation, the system
then crops and resizes the face image according to the fa-
cial landmarks. However, since appearance-based 3D gaze
estimation is a geometric task, inappropriate cropping and
resizing can significantly affect the estimation accuracy. Data
normalization was proposed to efficiently train appearance-
based gaze estimators, and it cancels out the geometric vari-
ability by warping input images to a normalised space [71].
OpenGaze implements the data normalization scheme as
pre-processing to appearance-based gaze estimation. Specifi-
cally, OpenGaze first crops the face image after rotating the
camera so that the x-axis of the camera coordinate system
is perpendicular to the y-axis of the head coordinate sys-
tem. Then it scales the image so that the normalised camera
is located at a fixed distance away from the face centre. In
this way, the input image has only 2 degrees of freedom in
head pose for all kinds of cameras with different intrinsic
parameters.
Gaze estimation
OpenGaze implements an appearance-based gaze estimation
method that reports state-of-the-art accuracy [72]. In this
method, the whole face image is fed into the convolutional
neural network to output 3D gaze directions. OpenGaze uses
the same neural network architecture as in [72], which is
based on the AlexNet architecture [29]. The toolkit comes
with the model used in our experiments, which was pre-
trained on two commonly-used gaze datasets with full-face
images,MPIIFaceGaze dataset [72] and EYEDIAP dataset [39].
Therefore, while the toolkit is flexible enough to replace
the network with user-trained ones, there is basically no
need to train the network from scratch, and developers can
directly use the pre-trained model. It is important to note
that OpenGaze is fully extensible, e.g. it allows developers
to add new network architectures and train models on other
datasets.
Projection on screen
The gaze direction is estimated by the appearance-based gaze
estimator in the normalised space, and OpenGaze projects
it back to the original camera coordinate system. OpenGaze
also provides APIs to project the 3D gaze direction from
the camera coordinate system to the 2D screen coordinate
system, and vice versa. In order to project gaze direction
to the 2D screen coordinate system, OpenGaze requires the
camera intrinsic parameters and camera-screen relationship,
i.e., rotation and translation between the camera and screen
coordinate system. The camera intrinsic parameters can be
obtained by camera calibration function in OpenCV [4] by
moving a calibration pattern in front of the camera. The
camera-screen relationship can be calculated with a mirror-
based camera-screen calibration method [49]. It requires
showing a camera calibration pattern on the screen, and
then move a planar mirror in front of the camera to let the
camera capture several calibration samples with the full view
of the calibration pattern.
Personal calibration
Cross-person gaze estimation is the ultimate goal of data-
driven appearance-based gaze estimation, and as described
above, OpenGaze comes with a pre-trained generic gaze esti-
mator which works across users, environments, and cameras
without any personal calibration [73]. However, if the appli-
cation allows for additional calibration data collection, the
gaze estimation accuracy can be significantly improved by
personal calibration. To make the estimated gaze usable for
interactive applications, OpenGaze further provides a per-
sonal calibration scheme to make corrections to raw gaze
estimates from the appearance-based gaze estimation model.
To collect the ground-truth calibration samples, OpenGaze
Figure 9: Taking an image as input, ourOpenGaze toolkit first detects the faces and facial landmarks (a) and then crops the face
image using data normalisation [71]. The appearance-based gaze estimation model predicts the gaze direction in the camera
coordinate system from the normalised face image. The direction is finally converted to the screen coordinate system.
provides a GUI to collect the personal calibration data from
users. During the personal calibration, OpenGaze shows the
shrinking circle on the screen and the user has to fixate on
the circle until it become a dot, while confirming that he/she
is looking at the dot by mouse-clicking within a half second.
Meanwhile, OpenGaze also captures the face image from the
webcam associated with the dot position on the screen. These
samples are used to find a third-order polynomial mapping
function between the estimated and ground-truth 2D gaze
locations in the screen coordinate system.
Implementation and speed
With extensibility in mind, we implemented each of the
above components as separate classes written in C++ with
interfaces to communicate between each other. It is feasible
for developers to replace and include different components if
desired. As far as we tested, OpenGaze achieved 13 fps at run-
ning time with a desktop machine which has a 3.50GHz CPU
and a GeForce GTX TITAN Black GPU with 6GB memory
with stream from a webcam. Note the most time-consuming
process is the face and facial landmark detection as they can
only reach 17 fps. By replacing these components, which
is possible with in our toolkit, it is expected that a much
faster speed. In addition, the gaze estimation network can be
also replaced with more compact versions to achieve higher
speed and memory efficiency.
7 CONCLUSION
In this work, we compared the appearance-based method
with a model-based method and a commercial eye tracker,
and we showed that it achieves better performance than
the model-based method, and a larger operational range
than the commercial eye tracker. Following the result, we
further discussed design implications for the most impor-
tant gaze-based applications. We present the first software
toolkit OpenGaze which provides an easy-to-use webcam-
based gaze estimation method for interaction designers. The
goal of the toolkit is to be applied to a diverse range of
interactive systems, and we evaluated the performance of
state-of-the-art appearance-based gaze estimation across dif-
ferent affordances. We believe our OpenGaze enables new
forms of application scenarios for both HCI designers and
researchers.
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