Abstract. Let Fq be a finite field of characteristic two and Fq(X1, . . . , Xn) a rational function field. We use matrix methods to obtain explicit transcendental bases of the invariant subfields of orthogonal groups and pseudo-symplectic groups on Fq(X1, . . . , Xn) over Fq.
Introduction
Let F q be a finite field, n ≥ 1 an integer and GL n (F q ) the general linear group. For any T ∈ GL n (F q ), T induces an F q -linear action σ T on the rational function field F q (X 1 , . . . , X n ) defined by σ T (f (X 1 , . . . , X n )) = f (σ T (X 1 ), . . . , σ T (X n )) for all f (X 1 , . . . , X n ) ∈ F q (X 1 , . . . , X n ), where (σ T (X 1 ), . . . , σ T (X n )) = (X 1 , . . . , X n )T.
Let G be a subgroup of GL n (F q ). The invariant subfield of G on F q (X 1 , . . . , X n ) is F q (X 1 , . . . , X n ) G = { f ∈ F q (X 1 , . . . , X n ) : σ T (f ) = f for all T ∈ G }.
Then F q (X 1 , . . . , X n ) is a finite Galois extension of F q (X 1 , . . . , X n ) G . One asks when F q (X 1 , . . . , X n ) G is purely transcendental over F q for a classical group G. When G = GL n (F q ), Dickson [6] gave an affirmative answer:
F q (X 1 , . . . , X n ) GLn(Fq) = F q (C n0 , C n1 , . . . , C n,n−1 ),
Dnn , i = 0, 1, . . . , n − 1, and
. . . X Suppose that the characteristic of F q is two. In this paper, we will follow the route of Carlisle and Kropholler [2] and Chu [4] to use matrix methods to give explicit transcendental bases of the invariant subfields of orthogonal groups on F q (X 1 , . . . , X n ) over F q . Our transcendental bases are different from that of [7] in some cases. Moreover, we also obtain explicit transcendental bases of the invariant subfields of pseudo-symplectic groups on F q (X 1 , . . . , X n ) over F q .
Following Chu [4] , some results in [2] and [4] can be described as follows. Let A ∈ GL n (F q ) be a symmetric matrix and
where t T denotes the transpose of T . Define
. . .
 , k = 0, 1, 2, . . . .
Then P nk ∈ F q (X 1 , . . . , X n ) G A , k = 0, 1, 2, . . . , and F q (X 1 , . . . , X n ) G A = F q (P n0 , P n1 , . . . , P nn ), ( cf., the proof of [4, Theorem] ). Here there is no restriction on the characteristic of F q . When the characteristic of F q is odd, F q (X 1 , . . . , X n ) G A = F q (P n0 , P n1 , . . . , P n,n−1 ),
i.e., P nn ∈ F q (P n0 , P n1 , . . . , P n,n−1 ). The restriction on the characteristic of F q is crucial in their proof. Similar problems for rational invariants of unitary groups and symplectic groups have been also solved ( cf., [2] and [4] ), where there is no restriction on the characteristic of F q . For example, for the symplectic group Sp 2ν (F q ) of degree 2ν over F q of any characteristic, we have F q (X 1 , . . . , X n ) Sp 2ν (Fq) = F q (P n1 , P n2 , . . . , P nn ).
Let A = (a ij ) be an n × n matrix over F q . A is said to be alternate if a ij = −a ji and a ii = 0. Let A and B be two n × n matrices, we write A ≡ B if A − B is alternate. The identity matrix of rank n will be denoted by I (n) .
Suppose that the characteristic of F q is two. Then, up to isomorphisms, orthogonal groups over F q are just the following three types:
where G is one of the following
with α ∈ F q \ {x + x 2 : x ∈ F q }, which will be denoted by G 2ν , G 2ν+1 , G 2(ν−1)+2 , respectively. While the pseudo-symplectic group with respect to non-alternate symmetric matrices are just the following two types:
where S is one of the following
, which will be denoted by S 2ν+1 , S 2ν+2 , respectively, cf., Wan [8] .
For the rational invariants of orthogonal groups O n (F q , G) where G is G 2ν or G 2(ν−1)+2 , let A = G + t G and G A , P nk for k > 0 be defined as before but define
(note that the former definition gives P n0 = 0). Then O n (F q , G) is a subgroup of G A , which is isomorphic to Sp 2ν (F q ), and
The main part of the paper is devoted to show that P nn ∈ F q (P n0 , P n1 , . . . , P n,n−1 ). We need to find a polynomial identity like aP nn = b where a, b ∈ F q (P n0 , P n1 , . . . , P n,n−1 ) but a = 0 as done in odd characteristic case in [2] and [4] . However, such an identity in odd characteristic case becomes trivial in characteristic two (a = 0!). To overcome this difficulty, we first go to characteristic zero, get some identity and cancel the factor 2. Then, returning to characteristic two, we obtain a required identity. In order to do this, we need some properties of determinants which form section 2. The results of rational invariants of another orthogonal group and pseudo-symplectic groups are obtained similarly. Section 3 consists of results about orthogonal groups and section 4 discusses pseudo-symplectic groups.
Preliminaries
The following properties of determinants are useful in our discussion. Although some of them are probably known, for the reader's convenience, we give their proofs. The entries of matrices will be considered as indeterminates. Then the result follows by induction. , respectively. Then 
12 det(A 1 ) and det(B) = −a 2 12 det(B 1 ). Let
By induction assumption, a n−2
Thus it is enough to show that a n−2
Let us show that det(
, where c ii = 0, then the lemma follows. Note that, by 2.2,
hence, we may assume that
thus, continuing reductively we get that, in
as required.
Let A = (a ij ) be an n × n alternate matrix. When n is even, one can define the Pfaffian of A, denoted by Pf(A), cf., [1, §5, no.2]. When n is odd, set Pf(A) = 0. The following properties of the Pfaffians are well-known.
(ii) Interchanging two rows and same columns simultaneously, the Pfaffian changes by −1. (iii) Pfaffians can be developed along a row:
where σ(i, j) is the sign of j − i and A i,j is the matrix obtained from A by deleting its i-th and j-th rows and columns together.
We also need the following property of Pfaffians.
Lemma 2.4. Let n > 0 be an even integer and C an (n − 1) × (n − 1) alternate matrix. Then, for any a 12 , . . . , a 1n , b 12 , . . . , b 1n ,
Proof. Consider a 1i , b 1j and the non-diagonal elements of C as indeterminates and work in the rational field generated by them over Q. Let
We first use induction on
where C 11 is (n − 3) × (n − 3), C 12 is (n − 3) × 2 and C 22 is 2 × 2, and
Similarly,
Since C 11 + C 12 C
−1 22
t C 12 is alternate of odd order n − 3, its determinant is 0, hence det
By induction hypothesis det 0 
Rational Invariants of Orthogonal Groups
Consider first the case when n = 2ν is even. We begin by deducing some polynomial identities over Z. Let q be a power of a prime p and f = a α 1 ···αn X
Under the natural map from Z to Z p , we will use the same f to denote the natural image of
ν and det(A) = 1 thus both A and A are nonsingular in Z(α) and also in Z p (α). In Z[X 1 , . . . , X n ], define
Then we have
Lemma 3.1.
Proof. Note that
by property (ii) of Pfaffians. Then, our lemma follows from 2.4.
Let E = (e ij ) be an m × m matrix over Z[X 1 , . . . , X n ]. For convenience, we will use for some f ∈ Z[α, P n0 , P (q) n0 , . . . , P (q n−1 ) n0
, P ].
Proof. Let
. . . P (q) n,n−2
Thus det(B) = ± Pf(P ). Clearly,
which implies det(B) ≡ 2S + Pf(P )(mod 4), where S ∈ Z[X 1 , . . . , X n ], and
On the other hand, by 2.2,
with some g ∈ Z[P n0 , P (q) n0 , . . . , P (q n−1 ) n0
, P ]. Thus,
But, by 2.3,
Hence S 2 + Pf(P )S ≡ f (mod 2), for some f ∈ Z[α, P n0 , P
n0 , . . . , P (q n−1 ) n0
, P ], as required. Now we can prove the main theorem.
Theorem 3.3. Let F q be a finite field of characteristic two, n = 2ν, G be G 2ν or G 2(ν−1)+2 , and
Let A = G + t G and define P nk , k = 0, 1, . . . , as in (1) and (2). Then
. . , P n,n−1 ).
Proof. Let
It is known, as mentioned in the introduction, that F q (X 1 , . . . , X n ) G A = F q (P n1 , . . . , P nn ). Furthermore, note that, for any T ∈ GL n (F q ),
Hence
= F q (P n0 , P n1 , . . . , P nn ).
It remains to show that P nn ∈ F q (P n0 , P n1 , . . . , P n,n−1 ). Suppose we work temporarily in Z[X 1 , . . . , X n ] as we did before this theorem. Let
, P ] and
Denote the matrix obtained from P 0 by replacing all its diagonal elements by 0 and deleting its i-th row and i-th column simultaneously by P (i) . Then det(P 0 ) ≡ 2P * 0 (mod 4) where
(the existence of l follows from 2.1). Clearly, P * 0 ∈ Z[P (q) n0 , . . . , P (q n−1 ) n0
, P ]. By 3.2, det(B) ≡ 2S + Pf(P )(mod 4), hence det(B (q) ) ≡ 2S (q) + Pf(P (q) )(mod 4). Then, from det( P ) = det(BA t B (q) ), we have that
In virtue of 3.1,
It is easy to see, by the same argument in the proof of 2.1, that
Hence there exists h ∈ Z[P
, . . . , P (q) n,n−1 , P ] such that det(P n ) − (−1) ν Pf(P ) Pf(P (q) ) = 2h. Then
Now pass to Z 2 [X 1 , . . . , X n ], hence, to F q [X 1 , . . . , X n ], thus, α is an element of F q . Then we have
where P * 0 , f, h ∈ Z[P n0 , P n1 , . . . , P n,n−1 ]. Note that, as a symmetric polynomial in S and S + Pf(P ), S(S + Pf(P )) q + S q (S + Pf(P )) is a polynomial of S + (S + Pf(P )) = Pf(P ) and S(S + Pf(P )). But S(S + Pf(P )) ∈ Z 2 [P n0 , P n1 , . . . , P n,n−1 ] by 3.2. Hence S(S + Pf(P )) q + S q (S + Pf(P )) ∈ Z 2 [P n0 , P n1 , . . . , P n,n−1 ].
Finally, let us show that P * 0 = 0. When n = 2, it is clear that P * 0 = P q 20 = 0. Suppose that n > 2. We distinguish the cases G = G 2ν and G = G 2(ν−1)+2 . When G = G 2ν , set X ν = X n in P * 0 , then P n0 = P n−2,0 + X 2 n , P ni = P n−2,i , i = 1, 2, . . . , where P n−2,i is defined relative to G 2(ν−1) and the indeterminates X 1 , . . . , X ν−1 , X ν+1 , . . . , X 2ν−1 . Hence l, det(P (i) ) ∈ Z[X 1 , . . . , X ν−1 , X ν+1 , . . . , X n−1 ], i = 1, . . . , n − 1. As a polynomial in X n , the leading coefficient of P * 0 is det(P (n−1) ). But
Hence P * 0 = 0. Then P nn ∈ F q (P n0 , P n1 , . . . , P n,n−1 ). When G = G 2(ν−1)+2 , we take
 and set X ν+1 = X n , then we also have P n0 = P n−2,0 + X 2 n , P ni = P n−2,i , i = 1, 2, . . . , but now P n−2,i is defined relative to
 and the indeterminates X 1 , . . . , X ν , X ν+2 , . . . , X 2ν−1 . Thus we can draw the same conclusion P nn ∈ F q (P n0 , P n1 , . . . , P n,n−1 ). Now let us come to the case when n = 2ν + 1 is odd. We need the following lemma.
Lemma 3.4. Let n = 2ν and F q a finite field of characteristic two. In F q [X 1 , . . . , X n ], let
we have that
Theorem 3.5. Let F q be a finite field of characteristic two, n = 2ν + 1, G = G 2ν+1 and
Proof. By Dickson's Theorem,
where
Note that, for any T ∈ GL n (F q ),
It is easy to see that
where A B C D ∈ Sp 2ν (F q ), it follows that σ T (X n ) = X n which implies that X n ∈ F q (X 1 , . . . , X n ) On(Fq,G) . Then P n−1,0 = P n0 + X 2 n ∈ F q (X 1 , . . . , X n ) On(Fq,G) . In virtue of 3.4 and
we see that, D ni ∈ F q [P n−1,1 , . . . , P n−1,n , X n ], i = 0, 1, . . . , n. But, as seen in the introduction, P n−1,n ∈ F q (P n−1,1 , . . . , P n−1,n−1 ) and, from the proof of 3.3, we see that P n−1,n−1 ∈ F q (P n−1,0 , P n−1,1 , . . . , P n−1,n−2 ). Hence D ni ∈ F q (P n−1,0 , P n−1,1 , . . . , P n−1,n−2 , X n ), hence, C ni ∈ F q (P n−1,0 , P n−1,1 , . . . , P n−1,n−2 , X n ), i = 0, 1, . . . , n − 1. Therefore,
. . , P n−1,n−2 , X n ).
Rational Invariants of Pseudo-Symplectic Groups
Let F q be a finite field of characteristic two. In this section, we will discuss the rational invariants of pseudo-symplectic groups.
Theorem 4.1. Let n = 2ν + 1, S = S 2ν+1 and
Then, as mentioned in the introduction,
Note that P n0 = X 2 n and, for any T ∈ P s n (F q , S), from σ T (P n0 ) = P n0 , i.e., (σ T (X n )) 2 = X 2 n , we see that σ T (X n ) = X n , thus X n ∈ F q (X 1 , . . . , X n ) P sn(Fq,S) . Since P nk = P n−1,k + X q k +1 n , it follows that F q (X 1 , . . . , X n ) P sn(Fq,S) = F q (P n−1,1 , . . . , P n−1,n , X n ).
If we set
then, as mentioned in the introduction,
Hence F q (X 1 , . . . , X n ) P sn(F,S) = F q (P n−1,1 , . . . , P n−1,n−1 , X n ).
Let r be the number of nonzero elements in the diagonal of B. We prove the lemma by induction on r. If r = 0, then B is alternate, hence det(B) = (Pf(B)) 2 . Now assume that r > 0. We may assume that f 11 = 0. Then det(B) = f 2 11 det(B 1 ) + det(B 2 ), where
Theorem 4.3. Let n = 2ν + 2, S = S 2ν+2 and
P sn(Fq,S) = F q (P n1 , . . . , P n,n−1 , X n ).
Proof. As in the proof of 4.1, we have and P n0 = X 2 n . It follows from 4.2 that D 2 n = f 2 for some f ∈ F q [P n1 , . . . , P n,n−1 , X n ]. Hence D n ∈ F q [P n1 , . . . , P n,n−1 , X n ]. On the other hand, we have . . . P q n,n−2
. . . P q 2 n,n−3
. . . . . . . . . P n,n−1 P q n,n−2 P q 2 n,n−3 . . . P q n−1 n0 P nn P q n,n−1 P q 2 n,n−2 . . . P
. . . P n,n−2 P n1 P q n0
. . . P q n,n−3
. . . . . . P n,n−2 P q n,n−3 . . . P Then D q+1 n = K q P nn +g, for some g ∈ F q [P n1 , . . . , P n,n−1 ]. Note that, K ∈ F q [P n1 , . . . , P n,n−2 , X n ]. 
