Abstract-The advent of cloud computing has offered to developers a new appealing paradigm to deploy their applications without capital investments. Resources can now be acquired on-demand in a flexible, scalable and rapid way. However, cloud providers lack of native mechanisms to guarantee the Quality of Service required by specific application domains. High availability can be achieved by replication of critical components. Since outages could affect the entire cloud provider, replication can be effective only by using multiple providers.
I. INTRODUCTION
The advent of cloud computing is promoting a new way of building applications and services and offering them to the public. The possibility of acquiring computational, storage and communication resources only when they are needed results in a business model that emphasizes flexibility, scalability, and performance. The fact that cloud providers let users pay only for the resources they use makes the cloud a very interesting option also from the economic point of view.
However, cloud solutions lack native mechanisms to guarantee the Quality of Service (QoS) required by specific application domains. In such domains, high availability requirements are usually satisfied by replication of critical components. While the acquisition of a large number of resources to support replication is certainly not a technical problem in the cloud, this may affect costs significantly since replicated components are usually left unused and exploited only in case of failure of the primary resource. The fact that cloud resources can be acquired in a matter of minutes could help to solve the over provisioning problem due to replication, but it is not sufficient to fully solve the availability problem. Many cloud providers offer in their Service Level Agreements (SLAs) an availability value of 99.95% for users applications. This value is not enough for business critical applications. Indeed, [1] shows that availability values experienced by users of cloud based services are much lower than those declared by cloud providers. The study reports that, in the analyzed period, the European region of Amazon EC2 showed an average availability of 96.32% and the Windows Azure service showed an even lower availability equal to 95.39%.
A possible solution to this problem could be to exploit different cloud providers and migrate the application from one cloud to another when the availability requirements are not fulfilled by the first one. An application that uses multiple cloud providers in such a way is called multi-cloud application.
In this paper we present a technique to achieve high availability by exploiting multiple clouds, while minimizing infrastructural costs. More precisely, we propose: i) a design time approach to model the application, its availability requirements, and the characteristics of the target cloud infrastructures; and ii) a runtime self-adaptive technique responsible for both in-cloud scaling policies and traffic routing among different cloud providers, by means of a control-theoretical approach.
We have developed the modeling approach as an extension to the integrated modeling environment Palladio Bench, and the runtime self-adaptation controller as a Matlab system. We have then evaluated our proposal by analyzing the runtime behavior of the controller against different workload conditions, costs variations, and service failures. Results show that our controller is capable of guaranteeing the desired availability, minimizing the total cost of cloud resources provisioning. Our work fits in the view depicted in [2] .
The rest of the paper is structured as follows: Section II presents some related work that deals with control of component based applications. Section III gives an high level overview of our approach. Section IV describes the model developed for the description of multi-cloud applications and used by the controller of Section V. Section VI presents the preliminary evaluation of our approach. Section VII summarizes the results and points to some directions for future work.
II. RELATED WORK
Several approaches to the general problem of modeling, analyzing and enforcing QoS requirements of software systems have been presented in the literature. [3] provides an overview of these approaches. Most of them target the design phase. Some, like the one presented in [4] , focus on the modeling of QoS requirements and in supporting developers in the creation of documentation. Others (see [5] ) help developers by optimizing in an automatic or semi automatic way the architecture of an application.
A control-based approach similar to the one presented in this paper can be found in [6] . This is one of the first works where a control theoretical approach was used to solve problems of self-adaptation in software system models. Authors derive from a Discrete Time Markov Chain (DTMC) that describes an application, a closed formula that defines the explicit dependency of reliability on control variables and measured reliabilities. The controller uses this formula to compute the actual availability of the system with regard to changes in the measured reliabilities. The controller then minimizes a cost function defined over the control variables using as a constraint the fact that the closed formula, updated with estimated parameters, must be equal to the desired availability.
An approach to cloud service provisioning is presented in [7] where authors build an integer programming problem from deadline and budget constraints and solve it to get scaling decisions. In [8] authors propose a cost-aware cloud provisioning engine that exploits replication and migration to reconfigure applications in order to minimize costs and guarantee throughput. Authors of [9] address the challenges of minimizing the total amount of resources while meeting performance requirements for applications.
Differently from the other approaches, our work starts from the assumption that the target application is capable of migrating between different cloud providers. This can be seen as a restrictive assumption at present but, as stated in [10] , the research in the area of cloud migration is very active. There are many works in this direction, especially within European projects, like Reservoir, mOSAIC, cloud4SOA, REMICS, and ALERT projects [11] , [12] . Another interesting work dealing with cloud interoperability is presented in [13] . All this work in the field shows that our assumption is likely to be fulfilled in the near future.
III. OVERVIEW OF THE APPROACH
Our approach is based on control theory, a branch of engineering that deals with dynamic systems with inputs. In particular, we adopt a closed-loop controller approach that uses the model of the system and feedback from the measured output. As shown in Figure 1 , we use an extended Discrete Time Markov Chain (DTMC), defined during design time, as our system model and data from a monitoring system as feedback. Using such information, our controller is able to make decisions on the actions to execute in order to fulfill the availability requirements defined at design time. Such decisions are made at runtime and have an impact on the actual configuration of the system. The controller keeps alive the model by updating its parameters with estimates based on the monitoring data.
DTMCs [14] are a common formalism to describe systems from the availability viewpoint. They are graphs where nodes represent states and edges model transitions, i.e., state changes, with a probability attached to them. A state describes some information about a system at a certain moment of its behavior. Transitions specify how the system can evolve from one state to another. The successor of state, say, s is chosen according to a probability distribution that only depends on the current state s, and not on, e.g., the path fragment that led to state s from some initial state. States (or transitions) can be augmented with rewards, numbers that can be interpreted as bonuses, or, dually, as costs. The idea is that whenever a state s (or transition) is chosen, the reward associated to s is earned. Our extended DTMC is derived from more abstract design artifacts in which all characteristics of a multi-cloud application are described. Such artifacts are built using our extension of Palladio Bench [15] . This is an IDE based on Eclipse that provides different tools for allowing developers to build separate diagrams describing some characteristics of the system to be. The tool then automatically integrates all these diagrams and generates models of the entire system to analyze some QoS properties at design time. Our Palladio extension allows the automatic generation of a DTMC of the application from the diagrams built in Palladio at design time.
Due to space limitations, in this paper we do not focus on the way the extended Palladio generates the DTMC nor on the monitoring and actuation aspects, while we describe our model and controller.
IV. DESIGN-TIME MODELING
This section introduces the DTMC model that has been developed to model the availability of an application deployed on multiple clouds. Compared to existing approaches in the literature, our DTMC allows to model explicitly some cloudspecific concepts that are relevant to our analysis.
More precisely, in the model nodes represent Physical and Logical Nodes (see Figure 2 ). Physical Nodes correspond to some concrete resource, e.g, a physical server or a pool of virtual machines offered by a cloud provider. Logical Nodes represent entites that are relevant for the DTMC analysis but do not have a specific correspondence to concrete elements in the cloud. Examples of Logical Nodes can be the ones representing the success or the failure state of the application. In turn, Physical Nodes can either represent elements in the concrete system to which we want to associate a limit in the throughput and a cost, or elements that, from the perspective of the model, have unlimited throughput and no cost associated. In the figure these are presented by Limited Throughput Nodes (LTN) and Unlimited Throughput Nodes (UTN). In our examples we have modeled load balancers as UTNs because usually they are managed by cloud providers in an automatic fashion and no control is possible on them. Of course, LTNs represent the most important part of the model. They can be further classified in Autoscaling Groups or Fixed Throughput Nodes. The first ones represent entities capable to perform autoscaling, i.e., to change dynamically their processing capacity. In this case the Maximum Service Rate (SR) is given by Number of running machines × single machine maximum service rate (sr). Fixed Throughput Nodes are very useful if the designer wants to model an hybrid cloud architecture where some nodes have a fixed capacity.
As in [6] , in our DTMC we add control variables and measured availabilities as labels to transitions. Measured availabilities represent factors originating from the infrastructure and are external to the application. In control theory terminology these factors are called disturbances and can be measured by monitors. Examples of these factors are blackouts or outages of application components due to a failure of the middleware managing data centers (which may lead to world wide outages), or failures of a local computing resource. Control variables represent alternative choices, made according to certain probabilities. These probabilities define the rate at which requests are routed through connected nodes.
In a DTMC model, rewards or costs can be introduced. In our model rewards are attached to states and model the cost generated by a request traversing that node. Recalling the distinction of nodes just presented, one can note that only computing resources represent nodes with a positive cost while logical nodes have zero cost. This is due to the fact that they are not mapped, as a first approximation, to any physical resource consumption that leads to an increase in the cost of the system. We require that the developer annotates the nominal cost of using the resource modeled by the node. Instance pricing is usually constant and available on the provider web site. Though, we took into consideration the fact that prices could change, like Amazon spot instances 1 . The next two parameters that will be presented are used only in autoscaling nodes since they model specific features of the cloud environment. Each autoscaling node is labeled with a minimum and a maximum number of running instances; these two parameters represent, respectively, the minimum and maximum number of machines that can run simultaneously on the resource modeled by the node. These parameters can be used, for example, to model the fact that the designer may decide to fix the number of machines running on each region of a cloud provider (e.g., at least two machines always running). The last parameter that the designer has to specify in order to build a complete instance of the model represents the availability constraint of the application which can be a fixed value or a function of time.
The model of the case study described in Section III has been automatically derived from Palladio Bench by our tool and is reported in Figure 3 .
Red circles represent logical nodes. The green circle represents a load balancer as a physical node that has zero cost and an infinite processing capacity. Yellow circles represent Autoscaling groups. The application presented in this model is composed of two replicas of a service deployed on top of two cloud providers represented by states 4 and 6. Requests entering the system are directed to one of the two services by the load balancer according to probabilities C0 and 1 − C0. When reaching one of the two cloud providers, represented in states 2 and 5, requests can be lost because of a failure in the cloud infrastructure and go directly to failure states 3 and 7. If a request reaches one of the services, it is processed. The processing of a request could lead to a successful execution of the service, state 8, or to a failure due to the overloading 1 http://aws.amazon.com/ec2/spot-instances/ of the processing resource, represented by transitions to states 3 and 7. The table attached to node 4 represents the values of the parameters that characterize that specific node. For the sake of simplicity only labels of the relevant nodes have been represented in the image.
V. RUN-TIME CONTROL
The proposed DTMC model is meant to be kept alive at runtime, so that whenever some controller modifies it, changes take effect on the actual implementation.
The controller we define in this paper is a dual layer controller. The first layer controller is responsible for managing one autoscaling group, controlling the number of running machines. Therefore, there are as many first layer controllers as the number of nodes modeling autoscaling groups. The second layer controller is a load balancer in charge of distributing the incoming traffic among nodes. The cooperation between these two layers of controllers aims at guaranteeing system availability, while minimizing costs.
Both controllers work at discrete time, that is, monitoring data is aggregated and delivered from monitors at constant time intervals (steps).
A. The Autoscaling Controller
The objective of this controller is to manage the number of running machines in an autoscaling group so that the average percentage of CPU utilization is equal to a setpoint.
What we need for a controller is a feedback loop. So we need data from "sensors", i.e., we assume that we can check how the system is behaving in response to controller's decisions. First of all, we define a sliding observation window, which is the time span (or number of steps) used to calculate statistics from data collected by sensors (i.e., the IaaS monitoring system). The statistics we gathered are the following:
• the incoming workload, that is the number of incoming requests to the node; • the successful requests, that is the number of requests successfully processed by the node; • the average CPU load, that is the average percentage of CPU utilization computed over all running machines in the node; • the number of running machines. From this data, the success rate is then estimated as successful requests incoming workload . The success rate will be our parameter of availability.
Given estimated data from the monitoring system, we first need to find a control formula where the error observed between the desired behavior and the actual one, can be reduced (and asymptotically eliminated) at each control step acting on the control variables.
We can identify two main working conditions:
1) the number of machines is sufficient to satisfy the entire incoming traffic (average CPU usage ≤ 100%, availability = 100%).
2) the number of machines is not sufficient to satisfy the entire incoming traffic (average CPU usage = 100%, availability < 100%); In order to control the system we make use of a feedback loop methodology used in [6] . The only control variable we have is the number of machines we want to have running at the next step, i.e., n(k + 1).
As for the first working condition, all incoming traffic is satisfied, therefore availability is 100%, and we want to reach the CPU setpoint u. Therefore, the controller should find n(k+ 1) so to satisfy the following equation
wherep(k + 1|k) is a function of n(k + 1) and represents the expected CPU usage at the next step. α is a parameter in the range (0, 1) and determines how fast is the convergence to the solution, that is, in the next step we expect the absolute error to be reduced by a factor α. The relation betweenp(k + 1|k) and n(k + 1) can easily be found given the equation
from [16] , where SR and AR are the total maximum service rate and the total arrival rate respectively. We point out that Equation 2 holds only in the first working condition. Furthermore, we recall that SR is given by the contribution of all virtual machines having each a maximum service rate sr:
From Equations 2 and 3 we get:
We assume that time intervals are small enough to consider the maximum service rate of a machine and the arrival rate to remain constant. If this does not hold, prediction can be taken in consideration, but it is out of the scope of this paper. Therefore our expected CPU utilization is:
that after some algebra becomes:
Using this result with Equation 1 we analytically obtain the control formula to be used in the first working condition:
As for the second working condition, the incoming traffic is higher than the total service rate, therefore the total CPU usage is equal to 100% and we are not able to use control formula 7 anymore. However, in this working condition it is easy to evaluate the maximum service rate SR since it is equal to the total throughput, i.e., the traffic actually satisfied over time. Using Equations 3 and 4, setting p(k + 1) equal to our setpoint u(k + 1) and given assumptions similar to the ones made before, after some algebra we obtain the exact number of machinesn required to satisfy the incoming traffic:
In order to deal with noise, we use in this case as well a convergence rate to the desired setpoint:
which gives the final control formula:
We know from [6] that exponential convergence to the setpoint is ensured for equations of the kind of 1 and 9 with rate α.
B. The Load Balancer Controller
The second layer controller is responsible for setting the controllable variables of the DTMC model, so to distribute the traffic. The approach used for this layer is a cloud extension of the work in [6] .
This controller aims at distributing traffic among nodes guaranteeing availability and minimizing costs. The model is iteratively updated at run-time using monitor data. Model's parameters that require to be continuously estimated are the maximum service rate SR i for each node i, and the cost per request K i , which measures the "virtual" cost of a request traversing node i. In fact, costs are usually associated to the number of running virtual machines: cost per instance hour. However, when the autoscaling controller is stable, the number of machines is directly related to the number of incoming requests. The number of incoming requests when all machines of node i are working at the desired CPU usage level u i , is equal to
where c i is the cost per machine and n i is the number of running machines. The cost of a request is therefore "virtual", because the cost of a virtual machine is indeed spread over the processed requests.
The set point at this layer is the minimum success rate of the system. We decided to allow the developer to set a minimum because even though he would obviously always like to have 100%, for some applications he might want to make a trade-off between costs and availability.
In this case, the problem cannot be solved analytically anymore. The load balancer controller is in charge of solving a non-linear constraint minimization problem.
Since we deal with probabilities, the first constraint is that controllable variables must be chosen in the range (0, 1). Also, since we are dealing with a DTMC, the sum of the outgoing arcs must be 1. This last constrain can be avoided by allowing only two outgoing arcs on load balancers and setting the value of one of the arcs equal to one minus the other. If we want to have a load balancer with three or more outgoing arcs, it is enough to put two or more binary load balancers in cascade.
Then we need a constraint on the success rate, which has to be greater or equal to the set point. To do this, we must obtain a formula that describes the explicit dependency of system availability on control variables and measured nodes availabilities. First of all, given the transition matrix A of our DTMC model with self loops removed (i.e., no ones on the diagonal), i is the row of the matrix relative to the input node, j is the row of the matrix relative to the output node (i.e., the success state), we can write the following dynamic system
where x is a vector as long as the number of nodes, and b is the input vector, as long as x, with all 0s except for the ith element which is 1. If b is constant the system is going to stabilize and the values of x are going to be the workload ratio arriving at each node:
The jth element of x is going to be the success rate as a function of the control variables and nodes availabilities, which will be used to estimate the availability. Since we are dealing with models whose structure is constant in time, the success rate function is always the same and can be computed at design time. Now we can write the availability constraint function as
where u is the set point,ŝ is the estimated availability, using the average availabilities of the nodes and lettingŝ become a function only of the control variables. γ is a parameter in the range (0, 1) that will affect the convergence rate to the solution. Finally, s is the system availability measured at step k. Using Equation 11 the controller is allowed to letŝ be greater than the set point u. Now we define the cost function that has to be minimized. The first objective, as we said, is to minimize costs. However, we also need to discourage the controller from overloading a node with more requests than the ones it is actually estimated to be capable of processing. Whenever a migration of requests for economic reasons is required, the workload has to be gently distributed on the cheaper node letting it the time to scale up without overloading it, that is, without loosing requests and affect availability. The cost function we defined is the following
where x is the previously calculated workload ratio array that, once availabilities are substituted with the average availabilities measured for each node, depends only on the control variables. K is the vector containing the cost per request values. W is a large number used to discourage that a solution is found where the component max(0, AR(k)x − SR(k)) is greater than zero, that happens when one or more nodes are going to be overloaded. When the availability constraint is not satisfied, because, for example, an entire autoscaling group failed, the controller will not find a minimal solution of J without overloading a node, but in this case it turns out to be the desired behavior for the following reasons:
• All requests going to the failed node would be lost anyway • The overloaded node will scale much faster in order to cope with the new workload since the arrival rate AR in the Equation 8 will be very high. The autoscaling controller and the load balancer controller work simultaneously. In order to prevent oscillations due to controllers coordination, it was sufficient to set a policy that inhibits the load balancer controller whenever any cloud is not able to satisfy the incoming traffic, giving time to the autoscaling controller to make it scale up.
VI. EXPERIMENTAL RESULTS
We evaluated our approach by means of the two clouds scenario described in Section IV whose model is represented in Figure 3 . Evaluation on a real cloud infrastructure is part of our future work. As for an initial analysis of the approach we developed a tool able to simulate generic IaaS (Infrastrucutre as a Service) cloud infrastructures by means of Matlab. The tool allows the user to test the behavior of a multi-cloud application as we described in Section IV, against different workload conditions, costs variations, and service failures.
We simulated 4 hours of activity with simulation steps of 1 second and sliding windows of 60 seconds. We kept arrival rate, service rate and costs constant. Cloud 1 was set to be the cheapest choice, by running all machines with the same maximum service rate and the same CPU setpoint (80%) and different cost per hour. The autoscaling controller had α set to 1/3. The load balancer controller had β set to 1/3. Machines startup time was set to 100 seconds, an average value for Linux machines on Amazon cloud according to [17] . The desired system availability is kept constant to 99%. We induced a single failure event by simulating an outage of Cloud 1 between 00:10 and 00:50 and observed the results illustrated in Figures 4 and 5 . The entire traffic was initially delivered only to Cloud 1. At 00:10 Cloud 1 availability changes abruptly from 100% to 0%. Traffic is instantly migrated to Cloud 2 and the autoscaling controller manages the scale up activity in 20 minutes. This time is dependent on the choice of parameters α and β, the smaller the faster but more sensitive to noise, and on machines startup times. At time 00:50 Cloud 1 recovers and, since it remains the cheapest solution, requests are migrated back from Cloud 2 to Cloud 1. The difference between the speed of migrations has to be noticed. While in the first part the migration to Cloud 2 is forced by the outage of Cloud 1, generating a large number of lost requests (see availability drop at time 00:10 in Figure 5 ), and has to be actuated by the controller very fast, in the second part the migration to Cloud 1 is graduated by the controller so that no request is lost in the migration. This behavior is guaranteed by the component W max(0, AR(k)x − SR(k)) in Equation 12 . When Cloud 1 fails, the controller cannot find a solution without having this component different from zero, therefore overloading occurs. In the second part of the simulation, all solutions are found where the component is equal to zero, so overloading is prevented, and the autoscaling controller is given the time to make Cloud 1 scale up.
VII. CONCLUSION AND FUTURE WORK
This paper presented a novel approach for modeling availability in multi-cloud applications and controlling their deployment configuration in order to guarantee availability constraints. Results show that our controller is capable of coping with cloud failures and re-establishing the desired availability in a short time. Results also show that the controller is capable of reducing operative costs by scaling the number of provisioned resources and balancing incoming traffic among the available cloud providers. In particular even during the migration of service between cloud providers for economical reasons the availability value of the entire system is not affected.
Future research will first go through different improvements on the resolution of constraint optimization problems so to cope with more challenging scenarios where the adopted technique had some issues in finding the optimal solution.
Another improvement to be investigated is the estimate of future parameters. In our approach the average of monitoring data in the observation window is used to estimate parameters while more advanced techniques, like the Kalman Filter, could lead to more precise estimation of the underlying system state. Finally, we plan to test our approach in a real cloud scenario and considering industrial use cases.
