Abstract-A continuous formulation of an adaptive critic design (ACD) is investigated. Connections to the discrete case are made, where backpropagation through time (BPTT) and realtime recurrent learning (RTRL) are prevalent. A second order actor adaptation, based on Newton's method, is established for fast actor convergence. Also a fast critic update for concurrent actor-critic training is outlined that keeps the Bellman optimality correct to first order approximation after actor changes.
I. INTRODUCTION
There are many terminologies used, depending from which aspects the problem is viewed from, but basically adaptive critic designs (ACDs) are a framework to approximate dynamic programming and are used in decision making with the objective of a minimal long-term cost. ACDs approximate dynamic programming in the way that they parameterize the long-term cost, J(x), or its derivative (A-critic, dual heuristic programming (DHP)), or a combination thereof (global dual heuristic programming GDHP). Other terminologies are also used, especially reinforcement learning, which was inspired from a biological view-point. There are only a few publications dealing with continuous adaptive critics [1], [2] , [3] . In this paper, the aim is to extend the discrete approach to continuous systems of the form x = f(x, u), system equations. u = g(x; wa), control equations.
the continuous plant and utility or short-term cost and treating them as ordered systems, where total derivatives can be easily calculated by the formulae (5) or (6) . This is basically the chain-rule and was first introduced by Werbos in the context of adaptin' parameters of a long-term cost-function [8] . The notation a Zn means the total derivative 
The chain rule can be applied analogously for continuous systems where x(t) represents the state of the system and is under the influence of infinitesimal changes during the infinitesimal time step dt. Given the setup of an adaptive critic design where x = f(x, g(x; w)) the goal is to adapt the weights w such that x is an optimal trajectory, in the sense that it has a minimal long-term cost. Clearly, x can be seen as a function only of x and w, so k = h(x; w). (1) (2) with the objective of a minimal long-term cost function, given by (3) and to find a suitable controller (2).
There is no space here to introduce BPTT and RTRL in depth, but their details can be found in [4] , [5] and [6] , [7] . BPlTT calculates total derivatives of a quantity that is a function of previously evaluated functions with respect to some previous argument, as seen by (4) and (6) . RTRL, calculates total derivatives dxT(t) forward in time based on a transition matrix (t). In the context of ACDs, function approximators are used like neural networks. Then, the state x(t) refers to all the nodes in a network and its dimensionality can be quite large.
II. CONTINUOUS VERSION OF 'ORDERED' TOTAL DERIVATIVES
A simple method for calculation of total derivatives for ordered systems, defined by (4), was achieved by discretizing x(t;w)
x(t0;w+w) x txw (tjw) Fig. 1 . The neighboring trajectories are due to a slight change in the weights. Multiplying all the vectors by bt makes clear that the order ofderivatives with respect to time and weights can be exchanged, see equation (7) .
A deviation 6w in w leads to a deviation in the trajectory x, say x6w. Therefore it is (7), and the order of the differentiations can be exchanged as defined by (8) to (10) . See If this is expressed in an integral form the similarity with the discrete ordered system is easily seen. In the discrete system a summation is performed over the later dependencies of a quantity whose target sensitivity is calculated, whereas here an integration has to be performed, where the same total and partial derivatives appear, only at infinitesimal time steps as defined by (14) to (17).
Firstly, the critic weights w, can be adapted using the traditional adaptive critic updates, using an error (23) measuring the temporal difference of the critic estimates.
E(x(to), to, ti;wa, wc
Applying an adaptation law to the critic parameters w, to force Therefore, the summation is exchanged by the integration and the partial derivative has to be included in the integral. This is not surprising, because in the discrete case total derivatives of intermediate quantities are calculated recursively by the same formula (6) . Instead of a discrete ordered system, it is a distributed (over time) and ordered (structural dependencies) system in the continuous case, where infinitesimal changes are expressed in terms of total time derivatives of the target quantity x = f and split up into a part of total and partial derivatives, for indirect and direct influence on the target quantity, just as with the discrete case. This trick of solving for a total derivative by integration is the key to continuous adaptive critics. 
If this procedure is now repeated at every time step and the starting time to is always reset to the current time t, indirect influence through x(t) and all its later dependencies, like f(x(t), u(t)), are always going to be missed. This can amount to a serious problem as substantial parts, like afT(X(t) )
,9gT(X(t),u(t)) Where, x6wa means x(t) following the policy given by g(x; wa + bwa), starting in state xo = x(to). This is used in the simulation but due to space limitations it is impossible to describe the full algorithm. The full algorithm will be published in an extended paper later.
III. EXPERIMENT: LINEAR SYSTEM WITH QUADRATIC COST-TO-GO FUNCTION (LQR)
The LQR system equations and cost-density are defined by (53) J(x, *) = j (x, x)dt (55) A. Optimal LQR-control To solve the system above with minimal performance index, an Algebraic Riccati Equation (ARE) has to be solved. Details can be found in an advanced book on modem control theory, e.g. the excellent book by Brogan [9] , chapter 14. However, for numerical purposes, MATLAB's lqr-function can be used to calculate the optimal feedback gain. To and, that neither Q -NR-NT > 0 nor A -BR-NT has an unobservable mode on the imaginary axis.
The optimal control law has the form u(x) = g(x; K) = -Kx with feedback matrix K which can be expressed as (57) and (58). In [3] there are also other feedback methods for LQR systems investigated for comparison to determine long-term costs and controls. One of them is derived from the Calculus of Variations (CoV), which is a theoretical equivalent method to dynamic programming. If the matrix B is full rank, all the (stable) methods investigated, achieve the same optimal result for the feedback matrix K*.
2) rank(K) < dim(x): Lowering the dimension of the control u, and therefore the rank of the control matrix B and the feedback matrix K, to impose constraints on the possible mappings g x U, fails all adaptive methods investigated in [3] , except the adaptive critic design and of course the solution calculated via (57) and (58). The adaptation based on CoV violates the independence conditions of the fundamental lemma of the calculus of variations. In the case of a reduced rank feedback matrix, an adaptation law based on CoV with an augmented cost-functional and the introduction of Lagrange multipliers would have to be developed. This seems far more complicated then the approach via ACDs. The optimal reduced rank feedback is given by (68), based on the system matrices (64) to (66). Newton's method diverges from a random set of parameters, e.g. if their values are too large and with that feedback matrix even the short-term integral gets very large values and numerical problems occur, or, the proposed clipping might cause oscillations. In these relatively seldom cases, another initialization is the fastest way to solve the problem. Figure 3 shows adaptation for the critic parameters w,. Remarkably, the linearized critic update, outlined, works very well and speeds up convergence, especially when actor changes are of significant magnitudes.
2) rank(K) < dim( it is basically an excerpt from the first author's thesis [3] . 
