We present a novel approach for low-complexity equalizer design well suited for cellular massive MIMO systems. Our design allows to exploit the channel structure in terms of covariance matrices to improve the performance in the face of pilot-contamination, while basically keeping the complexity of a matched filter. This is achieved by restricting the equalizer to functions, which are bilinear in the received data signals and the observations from a training phase. The proposed design generalizes several previous approaches to equalizer design for massive MIMO. We show by asymptotic analysis that with the proposed design the achievable rate grows without bound for growing numbers of antennas even in the presence of pilot-contamination. We demonstrate with numerical results that the proposed design is competitive with more complex approaches in a practical cellular setup.
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I. BACKGROUND
R ECENT research into massive MIMO systems, i.e., cellular networks with a large number of antennas at the base stations [1] , [2] , which serve a large number of users, have led to a rediscovery of the dimensionality bottleneck imposed by the fixed coherence interval of the channel [3] . Information theoretic results on non-coherent block fading channels [4] indicate that the number of simultaneously transmitted interference free data streams cannot exceed half of the coherence interval. In scenarios with mobile users, this result severely limits the potential multiplexing gains of a massive MIMO system.
An overloaded system where we serve more users than we have pilot-sequences, violates these conditions. We are not able to train all users orthogonally, which leads to interference during the training, so called pilot-contamination [5] - [7] . Pilotcontamination can have a severe impact on the achievable data rate [2] . However, the result in [4] only holds for i.i.d. channel coefficients. In fact, structure of the channel vectors in form of second-order or subspace information can be exploited to break out of the dimensionality bottleneck [3] , [8] - [13] .
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Digital Object Identifier 10.1109/TSP.2018.2838577 equalizer (OBE) design achieves the desired trade-off. For each fast fading channel realization, the OBE design has a complexity that is similar to the matched filter (MF) based on minimum mean square error (MMSE) estimates of the channel vectors, pushing the more demanding computations into the time scale of the variation of the channel covariance matrices. Yet, the OBE is able to fully exploit the structural properties captured in the covariance matrices. This leads to a significant increase in performance compared to the MF. For ease of exposition of our novel approach, we focus on the cellular uplink. This could be a cell-free system with distributed antennas [14] , but also a large-scale base station in a classical multi-cell network. In our network, a base-station with M antennas receives signals from K single-antenna terminals that transmit simultaneously. The K users include the users served by the base station, but may also include additional interfering users from neighboring cells. We assume flat fading channels with a fixed coherence interval of T channel accesses. The channel in one coherence interval from user k to the base station, h k ∼ N C (0, C k ), is circularly symmetric, complex Gaussian distributed, with zero mean and covariance matrix C k .
For the training, T tr < T channel accesses are used to transmit pilot symbols. Specifically, each user transmits one of T tr predefined orthogonal pilot sequences. We assume that there are more users than pilots (K > T tr ). Consequently, at least one of the training sequences is transmitted by multiple users.
The base station correlates the signals received during the training phase with each of the pilot sequences. This leads to the least-squares (LS) estimates of the channel vector for user k
where I k denotes the set of users that transmit the same pilot sequence as user k (user k itself is not in the set) and ρ tr is the equivalent SNR of the training and the noise is normalized such that w k ∼ N C (0, I). Note that the LS estimate is identical for users that employ the same pilot sequence, i.e., ϕ k = ϕ n if k and n use the same pilot sequence. The covariance matrix of the LS estimates,
is simply a sum of the involved channel covariance matrices plus the noise covariance matrix, since we assume that all channel vectors are independent.
In the data-transmission phase, the base station receives signals
with the independent data symbols s k ∼ N C (0, 1) and normalized transmit power p k as well as additive white Gaussian noise v ∼ N C (0, I). We assume separate linear processing for each user. That is, for each user we filter the received signal y with a linear filter g k to get the estimatê
The transmit signals from the other users are considered as noise.
The MF based on the LS estimate, g k = ϕ k , is regarded as a good match for massive MIMO systems because of its low complexity and satisfactory performance for a large number of antennas due to the asymptotic orthogonality of the channel vectors [1] . However, the MF suffers from severe performance degradation in the presence of pilot-contamination [2] , [7] . In the literature, several improved filter or precoder designs were proposed which can be interpreted as an adaption of the MF concept to a scenario with imperfect channel state information (CSI). One example is the MF based on the minimum mean square error (MMSE) estimate of the channel [13] , i.e.,
However, even when the MMSE estimate is used instead of the LS estimate, the achievable data rate saturates in the presence of pilot contamination. The MMSE-MF is of the form
where A k is a deterministic matrix that only depends on the channel statistics. We refer to this kind of filter with an arbitrary A k as a bilinear equalizer (BE). The reason is that, for a BE, the estimateŝ
is not only linear in the data vector y, which is a common restriction, but also linear in the observations ϕ k . In other words, we are designing a bilinear estimator for the data symbols that only depends on the channel statistics. Instead of choosing an ad-hoc design for the BE, such as the MMSE channel estimate in (5), we will show how to calculate the optimal transformations A k with respect to a lower bound on the achievable rates. This leads to an optimal BE (OBE) -in terms of this lower bound -that is able to suppress the interference caused by pilot contamination as the number of antennas grows large.
The calculations of the filters g k need only one matrix-vector multiplication per user. The complexity of the multiplication depends on the structure of the matrix A k . We will learn later how to exploit structure of the covariance matrices for common array geometries to reduce the complexity from O(M 2 ) to O(M ). That is, we can reduce the total complexity of the filter calculations to O(MK) floating point operations. In comparison, for a (regularized) zero-forcing filter, such as the linear MMSE (LMMSE) filter discussed in [10] , [15] , the complexity is O(MK 2 ) under the same assumptions and with a larger constant factor.
A special case of the OBE approach for a network MIMO setup and a channel model with rich scattering has been discussed in [16] , [17] . We comment on the connection in Section III.
In summary, this work contains the following contributions.
r We introduce the BE as an approach to low-complexity filter design for a scenario with imperfect CSI.
r We derive the optimal BE with respect to a lower bound on the achievable rates, denoted as OBE.
r We show that for certain structure of the covariance matrices, the complexity of calculating the OBE reduces significantly and discuss how this result applies to practically relevant array geometries.
r Under mild conditions on the covariance matrices, we
show that the OBE achieves asymptotically linear scaling of the SINR with respect to the number of antennas, even in the presence of pilot-contamination.
r We compare the asymptotic result with the asymptotically achievable SINR of the more complex linear MMSE filter.
r We show that even with a non-optimal BE and only partial knowledge of the covariance matrices, we can achieve asymptotically linear scaling of the SINR with respect to the number of antennas.
r We showcase the performance of optimal OBE and suboptimal BE design in comparison with state-of-the-art methods via numerical simulations.
A. Notation and Definitions
For a matrix X, we denote the transpose as X T and the conjugate transpose as X H . The Frobenius norm is denoted by X F and the spectral norm by X 2 . The operator vec(X) yields the vector with the stacked columns of X.
The matrix I denotes the identity matrix and the vector e k denotes the k-th canonical unit vector.
We only consider limits where the number of antennas M goes to infinity. In this context, asymptotic equivalence, of two sequences a M and b M , denoted as a M b M , means that
If we know, e.g., that lim
For matrices and vectors with fixed dimension, asymptotic equivalence means element-wise asymptotic equivalence. For matrices that grow with the number of antennas, we need a different, "weak", notion of asymptotic equivalence (cf. [18] ).
II. OPTIMAL BILINEAR EQUALIZER
In this section, we discuss a design of the transformation A k in (6) , that maximizes a lower bound on the achievable rates. We then show in the next section how we can exploit structure of the covariance matrices to reduce the computational complexity. Finally, we show in Section IV that when we use these optimal transformations, the achievable rate grows without bound for M going to infinity.
The signal model for a user k in (4) is equivalent to a SISO channel
Because of the imperfect CSI, we cannot provide a closed form expression for the mutual information I(s k ;ŝ k ). Instead we use a lower bound that is often found in massive MIMO literature (e.g. [5] , [10] ), which is based on the worst-case noise bound in [19] , [20] . For the bound, we need the MMSE estimate of the effective channelĥ eff = E[h eff ]. Here, we ignore any side information that we have on the channel and thus the MMSE estimate is simply the expectation. We get a different bound if we condition the expectation on the available observations. We discuss the bound that uses the conditional expectations in the context of the LMMSE filter in Appendix C.
With the estimateĥ eff , the lower bound evaluates to
with the SINR expression
For our BE approach with g k = A k ϕ k , the channel vectors and the filters are jointly Gaussian distributed and thus, the expectations can be calculated analytically leading to (cf. [21] )
with the covariance matrix
of the received signal y. For the following analysis, we replace the transformations with their vectorized form a k = vec(A k ) ∈
where c k = vec(C k ) and we used the fact that
The summation over the interfering users I k in the denominator of (18) represents the interference caused by pilotcontamination, which is additional to the general interference that appears even when all users are trained with orthogonal training sequences.
If we compare the SINR in (18) with the instantaneous SINR for perfect CSI at the receiver (with general noise covariance matrix Σ),
we note that the structure is equivalent and only the dimension of the vectors is increased from M to M 2 . The linear filters are replaced by the vectorized transformations and the channel vectors are replaced by the channel covariance matrices. The structural similarity allows us to apply various techniques from the MIMO literature within the BE framework. For example, we can use the well-known uplink-downlink SINR duality to design BE precoders for downlink transmission (cf. also [5] ). We can also apply methods from the literature for power allocation, network utility maximization, etc. Since the SINRs in (16) only depend on the channel statistics, all of the various optimizations for resource allocation only have to be done in the time scale at which the covariance matrices change.
Also analogously to the case of perfect CSI, we can explicitly calculate the optimal transformations in the uplink. Since γ ul k only depends on the transformation a k and not on the a n , n = k, we are able to calculate the optimizer
with the corresponding optimal SINR
We refer to the BE g k = A k ϕ k that is calculated using the optimal transformation vec(A k ) = a k as OBE. We will see in Section IV that the OBE is able to deal with pilot-contamination in the sense that the SINR does not saturate for large numbers of antennas. The OBE can be interpreted as an adaption of the classical MF to the case of imperfect CSI by using a statistical pre-filter.
A. SINR Reformulation
For asymptotic analysis and efficient numerical implementation, we reformulate the optimal SINRs in (22) and the optimal transformations a k in (21) into a more convenient form. To this end, we consider the set of users Ω p = {1, . . . , K p } which use the pilot sequence p. Remember that the observation ϕ k is the same for all users k ∈ Ω p and has the covariance matrix Q 1 = . . . = Q K p = Q (we drop the user index for notational convenience).
We collect the vectorized covariance matrices into
The matrix Ξ basically takes the role that the channel matrix has for perfect CSI.
To give a succinct reformulation of the SINR we additionally define the matrix Γ ∈ C K p ×K p with the elements
Using the Kronecker-product vectorization trick, this matrix can be also stated as
which is the form we will use for the asymptotic analysis in Section IV. Lemma 1: For p k > 0 ∀k and with P = diag(p 1 , . . . , p K p ), the uplink SINRs in (22) can be equivalently stated as
The optimal transformations can be alternatively expressed as
which is a scaled version of a k in (21) .
Note that the transformations in (28) are scaled versions of the optimal transformations in (21) . But since scaling does not effect the SINR in (16) , both choices are optimal. In fact, in analogy to the LMMSE filter, which minimizes the MSE and maximizes a bound on the mutual information at the same time, the transformations in (28) also minimize the MSE
. The complexity of calculating the transformations A k is dominated by the calculation of the matrix Γ. An efficient way to calculate Γ is to first calculate Z −1 C k Q −1 for all k ∈ Ω p and then calculate the inner products with all C n . This procedure leads to a complexity of O(M 3 K) floating point operations. For general covariance matrices, the calculation of the OBEs g k = A k ϕ k needs O(M 2 K) operations in total. Thus, as long as the coherence interval of the covariance matrices in terms of channel coherence intervals is much larger than the number of antennas, the complexity of the calculation of the A k is negligible. The calculation of the LMMSE filter also needs O(M 2 K) operations, but with a larger constant factor, since several matrix-vector multiplications are required per user.
In literature, different assumptions appear regarding the coherence interval of the covariance matrices, ranging from 40 channel coherence intervals [16] to 25000 [21] . The smaller number is not larger than the number of antennas in a typical massive MIMO system. For this reason, but also because of the high complexity of the filter calculations, we discuss in the following how to reduce the computational complexity for common antenna array geometries.
III. EXPLOITING ARRAY STRUCTURE
To reduce the complexity of the calculations of the transformations A k , but also the calculation of the OBEs g k = A k ϕ k , we exploit common structure of the covariance matrices.
We notice that the vectorized optimal transformations a k in (28) are linear combinations of vectors
Reverting the vectorization, we see that
for some σ k . For the following discussion it is important to remember the structure of
and
Taking a close look at (29), we realize that certain structure of the covariance matrices carries over to the transformations A k . An important example are covariance matrices that share the same eigenbasis, i.e.,
for some unitary U . We can easily verify that the matrices Z and Q and thus the optimal transformations have the same eigenbasis as well, i.e., we have
Therefore, if the channel covariance matrices have the desired structure, we can simply transform the incoming signals y and ϕ k by U H (cf. (7)). Then we no longer have to consider the eigenbasis U , but we can work with the diagonal matrices containing the eigenvaluesĉ k as if we had diagonal channel covariance matrices (and in fact we have diagonal covariance matrices with respect to the basis U ).
If the covariance matrices are diagonal, the matrices Z = diag(ẑ) and Q = diag(q) are diagonal as well. The operation which dominates the complexity of calculating the transformations A k in (28) is still the calculation of the matrix Γ. For diagonal covariance matrices, the computational complexity reduces to O(M p K 2 p ). If the number of users K p that transmit a pilot sequence p is the same for all pilot sequences, i.e., K p = K/T tr , we have a complexity of O(MK 2 /T tr ). This is lower than the O(MK 2 ) operations required for the LMMSE filter in each channel coherence interval for diagonal covariance matrices. The complexity to calculate all OBEs g k = A k ϕ k reduces to O(MK) which is significantly lower than the complexity of the LMMSE filter. We see that even if the covariance matrix is only constant for a relatively small number of channel coherence intervals, the calculation of the transformations A k does not significantly effect the total computational complexity.
One major advantage of structured covariance matrices, besides the gain in computational complexity, is the simplified estimation of the second order statistics. With the common eigenbasis we only have one parameter per spatial direction and the parameters can be estimated independently (cf. [22] ). Thus, for the case of estimated covariance matrices, the assumption of a certain structure might actually improve the performance compared to the general case without any assumptions.
In the following, we give several examples that exhibit special structures of the channel covariance matrices that carrys over to the optimal transformations A k .
A. Cell-free Scenario
For distributed antennas [14] , [23] , we typically have diagonal covariance matrices, i.e., U = I. Consequently we have diagonal transformations A k . The calculation of the linear filters reduces to an element-wise multiplication g k =â k ϕ k with linear complexity in the number of antennas. As a side-effect of the diagonal transformations A k , it is no longer necessary to collect the instantaneous observations ϕ k at a central hub. We only need to send the symbols s k for the users to all antennas which can then use the local observations to calculate the transmit signal. The estimated variances at the different antennas have to be collected, which requires a much lower overhead than collecting instantaneous CSI.
This special case appears in similar form in previous work [23] . In contrast to the BE design, the authors interpret the coefficients inâ k as power allocation and thus only allow positive values. With this restriction the complete elimination of pilot-contamination in the asymptotic limit is no longer possible. Our approach achieves asymptotically optimal performance in a cell-free network with the same requirements on computational complexity and communication overhead as the approach in [23] .
B. Network MIMO
In a network MIMO scenario, all base stations in (a neighborhood of) the network jointly process the received signals. If we have the unfavorable case that the covariance matrices of the channels from the users to one base station are scaled identity matrices, we get full covariance matrices of the form
where L is the number of base stations in the network. If we look again at (29), we note that this kind of block structure also transfers to the transformations A k . That is, the transformations A k will also have the block identity structure. This scenario is similar to the cell-free case, however there are only L different coefficients for each user. As a consequence, at most L users can use the same pilot sequence if we want the covariance matrices to be linearly independent (this is required for the asymptotic optimality we show in the next section). The OBE approach for this special covariance matrix structure was discussed (under a different name) in [16] , [17] . The authors in [16] focus on methods for optimal uplink power allocation with respect to the max-min criterion.
C. Uniform Arrays
For uniform linear and uniform rectangular arrays, the covariance matrices can be approximately diagonalized by the DFT matrix or a Kronecker-product of DFT matrices. For uniform linear arrays, this approximation is accurate for larger numbers of antennas (cf. Appendix B) and, thus, quite popular in the massive MIMO literature [3] . Thanks to the fast Fourier transform (FFT), the complexity of applying the transformation U H to the incoming signals reduces to O(M log M ). Since the incoming and outgoing signals have to be transformed via the FFT, the processing needs to be centralized in this case.
IV. ASYMPTOTIC ANALYSIS
With the reformulation in Lemma 1 the analysis of the asymptotic behaviour of the OBE is quite straightforward. For large M and p > 0, the matrix P −1 /M vanishes. Thus, the asymptotic behaviour of γ k depends critically on the asymptotic behaviour of Γ, specifically, the rank of Γ. Formally we can say:
Additionally, we have lim inf
Proof: Follows straightforward from Lemma 1 by taking the limit of the SINR in (27) for M → ∞. Now the question is whether we can find a set of intuitive conditions on the channel covariance matrices C k that guarantee the assumption lim sup M →∞ Γ −1 2 < ∞. One necessary condition is that the captured energy grows linearly with the number of antennas.
Condition 1':
Without this condition, the diagonal elements of Γ might vanish, which would violate the assumption in Theorem 1. Commonly used channel models that ignore antenna coupling fulfill Condition 1'. If antenna coupling is taken into account, Condition 1' can only be achieved with an array aperture that grows linearly with M [24] .
Another necessary condition is that the columns of Ξ -which correspond to the covariance matrices C k of users with common pilot sequence -are asymptotically linearly independent. This can be written as (cf. [10] ) Condition 1:
or, equivalently,
The equivalence of (38) and (39) follows from
where σ K p (Ξ H Ξ/M ) is the smallest singular value of Ξ H Ξ/M . Condition 1 actually implies Condition 1'. In Appendix B, we show that for a uniform linear array (ULA), Condition 1 is equivalent to having linearly independent angular power densities. In practical channel models (e.g. [25] ), if users are at slightly different positions in the network, their angular power densities are linearly independent. Thus, we believe that Condition 1 is not very restrictive.
We need an additional condition to deal with the weighting matrix
Since both, Q and Z, contain sums of covariance matrices, one possible condition is Condition 2:
This condition basically forces the energy in the channel vector to be spread in many spatial directions as M grows. For example, line-of-sight channel models with rank-one covariance matrices do not satisfy this condition. With these two conditions, we can show the following lemma, which then implies Theorem 1.
Lemma 2: If the covariance matrices fulfill Conditions 1 and 2, we have lim sup Γ −1 2 < ∞. Proof: Since the covariance matrices have bounded spectral norm by Condition 2, we have lim sup M Z 2 < ∞ and lim sup M Q 2 < ∞ and thus lim sup
due to Condition 1. From the result of Lemma 2 we conclude that the SINR of all users grows linearly with M under very general conditions on the channel covariance matrices. The same observation was made in [10] for the massive MIMO uplink when a more complex linear MMSE filter is applied. Note that for the very popular far field channel model with a uniform linear array at the base station (cf. Appendix B), Condition 2 is violated. However, as we also discuss in Appendix B, the bounded-norm condition is not necessary for this specific channel model and might also be too restrictive in other cases.
The slope of the SINR depends on the matrix Γ, which is clearly negatively affected by the correlations between the covariance matrices. The correlation of the covariance matrices of users that employ the same pilot sequences can be reduced by proper allocation of pilots to users (cf. [13] ).
If we use an LMMSE receive filter, we get a very similar result for the asymptotically equivalent SINR (cf. Appendix C). The only difference is that the channel covariance matrices in Z are replaced by the covariance matrices of the estimation errors when we apply an MMSE channel estimator. As a result, we get a matrix that is smaller in terms of positive definiteness and thus a higher slope for the SINR. Maybe not surprisingly, the OBE and the LMMSE filter exhibit similar performance at low SNR. An in-depth discussion can be found in Appendix C.
V. PARTIAL COVARIANCE MATRIX INFORMATION
In the Section III, we discussed how common structure of the channel covariance matrices helps to reduce the complexity of calculating the OBE. We can turn this around and assume a certain structure to reduce complexity, even if the actual covariance matrices do not exactly match that assumption. An equivalent analysis was performed in [10] for the LMMSE filter. For example, we can just use the diagonalsĉ k of the covariance matrices C k (possibly after transformation to a different basis) to design the transformations A k . We can show that, if the diagonal matrices C k = diag(ĉ k ) fulfill Conditions 1 and 2, we still get a linear scaling of the SINR with the number of antennas, even if the actual covariance matrices C k are not diagonal.
To see this, let us define the matrix Ξ = [ĉ 1 , . . . ,ĉ K p ] ∈ R M ×K p . If we assume that the covariance matrices are diagonal, the optimal transformation is diagonal as well, with the diagonal
However, due to the mismatch between assumption and reality, A k = diag(â k ) is not the optimal transformation. Consequently, we can not use the SINR in (27) to evaluate the performance.
Since the transformation is not optimal anyway, it does not affect the analysis if we replace the diagonal matrices Z −1 Q −1 and P −1 . That is, we can use the transformation A k = diag(â k ) withâ
for some diagonal matrix D ∈ R M ×M and a positive definite regularization matrix R ∈ R K p ×K p . We state the following Theorem. 
Proof: Since a scaling of the transformation does not affect the SINR, we will usê
in the following. The matrix R does not grow with M and is considered constant. We have
due to the conditions on D and the asymptotic linear independence from Condition 1. If we incorporate the diagonal transformation A k = diag(â k ) into the uplink SINR in (16) , we get
where denotes the element-wise or Hadamard product. Note that Q and Z are not diagonal, since the covariance matrices C k are not actually diagonal, but still tr(C k A n ) =ĉ T kân . Again, due to the conditions on D and the bounded spectral norm of the covariance matrices (Condition 2), it is straightforward to verify that
Additionally, we have In the following equations we use Γ D = ΞD Ξ/M for notational convenience. For the interference caused by pilot contamination we get for n ∈ I k
due to (47). In the end we get the asymptotic equivalence
and thus lim inf
As mentioned above, an equivalent result was shown in [10] for the LMMSE filter. The result for the LMMSE filter can be proven with the same techniques using a generalized version of the law of large numbers (cf. Appendix C).
Note that we can transfer the result in Theorem 2 to the multicell downlink in a straightforward manner. In contrast to [10] , we do not need a different bound for the downlink, since we already employ the looser bound in the uplink where the decoder does not use any instantaneous CSI.
VI. RESULTS
In this section, we demonstrate the performance of the proposed OBE method in a multi-cell uplink scenario. We consider a small network with three cells in a similar setup as in [10] . The base stations are positioned at the corners of the cells pointing towards the center of the network as depicted in Fig. 1 . The users are uniformly distributed in the circular area in the center of the network. We analyze the performance in the uplink, when all users transmit with the same power. We have a full pilot-reuse in this scenario, i.e., the number of channel accesses used for pilots coincides with the number of users per cell.
We use the spatial channel model from the 3GPP report in [25] to generate the covariance matrices. Specifically we simulate the micro-cell scenario with a cell diameter of 500 m. We normalize the channel covariance matrices such that the SNR figure ρ ul denotes the per-antenna SNR of a user exactly in the center of the network in Fig. 1 . Since the noise variance is set to one, this means that for a user k in the center we have p k tr(C k )/M = 1.
To analyze the performance in the uplink, we use the bound on the spectral efficiency with the SINR in (80). That is, we evaluate the expectation E[log 2 (1 +γ ul k )] for each user with Monte-Carlo simulations. To demonstrate the asymptotic properties of our approach, we show the average spectral efficiency of the worst user in the cell with respect to the number of antennas in Fig. 2 . Additional to the OBE, we show results for the LMMSE filter, the zero-forcing filter based on the MMSE channel estimates, and the matched filter based on the MMSE channel estimates. As discussed in Section III and Appendix B, in our scenario with a ULA at the base station, the covariance matrices are approximately diagonalized by the DFT matrix. For the OBE and the LMMSE filter we also show results for the case where only the diagonals of the transformed channel We observe the expected behaviour. The spectral efficiency saturates when using the simple MF based on the MMSE estimates. For all other methods it grows without bound.
The loss in performance for partial covariance matrix information is negligible. Thus, in our scenario, there is no reason not to use the low-complexity variants that only use the diagonals of the covariance matrices.
In Fig. 3 , we show the spectral efficiency with respect to the cell edge SNR. We see that the gap between the LMMSE filter and the OBE vanishes for low SNR. For high SNR, all methods saturate to different values. Interestingly, zero-forcing saturates to a lower value than the proposed OBE. The saturation of the spectral efficiency for the LMMSE and the zero-forcing filter is clearly due to pilot-contamination. So while pilot contamination does not lead to an upper limit of the SINR with respect to the number of antennas, it does limit the SINR with respect to the transmit power. Of course, there are other issues in practice, such as outdated CSI, that have a similar effect.
We see that at very high SNR the performance drops if we have only partial covariance matrix information. We conclude that for lower noise variance and thus smaller regularization terms in the filter calculation, the inaccuracies in the covariance matrix information lead to increased interference. In practice, this is not an issue, since the desired operation point of a massive MIMO system is at lower SNR. 
VII. CONCLUSION
We presented a novel approach for the design of lowcomplexity linear receive filters with imperfect channel state information. We get low complexity, since the receive filters themselves are linear in the observation obtained from a training phase. Under mild assumptions on the covariance matrices, these bilinear equalizers (BE) yield an unbounded SINR for large numbers of antennas even in the presence of pilotcontamination. Our simulation results indicate that in certain cellular scenarios, the BE approach is competitive with more complex methods such as the LMMSE filter.
In this work we focused on the optimal BE (OBE) design and its performance analysis. We could show results analogously to those provided in [10] for the LMMSE filter. We want to note again that, due to the similarity of our SINR expressions to those for perfect CSI, we can apply state-of-the-art methods on downlink precoder design using uplink-downlink duality, resource allocation, QoS optimization and more. The difference is that, since we optimize transformations that only depend on channel statistics, all of the resource allocation optimization problems also work on channel statistics and there is no need to perform complex optimizations in each channel coherence interval.
For these reasons, the OBE design is well suited for massive MIMO setups that have to deal with high path-loss, but also for the cell-free massive MIMO scenario, where we want to limit
the amount of backhaul traffic. Possibly, the design can also be adapted to the hybrid analog-digital transceiver structures discussed for millimeter wave bands.
APPENDIX

A. SINR Reformulation
With the definitions before Lemma 1 we get
where Υ = Q T ⊗ Z + ΞP Ξ H . We apply the matrix inversion lemma resulting in
Further, we havẽ
leading to the SINR
Note that, with
we can calculate the scaled transformations of users using the same pilot sequence simultaneously.
B. Multi-path Physical Channel Model
Most physical channel models for performance evaluation of wireless networks assume passive antenna elements in the farfield of the received signal. The received signal is usually modelled as the superposition of signals impinging on the array from different angles. The random phase shifts of signals that arrive from different angles are assumed to be independent. For a general planar antenna placement, we get the covariance matrices
where a(θ) denotes the steering vector of the array from angle θ and η k (θ) is the power density of the signals received from the different angles. For example, η k (θ) could be a mixture of Laplace distributions which describe different scatterer clusters [25] . Note that for antennas with directivity, the antenna pattern is also included in η k (θ) and assumed to be the same for each antenna. For a uniform linear array with an antenna distance of half of the wavelength, we have [a(θ)] m = exp(jπm sin(θ)).
(69)
Due to a(θ) = a(π − θ) we can rewrite the integral as
where we assume for notational convenience that p(θ) is pe-
If we assume that the power densities η k (θ) are Riemann integrable, we can show that the limit lim M →∞ Γ exists. We use results from [18] on the asymptotic equivalence of sequences of Toeplitz matrices to sequences of circulant matrices. To this end, we substitute θ = sin −1 (ω/π) in (71) such that the t k [m] are the Fourier coefficients of a function f k (ω). We get
and identify
which is defined on (−π, π). If we extend f k (ω) periodically (defining f (π + 2nπ) = 0, ∀n ∈ Z), we have
Now, applying the results from [18] , we define a circulant matrix C k with the eigenvalues f k (2πm/M ), m = 0, ..., M − 1 which is asymptotically equivalent to C k . Note that since C k is circulant, the eigenvectors are given by the columns of the DFT matrix.
The asymptotic equivalence C k w C k allows us to replace the covariance matrices in the trace expressions for the entries [Γ] nk in (25) with the corresponding circulant matrices in the limit of M going to infinity. That is,
where the entries of Γ ULA are given in (60) as shown at the bottom of the previous page. The limit evaluates to
In other words, for large M the covariance matrices C k can be replaced by the underlying spectra f k (ω) in our calculations.
Since the value of f k (ω) goes to infinity as ω → ±π, the covariance matrices do not generally have bounded spectral norm even if the η k (θ) are bounded (cf. Condition 2). However, since the improper integral exists, this is not an issue.
In fact, we can resubstitute ω = π sin(θ) to get
where α(θ) = cos(θ) ( k p kηk (θ) + cos(θ))( k ∈Ω pη k (θ) + cos(θ)/ρ tr ) .
Since α(θ) is essentially non-zero for all boundedη k (θ), linear independence of the densitiesη k (θ) leads to linear independence of α(θ)η k (θ). That is, we need linearly independent power densitiesη k (θ) for users that employ the same pilot sequence to get a linear scaling of the SINR.
We also see, that if the power densities of users that employ the same pilot sequence have non-overlapping support, Γ converges towards a diagonal matrix, i.e., pilot-contamination has no impact on the asymptotically equivalent SINR in this case. This effect, namely that for non-overlapping angular support covariance matrices of different users are asymptotically orthogonal, was also observed and exploited in previous work [3] .
C. LMMSE Filter
In this section, we discuss the connection of the LMMSE filter to the BE receiver. The LMMSE filter was used, e.g., in [10] and [15] to analyze the performance for a large number of antennas. This filter minimizes the MSE E[|s k − g H k y|ϕ| 2 ], but at the same time it maximizes a lower-bound on the mutual information. For the LMMSE filter, we get a lot of quantities that are analogous to those introduced in Section II for the BE approach. In the following, we put a tilde on top of the corresponding symbols to denote the equivalence. For example, we have the optimal SINR γ k for the BE and an analogous optimal SINRγ k for the LMMSE.
We can use exactly the same technique as in Section II to formulate a lower bound on the conditional mutual information I(s k ;ŝ k |ϕ) ≥ log 2 (1 +γ ul k )
With Condition 2, the entries of Γ ϕ are asymptotically equivalent to their expectations. That is,
(88)
For users k and n that use a different pilot sequence we get [ Γ] kn = 0. Thus for proper arrangement of the user indices, the matrix Γ = blkdiag( Γ 1 , . . . , Γ T tr ) has block-diagonal structure with one block Γ p for each pilot sequence. We consider again the set of users Ω p = {1, . . . , K p } which use the same pilot sequence p. For this pilot sequence the corresponding block of Γ is given by
Thus, we get the deterministic, asymptotically equivalent SINR
which differs from the SINR in (27) only in the fact that the Z in Γ is replaced by Z in Γ p . Note that this SINR only depends on the channel statistics and not on the instantaneous observations, which is not only useful for performance analysis but also for resource allocation in a practical system, e.g., power allocation and pilot sequence allocation.
Since Z contains the covariance matrices of the estimation errors instead of the channel covariance matrices we have Z ≺ Z. From the formulation of the SINR in (22) , it is clear that Z ≺ Z leads to γ det k > γ k but also to Γ p Γ. Consequently, we can define another asymptotically equivalent SINR analogously to ( 
If the limit lim Mγ asy k /γ asy k exists, it gives us an idea about how many more antennas are needed for the BE approach to get a similar performance to the MMSE filter in the large array regime. However, we used different bounds on the mutual information to derive the asymptotic SINRs for the different approaches so the comparison is not entirely fair. Unfortunately, we do not get convenient asymptotic expressions when we incorporate the MMSE filter in the bound in (15) or the BE in the SINR in (80). Thus, the actual performance difference in practice has to be evaluated by monte-carlo simulations.
Nevertheless, there are scenarios where γ k is close toγ k . Clearly, for low SNR, Z is similar to Z. Low SNR does not necessarily mean low SINR if we compensate for the reduced SNR by increasing the number of antennas. We can show the following result. 
For the given assumptions, we have Z w Z w I and Q k /ρ tr w I, which leads to Γ/ρ tr Γ p /ρ tr Ξ H Ξ/M which leads to the desired result. We control the SINR in (94) by changing the λ k . Note that the SINR does not go to zero when the covariance matrices are linearly dependent. However, if they are, the SINR γ low k will saturate for large λ k . On the other hand, if the covariance matrices are independent, we can achieve any combination of SINRs with corresponding λ k .
We found that the SINR expression in (94) does not lead to a good approximation of the achievable rates for practical numbers for the system parameters. However, we can see from the numerical results in Section VI that, indeed, the performance gap between the LMMSE filter and the BE vanishes for low SNR.
