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ABSTRACT
Sea ice can be viewed as a composite material over multiple scales. On the smallest
scale, sea ice is viewed as a two-phase composite of ice and brine. On the mesoscale,
one may consider pancake ice and slush as a viscoelastic composite. On the larger scale,
one may consider the mix of ice floes and water. With this view, a multitude of mathe-
matical tools may be applied to develop novel models of physical sea ice processes. We
model fluid and electrical transport viewing sea ice as a two-phase composite of ice and
brine. We may then apply continuum percolation models to study critical behavior which
we have experimentally confirmed. These percolation models suggest that the electrical
conductivity and fluid permeability follow universal power law behavior as a function of
brine volume fraction. We apply the results above for the electrical conductivity of sea ice
to develop an inversion algorithm for surface impedance DC tomography. The algorithm
retrieves both sea ice thickness and a layered stratigraphy of the sea ice resistivity. This is
useful as resistivity carries information about the internal microstructure of the ice. We also
apply network models to conductivity of sea ice and use some similar ideas to quantify the
horizontal connectivity of melt ponds.
On the larger scale, we study the problem of ocean wave dynamics in the marginal
ice zone of the Arctic and Antarctic. We adopt the view that the ice and slush may be
viewed as a viscoelastic layer atop an inviscid ocean. Models like these produce disper-
sion relations which describe wave propagation and attenuation into the ice pack. These
dispersion relations depend on knowledge of the effective viscoelasticity of the ice/slush
mix. This is a difficult parameter to measure in practice. To get around this, we apply
homogenization theory to derive bounds on these parameters in the low frequency limit.
This is accomplished through the derivation of a Stieltjes integral representation, involving
a positive measure of a self-adjoint operator, for the effective elasticity tensor of the ice
water composite. We have also developed a simplified wave equation for waves in the
ice-water composite.
Dedicated to my cousin and my friend Paul A. Zurn (1982-2017)
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Sea ice is a critical component of the Earth’s climate system and a sensitive indicator
of climate change covering up to 10% of the Earth’s oceans [27, 31]. The sea ice packs
in both the Arctic and Antarctic serve as a habitat for diverse microbial communities
that live in the brine laden porous microstructure of the ice. These algal and bacterial
communities serve as primary producers for the complex food web of the polar regions
[7, 15] and receive their nutrients from the ocean below the ice layer via fluid transport
through the porous structure of the ice. Physically, sea ice is a boundary layer atop the
ocean which mediates the transfer of momentum, heat, and moisture between the ocean
and the atmosphere s[16, 31]. Sea ice also plays a major role in determining the Earth’s
overall albedo. With an albedo of 0.8 − 0.9, depending on snow cover, sea ice reflects
incoming shortwave solar radiation preventing it from becoming trapped in the Earth’s
atmosphere. However, at least since the beginning of the Earth observing satellite era,
Arctic summer sea ice extent has been in decline with a more rapid decline over the last
two decades [20]. One potential explanation for this rapid loss is the so called ice albedo
feedback [21]. In a warmer climate, melt ponds, often fresh water ponds which form on
the surface of the ice due to snow melt [4], may occur earlier in the melt season. This
has the effect of lowering the overall albedo of the ice pack as these dark ponds absorb
more incoming solar radiation. This melts more ice and snow, creating more melt ponds
or exposing dark open ocean, which lowers the albedo further speeding up the process
[20]. This is an important process to consider in any large scale climate model and one
which is dependent on small scale processes. For example, melt ponds can drain into the
ocean through the porous microstructure of sea ice when it is permeable enough [4]. It
was observed in [8] that for brine volume fractions φ below about 5%, columnar sea ice
is effectively impermeable. However, the ice becomes increasingly permeable for φ above
25%. In fact, for a typical bulk salinity of 5 ppt, the critical brine volume fraction φc = 5%
corresponds to a temperature of Tc ≈ −5◦C. As a result, this is often called the rule of
fives. Interestingly, melt ponds will remain atop the sea ice when the ice is well above
the 5% permeability threshold. This is primarily explained by the fact that a melt pond
is comprised of fresh water. As its contents begin to percolate down through the ice the
fresh water freezes and creates blockages in the pore space [23]. In addition the top layer
of Arctic sea ice is typically granular which has a higher percolation threshold than that
of columnar ice which is discussed in Chapter 3. There is mathematical evidence which
suggests that the ice albedo feedback mechanism might allow for an extremely rapid and
irreversible sea ice loss if the Arctic climate passes through a “Tipping point” [6, 1, 30].
Further, global climate models (GCM’s) typically underestimate sea ice loss year to year
[3, 29] suggesting the need for improvement of the parameterizations of these important
processes. Melt ponds themselves display interesting mathematical behavior and undergo
a transition in fractal geometry [11] when they begin to connect up at large scales. These
connections allow the melt ponds to drain further as water from one may flow toward a
large drainage point in a connected pond. We discuss a method to quantify this horizontal
connectivity in Chapter 7.
Other parameters, such as sea ice extent and thickness, are important to obtaining
accurate trajectories of the future of the ice pack. This is because accurate initial conditions
can greatly improve predictions in chaotic systems such as the Earth’s climate. Deter-
mining the thickness distribution is, however, a difficult problem. Ground measurements
are impractical due to the vastness of the polar ice packs and as a result remote sensing
becomes extremely important. Satellites operating at microwave frequencies are not ca-
pable of determining the thickness of the ice due to the extremely absorptive nature of
sea ice at those frequencies. Other electromagnetic methods have been developed such
as electromagnet induction (EMI) devices [9, 10, 25, 37] which can be mounted on ships,
planes or helicopters. These methods rely on knowlege of the effective electrical properties
of sea ice and how they vary with thickness, temperature, salinity, and ice type in order to
obtain thickness information from the measurements.
Real time remote monitoring of the ice pack would also be of great use for data as-
similation in GCM’s. The electrical conductivity of sea ice is closely related to its fluid
3transport properties as well as its crystallographic structure. As mentioned, fluid flow
through porous sea ice is a major controlling component in the evolution of melt ponds,
which in turn, affects the ice pack albedo [4]. However, it also plays a major role in brine
drainage and the evolution of salinity profiles [22, 36], snow ice formation, where sea water
floods the ice surface and then freezes [17, 24], ocean-ice-atmosphere CO2 exchanges [26],
convection-enhanced thermal transport [16, 33], and biomass build-up fueled by nutrient
fluxes [5, 7, 15, 31]. In Chapters 2 and 5 we discuss how the electrical properties of the ice
can be connected to the microstructure as well as various aspects of the state of the ice. In
Chapter 3 we discuss the differences in the critical brine volume fraction threshold for fluid
permeability in granular and columnar ice, while in Chapter 4, we discuss the differences
in the electrical properties of grannular and columnar ice.
Wave-ice interactions in the polar oceans comprise a complex but important set of
processes influencing sea ice extent, ice pack albedo, and ice thickness [13, 28, 32]. The
marginal ice zone (MIZ) is the region of sea ice cover that is close enough to the open ocean
to be affected by its dynamics. Over the past several years there has been an increasing
realization of the importance of wave-ice interactions in the growth and decay of the
seasonal ice pack. Waves have always played an important role in shaping the MIZ,
particularly in the Antarctic. Incoming waves from the southern ocean propagate into the
ice pack, breaking and shaping the ice. In the Arctic, due to recent decrease in summer sea
ice extent, wave propagation has become increasingly important to the dynamics of the ice
pack. Because sea ice is an integral component of the Earth’s climate system it is important
to consider wave-ice interactions in any large scale sea ice model. This can be difficult due
to the complexity of the processes at play as well as the numerical cost when modeling
individual floes under wave action. There are also two scales at play here: on the small
scale, for short wave length waves, wave scattering off of individual floes will heavily
attenuate incoming waves along with some viscous effects. At the larger scale, long wave
lengths, scattering plays a smaller role and longer waves typically attenuate much more
slowly and propagate further into the ice pack [18, 14, 34, 13, 28]. Many studies of MIZ
wave propagation focus on solitary floe models, where the scattering of an incoming wave
is simplified to that of an isolated floe or multiple floes. Recently, however, continuum
models have been proposed which treat the MIZ as a two-component composite of ice and
4slushy water atop an inviscid ocean. These models are particularly appropriate for longer
wavelengths. The top layer has been taken to be purely elastic [2], purely viscous [12],
and viscoelastic [35, 19]. At the heart of these models are effective parameters, namely,
the effective elasticity, viscosity, and complex viscoelasticity. In practice, these effective
parameters, which depend on the composite geometry and the physical properties of the
constituents, are quite difficult to determine. To help overcome this limitation, we employ
the methods of homogenization theory, in a quasi-static, fixed frequency regime, to find
a Stieltjes integral representation for the complex viscoelasticity, discussed in Chapter 8.
This integral representation involves the spectral measure of a self adjoint operator and
provides bounds on the effective viscoelasticity. We are further able to develop simplified
models of wave propagation and wave-ice breaking which capture many of the average
properties of the MIZ.
1.1 Dissertation Outline
Here we present a breif over view of each subsequent chapter. This dissertation is a
compilation of much of the work I have done and participated in as a graduate student
with my colleagues. It is organized from the small scale to the large scale and is intended
to highlight how the application of advanced mathematical techniques can be used to
understand both sea ice and the polar regions, and their relation to Earth’s climate.
In Chapter 2, Electrical Signature of the Percolation Threshold in Sea Ice, we explore the
connection between the electrical properties of sea ice and the state of the ice itself and
discuss application to remote sensing. In particular, we use percolation theory to connect
the critical thresholds of fluid permeability and vertical conductivity in sea ice. Two differ-
ent experiments conducted in the Arctic and Antarctic show that there is a strong electrical
signature at the 5% critical brine volume fraction threshold. Further the data are accurately
explained by percolation theory with the same critical exponent of 2 for fluid permeability.
This enables us to connect specific electrical profiles to important fluid transport properties
in the ice. Chapter 2 is a preprint with authors Kenneth M. Golden, Hajo Eicken, Adam
Gully, Malcolm Ingham, Keleigh A. Jones, Joyce Lin, James E. Reid, Christian S. Sampson,
and Anthony P. Worby.
In Chapter 3, Critical Threshold Behavior of Fluid Transport in Granular Antarctic Sea Ice,
5we explore the differences in the fluid transport properties between columnar and granular
ice. As predicted by the compressed power model, we find that the percolation threshold
for fluid permeability of granular sea ice is 10%, much higher than that of columnar sea ice.
We present the results of measurements made during the Sea Ice Physics and Ecosystem
Experiment II (SIPEX II) in 2012 off the east coast of Antarctica confirming the result.
Chapter 3 is a preprint with authors Kenneth M. Golden, Christian S. Sampson, Adam
Gully, David Lubbers, and Jean-Louis Tison. I would like to dedicate this chapter to David
Lubbers.
In Chapter 4, Variability in The Vertical Conductivity of Granular Sea Ice, we explore the
local variability in the vertical continuity of Antarctic granular sea ice as compared to
columnar sea ice. We find that the vertical conductivity of columnar changes much more
continuously for brine volume fractions above 5% than granular ice. We propose this dif-
ference as a possible way to electrically determine ice type in remote sensing applications.
We further discuss the reasons for the differences. The data presented were taken during
SIPEX II in 2012 off of the east coast of Antarctica. Chapter 4 is a preprint with authors
Christian S. Sampson, Kenneth M. Golden, and David Lubbers.
In Chapter 5, A Network Model for Electrical Transport in Sea Ice, we explore a network
model for electrical transport in sea ice based on statistical measurements of the brine
microstructure. Particularly we consider a log-normal distribution describing the temper-
ature dependence of the inclusion sizes, and connectivity information obtained from X-ray
CT data. The numerical model agrees well with field data taken on SIPEX I in 2007 and
could be use to aid in thickness measurements derived from electromagnetic measure-
ments. Chapter 5 is a reprint originally published in Physica B., 405 (2010) 3033-3036 with
authors Jingyi Zhu, Kenneth M. Golden, Adam Gully, and Christian S. Sampson.
In Chapter 6 Surface Impedance Tomography for Antarctic Sea Ice, we explore the use of
surface impedance tomography as it applies to determining ice thickness and composition.
We explore n-layer inversions using data obtained with a Wenner array during SIPEX I in
2007. We show that accurate reconstructions of sea ice resistivity profiles can be done
provided the proper regularization considerations are taken into account. Chapter 6 is
a reprint originally published in Deep-Sea Research II 58 (2011) 1149-1157 with authors
Christian S. Sampson, Kenneth M. Golden, Adam Gully, and Anthony P. Worby.
6In Chapter 7, Network Modeling of Arctic Melt Ponds, We develop algorithmic techniques
for mapping photographic images of melt ponds onto discrete conductance networks.
We explore image processing methods which use mathematical morphology operations
to produce conductance matrix representations of images of highly connected melt pond
structures. Employing undirected graphs, we are able to map just the melt pond connec-
tions. The effective conductivity of these networks can be used to approximate lateral flow
between connected ponds. This has relevance as connected ponds allow for the flow of
melt water to large drainage features thus changing the albedo of the ice. Chapter 7 is
a reprint originally published in Cold Regions Science and Technology, 124 (2016) 40-53 with
authors Meenakshi Barjatia, Tolga Tasdizn, Boya Song, Christian S. Sampson, and Kenneth
M. Golden.
In Chapter 8, Wave-Ice Interaction in the Marginal Ice Zone, we employ the tools of
Homogenization Theory to develop the first bounds for the effective viscoelasticity of
ice-water mix in the marginal ice zones of the Arctic and Antarctic. Wave-ice interac-
tion is an important but difficult process to model, often numerically expensive. As a
result continuum models have been developed which treat the ice-water mix as a single
viscoelastic material atop an inviscid ocean. All of the models depend on knowledge of
the effective rheological properties of the top layer and to date have only been guessed or
estimated. However, we have developed a Stieltjes integral representation for the complex
viscoelasticity involving the spectral measure of a self adjoint operator in the quasi-static
limit. This produces rigorous bounds for the effective parameter which take into account
the geometry of the ice floes. We further relate the effective parameter to a wave equation,
valid in the quasi-static limit, which produces a simplified dispersion relation where the
wave number and attenuation rate of plane-like waves propagating through the marginal
ice zone are defined by the effective parameter itself. We are also able to use this relation in
the reverse direction to extract data from in situ measurements of wave propagation made
during SIPEX II in 2012. The data sit comfortably within the bounds. We also explore
the use of this wave equation in capturing some of the average properties of the marginal
ice zone such as the effect waves have on the floe size distribution and the extent of the
marginal ice zone. Chapter 8 will be written up for publication and will include authors
Christian Sampson, Elena Cherkaev, Ben Murphy, and Kenneth M. Golden.
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CHAPTER 2
ELECTRICAL SIGNATURE OF THE
PERCOLATION THRESHOLD
IN SEA ICE
In this chapter we explore the connection between the electrical properties of sea ice
and the state of the ice itself and discuss application to remote sensing. In particular, we
use percolation theory to connect the critical thresholds of fluid permeability and vertical
conductivity in sea ice. Two different experiments conducted in the Arctic and Antarctic
show that there is a strong electrical signature at the 5% critical brine volume fraction
threshold. Further the data are accurately explained by percolation theory with the same
critical exponent of 2 for fluid permeability. This enables us to connect specific electrical
profiles to important fluid transport properties in the ice. Chapter 2 is a preprint with
authors Kenneth M. Golden, Hajo Eicken, Adam Gully, Malcolm Ingham, Keleigh A.
Jones, Joyce Lin, James E. Reid, Christian S. Sampson, and Anthony P. Worby.
2.1 Abstract
Fluid flow through sea ice governs a broad range of geophysical and biological pro-
cesses in the polar marine environment. For example, the evolution of melt ponds and sea
ice albedo, which is important in climate modeling, is constrained by drainage through
the porous brine microstructure. However, for brine volume fractions below about 5%,
columnar sea ice is effectively impermeable to fluid flow. In two different experiments
conducted in the Arctic and Antarctic, we have found that this critical fluid transition
exhibits a strong electrical signature, with sea ice resistivity rising sharply over three orders
of magnitude near the brine connectivity threshold. The data are accurately explained by
percolation theory, with the same universal critical exponent which captures fluid perme-
ability. These results enable us to connect specific electrical profiles to important transport




Polar sea ice is a key component of Earth’s climate system, and a leading indicator of
climate change [33, 30]. As a material sea ice is a composite of pure ice with brine and
air inclusions. The brine phase hosts extensive microbial communities which sustain life
in the polar oceans [33, 10]. Fluid flow through the porous microstructure mediates key
processes impacting the climatology and biology of sea ice. Improving projections of the
fate of Earth’s sea ice cover and its ecosystems depends on a better understanding of these
important processes and feedback mechanisms.
For example, the evolution of sea ice albedo represents a fundamental problem in
climate modeling and a significant source of uncertainty in climate projections [7, 24]. The
albedo of sea ice floes is determined by melt pond evolution [22, 24]. Drainage of the
ponds, with a resulting increase in albedo, is largely controlled by the fluid permeability
of the porous sea ice underlying the ponds [6, 14]. As ice recedes with melting, more water
surface is exposed, which increases solar absorption, leading in turn to more melting, and
so on. This ice–albedo feedback has played a significant role in the decline of the summer
Arctic ice pack [23].
Fluid flow through sea ice governs the evolution of the salt budget and salinity profiles
[33], convection-enhanced thermal transport [20], ocean-ice-atmosphere CO2 exchanges
[27], and the build-up of algal biomass fueled by nutrient fluxes [33, 10]. It also drives
snow-ice formation, accounting for a significant portion of the ice produced in the South-
ern Ocean [21]. Sea water percolates upward through the porous microstructure, flooding
the snow layer, and subsequently freezing.
While fluid flow is substantially restricted for brine volume fractions φ below about
5%, columnar sea ice is increasingly permeable for φ above 5% [13]. For a typical bulk
salinity of 5 ppt, the critical porosity φc ≈ 5% corresponds to a temperature Tc ≈ −5◦ C,
which is known as the rule of fives. This critical behavior of the fluid permeability results
from a connectivity or percolation threshold in the brine microstructure [13, 14, 25].
If the fluid transport properties of sea ice can be linked to its electrical properties, which
is the aim of this paper, then new approaches can be brought to bear in monitoring the
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state of sea ice. For example, it could open the door to the development of sensors to
enhance existing buoy networks, provide information on key ice processes, and improve
integration with satellite data.
The electrical conductivity of sea ice has been studied over the past five decades [1, 3,
11, 17, 26, 34]. However, there have been no observations of critical behavior in electrical
properties corresponding to the microstructural transition encapsulated in the rule of fives.
Here we report on two types of experiments where electrical resistivity data clearly display
critical behavior at the brine percolation threshold. The mathematical description we
develop provides a rigorous link between fluid and electrical transport in sea ice, with
both displaying the same type of universal critical behavior, thus laying the foundation for
the techniques referred to above. In fact, we further develop this foundation by partition-
ing the range of resistivity values of our data into intervals which correspond to distinct
regimes of fluid permeability characteristics and related process behavior, such as melt
pond development, and fluxes of nutrients and CO2.
One of the goals of this work is to obtain data on the linkages between electrical and
hydraulic properties [35]. The value of such an approach lies in the potential to then extract
information about other key variables describing the state of sea ice, e.g., pertaining to its
rheology or potential to harbor microbial communities. Our results indicate that such
information could potentially be obtained from measurements of electric properties via in
situ drifting sensors that can monitor the evolution of sea ice nondestructively (Figure 2.1
d).
The findings presented here also have implications for measuring ice thickness, an
important gauge of the impact of global warming. Not only are thickness data impor-
tant in comparing climate model predictions to observed behavior, but in specifying the
initial conditions necessary for long-term numerical simulations. Promising techniques for
advanced airborne or surface-based measurements of ice thickness depend on the interac-
tion of electromagnetic (EM) fields with sea ice. For example, there has been significant
interest in the development of EM induction devices [15, 26] mounted on ships, planes
and helicopters. These techniques, and the interpretation of the data to obtain thickness
information, rely on knowledge of the electrical properties of sea ice, and how they vary
with depth, temperature, salinity, and ice type. The results presented here shed significant
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light on such issues.
2.3 Measuring the Electrical Properties of Sea Ice
Sea ice is an anisotropic composite with vertically elongated brine inclusions and cor-
responding anisotropy in the effective fluid permeability and electrical conductivity ten-
sors. Most methods for measuring sea ice conductivity involve indirect or inverse tech-
niques, such as surface-based geoelectric profiling using a Wenner array of electrodes
[3, 11, 17, 26, 29, 34]. Generally with these methods the vertical conductivity σ∗v is in-
herently mixed with the horizontal components. Here we are most interested in σ∗v due to
its connection with vertical fluid flow.
During the Sea Ice Physics and Ecosystem Experiment (SIPEX) in September and Oc-
tober of 2007, we made direct measurements of σ∗v in Antarctic pack ice by adapting a
four probe Wenner array for use in cylindrical ice cores, as shown in Figure 2.1 a and b.
The study area was located off the coast of East Antarctica, between 115◦ E and 130◦ E,
and 64◦ S and 66◦ S. At 8 of the 15 ice stations along the cruise track of the Australian
icebreaker Aurora Australis, we extracted vertical cores from thin first-year sea ice, with
lengths ranging from 34 cm to 86 cm. Thermistor probes were inserted into small holes
drilled every 5 cm. We used a Wenner electrode array along sections of the cores, connected
to a YEW Earth Resistance Tester operating at 38 Hz. This set-up yields the resistance along
the axis of the cylindrical ice core between probes P1 and P2, corresponding to the vertical
direction in situ, with a = L = 10 cm (or a = L = 5 cm in some cases). We obtained
26 averaged data points from 67 raw measurements of the resistance between the inner
probes. After the temperature and resistance measurements were taken, which took about
10 to 20 minutes, we cut each core into 10 cm sections which were later melted, so that we
could obtain bulk salinity measurements for each section. The temperature and salinity
measurements allowed us to calculate a brine volume fraction profile for each core [5].
In the Arctic, we used the technique of cross-borehole DC resistivity tomography [17,
18], as shown in Figure 2.1 c and d. The ice is probed in its natural state, utilizing two or
four vertical strings of electrodes frozen into the ice. It has been shown that this method can
be used to derive the horizontal component of the anisotropic resistivity profile. Moreover,
it has been demonstrated that the vertical component of σ∗ can be obtained as well [17, 18].
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If a minimum of four electrode strings are used, the geometric mean of the vertical and
horizontal components of σ∗ can be derived, along with the horizontal component [17],
yielding the vertical component.
Measurements of the temporal variation in the resistivity structure of first-year Arctic
sea ice through spring warming have been made approximately 1 km off the coast of
Barrow, Alaska at 71◦ 21′ 56.45′′ N, 156◦ 32′ 39.01′′ W. Electrode strings were installed
in landfast first year ice in late January 2008. Cross-borehole measurements were made on
6 separate occasions between early April and mid June 2008, allowing both the horizontal
and vertical components of the ice resistivity to be derived. A sea ice mass balance site
and an ice core sampling program at the same location [4] provided ice temperature and
salinity data, allowing the variation in resistivity structure to be correlated with brine
volume fraction φ.
Plate electrodes in contact with the ends of a cylinder generate parallel field lines which
make measuring the conductivity of the cylinder material relatively straightforward. To
assess the accuracy of our four probe method, the commercial package Comsol 3.5a was
used to create a finite element model of cylindrical sea ice cores 0.09 m in diameter and
0.5 m in length. Four metal probes of 0.004 m in diameter and 0.09 m in length were
inserted approximately 0.07 m into the core, similar to Figure 2.1 b. When the current
is injected through the outer probes instead of parallel plates, the nearby field lines show
significant curvature. However, in a boxed measurement region where the inner probes are
located, the field lines are relatively straight, thus minimizing the error between the actual
conductivity of the material and what is measured by the array. Numerical simulations
show that if the outer probes are 5 cm or more from the inner measurement region, this
error is less than 8.5%, and is less than 1.5% if the distance is 10 cm or more, as for much
of our data. This is illustrated in Figure 2.2.
When extracting a sea ice core to measure its properties, loss of brine is a principal
concern. However, for our experiments we did not see any evidence of significant brine
loss during the relatively short measurement periods with air temperatures ranging from
about −6◦ C to −18◦ C (with most below −9◦ C). Moreover, the probes are inserted
deep into the core, minimizing contact with potential brine surface films. Our numerical
simulations and these observations establish the Wenner array as a viable field method for
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direct resistivity measurements.
2.4 Modeling the Electrical Conductivity of Sea Ice
Lattice and continuum percolation theories [31] have been used to model a broad range
of disordered materials where the connectedness of one phase dominates effective trans-
port behavior. Consider the square (d = 2) or cubic (d = 3) network of bonds joining near-
est neighbor sites on the integer latticeZd. The bonds are assigned electrical conductivities
σ0 > 0 (open) or 0 (closed) with probabilities p and 1− p. Groups of connected open bonds
are called open clusters, and the average cluster size grows as p increases. In this model
there is a critical probability pc, 0 < pc < 1, called the percolation threshold, where an infinite
cluster of open bonds first appears. In d = 2, pc = 12 , and in d = 3, pc ≈ 0.25. Typical
configurations for the d = 2 square lattice above and below the threshold are shown in
Figure 2.3. a and b.
Let σ∗(p) be the effective conductivity of the network in the vertical direction [31]. For
p < pc, σ∗(p) = 0. For p > pc and near pc, σ∗(p) exhibits power law behavior,
σ∗(p) ∼ σ0(p− pc)t , p→ p+c , (2.1)
where t is the conductivity critical exponent. For lattices, t is believed to be universal,
depending only on d. In d = 2, t ≈ 1.3, and in d = 3, t ≈ 2.0 [31]. There is also a rigorous
bound [12] that 1 ≤ t ≤ 2 in d = 2 and d = 3. Since σ∗(p) → 0 as p → p+c , the effective
resistivity ρ∗(p) = 1/σ∗(p) diverges as p → p+c , with a vertical asympote at p = pc. For
two phase composites with finite component resistivities, like sea ice, the behavior only
approximates the asymptote, and for p < pc, ρ∗ remains finite.
The fluid permeability κ∗(p) corresponding to (2.1), where the open bonds are pipes of
fluid conductivity κ0/η = r20/8η and radius r0, behaves like κ
∗(p) ∼ κ0(p− pc)e as p→ p+c ,
with e the fluid permeability exponent and η the fluid viscosity. For lattices, it is believed
[31] that e = t. In the continuum, the exponents e and t can take non-universal values, and
need not be equal, such as for the three dimensional Swiss cheese model [16, 31]. However,
for lognormally distributed inclusions, as in sea ice, the behavior is universal [14, 2]. Thus
for sea ice, t = e ≈ 2.
In order to use percolation theory to quantitatively describe the vertical conductivity
σ∗v (φ), and to provide a link between fluid and electrical transport in sea ice, we recall our
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result [14] for the vertical fluid permeability
k∗v(φ) ∼ 3 (φ− φc)2 × 10−8 m2, φ→ φ+c . (2.2)
The scaling factor k0 = 3 × 10−8 is estimated using critical path analysis [31, 9]. The
effective behavior of media with a broad range of local conductances is dominated by a
critical bottleneck conductance related to the minimal radius in a connected pathway of ap-
propriate scale. To relate σ∗v to k∗v, we use the following relation from critical path analysis







where σb is the conductivity of brine, which depends [32] on temperature T. By measuring
the radii of vertical pathways in X-ray tomography images [14, 25], we estimate a range in
mm of 0.1 ≤ rc ≤ 0.2.
It is useful to consider the vertical conductivity formation factor F = σ∗v /σb, which
removes the dependence of the effective parameter on the changing conductivity of the
brine, and depends only on the pore volume fraction and geometry. In view of (2.1) and
(2.3), F(φ) ∼ F0 (φ− φc)2 as φ → φ+c , where F0 = 8k0/r2c . The estimates of 0.1 mm to 0.2
mm for rc yield a range for F0 of 6 ≤ F0 ≤ 24.
In order to compare our conductivity measurements with percolation theory, we must
exclude data below φc ≈ 0.05 [14], since the theory is only valid for φ > φc. It is more
illustrative to display the data in terms of the reciprocal G = 1/F = ρ∗v/ρb, which is the
vertical resistivity formation factor. In Figure 2.3 c and d we show the two data sets from
the Antarctic and Arctic. By fixing the exponent t = 2 and the threshold value φc = 0.05
in the above expression for F(φ), a statistical best fit of the data yields a value of F0 ≈ 9,
which lies inside our predicted range, so that
F(φ) ∼ 9 (φ− 0.05)2, φ→ φ+c . (2.4)
We see that the data agree well with the theory, and that they both exhibit divergent
behavior with a vertical asymptote at the percolation threshold. Moreover, in the variables
x = log (φ− 0.05) and y = log F, the line predicted by percolation theory in (2.4) is y =
2x + log F0, with log F0 = 0.95, F0 = 9. Critical path analysis yields the bounds 0.8 ≤
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log F0 ≤ 1.4, and the best fit for the Antarctic data in f is y = 1.99x + 0.93, where 0.93
lies inside these bounds. In logarithmic variables, the error of the regression is 0.38 for
the Arctic data and 0.22 for the Antarctic data (that is, approximately 68% of the Antarctic
data are within 0.22 of the regression line). The increased scatter in the Arctic data is not
surprising given the inverse computation required to obtain the formation factor data.
To model σ∗v (φ) over all porosities, we consider features of the brine phase present over
the full range − some degree of small-scale connectivity, and self-similarity. Hierarchical
models of spheres or other grains surrounded by smaller spheres, and so on, with brine
in the pore spaces [14], were used to model k∗v(φ). The simplest model yields a result of
k∗v(φ) = k0 φ3. Via (2.3) we obtain an Archie’s law result of F(φ) = F0 φ3. A statistical
best fit of our Antarctic data yields a value of F0 ≈ 16, which is in the estimated range. In
Figure 2.4 a, our Antarctic data are shown along with fits derived from both models, and
in b, Arctic permeability data [14] are shown relative to predictions from both models.
2.5 Discussion
Figure 2.5 illustrates how we can derive information about the permeability structure
and relevant transport processes from resistivity soundings of Arctic sea ice with in situ
electrode strings [18]. Thus, the different formation factor regimes shown correspond to
different permeability classes, with the lowermost ice layers permeable enough to allow
for gas and nutrient exchange conducive to biomass build-up and CO2 pumping [19, 28],
based on a critical permeability of 4× 10−11 m2, corresponding to a resistivity formation
factor of 31.3 for rc = 0.1 mm. This permeable base layer increases in vertical extent as the
ice warms and thins due to bottom and surface melt. The ice interior is permeable enough
to allow for meltwater flushing and reduction of ice salinity at surface ablation rates of 10
cm/d or less even prior to the onset of melt [8], corresponding to a resistivity formation
factor of 625. High resistivity formation factors near the top in Figure 2.5 b are in part
explained by such percolation of freshwater below accumulations of surface melt water.
Let us further examine how our results may be used to provide a better understanding
of key processes like melt pond evolution. Incorporating such processes into climate
models is critical to improving projections of climate change. Development and tuning
of improved climate models could be significantly enhanced by ground truth information
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and monitoring of these key processes and the internal state of the sea ice.
For example, there is recent evidence from Arctic sea ice experiments (conducted by
C. Polashenski and K. M. Golden in 2014) that percolation of freshwater from snowmelt
into the upper layers of sea ice, and its subsequent freezing, could be fundamental to the
very formation of melt ponds. This process reduces the permeability − thus increasing
the electrical resisitivity, a process likely to have a recognizable electrical signature, as
evidenced in Figure 2.5. Gauging the impact, for example, of changing Arctic snowfall
on the availability of freshwater for melt pond formation could be made possible with
methods based on our results. Melt pond drainage events, which can have a significant
impact on sea ice albedo, often follow an increase in permeability through its percolation
threshold, which has a strong electrical signature. Specific information on electrical and
fluid transport profiles would enable estimates of drainage rates, duration of events, and
in conjunction with a ponding model (e.g., [6, 7]) provide insight into albedo changes. The
resulting input of fresh water into the upper ocean is also an important process which may
be tracked through in-ice sensors.
In the Antarctic, snow-ice formation is a significant component of sea ice production.
Knowledge of the time evolution of the conductivity−permeability profile in Antarctic sea
ice can help delineate regions and time periods conducive to snow-ice formation, e.g., to
estimate snow-ice production during storm-driven snowfall events. Like melt ponds in
the Arctic, incorporating snow-ice formation into Antarctic sea ice and climate models is
critical to improving projections.
Laboratory and field work [19, 36] have demonstrated the importance of permeability
changes in spring in driving a key seasonal transition associated with disproportionate
increases in gas transfer, nutrient exchange and biological activity in sea ice. In [36] it
was demonstrated how this important transition enhances primary production within the
ice and under the ice through seeding of under-ice waters. Since there is no clear surface
expression of these processes, in situ measurement of electrical conductivity (e.g., through
arrays sampling large volumes [18]) may serve as an important proxy and help track




It has been demonstrated in field experiments conducted in both the Arctic and Antarc-
tic that sea ice exhibits critical behavior in its electrical transport properties at a percolation
threshold. Such behavior provides the electrical signature of a key transition in fluid
transport properties, known as the rule of fives, which determines whether or not fluid
can flow through sea ice. This transition constrains a broad range of processes which
are important in the geophysics and biology of the polar regions. The phenomenon is
explained theoretically using percolation theory, which provides a universal power law
describing the data from both poles, as well as a rigorous link between the fluid and
electrical transport properties of sea ice. Our findings open the door to a new generation
of techniques for in situ analysis and remote monitoring of transport processes, which can
improve projections of the fate of Earth’s ice packs and the response of polar ecosystems.
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Figure 2.1: Examples of methods used to measure the conductivity the ice. (a) A Wenner
electrode array is configured to measure the vertical conductivity of Antarctic sea ice, by
inserting the four probes into an extracted ice core. (b) A current I is injected into the
core through the outer electrodes C1 and C2. The potential difference ∆V resulting from
the current flow is measured by the inner electrodes P1 and P2. The ratio ∆V/I is the
resistance R in ohms. Here the electrode spacing is L = 10 cm and a = 10 cm. (c) A cross-
borehole array is frozen into Arctic sea ice. The DC resistivity profile was tomographically
reconstructed in the volume enclosed by the electrode strings. One of the strings, with 10
cm separation of the plates, is shown in (d).
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Figure 2.2: Comparing the field lines generated by parallel plates and a four probe Wenner
array in sea ice. The field lines for a parallel plate configuration in (a) with those for a four








































p = 1/3 p = 2/3
a           insulating b         conducting
Figure 2.3: Examples of insulating and conducting two dimensional lattices and resistivity
data from both the Arctic and Antarctic. The two dimensional square bond lattice below
its percolation or connectivity threshold pc = 1/2 in (a), and above in (b). We display the
vertical resistivity formation factor data from the Antarctic in (c) and the Arctic in (d), along
with the same prediction from percolation theory in each. Both data and theory exhibit
divergent behavior as φ approaches φc ≈ 0.05 from the right, with a vertical asymptote at
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Figure 2.4: Antarctic conductivity data and Arctic fluid permeability data compared to
percolation theory and the hierarchical model. (a) Antarctic field data on the vertical
formation factor F = σ∗v /σb is compared with the hierarchical model F(φ) = F0φ3. The
prediction of percolation theory is also shown. (B) Comparison of Arctic fluid permeability
data with the hierarchical model, along with percolation theory [14]. In both figures
percolation theory captures the trend of the data in the percolation regime more closely
than Archie’s law.
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Figure 2.5: Cross-borehole tomographic reconstructions of the vertical resistivity forma-
tion factor for Arctic sea ice. We show in (a) the profile before melt pond formation,
and (b) after. The evolution of resistivity structure is consistent with warming of the ice,
thus increasing the fluid permeability and facilitating the infiltration of meltwater into
the upper layer of sea ice from the surface. To connect the electrical properties of sea
ice to its important processes, the range of the resistivity formation factor G is divided
into five regimes: G > 625 (ice impermeable enough to allow ponds to grow for surface
ablation rates 10 cm/d or larger for a critical pore radius of 0.1 mm); 125 < G ≤ 625,
blue (ice impermeable enough to allow ponds to grow for surface ablation rates between
10 and 50 cm/d for a critical pore radius of 0.1 mm); 31.3 < G ≤ 125, green (at formation
factors of 31.3 or larger ice is impermeable from the perspective of CO2 exchange and
build-up of nutrients and biomass in the ice [28], and sufficiently impermeable to drainage
to support surface ponding); 1 < G ≤ 31.3, orange (highly permeable ice that allows for
CO2 pumping and build-up of nutrients and biomass); G ≤ 1, red (assumed to be free
water column). Only the most resistive ice G > 625 is not shown.
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CHAPTER 3
CRITICAL THRESHOLD BEHAVIOR OF FLUID
TRANSPORT IN GRANULAR ANTARCTIC
SEA ICE
In this chapter we explore the differences in the fluid transport properties between
columnar and granular ice. As predicted by the compressed power model, we find that the
percolation threshold for fluid permeability of granular sea ice is 10%, much higher than
that of columnar sea ice. We present the results of measurements made during the Sea
Ice Physics and Ecosystem Experiment II (SIPEX II) in 2012 off the east coast of Antarctica
confirming the result. Chapter 3 is a preprint with authors KennethM. Golden, Christian
S. Sampson, AdamGully, David Lubbers, and Jean-Louis Tison. I would like to dedicate
this chapter to David Lubbers.
3.1 Abstract
The fluid permeability of sea ice governs a broad range of physical and biological
processes in the polar marine environment. For example, in the Arctic, melt pond drainage
is largely controlled by the fluid permeability of the ice. Melt ponds in turn have a sig-
nificant effect on ice albedo, a critical parameter in climate models. Algae in the ice
depend on nutrients from the ocean transported through the porous microstructure of sea
ice when it is permeable. Columnar sea ice is effectively impermeable for brine volume
fractions below about 5%, while above this threshold fluid can flow through the ice. In
the Antarctic, granular ice, with a much different crystallographic structure, makes up
a significant portion of the ice pack. Data gathered during SIPEX II in 2012, as well as
mathematical models, indicate that the percolation threshold for the fluid permeability
of granular sea ice is around 10%. This is significantly higher than for columnar ice.
These findings are significant, as both ecological models involving nutrient transport and
physical process models must take this into account, for example, modeling snow-ice
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formation, an important component of ice production in the Southern Ocean.
3.2 Introduction
The polar sea ice packs are a key component of the global climate system and are sensi-
tive indicators of climate change. They also host extensive algal and bacterial communities
that sustain life in the polar oceans. In addition, they play a major role in regulating gas
exchanges in the polar regions and are an important factor in the Earth’s overall albedo, all
of which are important parameters in global and polar climate models. Fluid flow through
the porous structure of sea ice is an integral component of these important processes
and properties of the ice. It also serves as the mechanism for the nutrient replenishment
necessary to sustain the algal and bacterial communities which live in the ice. The ability of
fluid to flow in the ice depends heavily on its microstructure and exhibits critical behavior
in relation to both its crystallographic structure and brine volume fraction. Previously it
was believed that granular ice was permeable for brine volume fractions above 5%, a value
used in many current sea ice models. While this is the critical threshold for columnar ice,
we find that it is not so for granular ice. Along with a theoretical prediction of the critical
threshold, we present the first measurements of the permeability of Antarctic sea ice and
show that for granular sea ice, which makes up nearly 40% of Antarctic sea ice, the critical
threshold is much higher at 10%. This new result must be considered for any model in
which fluid flow through sea ice is a factor.
Our focus here is on key sea ice processes that must be better understood to improve the
predictions of climate models and the future of the polar icepacks, as well as the microbial
communities that live there. In particular, fluid flow through porous sea ice is a major
controlling component in the evolution of melt ponds which in turn affects the ice pack
albedo [5], brine drainage and the evolution of salinity profiles [4, 34], snow ice formation,
where sea water floods the ice surface and then freezes [22, 27], ocean-ice-atmosphere CO2
exchanges [29], convection-enhanced thermal transport [21, 33], and biomass build-up
fueled by nutrient fluxes [3, 9, 20, 30]. For example, it is believed that ice albedo feedback
has played a significant role in the declines observed in the Arctic [26]. Snow-ice formation,
on the other hand, may have played a part in thickening the Antarctic sea ice pack [22, 27],
and may become more important in the Arctic with increased precipitation and thinning
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ice, making the ice more susceptible to flooding.
The fluid permeability of sea ice plays a key role in understanding such processes, and
in parameterizing them in large-scale models. To date, columnar microstructures have
received disproportionate attention, mostly due to their prevalence in Arctic sea ice and
their importance in undisturbed ice growth [4, 19, 34]. However, granular microstruc-
tures, which lack intragranular inclusions and exhibit a film of brine enveloping individual
grains, are particularly important for processes which are relevant to climate studies. For
example, granular ice is common in surface layers in the Arctic [24, 25], which directly
underlie the melt ponds controlling ice albedo. Examination of the crystalline structure in
sea ice from a recent trans-Arctic survey [25] showed a striking increase in overall granular
ice fraction, of just over 40% compared to previous observations of around 10% [15]. In the
Antarctic it has long been observed that granular ice [6, 22, 16, 35] accounts for up to 40% of
the sea ice pack. Snow-ice in particular, with a granular microstructure itself, accounts for
over a quarter of the ice found in the Southern Ocean, with much higher fraction in some
regions [23]. An accurate accounting of sea ice processes involving fluid flow in climate,
biological, and biogeochemical models thusly relies on knowledge of fluid permeability of
granular ice.
Golden et al. have observed that for brine volume fractions φ below approximately
5%, columnar sea ice is effectively impermeable to fluid flow, yet increasingly permeable
for φ above 5% [11]. For a typical bulk salinity of 5ppt this critical brine volume fraction
φc ≈ 5% corresponds to a critical temperature Tc ≈ −5◦ C, which is known as the rule of
fives. The critical brine volume fraction was explained in terms of the percolation threshold
in a continuum model for compressed powders which has been used to understand the
behavior of stealthy or radar absorbing materials. A comprehensive theory for the vertical
fluid permeability k(φ) of columnar sea ice was developed, and validated experimentally
with laboratory and Arctic field data in [12]. Microscale imaging methods based on X-ray
computed tomography (CT) and pore structure analysis methods were also developed to
provide detailed pictures of the brine microstructure and the evolution of its connectivity
with temperature [12, 28].
During September and October of 2012, we measured the fluid permeability of first
year Antarctic pack ice as participants in the Australian Sea Ice Physics and Ecosystem Ex-
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periment II (SIPEXII) aboard the ice breaker Aurora Australis off the east coast of Antarctica.
Over 100 measurements of the fluid permeability of the ice were made covering a range of
depths, temperatures and ice types. Full crystallographic cores were also taken at each site
in order to correlate ice type to specific permeability measurements. The measurements
corresponding to granular ice were then separated out. We found that the critical threshold
for fluid flow in granular ice was around φc ≈ 10%. For a typical salinity of around 5ppt,
the corresponding critical temperature is around Tc ≈ −2.5◦C [7]. Moreover as predicted
by our percolation theoretic analysis in [12], we find here that the universal lattice critical
exponent of about 2 for columnar ice in the Arctic still accurately describes the take-off of
k(φ) above the threshold φc.
The behavior we find in the percolation threshold for fluid transport in granular ice is
explained by the compressed power model [17, 18]. By measuring the relative dimensions
of the ice grains and the fluid inclusions in photomicrographs of granular sea ice, we obtain
a percolation threshold of around 10% with the possibility of even higher thresholds for
more finely grained microstructures.
In conjunction with our measurements from SIPEX II in 2012 the same critical threshold
can be observed in tracer experiments from SIPEX I (September-October 2007). In the tracer
experiments blocks of sea ice were extracted with a chain saw then turned upside down
and dyes poured into shallow channels cut into sea ice bottom. Thin vertical slices were
then cut from the blocks exposing the fluid fronts and layers of different microstructures
and brine channels. The tracers easily penetrated the highly permeable bottom layer but
stopped at a depth characterized by a brine volume fraction of about 10% shown in Figure
3.1.
3.3 Theory
In previous work [12, 13] we found rigorous upper bounds for k based on an observed
lognormal distribution for the horizontal cross-sectional areas A of the brine inclusions






The cross-sectional radius a(φ) = 7 × 10−5 + (1.6 × 10−4)φ (m) increases according to
measurements of pore sizes with temperature and is given by [2, 24]. The bound is a
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special case of optimal void bounds [31, 32], and takes the form
k(φ) ≤ φ
8pi
〈A(φ)〉 eσ2 . (3.2)
With variance σ2 ≈ 1 and 〈A(φ)〉 = pia2(φ) as above [24], the lognormal pipe bound in
equation (3.2) captures all our field data, as shown in Figure 3.2.
Percolation theory [10, 14, 31] can used to model transport in disordered materials
where the connectedness of one phase, like brine in sea ice, dominates the effective behav-
ior. Consider the square (d = 2) or cubic (d = 3) network of bonds joining nearest neighbor
sites on the integer lattice Zd. The bonds are assigned fluid conductivities κ0 > 0 (open)
or 0 (closed) with probabilities p and 1− p. There is a critical probability pc, 0 < pc < 1,
called the percolation threshold, where an infinite, connected set of open bonds first appears.
In d = 2, pc = 12 , and in d = 3, pc ≈ 0.25. Let κ(p) be the permeability of this random
network in the vertical direction. For p < pc, κ(p) = 0. For p > pc, near the threshold κ(p)
exhibits power law behavior, κ(p) ∼ κ0(p− pc)e as p → p+c , where e is the permeability
critical exponent. For lattices, e is believed to be universal, depending only on d, and is
equal to t, the lattice electrical conductivity exponent [1, 11, 14, 31]. In d = 3, it is believed
[31] that t ≈ 2.0, and there is a rigorous bound [10] that t ≤ 2.
Although e can take non-universal values in the continuum, it was shown [14, 31] that
for lognormally distributed inclusions the behavior is universal, with e ≈ 2. The scaling
factor k0 is estimated using critical path analysis and microstructural observations [12].
Thus
k(φ) ∼ 3 (φ− φc)2 × 10−8 m2, φ→ φ+c , (3.3)
with φc ≈ 0.1 for granular ice.
3.4 Methods
We consider low Reynolds number flow of brine of viscosity η through sea ice. The
volume fractions of brine and ice are φ and 1− φ, respectively. The velocity and pressure
fields in the brine satisfy the Stokes equations for incompressible fluids. Under appropriate
assumptions [31], the homogenized velocity v(x) and pressure p(x) satisfy Darcy’s law and
the incompressibility condition for the velocity,
v = − 1
η
k ∇p, ∇ · v = 0, (3.4)
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where k is the permeability tensor, with vertical permeability kzz = k in units of m2.
The in situ permeability data were collected using a hydrological bail test [8], where
partial cylindrical holes were drilled vertically into the sea ice, and the cores removed.
Once the cores are removed, a tight fitting plastic pipe wrapped in foam (a packer) is
inserted into the partial hole to block any horizontal inflow from the exposed edges. Pres-
sure transducers were then placed at the bottom of the hole to measure the height h(t) of
the rising water column in meters as a function of time t in seconds. The bottom 2 cm of
each partial core was used for a temperature and salinity measurement giving the brine
volume fraction at the interface. The permeability of the ice underneath the borehole can
be accurately estimated using the equation
h(t) = h(t0)e−kexpt(gρ/ηL), (3.5)
with measured permeability kexp (m2), ice thickness beneath the borehole L (m), density
ρ (kg m−3), gravitational constant g (m s−2), and initial time t0. The vertical component
of the permeability k can then be found using the calculations in [8] which are based on
simulations of the pressure field in the ice and verified by measurement.
In order to correlate the permeability measurement with the ice type a full crystal-
lographic core was taken at each measurement site. This core was immediately taken
on board the Aurora Australis and a standard crystallographic analysis done in a −20◦ c
freezer using thin sections and cross polarizing film. We then matched the depths of our
permeability measurements to the corresponding depths of the crystallographic core for
the site to determine the ice type. For each site permeability measurements were kept to
with in 3 meters of the crystallographic core to ensure close correspondence. The data were
then separated out by crystal type.
The elementary analysis of the compressed powder model [17] we used to explain the
rule of fives [11] shows that granular microstructures should display higher thresholds
than columnar ice.
An image of the polycrystalline microstructure of Antarctic columnar ice under cross-
polarization is shown in Figure 3.3 (A), and an image of granular ice is shown in (B). These
samples were taken in the Bellingshausen Sea in October 2007 during the Sea Ice Mass
Balance in the Antarctic (SIMBA) experiment.
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In order to estimate the percolation threshold φc for fluid transport in Antarctic granu-
lar ice, we use a compressed powder model [11, 17]. In this model, large polymer spheres
of radius Rp are mixed with much smaller metal spheres of radius Rm, and then the mixture
is compressed. The main parameter controlling the threshold is the ratio ξ = Rp/Rm. An
approximate formula for the critical volume fraction for percolation of the small metal
spheres is given by φc = (1 + ξθ/(4Xc))−1, where θ is a reciprocal planar packing factor,
and Xc is a critical surface area fraction of the larger particles which must be covered for
percolation by the smaller particles [17]. Values based on microstructural analysis giving
good agreement with experiments are Xc = 0.42 and θ = 1.27. This mixture geometry is
roughly similar to the ice-brine microstructure of sea ice, where the ice grains have radius
Ri and the brine inclusions have radius Rb (or half the thickness of a brine film enveloping
an ice grain), with ξ = Ri/Rb in this case. We have estimated a range of ξ values from
photomicrographs of granular microstructures, and obtained a representative value of
around ξ ≈ 12, leading to a threshold value of around φc ≈ 10%, as illustrated in Figure
3.3 (C). We remark that fine-grained columnar ice which displays geometric similarity to
classic granular ice can also exhibit these higher percolation threshold values, and that
even finer grained frazil microstructures will likely have even higher thresholds.
3.5 Results and Implications
Using the full crystallographic cores taken at each site, all with in 2-3 meters of each
permeability measurement, we can match the vertical permeability measurement to ice
type based on depth. In Figure 3.4 (A) we display the granular permeability data along
with the curve in equation (3.3). In Figure 3.4 (B) we show in logarithmic variables the per-
colation theory prediction along with a statistical best fit and the percolation theory curve
showing close agreement. There is a clear take off in permeability values for brine volume
fractions above 10% while below the threshold the ice is effectively impermeable. When
plotting the data in logarithmic variables it is clear that for brine volume fractions above
10% percolation theory captures the data. In fact, a statical best fit of the data produces a
curve y = 1.97x + 17.5 while percolation theory predicts a curve of y = 2x + 17.5.
In Figure 3.1 the results of our tracer experiments are shown, where we poured fluid
tracers into inverted sea ice blocks. In each case the fluid descended through a layer of
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highly permeable sea ice, and stopped when it reached colder, impermeable granular ice
(or fine-grained columnar ice) of brine volume fraction around 10%. These experiments
vividly demonstrate that the critical threshold for fluid transport in Antarctic sea ice can
be much higher than the 5% brine volume fraction of classic columnar sea ice.
This work demonstrates the applicability of percolation theory to fluid flow through
sea ice for ice types beyond just columnar ice and shows that consideration of the mi-
crostructure of the ice is important when modeling any process in which fluid flow through
the ice is relevant. Many processes such as nutrient replenishment, gas exchange and melt
pond evolution depend heavily on fluid flow through the ice and are important factors in
understanding the global climate system. In order to facilitate accuracy in models for both
small-scale processes and large-scale climate models the higher than 5% threshold must
be considered. This is particularly true in the Antarctic where up to 40% of the ice pack is




Figure 3.1: Penetration of tracers into inverted blocks of sea ice. The fluid penetrated
about 5 cm into the ice in (a), about 10 cm in (b), and about 9 cm in (c) and (d). In each
case the descending fluid passed through an initial layer a few centimeters deep of highly
permeable ice of average brine volume fraction in the range 18.5% - 21.5%, until reaching
relatively impermeable ice with brine volume fraction of about 10%, where it stopped
flowing. In (a), the temperature and brine volume decreased more rapidly, and the tracer
stopped after 5 cm. In (b) and (c) the 10% brine volume threshold was located about 10
cm down, and in (d) a tracer plume was also able to descend deeper through a large brine
channel.
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Figure 3.2: A comparison of in situ data on the vertical fluid permeability k (m2) of
Antarctic sea ice with a rigorous upper bound.
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Figure 3.3: Examples of the different crystallographic structures of columnar and granular
ice and their different permeability thresholds. Microstructures of columnar ice in (a) and
granular ice in (b). In (c) we display the percolation threshold in the compressed powder
model as a function of the ratio of the particle radii.
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Figure 3.4: Comparison of in situ permeability data on k (m2) for Antarctic sea ice with
percolation theory. The data are displayed on a linear scale in (a) and on a logarithmic
scale in (b), where a statistical best fit (dotted line) of the data is shown along with the
prediction of percolation theory with φc ≈ 0.1.
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CHAPTER 4
VARIABILITY IN THE VERTICAL
CONDUCTIVITY OF GRANULAR
SEA ICE
In this chapter we explore the local variability in the vertical continuity of Antarctic
granular sea ice as compared to columnar sea ice. We find that the vertical conductivity
of columnar changes much more continuously for brine volume fractions above 5% than
granular ice. We propose this difference as a possible way to electrically determine ice
type in remote sensing applications. We further discuss the reasons for the differences.
The data presented were taken during SIPEX II in 2012 off of the east coast of Antarctica.
Chapter 4 is a preprint with authors Christian S. Sampson, Kenneth M. Golden, and
David Lubbers.
4.1 Abstract
The crystallographic structure of sea ice influences many of the key physical processes
in the polar regions which play a major role in the Earth’s climate system. There has been
recent interest in using electrical methods to remotely monitor temporal variations in the
ice pack to aid in improving models of these key processes. Important to these models
is the crystallographic structure of the ice which is difficult to determine electrically. In
September-October 2012, in conjunction with crystallographic analyses, we made direct
measurements of the vertical component of the bulk conductivity of first year Antarctic sea
ice as participants in the Sea Ice Physics and Ecosystem Experiment II (SIPEX II). We found
higher levels of local variability in the vertical DC conductivity of granular sea ice than
that of columnar sea ice. This variability is related to the differences in the way vertical
connections grow in the two ice types. This work suggests that the vertical component
of conductivity may be used as an aid in electrically determining the crystallographic
structure of sea ice.
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4.2 Introduction
The polar sea ice packs play a critical role in regulating the Earth’s climate system and
serve as sensitive indicators of climate change. In particular they play a major role in
regulating gas exchange in the polar regions and are an important factor in determining
the Earth’s overall albedo. These important large scale processes depend on small scale
processes with in the ice. For example, fluid flow through the porous sea ice is a major
controlling component in the evolution of melt ponds, which, in turn, affects the ice pack
albedo [9]. It also plays a role in brine drainage and the evolution of salinity profiles
[8, 37], snow ice formation, where sea water floods the ice surface and then freezes [23],
ocean ice-atmosphere CO2 exchanges [29], convection enhanced thermal transport [21, 36],
and biomass build up fueled by nutrient fluxes [6, 10, 20, 32]. Important properties such
as fluid flow exhibit critical behavior which depends on the crystallographic structure of
the ice. For example in columnar ice it has been shown that the ice is effectively im-
permeable below brine volume fractions of 5% [13] while granular ice is impermeable
for brine volume fractions below about 10%, which is discussed in Chapter 3. When
using small scale models to understand these processes the importance of knowing the
crystallographic structure becomes paramount. Recently investigations into using DC
resistivity to remotely monitor the growth and evolution of sea ice throughout a season
have shown promising results [16, 19, 28]. However, most of the studies focus on columnar
ice and fail to resolve ice type, with the exception of the detection of increased horizontal
conductivity at the skeletal/platelet layer at the bottom of fast ice [18]. While columnar
ice is the most prevalent ice type in the Arctic, although the upper 10 cm of Arctic ice is
typically granular, the situation in the Antarctic is drastically different. Nearly 40% of the
Antarctic ice pack is made up of granular ice, of which nearly a quarter is fine grained
granular snow ice [7, 17, 23, 38], with even higher fractions is some regions [24]. Given the
importance of ice type in relation to many important physical processes in the ice, it is thus
important to include a method to detect ice type in any remote sensing scheme.
We view sea ice as a two phase polycrystalline composite material made up of ice and
brine, with the brine phase conducting and the ice phase insulating. In this way, the
conductivity of the ice depends on the connectivity the brine phase throughout the ice
column and exhibits critical behavior similar to fluid flow at the 5% threshold as discussed
45
in Chapter 2. In studies of polycrystalline composites the crystal orientation plays a major
role in the properties of the given material such as electrical permittivity and conductivity
[5, 14, 25]. Columnar sea ice crystals are typically oriented together with a horizontal c-axis
while granular sea ice crystals are randomly oriented [2, 8, 27]. The crystal morphology
has an impact on the way in which vertical connections in the pore space of sea ice form
and connect. This leads to a higher variability of the electrical properties in the vertical
direction for granular sea ice on small local scales. It is this variability that can be exploited
to electrically detect ice type.
During September through November of 2012, we made measurements of the vertical
conductivity of first year columnar and granular sea ice off the east coast of Antarctica as
participants in the Australian Sea Ice Physics and Ecosystem Experiment (SIPEXII) aboard
the ice breaker Aurora Australis. In this paper we compare those data to some established
results as well as present an analysis of local scale variability of the electrical properties of
granular ice which differ from that of first year columnar ice.
4.3 Methods and Measurement
In order to directly measure the vertical conductivity of the ice we employed a Wen-
ner electrode array along 10 cm sections of our ice cores, as illustrated in Fig 4.1. This
method is similar to that outlined in Chapter 2. To make the measurement we used a
AEMC DC resistivity meter. To facilitate the measurement, full length ice cores were
extracted and holes were first drilled into the cores at 10 cm intervals and temperature
probes inserted along the core. Next, slightly larger diameter holes were drilled into the
previous temperature probe holes with tight fitting nails inserted and used as electrodes
for the Wenner array. The nails were slightly larger then the holes to ensure a good
electrical connection with the ice. With a 10 cm spacing between electrodes, current was
injected by the outer probes and the potential difference measured at the inner two. This
gave the resistance for the 10 cm section of the ice between the innermost probes. The
cores were then bagged and rushed into a −22C◦ crystallography lab on board the Aurora
for later analysis. In the lab the cores were cut into 10 cm sections at the measurement
holes. Vertical thin sections were then cut from the center of those sections and placed
between two cross-polarizing films showing the crystal structures of the corresponding to
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the resistance measurements. The outer halves of the sections were bagged and melted for
bulk salinity measurements. The crystallography lab was cold enough to completely freeze
the cores to minimize brine leakage. The temperature(T)C◦ and bulk salinity (S)PSU
can then be used to calculate the brine volume fraction φ corresponding to the resistance









The vertical conductivity of a 10 cm section can be found using the measured resistance
R. The vertical resistivity ρv and corresponding conductivity σv are obtained via ρv =
AR/L , σv = 1/ρv where A is the cross sectional area and L the length.
4.4 Theory
Here we review some theory on the growth of granular and columnar sea ice as well
as percolation theory and Archie’s law, which can be used to model the conductivity of
porous materials as a function of brine volume fraction.
4.4.1 Conductivity in Columnar and Granular Ice
As sea water begins to freeze the first ice crystals to form create a slush referred to
as frazil ice. As this slush freezes granular ice forms which has crystals with random
c-axis orientations that trap brine in between them. As further growth progresses, crystals
which have their c-axes aligned in the horizontal plane grow downward leading to the
formation of vertical columns of ice, dubbed columnar ice. An example of this ice can be
seen in Figure 4.1a. In this type of ice, brine inclusions form between the subgrains of the
ice aligned with the growth directions of the crystals [8]. At low temperatures the brine
inclusions are smaller and isolated from each other. As the sea ice warms they begin to
connect up forming long vertical pathways within the ice [8, 13]. This vertical alignment
leads to anisotropy in the conductivities of the ice as current flows preferentially along the
elongated brine inclusions yielding an increased vertical conductivity. In addition, sea ice
is typically transversely isotropic [28, 30] yielding the same conductivities in all horizontal
directions. The electrical anisotropy in transversely isotropic materials like sea ice can be
quantified using the factor of anisotropy defined as f =
√
σh/σv [22, 28]. One can quantify
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the level of crystallographic anisotropy using the crystal anisotropy factor. This is defined
as A = ΣCv/ΣCh, where Cv and Ch are the size of the vertical and horizontal projections
of each individual c-axis measurement from a thin section. For both parameters a value
of 1 indicates isotropy while A = 0 indicates that all c -axes lie in the horizontal plane.
Examples of values of A are A = 0.23 and 0.14 for columnar ice and A = 0.67 for platelet
ice [18]. Typical values of f range from 0.2 to 0.7 with the higher values possibly indicating
granular ice [28, 30].
In contrast to columnar ice, granular frazil and granular snow ice are comprised of crys-
tals with isotropically distributed c-axes which trap the conductive brine between them.
Given its structure one might expect granular ice to have an isotropic bulk conductivity.
However this is not the case. The conductivity in the vertical direction remains larger and
does not differ much from that of columnar ice. This may suggest that anisotropic sec-
ondary pores (such as brine tubes and channels which form as the ice warms and gravity
pulls the brine down) control the resistivity structure rather then the isotropic primary
pore space [19]. This is consistent with our findings as well as we see no clear difference
in the over all vertical conductivities of our granular and columnar measurements as a
whole. However, the horizontal conductivity of granular ice is typically higher. This has
been observed in [18] using cross-borehole tomography to measure the horizontal and
vertical conductivities of first year Antarctic sea ice. They found increased horizontal
conductivities near the upper granular layer of the ice as well as near the bottom platelet
layers. This was attributed to a larger number of horizontal connections that result from
the more random crystal structure of the ice [18]. They were also able to show that as
crystallographic anisotropy A increased, the factor of electrical anisotropy f increased as
well. This implies that as the crystal structure of the ice becomes more isotropic, the bulk
conductivity does too.
4.4.2 Thermal Evolution of Columnar and Granular Ice
Given the electrical anisotropy of sea ice, and the apparent control of its resistivity
structure by the connectivity of the brine inclusions, it is important to understand how
these structures evolve with increases in temperature and porosity. In particular, we are
interested in the how vertical connectivity of the pore space changes as it is the controlling
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factor in the vertical conductivity of sea ice.
The evolution of connectivity in columnar ice has received more attention than that of
granular ice [8, 13]. However, it is clear in these studies that as the temperature of columnar
sea ice increases, and thus porosity, the pore space connections that form are oriented
primarily in the vertical direction and reside between the vertically aligned columnar
ice crystals. It is only at high brine volume fractions that more complicated geometry
is observed. In an NMR study [3] of the thermal evolution of pore space connectivity
of samples of winter columnar and granular sea ice taken near Barrow Alaska, it was
observed that the connections which formed in the granular samples, as temperature was
increased, had a more complex morphology with a combination of horizontal and verti-
cal connections. Those of the columnar sea ice were primarily vertical and constrained
within the lamaller plane of the columnar ice crystals. This difference in the evolution of
connectivity has implications for the behavior of the vertical conductivity of a localized
region of granular or columnar sea ice. We see evidence of this in our thin sections as
well, illustrated in Figure 4.2. The two granular sections in the figure are from core 99 and
have brine volume fractions of φ = 0.834 and φ = 0.836 but differ with vertical formation
factors, defined as the ratio of the conductivity of the ice to that the brine, of Fv = 0.02 and
Fv = 0.011, respectively. The higher vertical conductivity corresponds to the sample with
the elongated vertical connection. In [13] it was observed that the fractional connectivity,
defined as the proportion of inclusions at the upper surface which are also connected to
the lower surface, for a cylindrical sample of lab grown columnar sea ice increased linearly
with increasing porosity for brine volume fractions above φc = 5%. While no similar
data for granular ice were found, we would expect different behavior. Due to the random
distribution of the c-axes of the ice crystals in granular ice, there is less to constrain the
direction of the pore space expansion with an increase temperature. This would imply a
variety of levels of vertical connectivity for a given brine volume fraction in granular ice
and thus a wider variation in values of vertical conductivity.
4.4.3 Percolation Theory and Critical Behavior
Percolation theory for both lattice and continuum models applies to materials where
the connectedness of one phase dominates the effective behavior of the material as a whole.
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In sea ice it is the connectedness of the brine phase which dominates the effective electrical
properties of the ice as a whole.
Consider the infinite square (d = 2) or cubic (d = 3) network of bonds joining nearest
neighbor sites on the integer lattice Zd. The bonds are assigned conductivities of σ0 > 0
(open) or 0 (closed) with probabilities p and 1− p, respectively. There is a critical proba-
bility pc called the percolation threshold where an infinite, connected set of open bonds first
appears. In d = 2 pc = 1/2 and in d = 3 pc ≈ 1/4. Let σ(p) be the conductivity of this
random network of bonds in the vertical direction. For p < pc, σ(p) = 0. For p > pc, near
the threshold σ(p) exhibits power law behavior,
σ(p) ∼ σ0(p− pc)t as p→ p+c , (4.2)
where t is the conductivity critical exponent. In d = 3 , it is believed that t ≈ 2 [34, 35] and
there is a rigorous bound [11] that t ≤ 2.
In Chapter 2 it was shown that the vertical conductivity of columnar sea ice exhibits
critical behavior at a critical brine volume fraction φc ≈ 5%. This corresponds to the
volume fraction in the rule of fives [12] where the brine channels first begin to connect
on large scales. Below this percolation threshold the vertical conductivity, while not zero,
shows slow growth while after this threshold, when the brine phase begins to connect on
a large scale, the conductivity increases very rapidly and can be modeled with percolation
theory according to the equation
Fv(φ) = F0(φ− 0.05)2 = 9(φ− 0.05)2, (4.3)
where Fv(φ) = σvσb is the vertical formation factor defined as the ratio of the vertical con-
ductivity σv and the conductivity of the brine σb. The conductivity of the brine can be
calculated from the temperature T via [31]
σb = −T exp(0.5193+ .08755T) Ω−1m−1, T ≥ −22.9◦C. (4.4)
The scaling factor F0 is estimated in Chapter 2 and falls in a range of 6 ≤ F0 ≤ 24 for
columnar ice via critical path analysis. The factor F0 = 9 comes from a statistical best fit of
vertical conductivity data from the SIPEX I cruse in 2007.
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4.4.4 Archie’s Law
Archie’s law [1] is an empirical equation relating the bulk conductivity σ∗ of a porous
medium to its porosity and the conductivity σf of the fluid occupying the pore space,
σ∗ = aσfφm. (4.5)
In this relation φ is the relative volume fraction of the fluid volume, or porosity, and a is a
scaling factor often taken to be 1, which yields the correct limiting behavior as φ→ 1. The
exponent m depends on the geometry of the solid phase of the porous medium, such as
the shape of the grains in porous rock or sand.
While percolation theory describes conductivities well for φ > 5%, Archie’s Law is
useful as it can describe the conductivity for systems with connectivity all the way down
to φ = 0. For our purpose we take σ∗ = σv, σw = σb and φ to be the brine volume fraction





where σb depends on temperature via equation 4.4. Arcie’s law has been employed to
model the conductivity of ice successfully by many others [4, 19, 28, 33]. These previous
results find a relatively wide range of exponents m = 1.5− 2.88 for the conductivity of the
ice and were measured indirectly. In [28] it was found that m = 1.75 was appropriate for
the vertical component of the conductivity σv. When analyzing our data set as a whole we
find good agreement with the exponent m = 1.75 using statistical best fits and enforcing
a condition of a = 1. However when a is allowed to be determined by the data we obtain
Fv = .36φ1.38; the values for a and m remain close for both the granular and columnar sets
when analyzed separately.
One of the underlying assumptions in Archie’s Law is that porosity and connectivity
vary continuously together. If we wish to apply Archie’s Law to the vertical conductivity
of sea ice, we must assume that small changes in porosity will give rise to small changes
in vertical connectivity. This is certainly true in columnar ice, for φ > 0.05, due to the
preferential alignment of the crystals and linear growth of fractional connectivity men-
tioned above. However, in granular ice, in particular fine grained granular ice, where the
crystal c-axes are isotropically distributed, small changes in porosity may lead to increases
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in horizontal connectivity rather then simply vertical connectivity. Depending on how
the crystals are distributed one would expect a larger variation in the vertical formation
factor of granular ice at a given brine volume fraction. Indeed, when considering the
vertical fluid permeability of granular ice in Chapter 3, we see that the ice is effectively
impermeable for brine volume fraction below φc ≈ 10%. In contrast, in [13] it is shown that
columnar ice becomes vertically permeable at a lower critical volume fraction of φc ≈ 5%.
This illustrates that vertical connections grow more slowly in granular ice than columnar
as brine volume increases. That is to say, there is only a large enough number of vertical
connections for fluid flow at highly connected states. For these reasons, we expect that
granular ice will show more variation in Fv with brine volume fraction on the local scale
than columnar ice. We also expect to see less of a power law behavior at the local scale.
4.5 Comparison to Established Results
In this section we will simply compare our data to established results. In relation to
Archie’s Law for the vertical formation factor Fv = φm, we performed statistical best fits
on our data sets separated by ice type as well as the combined data set. We performed fits
forcing the scaling parameter a = 1 and obtained m = 1.76 for our granular ice and m =
1.71 for columnar ice. When combining the data sets we obtain m = 1.75. These results are
in close agreement with the value of m = 1.75 measured for the vertical conductivity and
assumed by others [15, 26, 28].
When considering percolation theory, it is useful to instead look at the vertical resistiv-
ity factor, Rv = 1/Fv. With our formula in equation (4.3) we obtain
Rv =
1
F0(φ− 0.05)2 . (4.7)
As a result, we would expect to see divergent behavior at φ ≈ 0.05, and indeed we do for
both crystal structures as illustrated in Figure 4.3. Both ice types appear to have the same
critical threshold for vertical DC conductivity at φ ≈ 0.05, which does not allow us to use
the critical behavior to determine the ice type. It should be noted that we see a slower
rate of divergence at the critical threshold of φ ≈ 0.05 in our data from SIPEX II than that
compared to SIPEX I. While the reason for this is not clear, the columnar ice during SIPEX I
was young, thin (30-60cm), and much less disturbed from its initial formation. In contrast,
the columnar ice measured during SIPEX II came from much thicker (1.2-2.5m), relatively
52
older ice, often a part of rafted ice. As a result small deformations in the columnar structure
may lead to average electrical behavior more like that of granular ice as vertical connections
between ice crystals would not be as disjoint as in undeformed columnar sea ice.
4.5.1 Local Variability
As discussed above, we expect to see larger variability in the vertical formation factor Fv
on local scales in granular ice than in columnar ice. In fact this is what see when comparing
Fv vs φ on a core by core basis. Examples of these data are summarized in Figure 4.4.
For samples of columnar ice it is apparent that Fv varies continuously with φ with the
exception of 1 data point in cores 50 and 51, which incidentally occurs at the cusp of the
typical c-curve of salinity vs depth. For the samples of granular ice, no clear relationship is
immediately apparent. In core 98, for example, there are 5 data points with φ ≈ 8% which
take on different values of Fv, between Fv = 0.01 and Fv = 0.024, more than doubling the
conductivity. This is presumed to be a result of differences in vertical connectivity at the
same brine volume fraction in granular ice.
In order to quantify the variabilities we assume a power law behavior in accordance
with Archie’s Law (equation 4.6) and perform linear best fits of the linearized log-log
data. In the first set of fits we do not assume a = 1 as a way to test for local linear
dependence. The results are summarized in Table 4.1. When comparing the R2 statistics for
the columnar vs granular samples, we see higher values for columnar ice than for granular
ice, indicating a higher likelihood of linear correlation. In the columnar samples R2 ranges
from R2 = 0.43 to R2 = 0.92 while the range for the granular samples is R2 = 0.014 to
R2 = 0.28 with only 3 of the 7 above R2 = 0.05. Core 54 was a mix of mostly columnar and
some large grain granular ice and also shows strong correlation with an R2 value of 0.74.
We would expect columnar ice to be the controlling factor in a mixed sample as it should
be the vertical connections which dominate the behavior of Fv.
When comparing the P-values for slope of columnar vs granular ice, we see much
lower P-values for columnar ice than for granular ice. In this case a low P-value implies
a rejection of the null hypothesis of no correlation, while a high P-value implies a lack of
linear correlation. Typically, a P-value above P = 0.5 is considered grounds to accept the
null hypothesis of no correlation. In the columnar samples all of the P-values fall below
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this threshold with values ranging from P = 0.008 to P = 0.15 for the slopes while in
the granular ice 4 of the 7 cores have P-values above 0.7, with the other 3 ranging from
P = 0.21 to P = 0.35. When comparing the standard errors of the slope for the two data
sets, we find that the columnar samples vary less from the model than granular samples
with standard errors varying from S = 0.30 to S = 0.88. The range for granular samples
is S = .87 to S = 2.12. All of these statistics point to a higher variation in the vertical
conductivity of granular sea ice in a local region.
Assuming Archie’s Law with m = 1.75 and a = 1 is a good model for the vertical
conductivity, we would expect to obtain a linear fit with a slope close to the exponent 1.75
and intercept close to zero. For our columnar ice samples we obtain Archie exponents
ranging from m = 1.56 to m = 1.90 and y intercepts ranging from b = −0.24 to b = 0.25
corresponding to range of scaling factors of a = 0.60 to a = 1.80. In the granular ice
samples we see drastically different results with exponents ranging from m = 0.43 to m =
2.99 with 5 of the 7 all less than 1. The y intercepts range from b = −2.60 to b = 1.57 with
6 of the 7 having magnitude larger than 1. This corresponds to a range of scaling factors
of a = 0.003 to a = 37.2. However, as shown in Figure 4.3 we find that for the data set
as a whole, both columnar and granular ice are well represented by the model Fv = φ1.75
for φ > 0.05 . It is thus useful to repeat our analysis of the log-log linearized data forcing
the scaling factor to be a = 1. The results are summarized in Table 4.2. When we do this,
we see excellent agreement with the model for both ice types suggesting that, on average,
Archie’s Law is indeed applicable.
4.6 Conclusion
In all, over 81 direct measurements of the DC vertical conductivity of Antarctic sea ice
were made and matched to their crystallographic structure. The measurements compare
well to a number of established results [18, 19, 28] . While no detectable difference in
the vertical conductivity was found between the ice types on average, a higher degree of
local variability of the vertical formation factor Fv was found in granular ice. This is most
likely related to the effect the crystallographic structure has on the way in which vertical
connections form in the pore spaces of the two ice types. This implies that measurements
of Fv could be used to distinguish between ice types. This is paramount when considering
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the remote monitoring of sea ice throughout a season. The vertical fluid permeability in
particular is sensitive to crystallographic structure and exhibits different critical behavior
depending on the ice type. Columnar ice is effectively impermeable for brine volume
fractions below φc ≈ 5% [13] while for granular ice there is a critical threshold of closer to
φc ≈ 10%. This has severe implications for the biological and physical processes in the ice
and thus any models used to understand them. This makes a determination of the crystal
structure extremely important. This work demonstrates that that the vertical component
of the bulk conductivity could be used to aid in the determination of crystallographic







Figure 4.1: Images of columnar and granular crystallographic samples corresponding to
the 10 cm measured sections and a diagram of our measurement method. In (a) we show
columnar ice and in (b) we show granular. Resistivity measurements were made between
the holes in the thin sections. In (c) we show a schematic of the Wenner array setup used
to measure the vertical component of the ice core. The measurement corresponds to the
length L between P1 and P2.
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a b
Figure 4.2: A comparison of the morphologies of columnar and granular sea ice. (a) 10 cm
section of granular ice from Core 99. Arrows 1 and 2 indicate pore spaces with complex
morphology while arrow 3 shows a vertical connection which acts as the primary control
of the resistivity structure. A 10 cm section of granular ice (b) from core 99 with a similar
brine volume fraction to the section shown in A, but with little to no vertical connectivity.
A 10 cm section of columnar ice (c) from Core 44 showing the vertical alignment of the
pore spaces between columnar crystals.
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Figure 4.3: Here we display all of our granular and columnar data in comparison with
predictions of the vertical resistivity factor Rv coming from Archie’s law with m = 1.75
(solid curve) and Percolation Theory (dashed curve). Diamonds represent granular ice,
circles columnar ice from SIPEX II and squares columnar ice from SIPEX I in 2007. We note





Figure 4.4: Several examples of the differences in the behavior of the conductivity of sea ice
as a function of brine volume fraction between columnar and granular sea ice. In (a),(b),
and (c) we show three plots from Cores 44, 50, 51 of Fv vs φ for columnar ice displaying
continuous behavior. In (d),(e), and (f) we show three plots of Cores 77, 79, 99 displaying
high variability for similar brine volume fractions
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Table 4.1: Here we present the results of the linear regression analysis where the scaling
factor a in Archie’s Law was allowed to be chosen by the data. We see strong linear
correlation and less variability in columnar ice than in granular ice.
Core Ice Type R2 Slope Std. Error P-value Intercept Std. Error P-Value
44 Col 0.92 1.90 0.3 0.008 0.25 0.37 0.54
50 Col 0.44 1.56 0.88 0.14 -0.21 0.98 0.83
51 Col 0.43 1.38 0.8 0.15 -0.24 0.99 0.82
54 Mix 0.74 2.41 0.58 0.006 0.65 0.72 0.39
69 Gra 0.02 0.43 1.42 0.71 -1.65 1.12 0.28
75 Gra 0.05 -0.36 0.96 0.78 -2.60 1.26 0.18
77 Gra 0.28 2.99 2.12 0.21 1.57 2.60 0.57
79 Gra 0.018 0.55 1.81 0.77 1.40 2.30 0.50
98 Gra 0.014 0.07 0.97 0.95 -1.90 1.19 0.20
99 Gra 0.22 01.20 1.28 0.35 -0.44 1.28 0.70
108 Gra 0.17 0.96 0.87 0.31 -1.02 1.10 0.39
Table 4.2: Here we present the results of the linear regression analysis with the scaling
factor a = 1 for Archie’s law. In this case we see strong correlation in both columnar and
granular data.
Core Ice Type R2 Slope Std. Error P-value
44 Col 0.999 1.73 0.02 9× 10−8
50 Col 0.995 1.75 0.07 2× 10−6
51 Col 0.990 1.57 0.06 1× 10−6
54 Col 0.990 1.88 0.02 4× 10−11
69 Gra 0.990 1.75 0.06 2× 10−8
75 Gra 0.997 1.69 0.05 6× 10−5
79 Gra 0.993 1.69 0.06 8× 10−8
98 Gra 0.995 1.65 0.06 8× 10−6
99 Gra 0.994 1.68 0.05 6× 10−7
108 Gra 0.996 1.76 0.06 6× 10−9
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CHAPTER 5
A NETWORKMODEL FOR ELECTRICAL
TRANSPORT IN SEA ICE
In this chapter we explore a network model for electrical transport in sea ice based
on statistical measurements of the brine microstructure. Particularly we consider a log-
normal distribution describing the temperature dependence of the inclusion sizes, and
connectivity information obtained from X-ray CT data. The numerical model agrees well
with field data taken on SIPEX I in 2007 and could be use to aid in thickness measurements
derived from electromagnetic measurements. Chapter 5 is a reprint originally published
in Physica B., 405 (2010) 3033-3036 with authors Jingyi Zhu, Kenneth M. Golden, Adam
Gully, and Christian S. Sampson. It is reproduced here with permission of the publisher.
A network model for electrical transport in sea ice
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a b s t r a c t
Monitoring the thickness of sea ice is an important tool in assessing the impact of global warming on
Earth’s polar regions, and most methods of measuring ice thickness depend on detailed knowledge of its
electrical properties. We develop a network model for the electrical conductivity of sea ice, which
incorporates statistical measurements of the brine microstructure. The numerical simulations are in
close agreement with direct measurements we made in Antarctica on the vertical conductivity of ﬁrst
year sea ice.
& 2010 Elsevier B.V. All rights reserved.
1. Introduction
Sea ice is a critical component of Earth’s climate system as well
as a sensitive indicator of climate change. Determining the
thickness distribution of the polar sea ice packs is a central
problem in monitoring the impact of global warming. However,
there is signiﬁcant uncertainty in our knowledge of the ice
thickness distribution and how it is changing. Not only does this
uncertainty affect assessments of how the changing climate is
impacting the polar regions, but it also affects predictions of
global climate models, where accurate knowledge of sea ice initial
conditions is essential for long term simulations.
Most methods of measuring sea ice thickness, and interpreta-
tion of the data obtained, depend on detailed knowledge of the
electrical properties of the ice. Since sea ice is a composite of pure
ice with brine inclusions [21,3], whose volume fraction and
geometry depend strongly on temperature, understanding its
electrical properties is a challenging problem in the theory of
inhomogeneous materials. While the electrical conductivity of
pure ice is negligible for most purposes, the electrical conductivity
of brine can be substantial. Here we develop a network model for
the electrical conductivity of sea ice, and compare the results with
direct measurements of the vertical conductivity of ﬁrst year sea
ice we made during the 2007 Sea Ice Physics and Ecosystem
eXperiment (SIPEX) expedition off the coast of East Antarctica,
from the Australian icebreaker Aurora Australis [9].
Early DC resistivity measurements on sea ice were aimed at
determining ice thickness [5,19,20]. Initially all these studies
employed surface soundings using 4 electrodes in either the
Wenner or Schlumberger conﬁgurations, although Thyssen et al.
[19] later used vertically arranged electrodes in the side of an ice
pit. Later measurements in the Antarctic were also reported [2].
The anisotropic nature of the resistivity of sea ice, due to the
preferential vertical alignment and connectivity of brine pores,
leads to such measurements signiﬁcantly underestimating the ice
thickness.
More promising determinations of sea ice thickness have been
achieved using low frequency electromagnetic (EM) techniques
[14,11,13,22,17]. The technique relies on a time varying primary
magnetic ﬁeld (generated by a transmitter coil) inducing eddy
currents in the seawater beneath the comparatively resistive ice.
The secondary magnetic ﬁeld produced is sensed by a receiver
coil, determining an apparent conductivity which results essen-
tially from an integration over the vertical distance between the
instrument and induced currents. The thickness is found using
empirical relationships [12], with good results for smooth ice and
underestimates near ridges [12]. The technique is adaptable to
continuous measurements being made either from a helicopter or
ship [11].
Previous measurements of the conductivity of sea ice relied
almost exclusively on indirect methods which mix the horizontal
and vertical components. Moreover, these indirect means make it
difﬁcult to accurately recover the dependence of the conductivity
on the properties of the brine microstructure, namely, its brine
volume fraction f, which depends on the temperature T and
salinity S of the ice [4,21,3]. During the 2007 Australian SIPEX
expedition, Golden and Gully extracted cylindrical cores of sea ice
and made vertical conductivity measurements along these cores
using metal probes attached to a Yew Earth Resistance Tester, as
described in Ref. [9]. We also measured salinity and temperature
along each core in order to relate the electrical measurements to
microstructural data [15,7,8,16], such as the brine volume
fraction.
Part of our motivation for focusing on the vertical component
of the electrical conductivity is that it is closely related to the
vertical component of the ﬂuid permeability of sea ice. Fluid
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transport in sea ice mediates a broad range of processes such as
the growth and decay of seasonal ice, the evolution of melt ponds
which determine ice pack albedo, and biomass build-up [8,6]. Our
work here will help lay the foundation for electrically monitoring
ﬂuid transport in sea ice. In fact, the random resistor network
model we develop here is based on the random pipe network we
used previously to model the ﬂuid permeability of sea ice [23].
Statistical information about the brine microstructure [15,7,8,16]
is used to determine the statistical distributions of the resistors in
the electrical network.
2. The network model for the effective conductivity of sea ice
In this model, we consider a piece of sea ice with brine
inclusions speciﬁed by a brine volume fraction f and other
statistical assumptions, and focus on the effect of the brine
structure on electrical conduction in the material. More speciﬁ-
cally, we study the behavior of the effective vertical conductivity
and its dependence on the brine inclusions. Let F be the electric
potential, and r the local conductivity tensor, which depends on
the brine volume fraction. Since the current density J is related to
the electric potential through J¼rrF, and assuming the
material is free of electric charge, the equation for electrical
conduction is
r  rrF¼ 0: ð1Þ
This is similar to the incompressible ﬂuid permeability equation
for the pressure from Darcy’s law,
r  krp¼ 0; ð2Þ
where p is the incompressible ﬂuid pressure and k is the
permeability tensor.
Here we deﬁne the effective conductivity sv of the sea ice





for the current density Jz in z direction, and the potential
difference DF over a thickness Dz.
To simulate the electric ﬁeld through the conducting micro-
structure of sea ice, consider an ice sheet of depth D, similar to the
structure used in Ref. [23]. Take a thin vertical slice of horizontal
thickness h and length span L. We model this ice sheet by a two
dimensional lattice of nodes connected by conducting tubes, as
shown in Fig. 1. The slice has a rectangular L D vertical cross
section, which is divided into a grid with m equally spaced
sections in the horizontal direction and n equally spaced sections
in the vertical direction, so that L=m¼D=n¼ h, for some large
integers m and n. The model parameter h can be viewed as the
dimension of a cell in which a typical brine inclusion is contained.
In this network model, h will be chosen according to the sea ice
we simulate, its brine volume fraction, and our computing
capacities. The tubes are assumed to have circular shapes with
different radii, and the current through the medium is induced by
an electric potential drop DF¼FtFb, where Fb and Ft are the
potentials at the bottom and the top of the sea ice sample, with
the assumption that Fb4Ft so there is an upward current ﬂow in
the medium. The cross sectional areas of the tubes chosen below
generate ﬂuid pores comparable to the brine inclusions found in
young sea ice. The lattice nodes are the vertices ði; jÞ,
0r irm;0r jrn, of a rectangular grid, as in Fig. 1(a). Nearest
neighbors are connected by vertical and horizontal tubes, with a
potential Fi;j deﬁned at each node ði; jÞ. To each node ði; jÞ with
0r irm1;0r jrn1, the horizontal tube to the right of ði; jÞ
has radius R¼ Rhi;j, and the vertical tube on top of ði; jÞ has radius
R¼ Rvi;j, as shown in Fig. 1(b).
Since the brine conductivity is substantially higher than the
conductivity of the surrounding ice (on the order of 108), we can
assume that electrical conduction takes place mostly through the
brine tubes. The effect of negligible conduction through pure ice
will be modeled by adding a simple conducting component to the
system. Unlike the permeability model, where the ﬂuid ﬂux
depends only on the brine geometry, electrical conduction in the
microstructure includes a temperature dependent local conduc-
tivity. For each tube of radius R connecting two nodes with a
uniform conductivity stube, the electric current through the tube
can be established based on the voltage drop and the cross
sectional area A as follows:
I¼ stubeAE¼stubepR2rF; ð4Þ
where F is the electric potential, E is the electric ﬁeld and R is the
radius of the tube. For each tube connecting two neighboring
nodes, the potential gradient can be well approximated by the
potential drop divided by the spacing h. Given the potentials at
neighboring nodes, different currents converging to the node ði; jÞ
can be easily computed, and they must balance due to Kirkoff’s
law. Let shi;j and s
v
i;j denote the brine conductivity for the tubes to
the right and on the top of node ði; jÞ, respectively. This leads to the
following equations,
svi;jðRvi;jÞ2ðFi;jþ1Fi;jÞþsvi;j1ðRvi;j1Þ2ðFi;j1Fi;jÞ
þshi;jðRhi;jÞ2ðFiþ1;jFi;jÞþshi1;jðRhi1;jÞ2ðFi1;jFi;jÞ ¼ 0; ð5Þ
for i¼ 1; . . . ;m1, and j¼ 1; . . . ;n1, with appropriate modiﬁca-
tions on the edges of the lattice. Notice that this equation is
similar to the equation derived for the ﬂuid permeability model
[23]:
ðRvi;jÞ4ðpi;jþ1pi;jÞþðRvi;j1Þ4ðpi;j1pi;jÞ
þðRhi;jÞ4ðpiþ1;jpi;jÞþðRhi1;jÞ4ðpi1;jpi;jÞ ¼ 0; ð6Þ
where pi;j is the pressure at node ði; jÞ. We remark that in the
conductivity model the coefﬁcients depend on the radius ( R2)
not as strongly as in the permeability case ( R4). On the other
hand, here the local brine conductivity depends on temperature
and salinity, and it could have spatial variations once we allow the
temperature and salinity to be spatially non-uniform.
The boundary conditions for F are prescribed so that F is
periodic in the horizontal direction with period L, and it satisﬁes
Dirichlet conditions at the top and bottom of the region as












Fig. 1. (a) Random resistor network and (b) close-up of a node and adjoining
conducting elements.
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The total current through the brine network system can be









The small effect of additional conduction through pure ice can
be modeled as a current ﬂow through another medium in parallel
to the brine network,




Here we introduce a coefﬁcient b that models the loss of ice
surface/volume for conduction due to the brine inclusions. It
should be pointed out that due to the small ratio sice=sb and the
fact that sice has a non-negligible temperature dependence,
modiﬁcations due to b can be ignored in our study of the effective
vertical conductivity.
With the introduction of the effective vertical conductivity for





¼ Ibrineþ Ipure ice
Lh
; ð10Þ










The effect of b is ignored by setting it to zero in this study.
The multigrid algorithm to solve the system of equations (6)
can be modiﬁed to solve the system of equations (5), and the
numerical convergence is faster due to the coefﬁcient dependence
change from R4 to R2.
3. Sea ice microstructure and numerical results
In this work, the microstructure of the sea ice slice is described
as a collection of tubes with cross sectional areas sampled from a
lognormal distribution that subsequently lead to a speciﬁed
average brine volume fraction f, with parameters based on
measurements of brine inclusions in ﬁrst year sea ice [15,1].
Speciﬁcally, we sample the radius R so that logA¼ logðpR2Þ is
normally distributed with mean m and variance a2. We also
assume that all the random radii are independent from each
other. Given a particular sample of the tube radii, the brine




i ¼ 0;j ¼ 0
ðRhi;jÞ2þ
Xm;n1






The brine conductivity for each tube is determined by the
temperature and the salinity of the sample under consideration,
and it is assumed to remain the same value sb for all tubes in the
sample for this model. The goal of this study is to investigate the
dependence of the effective vertical conductivity sv, and the form
factor sv=sb, on the porosity f, which is connected to the
microstructure through Eq. (12). For consistency, it is necessary to
choose the parameters m and a such that the desired volume
fraction is obtained, and that the statistical properties of the
actual sea ice are reasonably matched. To this end, we ﬁrst notice
that given our assumption about the distribution of logA, the
expected value of the cross sectional area
E½A ¼ emþ1=2a2 : ð13Þ
This should be matched to an interpolation of measured averages
for the cross sectional area A as a function of brine volume
fraction f [10],
/AS¼ yðfÞ ¼ pð7 105þ1:6 104fÞ2 m2: ð14Þ
This function approximates the dependence of the mean cross
sectional area on the brine volume fraction f observed by
Perovich and Gow [15] in horizontal thin sections of young,
primarily columnar sea ice. It is also observed that a¼ 1 gives a
good ﬁt for the range of volume fractions covered here, and
consequently we use this value for all the numerical calculations
in this work. Once a is determined, the other parameter m
is solved by the matching condition E½A ¼/AS as above.
Throughout this study n¼m¼ 1024.
Also as observed in Refs. [7,8,16], brine inclusions in columnar
sea ice become connected on macroscopic scales only when the
brine volume fraction exceeds around 5%. To reﬂect this behavior,
we allow some randomly selected tubes to be disconnected from
the system in an effort to simulate the disconnection of brine
inclusions. Since the dominant conduction direction is the vertical
direction, we introduce a probability of disconnection for vertical
tubes only, consistent with the X-ray tomographic data and pore
structure analysis in Refs. [8,16], and this constitutes an
additional input to the model.
We proceed to perform numerical simulations for sv with
several situations described by the brine volume fraction, and the
corresponding microstructure summarized from our data. For
each value of f, we choose an appropriate probability of
disconnection to differentiate the microstructure from the others.
The brine conductivity sb in fact depends on the temperature and
the salinity of the sea ice, which characterize the state of the sea
ice at the particular level of brine volume fraction. For this study,
in order to focus on the effects of the brine volume fraction, we
assume a ﬁxed value for the salinity S¼ 7 ppt. We then invert the






which is then substituted in the Stogryn–Desargant relation [18]
sb ¼T  e0:5193þ0:08755T ; TZ22:9 3C; ð16Þ
to determine the brine conductivity for the sea ice at a particular
brine volume fraction f. The values of temperature and brine
conductivity, as well as the probabilities of disconnection that
describe one important aspect of the microstructure, are listed in
Table 1 for selected values of the brine volume fraction for which
we perform numerical simulations in this work. We also use an
average pure ice conductivity value of sice ¼ 1:1 108 at a
temperature T ¼10 3C. Here all the conductivity quantities have
the unit Ohm1 m1.
In Fig. 2, we plot the values of the effective vertical
conductivity sv and form factor sv=sb from our measured data
sets and compare with the results of the network model. First we
note that our assumption svi;j ¼ shi;j ¼ sb simpliﬁes Eq. (5) such that
the solution F is independent of sb. This allows us to separate the
effects of decreasing sb and increasing sv as f increases. As we
see from the graphs for both the effective vertical conductivity
and the form factor, our results show close agreement with the
measurements. In Fig. 2(a), the simulated curve is consistent with
Table 1
Numerical parameters used in simulation.
f ð%Þ 2.5 5.0 7.5 10.0 12.5
Pdisconnect 0.9 0.7 0.5 0.25 0
T ð3CÞ 16.18 7.44 4.83 3.58 2.84
sb (Ohm
-1 m-1) 6.596 6.519 5.319 4.395 3.722
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critical behavior in a ﬁnite volume. For the form factor
comparison in Fig. 2(b), we choose a log–log scale to detect any
linear behavior, which would suggest Archie’s law behavior. As
demonstrated in this log–log graph, such a power law could also
be developed from this network model. These results are
consistent with the behavior found for the ﬂuid permeability in
Ref. [8]. In Ref. [9] we use percolation theory and other methods
to analyze our vertical conductivity data.
4. Conclusions
We have developed a network model for the vertical
conductivity of sea ice. The model incorporates statistical
information about the brine microstructure, through a lognormal
distribution describing the temperature dependence of the
inclusion sizes, and connectivity information obtained from
X-ray CT data. The model agrees well with ﬁeld data for Antarctic
sea ice. Our work will aid in measurements of sea ice thickness
which depend on knowledge of its electrical properties.
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Fig. 2. (a) Data on the vertical conductivity of ﬁrst year Antarctic sea ice is compared with the results of numerical simulations and (b) data on the form factor is compared
with numerical results from the network model, and displayed on a logarithmic scale.
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CHAPTER 6
SURFACE IMPEDANCE TOMOGRAPHY FOR
ANTARCTIC SEA ICE
In this chapter we explore the use of surface impedance tomography as it applies to
determining ice thickness and composition. We explore n-layer inversions using data ob-
tained with a Wenner array during SIPEX I in 2007. We show that accurate reconstructions
of sea ice resistivity profiles can be done provided the proper regularization considerations
are taken into account. Chapter 6 is a reprint originally published in Deep-Sea Research II
with authors Christian S. Sampson, Kenneth M. golden, Adam Gully, and Anthony P.
Worby. It is reproduced here with permission of the publisher.
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a b s t r a c t
During the 2007 SIPEX expedition in pack ice off the coast of East Antarctica, we measured the electrical
conductivity of sea ice via surface impedance tomography. Resistance data from classical four-probe
Wenner arrays on the surfaces of ice ﬂoes were used to indirectly reconstruct the conductivity proﬁles
with depth, involving both the horizontal and vertical components. A common problem with these
reconstructions is the lack of uniqueness of the inversions, which worsens as the number of layers in
the model increases. In the past, three layer inversions have been used to help avoid non-uniqueness.
However, this approach assumes that the conductivity proﬁle of sea ice does not change very much
with depth. In order to investigate the conductivity proﬁles one needs to use more layers in the
reconstruction. A reasonable starting model is a useful tool that can be used to regularize the inverse
problem, allowing a reconstruction that not only matches the Wenner impedance data but the actual
proﬁle. Using measurements of brine volume fraction for 10 cm sections of ice cores taken at the
Wenner array site, and various models relating brine volume fraction to conductivity, we compare the
predicted conductivity proﬁles based on the models to the reconstructions from the tomographic
measurements. We note the close agreement with the actual data for some models and the inadequacy
of others. Such models could be useful in ﬁnding a reasonable starting point for regularizing inversions,
and using n-layer models to reconstruct accurate conductivity proﬁles. Our results help to provide a
rigorous basis for electromagnetic methods of obtaining sea ice thickness data, a key gauge of the
impact of climate change in the polar regions.
& 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The polar sea ice packs play a fundamental role in Earth’s
climate system, and are leading indicators of climate change
(Thomas and Dieckmann, 2003; Serreze et al., 2007). They also
host extensive algal and bacterial communities which sustain life
in the polar oceans (Thomas and Dieckmann, 2003; Fritsen et al.,
1994). Reﬁning predictions of climate change and the future
trajectory of the polar ice packs depends on accurate knowledge
of their thickness distribution. Not only is this knowledge impor-
tant in comparing model predictions to observed behavior, but in
specifying the initial conditions necessary to study the time
evolution of these nonlinear systems. Determining the thickness
distribution, however, remains an elusive problem. Due to the
vast extent of the polar sea ice packs, it is impractical of course to
drill the millions of holes or more that would be needed to
accurately assess the thickness distribution over a particular
region or time period. Thus, other methods have been and are
being developed, many of which use electromagnetic techniques,
such as electromagnetic induction (EMI) devices (Haas et al.,
1997; Haas, 1998, 2004; Worby et al., 1999; Reid et al., 2006)
mounted on ships, planes or helicopters. Electromagnetic techni-
ques, in general, rely on some knowledge of the effective
electrical properties of sea ice and how they vary with depth,
temperature, salinity, ice type, etc. in the analysis of the data to
obtain thickness information.
The electrical conductivity of sea ice is also closely related to its
ﬂuid transport properties. Fluid ﬂow through sea ice mediates a
broad range of processes which are important in climatological and
biological studies. These include the evolution of melt ponds in the
Arctic, surface ﬂooding and snow-ice formation in the Antarctic, the
evolution of salinity proﬁles, convection-enhanced thermal trans-
port, CO2 ﬂuxes, and nutrient replenishment for microbial commu-
nities. In (Golden et al., in preparation) we found the electrical
signature of the rule of ﬁves (Golden et al., 1998a, 2007; Pringle et al.,
2009), where columnar sea ice is effectively impermeable for brine
volume fractions below about 5% and increasingly permeable above
this threshold. Relating ﬂuid and electrical transport properties in
this way lays the foundation for electromagnetic monitoring of the
above processes.
Early DC resistivity measurements of sea ice were aimed
at determining ice thickness (Fujino and Suzuki, 1963;
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Thyssen et al., 1974; Timco, 1979). These studies employed
surface soundings using 4 electrodes in either the Wenner or
Schlumberger conﬁgurations. Thyssen et al. (1974) also made
in situ measurements of sea ice resistivity using electrodes
inserted into the vertical face of a pit that was dug in the unrafted
ice near one of their sites. The apparent resistivity was measured
perpendicular and parallel to the ice surface, and this data was
analyzed further by Timco (1979). He attempted to interpret
sounding results in terms of the sea ice microstructure, and it was
also possible to see changes in the resistivity structure during
spring warming. Nevertheless, such measurements have been
somewhat unfruitful as a means of investigating either ice
thickness or microstructural detail. Later measurements in the
Antarctic were also reported (Buckley et al., 1986). The aniso-
tropic nature of the resistivity of sea ice leads to measurements





, where rv and rh are, respectively, the vertical
and horizontal components of the bulk resistivity (Bhattacharya
and Patra, 1968), with sv ¼ 1=rv and sh ¼ 1=rh, the vertical and
horizontal components of the bulk conductivity. Surface measure-






More promising determinations of sea ice thickness have been
achieved using low frequency electromagnetic induction (EMI)
techniques (Haas et al., 1997; Haas, 1998, 2004; Worby et al.,
1999; Reid et al., 2006). The technique relies on a time varying
primary magnetic ﬁeld generated by a transmitter coil. The
measured secondary magnetic ﬁelds are due to the currents
induced within a volume of the subsurface (i.e., the footprint)
by the EMI system. The measured secondary ﬁelds at the receiver
are a weighted average of the response due to all the currents
within the footprint. The thickness has been found using empiri-
cal relationships (Haas, 2003), with good results for smooth ice
and underestimates near ridges (Haas, 2003). However, theore-
tical approaches (Kovacs and Holladay, 1990; Prinsenberg et al.,
2002) have also been used, where the measured secondary ﬁelds
are inverted for sea ice thickness (and hopefully, the sea water
conductivity and horizontal sea ice conductivity). The inversion
approach assumes very accurate calibration of the EMI system.
The EMI technique is adaptable to continuous measurements
being made either from a helicopter or ship (Haas, 1998; Reid
et al., 2006; Kovacs and Holladay, 1990; Prinsenberg et al., 2002).
Theoretical modeling of electromagnetic measurements suggests
a sea ice resistivity of some 10’s of Om (Haas et al., 1997; Reid





, although electromagnetic measurements as yet
have been unable to provide any microstructural information.
Moreover, theoretical results which accurately relate effective
electrical properties of sea ice to key parameters characterizing
the brine phase have been lacking.
As a step toward providing a deeper understanding of the
electrical properties of sea ice, and in particular how they depend
on the brine microstructure and vary with depth, we made
measurements of these properties in the Antarctic. During Sep-
tember and October of 2007, two of us (K.M.G. and A.G.)
measured the electrical conductivity of ﬁrst year Antarctic pack
ice as participants in the Australian Sea Ice Physics and Ecosystem
eXperiment (SIPEX), aboard the icebreaker Aurora Australis. The
study area was located off the coast of East Antarctica, between
1151 E and 1301 E, and 641 S and 661 S. At 12 of the 15 ice stations
along the cruise track of the Aurora, we conducted electrical
soundings using a Wenner array with probes inserted into the
surface of the ice over a range of spacings (Fig. 1). The separation
of the probes ranged from 5 cm to 5 m. We also extracted full ice
cores at each site and took temperature and salinity proﬁles for
each core in order to obtain a brine volume proﬁle for the ice
where we measured electrical properties. Using an inversion
scheme, we reconstructed information about the conductivity
proﬁle with depth. In (Golden et al., in preparation) we report on
direct measurements of the vertical conductivity of the ice, and
theoretical models relating sea ice electrical properties to the
characteristics of the brine microstructure. We use the theoretical
results here to help constrain the inversion scheme.
2. The bulk conductivity of sea ice
Sea ice is a complex, high contrast composite material of pure
ice with brine and air inclusions. What determines the response of
an ice ﬂoe in a Wenner sounding is the effective or bulk con-
ductivity of the sea ice and its variation with depth. Predicting the
effective electromagnetic properties of sea ice, such as its electrical
conductivity, is a challenging theoretical problem. While pure ice
and air are essentially electrical insulators, the brine phase is highly
conducting. The relative volume fraction f of brine, the geometry of
the inclusions, and in particular their connectivity, are all highly
dependent on temperature (Perovich and Gow, 1996; Golden et al.,
1998a, 2007; Pringle et al., 2009). The brine inclusions in general
display a preferred elongation in the vertical direction, as does the
brine connectivity (Golden et al., 2007; Pringle et al., 2009). The
conductivity tensor of sea ice is thus anisotropic.
Let us brieﬂy formulate the problem of ﬁnding the effective or
bulk conductivity of a two phase composite material (Golden and
Papanicolaou, 1983; Golden et al., 1998b; Gully et al., 2007). For
these considerations we ignore the air phase in sea ice. Let the
local conductivity sðxÞ be a spatially stationary random ﬁeld in
xAR3, for an appropriate probability space representing the set of
realizations of the random medium. While sea ice may exhibit
signiﬁcant variations in microstructural properties over its entire
depth, relatively thin layers such as 5 or 10 cm often display only
small variations in these properties. It is then reasonable to
assume that in typical sample sizes on this scale, the statistics
describing the brine microstructure in such a region are repre-
sented by a stationary random function throughout all of R3. We
assume sðxÞ takes the value s1 ¼ sb in the brine phase, which
depends on temperature T via (Stogryn and Desargant, 1985)
sb ¼Texpð0:5193þ0:08755TÞ O1 m1,
TZ22:9 3C: ð1Þ
Fig. 1. A Wenner electrode array along the surface of Antarctic sea ice, with the
Aurora Australis in the background. A current I is injected through the outer
electrodes C1 and C2. The potential difference DV resulting from the current ﬂow
is measured at the inner electrodes P1 and P2.
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In the ice phase, sðxÞ takes the value s2 ¼ si ¼ 1:1 108 O1 m1,
which is the value at T¼10 1C (Hobbs, 1974). The value in ice is
effectively 0 compared to the values of sb in brine, which lie
between about 3 and 7 O1 m1. We write s¼ s1wþs2ð1wÞ,
where wðxÞ is the characteristic function of the brine phase, with
wðxÞ ¼ 1 for x in the brine and wðxÞ ¼ 0 for x in the ice. The brine
volume fraction f is given by f¼/wS, where / S means an
ensemble average or spatial average over all of R3, and depends
on temperature T (1C) and salinity S parts per thousand (ppt)








Let E(x) and J(x) be the stationary random electric and current
ﬁelds satisfying the constitutive law JðxÞ ¼ sðxÞEðxÞ and the equa-
tions
r  EðxÞ ¼ 0, r  JðxÞ ¼ 0, ð3Þ
with /EðxÞS¼ ek, where ek is a unit vector in the kth direction for
some k¼1, 2, 3. The effective conductivity tensor r is deﬁned by
(Golden and Papanicolaou, 1983)
/JS¼ r/ES: ð4Þ
For convenience, we focus on one diagonal coefﬁcient s ¼ skk.
Due to the homogeneity of effective parameters, sðls1,ls2Þ ¼
lsðs1,s2Þ, where l is any scalar, s depends only on the ratio
h¼ s1=s2, and we deﬁne mðhÞ ¼ s=s2. The two main properties
of m(h) are that it is analytic off ð1,0 in the h-plane, and that it
maps the upper half plane to the upper half plane, so that it is an
example of a Herglotz, or Stieltjes function.
An integral representation (Bergman, 1978; Milton, 1980;
Golden and Papanicolaou, 1983; Golden, 1986; Milton and
Golden, 1990) for m(h) which provides an important relationship
between microstructural information and the effective conduc-
tivity is






where F ðsÞ is analytic off [0,1], and m is a positive measure on
[0,1]. Formula (5) separates the parameter s from information
about the mixture geometry contained in m, which is a spectral
measure of the operator Gw, where G¼rðDÞ1r. Statistical
assumptions about the random medium (via the correlation
functions) are incorporated through the moments mn of m. For
example, m0 ¼
R 1
0 dmðzÞ ¼/wS¼f, the porosity. Rigorous bounds
on s can be obtained from (5) (Bergman, 1978; Milton, 1980;
Golden and Papanicolaou, 1983; Golden, 1986). Comparisons of
conductivity data with these bounds will be presented elsewhere.
Archie’s law (Archie, 1942) is an empirical equation relating
the bulk conductivity s of a porous medium to its porosity and
the conductivity sf of the ﬂuid occupying the pore space,
s ¼ asffm: ð6Þ
In this relation, f is the relative volume fraction of the ﬂuid, or
porosity, and a is an empirical scaling parameter often taken to be
1, which yields the correct limiting behavior as f-1. In sea ice,
where we expect somewhat different behavior in different
volume fraction regimes, there is no particular reason for a to
be taken to be 1. The exponent m depends on the geometry of the
solid phase of the porous medium, such as the shapes of the
grains in porous rock or sand.
The conductivity sb of brine depends on its temperature
through equation (1). In studying how the vertical conductivity
sv depends on brine volume fraction f, we note that the brine
conductivity sb changes as a function of temperature, as does
brine volume fraction via equation (2). It is then useful to consider






which removes the dependence of the effective parameter on the
changing conductivity of the brine itself, and depends only on the
pore volume fraction and geometry. This parameter is commonly
used in the analysis of other porous media such as brine-ﬁlled
rocks and marine sands (Sahimi, 1995; Sen et al., 1981; Jackson
et al., 1978), although the more standard deﬁnition is in terms of
resistivity, rv=rb. Archie’s law in (6) for the vertical formation
factor is then
FðfÞ ¼ afm: ð8Þ
In (Golden et al., in preparation) we use percolation theory to
closely capture vertical conductivity data for Antarctic sea ice,
with a critical threshold of about 5%. From a rigorous standpoint,
the two approaches are inconsistent, in that Archie’s law can be
viewed as describing systems with connectivity all the way down
to f¼ 0. It is nevertheless still useful to analyze the conductivity
of sea ice using Archie’s law, particularly to compare our ﬁndings
with previous works (Thyssen et al., 1974; Reid et al., 2006;
Ingham et al., 2008), as well as with previous work on ﬂuid
permeability (Golden et al., 2007). Moreover, Archie’s law pro-
vides a formula for the conductivity below the threshold brine
volume fraction, whereas percolation theory predicts a value of
zero in this regime. By combining critical path analysis, relations
between the electrical conductivity and ﬂuid permeability, and
statistical best ﬁts, in (Golden et al., in preparation) we ﬁnd the
following model for the formation factor, which also closely
captures vertical conductivity data,
FðfÞ ¼ 8:6f2:75: ð9Þ
We will use this formula here in our inversion analysis of the
Wenner array data. For comparison, we will also use FðfÞ ¼f1:9,
where a is forced to be 1, and the exponent comes from a
statistical best ﬁt, although it is close to the value of 2 arising
from theoretical considerations. This second model underesti-
mates the conductivity above the threshold more than (9), which
provides a better approximation to percolation theory, and is
discussed elsewhere.
3. Surface impedance tomography
3.1. Formulation of the method for the Wenner array
In addition to the direct measurements of the vertical con-
ductivity, Wenner soundings were conducted at 12 of the ice
stations during SIPEX. A Wenner array consists of 4 electrodes
spaced evenly apart, which are inserted into the surface of the sea
ice. Current ﬂows between the two outer electrodes C1 and C2 in
Fig. 2, and a potential difference is measured between the two
inner electrodes P1 and P2. Resistance measurements for the
Wenner electrode array were taken with a Yokogawa Electric
Works (YEW) Speciﬁc Earth Resistance Tester operating at 38 Hz.
From the measured potential difference we can obtain an
estimate for the apparent resistivity ra via the following equation,





The basic features of the Wenner soundings are as follows: (1) As
the separation distance a is increased, the current penetrates
deeper into the ice. (2) The apparent resistivity ra changes for
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each measurement. (3) A curve of the apparent ice resistivities
can be constructed from the measurements. (4) The sounding
curve data can then be inverted to obtain a layered model of
resistivities.
It can be shown (Bhattacharya and Patra, 1968) that for a given
Wenner array spacing a, the apparent resistivity measured at the
surface is






J0 is the Bessel function of order zero and KðlÞ is a function
depending on the resistivities and thicknesses of all the layers. An








where r1 and r2 are the apparent resistivities of the ﬁrst and
second layer, respectively, h1 is the depth of the ﬁrst layer, and
the second layer is a homogeneous half-space.
For our measurements the spacing value a ranged initially
from 0.05 m to 20 m with the midpoint of the array at a ﬁxed
position. Above a 5 m spacing, however, the instrument could no
longer give a reading. The lack of a reading at large a is probably
because the potential difference between the receiver electrodes
becomes very small over conductive sea water, and the voltage
resolution limit of the meter has been reached. This behavior was
observed at each ice station. The data from 5 ice stations are
presented in Table 1.
We analyze our Wenner data in two ways. First, we do
preliminary three layer inversions closely following the method
used by Reid et al. (2006). This allows us to get an idea of the
factor of anisotropy. Second, we compare the Wenner data to the
conductivity models discussed above, namely, Archie’s law with
a¼1, m¼1.9 and with a¼8.6, m¼2.75 (which is closer to
percolation theory) by building an n-layer model yielding a
theoretical sounding curve. We compare this to the measured
curve. This comparison is useful, because we will see that for
different ranges of f the differences between percolation theory
vs. Archie’s Law are reﬂected in the Wenner analysis as well.
3.2. Preliminary three layer inversions
We now present the results of simple three layer inversions of
the Wenner array data obtained during the SIPEX 2007 expedi-
tion. These 3-layer models will become important in the follow-
ing sections and shed light on the anisotropic nature of sea ice
through an estimation of the factor of anisotropy. These results
will allow us to relate our models for the vertical conductivity to
the type of data obtained through Wenner arrays, where vertical
and horizontal components of the electrical properties are mixed.
Since sea ice is horizontally isotropic when there is no
preferred long term current direction (Golden and Ackley,
1981), as was the case during SIPEX, and the vertical conductivity
is higher than the horizontal component, it is ‘‘transversely
isotropic.’’ In fact, at ice station 5 we made Wenner array
measurements in two orthogonal directions, and found no evi-
dence of anisotropy in the horizontal plane. Maillet (1947) has
shown that a transversely isotropic layer of actual thickness tact
with conductivities sh and s

v yields an identical DC sounding











, the geometric mean of sh and s

v.
When we consider these relations, if we have a direct thickness
measurement tact, say from drilling, then we could use a sounding
curve obtained from the Wenner data and invert for the thickness
of the ice. Using the actual thickness tact and the inverted








The model we use to make the above calculation is a simple
3-layer model consisting of a thin, fairly conductive top layer, a
thicker, less conductive middle layer and a semi-inﬁnite, very
conductive bottom layer representing the sea water.
Reid et al. (2006) have shown that typically the inversions
yield a top layer which is just a few centimeters thick, which
holds up under analysis of equivalent models. In this way the














Fig. 2. AWenner array with four evenly spaced electrodes, probing a sea ice ﬂoe of
thickness 0.8 m, on top of sea water. The color scale indicates the value of the
vertical conductivity of the sea ice in ðOmÞ1, calculated from a brine volume
proﬁle we measured in Antarctica, using FðfÞ ¼ 8:6f2:75. The horizontal conduc-
tivity is assumed to be 1/4 the value in the vertical direction. Comsol 3.5a was
used to calculate the electric current streamlines. The conductivity of the sea
water is 4.8 ðOmÞ1.
Table 1
Five sets of Wenner array data.
a (m) ra ðOmÞ
Station 5 Station 6 Station 8 Station 13 Station 14
0.05 62.83 7.85 4.62 5.91 5.03
0.08 60.32 9.30 5.83 7.29 6.03
0.125 113.88 11.78 8.01 10.45 6.52
0.2 113.1 15.71 10.3 11.81 8.29
0.32 114.1 20.11 12.87 11.26 10.05
0.5 71 20.42 13.19 8.64 10.68
0.8 25.13 16.08 8.65 4.12 9.7
1.25 5.5 8.64 6.28 1.34 5.97
2.0 0.94 2.58 1.52 0.53 2.34
3.2 0.2 0.8 0.2 0.42 0.92
5.0 0 0 0 0 0
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second layer. The beneﬁt of this is that the top layer is often
granular and tends to be more isotropic, as the anisotropy arises
from the preferred vertical orientation of the brine inclusions in
columnar ice, whereas in granular ice any anisotropy is generally
not so pronounced. Thus, from the model thickness of the second
layer and the actual thickness obtained from drilling the ice, we
can ﬁnd the factor of anisotropy using f ¼ t=tact . We carried out
the inversions using the software IP2WIN, which is used for 1-D
Vertical Electrical Sounding (VES) interpretation and inversion,
from the website http://geophys.geol.msu.ru/ipi2win.htm, V. A.
Shevnin and I. N. Modin, Geological Faculty, Department of
Geophysics, Moscow State University.
A typical 3-layer inversion is illustrated in Fig. 3, while some
values for the inverted thickness and factor of anisotropy are
presented in Table 2. We typically ﬁnd that the factor of
anisotropy f is reasonably close to 0.5, which can vary with
equivalent models used. Table 2 represents some of the extreme
values away from f¼0.5. A result of f¼0.5 agrees with results
found by Buckley et al. (1986) for undeformed ﬁrst year Antarctic
sea ice.
3.3. Comparison of Wenner data to conductivity models
For our analysis, four sets of Wenner array measurements are
paired up with brine volume fraction measurements to predict a
sounding curve from our models. Other stations yield good
sounding curves, but do not have corresponding brine volume
fraction measurements with depth. Some stations were left out of
the analysis due to a large shift in the thickness of the ice over the
length of the array, which renders the Wenner technique inaccu-
rate, as uniform thickness is needed. Our general approach is
outlined here:
 First we plot the measured apparent resistivity ra vs. the
spacing a.
 We then perform a simple 3-layer inversion to obtain the
factor of anisotropy f and estimate the thickness and resistivity
of the ﬁrst layer.
 Using the factor of anisotropy we relate our models for vertical
conductivity as a function of brine volume fraction f to the
mean resistivity of the sea ice rm. We also relate the thickness
of directly measured layers to the thicknesses of layers which
would yield an identical sounding curve (t¼ fta) using the
mean resistivity.
 Using our estimate of the thickness and resistivity of the ﬁrst
layer from the 3-layer inversion, and the thicknesses of all
subsequent layers calculated from our models and f, we build
an n-layer model of the resistivity of sea ice with depth (step
function).
 We then compare the predicted (gray) sounding curves from
these models to the measured (black) curves which connect
the data points.
Given that our theoretical models reasonably represent the
conductivity of sea ice, if we have measurements of the brine
volume fraction f and the conductivity of the brine sb for
different depths of the ice, we should be able to predict an
n-layer model which ﬁts a measured Wenner sounding curve.
However, we must take the anisotropy of the ice into account.
Here we present a general method for making this kind of
prediction using our Archie’s law analysis. Here n is the number
of sections of an ice core for which we have measurements. Most
inversion schemes for Wenner sounding data take resistivity as an
input, thus we can obtain a model using rv ¼ ðsvÞ1 ¼ ðasbfmÞ1.
Since Wenner arrays do not resolve anisotropy, we must
account for this to predict an accurate sounding curve. As
mentioned before, we can relate the horizontal and vertical
conductivities to an equivalent isotropic conductivity through









. Also, as stated before, sea ice is usually transversely
isotropic. In this case (Maillet, 1947) a transversely isotropic layer
with thickness tact and conductivities sh and s

v yields an identical









. We mention that a
much more detailed analysis of anisotropy and its effect on
resistance measurements in sea ice has been done by Jones
et al. (2010).
If values for a and m are determined for the vertical con-
ductivity in Archie’s law, we can then ﬁnd the equivalent isotropic
resistivity rm using the factor of anisotropy since frm ¼
f 1sm











If we have measurements for f, sb, and f for a given layer, we can
ﬁnd the mean resistivity that would ﬁt the Wenner sounding
curve, and then we can build an n-layer model. However, ﬁnding
a factor of anisotropy for each measured section is difﬁcult.
Instead we ﬁnd a factor of anisotropy for the entire sea ice sheet
using a simple 3-layered model inversion and the relation
f ¼ tact=t, where t is the inverted thickness from the model.
From here we can build a proﬁle of the mean resistivities at
different depths given the brine volume fraction using (16). We
Fig. 3. A typical 3-layer inversion, where the black curve connects the measured
data points, the step function represents the 3-layer model, and the gray curve is
the predicted sounding curve from the 3-layer model, which matches the black





while the horizontal axis represents the electrode spacing for the
black and gray curves and depth for the step proﬁle. Here the RMS error is 2.94%.
Table 2
The inverted thickness (t), actual thickness (tact), factor of anisotropy f, and height
of the ﬁrst layer h1 for the Wenner measurements at four different ice stations.
Ice station t (cm) tact (cm) f ¼ t=ta h1 (cm)
5 27.7 69 0.40 2.8
6 25.4 37 0.69 9
13 17.6 41 0.43 5.1
14 48.7 86 0.57 10
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can also calculate the apparent thickness of the layer at that depth
using the known measured thickness of a layer for a given brine
volume fraction and the factor of anisotropy with t¼ ftact. It is
important to note that the ﬁrst layer of the inversion comes from
granular ice. We allow the 3-layer inversion to predict its
resistivity and thickness because it should be correct for an
isotropic medium. If one does not do this, the resistivity is
typically overestimated.
An overview of the n-layer inversion scheme is as follows:
1. Run a 3-layer inversion to ﬁnd f and estimate the thickness
and resistivity of the ﬁrst layer.
2. Compute rm for the subsequent layers using (16).
3. Compute the thickness the Wenner array ‘‘sees’’ for each layer
with t¼ ftact.
4. Compare the predicted sounding curve with the observed data.
Table 3 shows the results of these calculations for one of the
measured sites, while Fig. 4 illustrates the calculated model.
We present three separate soundings, each from different ice
stations, as well as predicted sounding curves from Archie’s law
with a¼1 and m¼1.9, and with a¼8.6 and m¼2.75. In the ﬁrst
case we see a similar departure from Archie’s law as mentioned in
the previous section. That is, when we have higher brine volume
fractions (f45%), Archie’s law with a¼1 tends to underestimate
the conductivity and thus overestimate the resistivity. For lower
brine volume fractions we see the predicted curve signiﬁcantly
underestimate the measured sounding curve. When using a¼8.6,
however, we see a predicted curve which tends to be much closer
to the actual sounding curve determined from the measurements
in both cases.
In Fig. 4, we show the results from station 13 where the brine
volume fraction ranged from f¼ 0:09 to 0.22, all above the
critical threshold. In this case we would expect that when a¼1
and m¼1.9, we should underestimate the conductivity since we
are above the critical threshold, or overestimate the resistivity.
This case is shown on the left where we do in fact see over-
estimation. When we apply Archie’s law with a¼8.6 and m¼2.75,
we do not see the same overestimation and the overall shape of
the predicted curve matches more closely that of the data,
implying that a percolation approach may better represent the
actual vertical conductivity.
In Fig. 5, we show the results from station 5 where the brine
volume fraction ranged from f¼ 0:04 to 0.07, all close to the
critical threshold. In this case, we should expect that when a¼1
and m¼1.9 we would see an overestimation of the conductivity
and thus an underestimation of the resistivity. In fact, in this case
we do see an underestimation of the resistivity as shown on the
left in Fig. 5. When we apply Archie’s law with a¼8.6 and
m¼2.75 we see a much better ﬁt.
In Fig. 6, we show the results from station 6 where the brine
volume fraction ranged from f¼ 0:07 to 0.22. For this we would
expect much the same behavior as for station 13 with a¼1 and
m¼1.9 with overestimation of the resistivity due to the range of
brine volume fractions. However, we see a large underestimation.
This can be understood since the conductivity values for this
station are some of the highest values of the conductivity for
given brine volume fractions. Thus, the associated resistivities are
the lowest, which would give a large underestimation of the
sounding curve. When a¼8.6 and m¼2.75, we do obtain sightly
higher values which put us closer to the actual curve. However,
we still have an underestimation, which may be the result of
granular ice where anisotropy is not as pronounced.
This method for predicting a sounding curve works well
provided that the appropriate value of m is used in Archie’s
Law. The best results are obtained when the value of m used
correlates most closely with percolation theory. The above com-
parison is useful as it allows us to compare our models from our
direct measurements to a different data set. The fact that we see
the same behavior as in the previous sections reinforces our
conclusions.
In the previous sections we have used various models derived
from direct measurements of vertical conductivity (Golden et al.,
Table 3
A six layer model, with the 6th layer being the ocean, where ice resistivity and
layer thickness are calculated from brine volume fraction measurements using the
model FðfÞ ¼ 8:6f2:75 to calculate the mean resistivities as discussed in this
section with f¼0.43. These measurements come from station 13 and are shown in
the left of Fig. 4.  The thickness of the ﬁrst layer is determined by the preliminary
three layer inversion.
Core section (m) f l (m) f  l (m) rm ðOmÞ
0-0.05 0.14 0.05  4.53
0.05-0.1 0.14 0.05 0.0215 13.2
0.1-0.2 0.09 0.1 0.43 49
0.2-0.3 0.11 0.1 0.43 32
0.3-0.41 0.19 0.1 0.47 9.2
Fig. 4. Ice station 13. Left: predicted curve with a¼1 and m¼1.9 and actual measured curve showing overestimation in the higher brine volume fraction range.
Right: predicted curve with a¼8.6 and m¼2.75 showing close agreement with a slight underestimation.
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in preparation) and brine volume fraction to construct a predic-
tion of what a Wenner sounding curve should look like at a given
site. The close agreement of the predicted curves with actual
soundings suggests that these theoretical curves could serve as a
regularization model to aid in the construction of an n-layer
resistivity proﬁle of sea ice that represents the actual conditions.
Using the predicted model given by F ¼ 8:56f2:75 to regularize
the inversion problem, by least squares methods, we have con-
structed a 6-layer vertical resistivity proﬁle for Ice Station 13. In
the ﬁgure the 6th layer is the ocean which is not depicted. In this
particular case we ﬁx the total thickness of the ice as it is known
from a core sample. In a case where the actual thickness was not
known, an estimate can be made using the factor of anisotropy
and the thickness given from the 3-layer inversion as discussed in
the previous sections. Upon completion of the inversion, the
vertical resistivity of each layer can be recovered by multiplying
its apparent resistivity ra by the factor of anisotropy f. The correct
thickness of the layer can be obtained by dividing the inverted
height h by f. Once this is done the actual values can be plotted.
We compare the predicted model with the inverted model in
Fig. 7. It is apparent from the ﬁgure that the predicted and
inverted proﬁles have similar structure suggesting a good esti-
mate by the model. The main difference between the predicted
(dashed) and inverted (solid) proﬁles is higher resistivity given by
the inversion. This can be related back to Fig. 4, as the model
shown on the left slightly underestimates ra for Station 13.
The 6-layer inversion in Fig. 7 illustrates the subtle changes in
resistivity of ice which go unnoticed in standard 3-layer models.
Understanding how the resistivity changes with depth at a higher
resolution may lead to more accurate models in mounted EM
sounding techniques such as shipborne or airborne EM devices
which currently model sea ice using only 3-layers.
It should be noted that we had available a detailed brine volume
and temperature proﬁle to use with our model. However, in principle
Fig. 5. Ice station 5. Left: predicted curve with a¼1 and m¼1.9 and actual measured curve showing underestimation in the lower brine volume fraction range.
Right: predicted curve with a¼8.6 and m¼2.75, showing closer agreement with the measured curve.
Fig. 6. Ice station 6. Left: predicted curve with a¼1 and m¼1.9 and actual measured curve showing large underestimation in resistivities probably due to the
microstructure of the ice. Right: predicted curve with a¼8.6 and m¼2.75 showing slightly closer agreement. The underestimation may be a result of granular ice.
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one could use a temperature proﬁle to estimate both brine volume
fraction and brine conductivity with depth which can then be used to
generate a regularization model. To illustrate the usefulness of even a
less accurate, but still reasonable, regularization model in producing a
realistic inverted proﬁle, we introduce a 10% random error into the
predicted model and repeat our inversion scheme using this less
accurate model for regularization then compare this to the inversion
result from the original predicted model in Fig. 8. It can be seen from
Fig. 8 that the result, while not exactly the same, is not very different
from that using a more accurate regularization model and shares the
same overall distribution of resistivities. This is in contrast to the
result obtained when not using a reasonable regularizationmodel, i.e.,
a model not based on the actual properties of the ice, which we
illustrate in Fig. 9. The result in Fig. 9 was obtained by dividing the
middle layer from a simple 3-layer inversion into 4 equal pieces in
both depth and resistivity while leaving the top layer and bottom
layer alone, creating a hap-hazard 6-layer model to be used for
regularization. We then invert using this model and compare the
result to that when using the best predicted model. As can be seen in
Fig. 9 the results of the two inversions are completely different, yet
both will produce a forward model which ﬁts the Wenner sounding
curve well. In this way it can be seen how important it is to have a
reasonable regularization model to prevent extraneous solutions
which do not accurately represent the sea ice.
4. Conclusions
We have made indirect measurements of the electrical conduc-
tivity of Antarctic sea ice. We used Wenner array soundings to
measure the apparent conductivity as a function of separation,
yielding information about the conductivity proﬁle with depth. We
developed an n-layer inversion scheme to reconstruct the proﬁles
from the Wenner array data, which relies on a regularization
technique based on conductivity models for sea ice. Our work helps
to provide a rigorous basis for the interpretation of thickness
soundings, but also yields information about the conductivity of sea
ice with depth. Such information, when combined with other work
relating ﬂuid and electrical transport properties, helps lay the ground-
work for monitoring ﬂuid processes in sea ice which are important in
climate studies.
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CHAPTER 7
NETWORKMODELING OF ARCTIC MELT
PONDS
In this chapter we develop algorithmic techniques for mapping photographic images
of melt ponds onto discrete conductance networks. We explore image processing methods
which use mathematical morphology operations to produce conductance matrix represen-
tations of images of highly connected melt pond structures. Employing undirected graphs,
we are able to map just the melt pond connections. The effective conductivity of these
networks can be used to approximate lateral flow between connected ponds. This has
relevance as connected ponds allow for the flow of melt water to large drainage features
thus changing the albedo of the ice. Chapter 7 is a reprint originally published in Cold
Regions Science and Technology, 124 (2016) 40-53 with authors Meenakshi Barjatia, Tolga
Tasdizn, Boya Song, Christian S. Sampson, and Kenneth M. Golden. It is reproduced
here with permission of the publisher.
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The recent precipitous losses of summer Arctic sea ice have outpaced the projections of most climate models. A
number of efforts to improve these models have focused in part on a more accurate accounting of sea ice albedo
or reﬂectance. In late spring and summer, the albedo of the ice pack is determined primarily by melt ponds that
form on the sea ice surface. The transition of pond conﬁgurations from isolated structures to interconnected net-
works is critical in allowing the lateral ﬂow of melt water toward drainage features such as large brine channels,
fractures, and seal holes, which can alter the albedo by removing the melt water. Moreover, highly connected
ponds can inﬂuence the formation of fractures and leads during ice break-up. Here we develop algorithmic tech-
niques formapping photographic images ofmelt ponds onto discrete conductance networkswhich represent the
geometry and connectedness of pond conﬁgurations. The effective conductivity of the networks is computed to
approximate the ease of lateralﬂow.We implement an image processing algorithmwithmathematicalmorphol-
ogy operations to produce a conductance matrix representation of the melt ponds. Basic clustering and edge
elimination, using undirected graphs, are then used to map the melt pond connections and reduce the conduc-
tance matrix to include only direct connections. The results for images taken during different times of the year
are visually inspected and the number of mislabels is used to evaluate performance.







Sea ice is a critical component of Earth's climate system and a sensi-
tive indicator of climate change. The dramatic losses of summer Arctic
sea ice observed in the past few decades have a substantial impact on
Earth's climate system, yet most global climatemodels have signiﬁcant-
ly underestimated the rate of decline (Boé et al., 2009; Serreze et al.,
2007; Stroeve et al., 2007). One of the fundamental challenges of climate
science is to developmore rigorous representations of sea ice in climate
models and to incorporate important small scale processes and struc-
tures into these large scalemodels. For example, during themelt season
the Arctic sea ice cover becomes a complex evolving mosaic of ice, melt
ponds on the sea ice surface, and openwater. While white snow and ice
reﬂectmost incident sunlight, melt ponds and the ocean absorbmost of
it. The overall reﬂectance or albedo of sea iceﬂoes – the ratio of reﬂected
to incident sunlight – is determined by the evolution of melt pond cov-
erage and geometry (Perovich et al., 2002; Polashenski et al., 2012; Scott
and Feltham, 2010). As melting increases, the albedo is lowered, which
increases solar absorption, leading to more melting, and so on. This key
mechanism is called ice–albedo feedback (Curry et al., 1995), and has
played a signiﬁcant role in the decline of the summer Arctic ice pack
(Perovich et al., 2008; Pistone et al., 2014). Sea ice albedo is a signiﬁcant
source of uncertainty in climate projections and one of the most impor-
tant parameters in climatemodeling (Flocco et al., 2010; Pedersen et al.,
2009; Polashenski et al., 2012; Scott and Feltham, 2010).
While melt ponds form a key component of the Arctic marine envi-
ronment, comprehensive observations or theories of their formation,
coverage, and evolution remain relatively sparse. Available observations
of melt ponds show that their areal coverage is highly variable. This is
particularly true for ﬁrst year ice early in the melt season, with rates of
change as high as 35% per day (Polashenski et al., 2012; Scharien and
Yackel, 2005).
Such variability, as well as the inﬂuence of many competing factors
controlling melt pond and ice ﬂoe evolution, makes the incorporation
of realistic treatments of albedo into climate models quite challenging
(Polashenski et al., 2012). Small and medium scale models of melt
ponds which include some of these mechanisms have been developed
(Flocco and Feltham, 2007; Scott and Feltham, 2010; Skyllingstad
et al., 2009), and melt pond parameterizations are being incorporated
into global climate models (Flocco et al., 2010; Flocco et al., 2012;
Hunke and Lipscomb, 2010; Hunke et al., 2013; Pedersen et al., 2009).
Asmelting progresses during the season, the evolution ofmelt ponds
from small isolated structures into large interconnected networks is re-
sponsible for a number of processes that help control the rate at which
the ice pack melts. It is believed (Hohenegger et al., 2012) that this
evolution of connectedness is an example of a percolation transition
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(Christensen and Moloney, 2005; Stauffer and Aharony, 1992). Such a
transition occurs when one phase in the microstructure of a composite
material, for example, becomes connected on macroscopic scales as
a controlling parameter exceeds a critical value called the percolation
threshold (Broadbent and Hammersley, 1957; Christensen and Moloney,
2005; Stauffer and Aharony, 1992).
In the case of melt ponds the controlling parameter which gives rise
to critical behavior is thought to be the fraction of the area of the sea ice
surface covered by melt ponds.
An important example of critical behavior related to percolation
theory as applied to sea ice, and important for melt pond drainage,
comes from the study of ﬂuid ﬂow through the porous microstructure
of sea ice. Speciﬁcally, the brine microstructure displays a percolation
threshold at a critical brine volume fraction of around 5 % in columnar
sea ice (Golden et al., 1998; Golden et al., 2007; Pringle et al., 2009),
which corresponds to a critical temperature Tc≈−5 ° C for a typical
bulk salinity of 5 ppt. Below this threshold the brine phase of the
sea ice consists primarily of isolated, disconnected pockets. It is only
above the threshold where the brine phase becomes connected over
large scales. This threshold acts as an on-off switch for ﬂuid ﬂow
through sea ice, and is known as the rule of ﬁves. It leads to critical be-
havior of ﬂuid ﬂow, where sea ice is effectively impermeable to ﬂuid
transport for brine volume fractions below 5 % and increasingly perme-
able for volume fractions above 5 %.
In addition to identifying the critical behavior of ﬂuid transport in
sea ice, the percolation theory of ﬂuid and electrical transport through
lattices (Christensen and Moloney, 2005; Stauffer and Aharony, 1992)
was used to produce models of the ﬂuid permeability of sea ice as
a function of brine volume fraction (Golden et al., 2007). In this work
X-ray computed tomography images of the brine microstructure of
sea ice were analyzed and mapped onto random graphs of nodes and
edges, in order to establish the percolative behavior of the system
(Golden et al., 2007; Pringle et al., 2009), and the rule of ﬁves in
particular.
Other types of networkmodels have also been used to describe both
ﬂuid and electrical transport in the brine phase of sea ice. For example,
in the randompipemodel, the diameters of randompipes, which repre-
sent brine channels in the ice, are chosen from lognormal probability
distributions that describe the cross-sectional areas of the brine inclu-
sions in sea ice and then assigned to the edges in a square lattice (Zhu
et al., 2006). The ﬂuid permeability of the model is then computed by
using a random resistor network representation of the system and
employing a fast multigrid method to ﬁnd its effective conductivity
which can then be related to the permeability. This same approach
can also be used to directly model the electrical conductivity of the
ice, an important parameter in remote sensing of sea ice thickness,
ﬂuid transport properties, and microstructural transitions (Addison,
1969; Buckley et al., 1986; Fujino and Suzuki, 1963; Ingham et al.,
2008; Reid et al., 2006; Thyssen et al., 1974). Network models have
been used extensively in analyzing the transport properties of compos-
ite materials (Milton, 2002; Torquato, 2002).
It has been suggested that percolative behavior occurs for melt
ponds on the sea ice surface, As they cover more of the surface, discon-
nected, isolated ponds begin to evolve into large connected structures
with complex boundaries, presumably achieving large scale connectivity
above a critical area fraction (Hohenegger et al., 2012).
Increased connectivity of melt ponds promotes further melting
through increased heat transport, contributes to the break-up of ice
ﬂoes, and allows increased horizontal transport of meltwater toward
drainage avenues such as large vertical brine channels, cracks, leads,
and seal holes (Polashenski et al., 2012; Scharien and Yackel, 2005).
Other melt pond models including both vertical and horizontal trans-
port of melt water, such as a type of cellular automata, have been devel-
oped elsewhere, as in Scott and Feltham (2010).
In this work we begin to develop techniques for network modeling
of melt ponds, their connectivity, and horizontal ﬂow characteristics.
Some of the groundwork for this type of modeling was laid in
Hohenegger et al. (2012). Images of melting Arctic sea ice collected
during twoArctic expeditions – the 2005Healy-Oden Trans Arctic Expe-
dition (HOTRAX) (Perovich et al., 2009) and the 1998 Surface Heat Bud-
get of the Arctic Ocean (SHEBA) expedition (Perovich et al., 2002) –
were analyzed for area–perimeter data on thousands of individual
melt ponds. Algorithmic methods of distinguishing melt ponds from
the ocean in leads between the sea ice ﬂoes were developed. This data
was used to discover that pond fractal dimension transitions from 1 to
2 around a critical length scale of 100 m2 in area (Hohenegger et al.,
2012). Pond complexity was found to increase rapidly through the
transition as smaller ponds coalesce to form large connected regions,
reaching a maximum for ponds larger than about 1000 m2 whose
boundaries resemble space ﬁlling curves.
In earlier work on melt ponds and sea ice albedo, image processing
has been used to measure the area fractions of melt ponds and leads
from aerial and satellite images. In Perovich et al. (2002) these area frac-
tions from June toOctober, using SHEBA images taken in 1998 (Perovich
et al., 2002), showhow the area fraction ofmelt ponds increases as sum-
mer progresses, and starts decreasing again at the end of summer as
new ice forms. A probability distribution for the size of melt ponds is
also derived from the data, which depends on the progress of the melt
season.
In the work reported here, the connectivity of these melt pond net-
works is determined using aerial images of Arctic sea ice from the
SHEBA and HOTRAX databases. We develop an algorithmic method of
mapping a conﬁguration of melt ponds onto a graph of nodes and
edges. These melt pond conﬁgurations may be disconnected individual
components, or partially or completely connected across an image. The
edges are assigned values which indicate the width of “bottlenecks”
separating larger pools of melt water, which are identiﬁed with the
nodes of the graph.
The horizontal ﬂow of water between melt ponds depends on the
narrowest bottlenecks between them and the width of these bottle-
necks is inversely proportional to the ﬂuid conductance between them.
Mathematical morphology based image processing techniques
(Gonzalez and Woods, 2008) are used with a clustering algorithm and
graph theory to ﬁnd a conductance graph associated with each melt
pond conﬁguration studied. Further work will explore the relationship
of these graphs and associated conductance networks with the actual
ﬂow of ﬂuid in the pond network, and the effect on sea ice albedo.
2. Method
The images of melt ponds from the SHEBA and HOTRAX expeditions
are in color. The intensity and color of each pixel in the image are
encoded using the intensities of the Red, Green and Blue colors that
make up each pixel. The image is represented as a matrix of pixels,
with each pixel being a vector of three variables — red, green and blue
color values. These are called, respectively, the red, green and blue
channels of the image.
These images are converted to gray-scale to reduce each pixel to
only one intensity and lessen the number of computations required.
The gray scale image is derivedusing the red channel aswe see the largest
difference between ice and water there.
A simple thresholding operation, as described in the Appendix A, is
sufﬁcient to segment themelt pondwater from ice andproduce a binary
image. Otsu'smethod (Gonzalez andWoods, 2008) is used to determine
this threshold individually for each image, which is then segmented
based on this threshold. Fig. 1 shows a histogram of the intensity levels
of a gray-scale aerial image with Otsu's threshold. After having seg-
mented water from ice, it is also possible to use the blue color intensity
in the images to distinguish between the ocean water leads and melt
pond water. However, in this paper, we have selected images that do
not contain any ocean water leads.
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The images used are cropped from those in the SHEBA and HOTRAX
databases, which have dimensions around 865 × 770 pixels. The size of
the images does not affect the algorithm as long as the resolution re-
mains the same. Only the processing time varies with image size. In
this paper we calculate the sizes of ponds and bottlenecks only in
terms of pixels. The number of pixels could be converted to a physical
scale by knowing the helicopter altitude, camera characteristics, and
so on, or if there were an object of known size, such as a ship, in the
image. This information can be different for each image used, thus our
focus here on pixel size. However, in Fig. 1 the horizontal scale of the
image is about 80 m.
2.1. Preprocessing the image
The binary image produced by Otsu's method can have small pieces
of ice ﬂoating in the melt ponds, melt ponds that are too small to pro-
vide much information, and other small artifacts due to noise. These
can clutter up the ﬁnal connectivity graph with unnecessary data.
Basic mathematical morphology operations involving erosion and
dilation as described in Gonzalez and Woods (2008) and Appendix A
are used to clean up the image.
A predetermined mask or structuring element of ﬁxed size is cen-
tered at each pixel of the image and only those pixels, at which the
structuring element ﬁts inside the original image, are set to one. So, if
a 3 × 3 structuring element is used, it will remove the outermost layer
of pixels from the foreground, a 5 × 5 structuring element would re-
move two layers and so on. Morphological dilation is a complementary
process where all those pixels, at which the intersection between the
structuring element and the image is non-zero, are set as one. Dilation
by a 3 × 3 structuring element would cause the foreground to grow an-
other layer of pixels. Opening involves erosion followed by dilationwith
the same structuring element and is used to remove smaller structures
from the foreground like protrusions and narrow connections. Closing
on the other hand is dilation followed by erosion and it ﬁlls in small
gaps in the foreground. Geodesic opening or closing involves ﬁnding
the intersection of the result of opening or closing with the original
image to preserve the shape of the image. The image is ﬁrst cleaned
up using geodesic opening of melt ponds to remove inconsequential
melt ponds and geodesic closing to remove ﬂoating ice. Circular
masks, as shown in Fig. 14, are used for these processes to maintain
the curvy shapes of ponds. The mask size can be adjusted as desired.
Here a 3 × 3 mask, like the ﬁrst image in Fig. 14, is used. Note that
care should be taken to ensure that the mask size is at least smaller
than the narrowest bottleneck in the image, otherwise this connection
will be lost.
2.2. Isolating melt ponds
The previous step results in large interconnected melt pond net-
works. The next step is to ﬁnd individual melt ponds. First, connected
components described in Appendix A are used to ﬁnd all the separate
unconnected melt pond networks and label each uniquely as Xi where
1 ≤ i ≤ Nmax. Here, Nmax is the number of unconnected melt pond
networks in the image.
Each of these networks is then eroded progressively with a 3 × 3
circular mask. Every erosion iteration scrapes away the outermost
layer of pixels from the melt pond network image and the connections
between the melt ponds gets narrower and some connections may
break. In other words, at each erosion, some ponds might break away
from the main network. These can be identiﬁed from an increase in
the number of unconnected regions in the image, which are found
using connected components. The jth region that breaks away from the
network Xi is labeled as Xij. This can be an individual melt pond or a
smaller network of melt ponds. The connection strength of the separat-
ed region Xij, to its parent network Xi, is proportional to the number of
erosion iterations after which it breaks away. Each of these smaller
melt pond networks Xij is further eroded in a similar manner. The aim
is to continue this until all the networks have broken down into their in-
dividual components, i.e., to separate out all the individual melt ponds.
Depending on the season in which the photographs are taken and
the resolution of the photographs, we can ﬁnd the expected largest bot-
tlenecks in themelt pond network empirically by performing the above
erosion steps repeatedly until all the connections between melt ponds
are broken. This was done for a sample image in each image set in
Table 1. Knowing that a 3 × 3 circular mask erodes two layers of pixels
from the bottleneck— one from each side, we can calculate the number
of erosion iterations that are needed to break the network into
Fig. 1.An aerial grayscale image ofmelt ponds fromHOTRAX is shown on the left, with horizontal scale of about 80m. A histogram of red channel intensities of the image is shown on the
right. The bi-modal distribution is evident and Otsu's threshold, marked on the histogram, can be used to separate melt ponds and ice.






Fig. 2. The red lines indicate constricted regions that should be marked as a boundary
between two different melt ponds. The green line indicates a region that is simply a part
of one large melt pond but might be treated as a divider between two different melt
ponds because it is slightly constricted. (For interpretation of the references to color in
this ﬁgure legend, the reader is referred to the web version of this article.).
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individual ponds. For example, if the widest bottleneck is 60 pixels
across, 30 erosions are required. So the repeated erosions deﬁned
above are performed until this maximum bottleneck size is reached.
After this maximum bottleneck size is reached in the above connected
components process, it is assumed that all the remaining melt ponds
are individual ponds and not networks of smaller melt ponds.
Fig. 3. The connection between melt ponds is incorrectly labeled in the image on the left. Ponds 7 and 10 are connected by a long channel but the image shows the presence of two
additional melt ponds due to the constrictions present in the channel. The image on the right uses the constriction ratio to determine that these constrictions are too wide in
comparison to the surrounding area to be labeled as separate melt ponds. Hence, it correctly labels two separate melt ponds — 9 and 10.
Fig. 4. The ﬁrst ﬁgure on the top left is the input image used. The second ﬁgure on top-right shows geodesic distances betweenmelt pond nodes; this ﬁgure is a binary version of the ﬁrst
ﬁgure — blue is ice, green is water and maroon shows the smallest geodesic paths between nodes. The third ﬁgure on the bottom shows the ﬁnal connections obtained after edge
elimination.
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Consider the image in Fig. 2. Here, the red lines indicate bottleneck
regions and should be eroded away eventually as they are connections
between melt ponds. The green line indicates a region that is slightly
constricted, but cannot be considered as a bottleneck as it is large
relative to the pond surrounding it. Simply performing erosions as
described above would eventually break all of these connections. To
prevent this, we consider a so-called constriction ratio, CR, deﬁned as
CR ¼ pond area
bottleneck size
:
It was empirically found that a constriction ratio of CRmin = 20
worked well with the images used in this paper. During any erosion
step, if a network under consideration has a constriction ratio CR such
that CR b CRmin, then this is probably amelt pond and should not be bro-
ken down any further. Another example of this is shown in Fig. 3. The
image on the left shows themelt pondnetwork that is obtainedwithout
using the constriction ratio. It can be seen that theponds that are labeled
8 and 9 in this image are just a part of the long channel that connects
ponds 7 and 10. The image on the right uses the constriction ratio and
correctly labels the ponds.
2.3. Connections between melt ponds
The last part of the problem is ﬁnding the conductances between
the individual melt ponds. As already described in the previous sec-
tion, this is done while the interconnected melt ponds are being sep-
arated into smaller melt pond networks. To re-iterate, each erosion
with a 3 × 3mask removes the outermost pixel layer. Thus two layers
of pixels, one from each side of the bottleneck, are removed. If a
region separates from the main network at the kth erosion iteration,
then the bottleneck joining this region to the network is 2 × i pixels
wide.
Until this point, the method has concentrated on grouping the
melt ponds that are connected to each other and ﬁnding the sizes
of bottlenecks between a melt pond and the network to which it be-
longs. The next step in the algorithm is to ﬁnd out exactly whichmelt
ponds are connected to each other and represent them using undi-
rected graphs.
The problem also requires that we ﬁnd only direct connections
between ponds. To understand what this means, let each individual
melt pond be a node in an undirected graph. Consider the 3rd
image in Fig. 4 which labels each pond as a node. The node 56 is con-
nected to all the nodes from 47 to 55 in this image. However, it is im-
mediately or directly connected only to node 52.We can characterize
the connection between nodes 56 and 48 by instead using the con-
nection between modes 56 and 52 followed by connection between
nodes 52 and 48.
At each erosion iteration, the interconnected melt pond network
splits into a number of smaller ponds in the same erosion step. We
have to ﬁnd out which ponds are directly connected to each other as
described above. Two simple methods of doing this would involve the
following operations:
(i) morphological dilation (Gonzalez and Woods, 2008),
(ii) a simple clustering approach (Gonzalez and Woods, 2008)
followed by a graph theory method (Van Steen, 2010).
In the ﬁrst method, at each iteration, the eroded image is subtracted
from the original image to get only the bottlenecks that were eroded
away. This resulting image is then dilated and a simple overlapping op-
eration (using the logical OR function) is performed to check which
ponds form a direct connection with each other. This is illustrated
in Fig. 5. A major problem with this approach is that sometimes the di-
lation is not sufﬁcient to cause an overlap with the expected ponds and
this leads to incorrect or missing connections.
In the second method, the center of each melt pond pixel-cluster is
located using the mean of the cluster with Euclidean distances. One
Fig. 5. Here we show how the connecting components between the separated (after
erosion) melt ponds are generated after subtracting the eroded image from the original
image, to obtain the layer that was peeled away, followed by erosion to isolate just the
connecting components between the melt ponds. These connecting components can
then be used to determine how well the individual ponds were connected to each other.
Fig. 6.The image on the left results fromusingmorphological dilation formappingpond connections. The image on the right uses the clustering andgraphmethod approach. It canbe seen that
without trying to determine the strongest connection using edge weights in undirected graphs, the connections between melt ponds do not connect the nearest neighbors with each other.
44 M. Barjatia et al. / Cold Regions Science and Technology 124 (2016) 40–53
82
may try to use k-means clustering on the initial image to separate the
ponds, but as this only uses Euclidean distances between pixels and
needs a ﬁxed estimate of the number of clusters at the output, it will as-
sign more than one cluster center to larger ponds and may ignore the
smaller ponds. The geodesic distances between these cluster centers
are calculated. The distance between unconnected ponds is set to inﬁn-
ity because the strength of the connection between two ponds de-
creases with increasing distance and an inﬁnite distance corresponds
to the absence of any connection between ponds. These distances are
then used along with the conductance strengths calculated below to
construct a graph of the melt pond network.
The nodes of the graph are the cluster centers found above, and all
the nodes belonging to connected melt ponds are connected to each
other with graph edges. Note that the conductance strength here
only refers to the width of the channel connecting different ponds
and gives a basis for relative comparison of ease of ﬂow of ﬂuid be-
tween these channels. Let the conductance strength between nodes
i and j be denoted by σij and the geodesic distance between them






The above equation is analogous to conductance in an electrical
circuit, which is directly proportional to conductivity of the wire
and inversely proportional to the length of the wire. Between each
pair of connected nodes, the direct path and all paths involving
only one intermediate connection are considered. For any node,
there are (n− 1) possible paths to another node, or (n− 2) indirect
Fig. 7. Flowchart representation of the method.
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paths with one intermediate node and one direct path. The weight of
the k th indirect path connecting two nodes is calculated as,







Hereσ ikdik is theweight of the edge fromnode i to node k. Theweight of
the edge which directly connects nodes i and j iswij ¼ σ i jdi j . Only the path
corresponding to the maximumweight between two nodes is retained
and all the edges corresponding to other paths are removed. This favors
paths which are either very short or have large conductances. At each
step, one pair of nodes in the graph is considered. For the next pair,
the previously updated connection graph is used so that the edges
that no longer exist are not reconsidered. The ﬁnal step of the algorithm
is for node deletion, where the algorithm searches for very small nodes
that lie between two or more much larger nodes, and eliminates these
small nodes based on a predetermined ratio. This step is performed be-
cause, if a really small melt pond lies between two much larger melt
ponds, it is probably just a part of the channel connecting the two
large melt ponds and should not be labeled as an individual melt
pond. For the results presented in this paper, this ratio is empirically
set to 20.
The second graph method performs much better for mapping con-
nections than the dilation method. Fig. 6 shows the results obtained
using the two different approaches. Consider nodes 5 and 6 at the bot-
tom right corner in the ﬁrst ﬁgure. The connection between the two
nodes is not detected because dilation of the connection shown in
Fig. 5 is not sufﬁcient to overlap with ponds 5 and 6. Thus, pond 6 is
shown connected directly to pond 1. This issue is solved in the second




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 8.Melt ponds in June from SHEBA early in the melt season. Here there are no complete connections that go across the entire image, so that the conductivity factors are zero.
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2.4. Conductivity factor calculations
To calculate the horizontalﬂuid “conductivity”,ﬁrst twobattery nodes
are added to the left and right of the image. This is analogous to an elec-
trical circuit, where the conductivity between two points can be calculat-
ed and the ﬂow of current through the circuit depends on the potential
drop across the battery nodes aswell as the connectedness and local con-
ductances of the graph representing the circuit. The left battery node is
connected to all the ponds touching the left edge of the image with a
conductance value of 1 for each connection. The right battery node is
similarly connected. The purpose of the battery nodes is to simulate the
computation of the effective or equivalent conductivity of a conductor
network, which must be subjected to a potential difference, most easily
visualized by connecting a battery. The effective conductivity of the net-
work, between these battery nodes, is then measured. The conductivity
of very large networks can be calculated approximately by considering
smaller sections and then replacing these subsections with their equiva-
lent conductivities in a hierarchical fashion similar to renormalization
group techniques (Goldenfeld, 1992). The conductivity of each section
could be calculated to create a new, simpler graph model.
To calculate the conductivity between battery nodes, and thus the ef-
fective conductivity of the graph with given bond conductivities, let cij be
the conductivity of the edge between nodes i and j, and consider the for-
mulation of the problemofﬁnding the effective conductivity of a graph as






  ; ∀i; j: ð3Þ
LetM be the total number of nodes in the graph, including the two
battery nodes. We deﬁne theM ×Mmatrix A such that




ci j i ¼ 1…M: ð5Þ
The matrix A′ is the (M− 1) × (M− 1) array obtained by removing
the ﬁrst row and column of A, which corresponds to the left battery
node. Removing the last row and column of matrix A′, corresponding
to right battery node, gives the (M− 2)(M− 2)matrix A ″. The conduc-
tivity factor of the image represented by matrix A, between the battery
nodes, is given by Golden (1991) and Mason and Zimmermann (1960)
σ Að Þ ¼ det A
0 
det A0 0
  : ð6Þ
It should be noted that the conductivity factor obtained is then relat-
ed to the ﬂuid permeability of the network, but not equal to the effective
conductivity of the network, due to the length scale involved. As noted
in the Introduction, further work will explore the relationship of this
computed network conductivity to the horizontal ﬂuid ﬂow properties
of melt pond conﬁgurations. Our goal here is to establish a viable
method of transforming images of arrays of melt ponds and map them
onto random, labeled graphs. The connectivity and local conductance
characteristics of these graphs provide idealized, mathematical models














































Fig. 9.Melt ponds in July from SHEBA. Here thewhite nodes are battery nodes. Conductivity factor values are calculated across these battery notes and give an indication of the horizontal
ﬂuid conductance from the left to right edge of the image. Thewhite lines represent direct connections to the battery nodeswhile the blue lines are simply connections between ponds. For
the conductivity to be nonzero there must be at least one full connection from left to right. Ponds which do not connect to battery nodes or which do not connect across the image are
unlabeled to reduce clutter in the image. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.).
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A brief summary of themethod discussed in this section is presented
in the form of a ﬂowchart in Fig. 7.
3. Results
The abovemethod is used to generate conductance graphs for differ-
ent sets of images as described in Table 1. MATLAB is used to implement
the method summarized above for each of these images.
This method was found to be most useful for images obtained in
mid-summer, i.e. July, as the melt ponds are large and interconnected.
The average time taken for different sets of images was calculated and
is shown in Table 2. The SHEBA images taken in July were processed
the quickest, because the images consist of larger and fewer melt
ponds. Consequently, the operations involving connected components
and the calculation of geodesic distances do not occupy the processor
for too long. When these times are compared to the August melt pond
images from SHEBA, which have many more melt ponds per image,
the computations takemuch longer. Only about 10% of the computation
time is spent in the calculation of geodesic distances and using graph
methods to eliminate all but the direct connections between melt
ponds. A major part of the computation time is spent in iteratively
eroding the image, ﬁnding all the connected components and updating
the bottleneck widths at each iteration. This can be sped up by using



































































































Fig. 10. Continued from Fig. 9, melt ponds in July from SHEBA. Here the white nodes are battery nodes. Conductivity factor values are calculated across these battery nodes and give an
indication of the horizontal ﬂuid conductance from the left to the right edge of the image. The white lines represent direct connections to the battery nodes while the blue lines are
simply connections between ponds. For the conductivity to be nonzero there must be at least one full connection from left to right. Ponds which do not connect to battery nodes or
which do not connect across the image are unlabeled to reduce clutter in the image. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web
version of this article.).
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in reducing the time latency would be to ignore all ponds that have no
other connections. However, this choice would be application speciﬁc,
as even the isolated ponds may be used to study the evolution of
networks with time, because they might, at some point further in time
join larger interconnected networks. Table 3 gives a list of the parame-
ters used for different sets of images.
In image processing, ground truth refers to data from images that
have already been processed and are known to be correct. Ground
truth data are often used to evaluate the performance of an algorithm
as they provide a desired solution to the problem under consideration.
Due to lack of any ground truth for these images, they are visually
inspected to ascertain the performance of the method used. We manu-
ally count the number of mislabels and missed connections in each
image. A mislabel occurs when a large channel is labeled as a pond or
a large pond with a complex morphology may be labeled as 2 or more
connected ponds. We ﬁnd that less than 10 % of labels are obvious mis-
labels. In terms of calculating the conductance, whether or not a large
channel is considered a pond, or one large pond is considered two
connected ponds, is less important. It is the connectedness that matters
most for this calculation. Missed connections occur when the connec-
tion is very small or appears broken in the image. We ﬁnd that at
most 1 in 10 of connections in our images are missed and typically are
only missed when pond size is much larger then channel size.
The processed images from July, August and June are shown in
Figs. 9, 10, 11, 12 and 8 respectively. Fig. 13 shows the conductance
graph obtained for the 3rd image in Fig. 11. The conductivity factors
for these ﬁgures are shown in Tables 4, 5 and 6. Note that in the images
shown in Figs. 9, 10, 11 and 12, the melt ponds that are not part of the
network which connects the battery nodes have not been labeled to
prevent excess clutter in theﬁgures (thesemelt ponds donot contribute
to the horizontal conductivity calculations). The images shown in Fig. 8
do not have any complete connections that go across the image from left
to right. For this reason, unlike the abovementioned ﬁgures, the images
are shown without removing the melt pond labels which are uncon-
nected to the battery nodes. The conductivity factor values for all
these images are zero.
4. Conclusions
Melt ponds play a critical role in determining the albedo of the sea
ice pack. Understanding their role in climate processes and incorporat-
ing their impact into climate models are fundamental challenges in cli-
mate science. In particular, quantifying key characteristics of melt pond
geometry and connectivity are critical to quantifying andmodelingmelt
pond growth, decay, and evolution. We have developed here a method
of extracting the essential connectivity and scale characteristics of com-
plex melt pond conﬁgurations and representing them in a discrete
model. We have used image processing techniques in order to map
melt ponds onto graphs whose edges represent horizontal ﬂow path-
ways through the conﬁguration. By computing the effective conductiv-
ity of these graphs, we obtain an idealized way of estimating the ease of
horizontal ﬂow of meltwater, which is important in melt pond
evolution.
After visual inspection, it can be concluded that the algorithm we
have developed does a very good job of identifying individual melt
ponds, labeling their connections and creating the conductance matrix.
More work can be done to improve its speed and remove the few
mislabeling errors. The edge elimination method used assigns weights
to the edges between nodes (melt pond centers) based on geodesic dis-
tance and widths of the connections. The function assigning weights to
the edges can be modiﬁed and the weights of the nodes (areas of melt



















































































































































Fig. 11.Melt ponds inAugust fromHOTRAX. It can be seen that there aremore parallel paths that exist between thebatterynodes compared to both June and July images as themelting has
progressed much further, evolving into large interconnected networks. This is also reﬂected in the data of Tables 4, 5, and 6.
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The work done here can be used to aid in understanding both the
horizontal water and heat ﬂow between melt ponds. These are impor-
tant parameters to consider when modeling melt pond evolution and
drainage which are the major controlling factors of ice albedo during
the melt season. The conductivity factors calculated can be used to rep-
resent effective behavior of the ice–pond composite, and in turn this can
be used to develop simplermodels of the complex processeswhich gov-
ern melt pond evolution, ultimately to include them in climate models.
Fig. 12. Continued from Fig. 11, melt ponds in August fromHOTRAX. It can be seen that there aremore parallel paths that exist between the battery nodes compared to both June and July
images as the melting has progressed much further evolving into large interconnected networks. This is also reﬂected in a the data of Tables 4, 5, and 6.
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Appendix A
Herewe explain inmore detail some of the concepts and techniques
of image processing and analysis used in the body of the paper.
(i) Thresholding: Consider an image in which the value of each pixel
is denoted by f(x, y) where x and y are the 2-dimensional coordi-
nates of the pixel. If the image is bimodal, i.e., most pixel values
fall in two major groups, then this image can be converted to a
binary image by performing the following threshold operation:
g x; yð Þ ¼ 0 if f x; yð ÞNT;
1 if f x; yð Þ≤T :

In the resulting image g(x, y), all unity-valued pixels are consid-
ered to be the foreground and the zero-valued pixels are the
background.
(ii) Mathematical morphology: This uses set theory and is common-
ly applied in image processing solutions as it applies well to
the analysis of geometric shapes and structures. For example,
in a binary image, the set of all zero-valued pixels can be con-
sidered to represent the background, and the unity-valued
pixels, the foreground. When applied in image processing,
mathematicalmorphology usually employs structuring elements
or masks which are used to perform various operations on the
images of interest. Some examples of structuring elements are
shown in Fig. 14.
Fig. 13. Conductance values for August (HOTRAX 3rd photograph). The ﬁrst column on the left and the ﬁrst row on top represent ponds that are connected to the battery node on the left.
The last column on the right and the last row represent the battery node on the right. Each nonzero value on the graph represents the conductance between two melt ponds.
3x3 circular structuring element 9x9 circular structuring element 3x3 square structuring element
Fig. 14. Structuring elements of different sizes.





) Translation:A 2-D image can be represented by a 2-D integer space Z2.
Each pixel in the image has a value and is associated with a ﬁxed lo-
cation z= (x, y). Translation of a set B, by z= (z1, z2) is given by,
Bð Þz ¼ cjc ¼ bþ z;∀ b ∈ Bf g:
Translation shifts every point in B, (x, y), to (x+ z1, y+ z2) to result in
(B)z.
(iv) Reﬂection: Reﬂection of a set B is given by
B^ ¼ cjc ¼−b;∀ b ∈ Bf g:
Reﬂection is the mirror image of B such that every point in B,
(x, y), is reﬂected to (−x,− y), resulting in B^. If B is symmetric
then B ¼ B^.
(v) Erosion: The erosion of A by B is deﬁned as
A⊖ B ¼ zj Bð Þz⊂ A
 	
where A;B ∈ Z2:
Erosion of A by B results in a set of points z so that all the ele-
ments of B translated by z ﬁt completely inside A. Erosion usually
results in the removal of the outermost layers of the foreground.
(vi) Dilation: The dilation of A by B is deﬁned as
A⊕ B ¼ zj B^
 
z
∩ A ⊂ A
n o
where A;B ∈ Z2:
Dilation of A by B results in a set of points z so that at least one
element of B translated by z overlaps with A. Dilation results in
the addition of layers to the foreground in an image.
(vii) Geodesic opening: Opening of A by B is erosion of A by B followed
by dilation of the result by B,
A ∘ B ¼ A⊖ Bð Þ⊕B: ð7Þ
This results in smoothing of the image by the removal of small
protrusions and breakage of narrow connections.
(viii) Geodesic closing: Closing of A by B is dilation of A by B followed by
erosion of the result by B.
A • B ¼ A⊕ Bð Þ⊖ B: ð8Þ
This results in smoothing of the image by ﬁlling in of small gaps
and fusing of narrowly separated components.
(ix) Geodesic distance: The geodesic distance between two points in a
binary image is the distance length of the path between the two
points in pixels, such that the entire path lies in the same set as
the two points. For example, in the foreground (unity-valued
pixels), the distance between two pixels is measured along
paths in which all pixels are unity.
(x) Connected components: This is a technique for ﬁnding all the ele-
ments in a binary image that are connected to each other. Let A
be the image in which we are trying to ﬁnd connected compo-
nents and B be a 3 × 3 structuring element. X0 is an image with
the same size as A, but containing one unity-valued pixel at the
same location as the component of interest in A. This is called
the seed. To ﬁnd all the pixels in A connected to the seed, the fol-
lowing operation is performed recursively until Xk ¼ Xk−1;
Xk ¼ Xk−1⊕ Bð Þ ∩ A with k ¼ 1;2;… ð9Þ
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CHAPTER 8
WAVE-ICE INTERACTION IN THE
MARGINAL ICE ZONE
In this chapter we employ the tools of Homogenization Theory to develop the first
bounds for the effective viscoelasticity of ice-water mix in the marginal ice zones of the
Arctic and Antarctic. Wave-ice interaction is an important but difficult process to model
and often numerically expensive. As a result continuum models have been developed
which treat the ice-water mix as a single viscoelastic material atop an inviscid ocean.
All of the models depend on knowledge of the effective rheological properties of the top
layer and to date have only been guessed at or estimated. However, we have developed
a Stieltjes integral representation for the complex viscoelasticity involving the spectral
measure of a self adjoint operator in the quasi-static limit. This produces rigorous bounds
for the effective parameter which take into account the geometry of the ice floes. We further
relate the effective parameter to a wave equation, valid in the quasi-static limit, which
produces a simplified dispersion relation where the wave number and attenuation rate of
plane-like waves propagating through the marginal ice zone are defined by the effective
parameter itself. We are also able to use this relation in the reverse direction to extract
data from in situ measurements of wave propagation made during SIPEX II in 2012. The
data sit comfortably within the bounds. We also explore the use of this wave equation in
capturing some of the average properties of the marginal ice zone such as the effect waves
have on the floe size distribution and the extent of the marginal ice zone. Chapter 8 will be
written up for publication and will include authors: Christian Sampson, Elena Cherkaev,
Ben Murphy, and Kenneth M. Golden.
8.1 Abstract
The marginal ice zone (MIZ) is the region of sea ice cover that is close enough to the
open ocean to be affected by its dynamics. Over the past several years there has been an
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increasing realization of the importance of wave-ice interactions in the growth and decay
of the seasonal ice pack. In fact, a striking correlation between Antarctic sea ice extent and
wave activity has been found recently. In both the Arctic and Antarctic, the ice floe size
distribution in the MIZ plays a central role in the properties of wave propagation through
it. Ocean waves break up and shape the ice floes which, in turn, attenuate various wave
characteristics, controlling which wave magnitudes and wavelengths propagate further
into the pack. This ice-ocean interaction has become increasingly important recently in
the Arctic, due to the dramatic decrease of the summer ice extent which has increased the
size of the Arctic MIZ. These interactions are complex and often numerically expensive to
incorporate in large scale sea ice models. By employing the tools of homogenization theory,
we seek to improve our understanding of the key processes in wave ice interactions as well
as develop simple models which capture the overall behavior of wave propagation in the
MIZ. Here we derive bounds for the effective parameter of a recent continuum model
for wave propagation, a model already being incorporated into numerical models. We
further develop a simple model of ice break up from wave action and use it to capture
some average characteristics of the floe size distribution of the Antarctic MIZ.
8.2 Introduction
Wave-ice interactions in the polar oceans comprise a complex but important set of
processes influencing sea ice extent, ice pack albedo, and ice thickness. Waves have always
played an important role in shaping the MIZ in the Antarctic. Incoming waves from the
southern ocean propagate into the ice pack, breaking and shaping the ice. In the Arctic, due
to recent decrease in summer sea ice extent, wave propagation has become increasingly
important to the dynamics of the ice pack. Because sea ice is an integral component of
the Earth’s climate system it is important to consider wave-ice interactions in any large
scale sea ice model. This can be difficult due to the complexity of the processes at play
as well as the numerical cost when modeling individual floes under wave action. There
are also two scales at play here, on the small scale, for short wave length waves, wave
scattering off of individual floes will heavily attenuate incoming waves along with some
viscous effects. At the larger scale, long wave lengths, scattering plays a smaller role and
longer waves typically attenuate much more slowly and propagate further into the ice
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pack [19, 20, 22, 32, 37]. As a result it is the long wave length waves which have the
greatest effect on the MIZ and could be considered the dominating factor. It is therefore
useful to develop simple models which accurately capture the the dominant behavior of
waves in the MIZ which can be applied to large scale sea ice models. This is our focus here.
Many studies of MIZ wave propagation focus on solitary floe models, where the scat-
tering of an incoming wave is simplified to that of an isolated floe or multiple floes.
Recently, continuum models have been developed which treat the MIZ as a two com-
ponent composite of ice and slushy water. Several of the proposed models treat the ice
and slushy water mix as a single material atop an inviscid ocean. These models are
particularly appropriate for longer wavelengths. The top layer has been taken to be purely
elastic [1], purely viscous [17], and viscoelastic [25, 38]. At the heart of these models are
effective parameters, namely, the effective elasticity, viscosity, and complex viscoelasticity.
In practice, these effective parameters, which depend on the composite geometry and the
physical properties of the constituents, are quite difficult to determine. To help overcome
this limitation, we employ the methods of homogenization theory, in a quasi-static, fixed
frequency regime, to find a Stieltjes integral representation for the complex viscoelasticity
of the two layer model presented in [38]. We choose this model as it is a more general
case which can be reduced to the purely viscous or purely elastic cases. The derivation is
motivated by earlier work in [8]. There a Stieltjes integral representation is derived for a
compressible viscoelastic material. The analytic Stieltjes integral representation has been
extended to effective elastic properties in the past as well [6, 9, 24, 29]. Stieltjes integral
representations for the effective viscoelastic shear modulus have been previously obtained
using the torsion of a viscoelastic cylinder whose microstructure is uniform in the axial
direction [4, 5, 35]. The integral representation we find involves the spectral measure of a
self adjoint operator and provides bounds on the effective viscoelasticity using the analytic
continuation method [3, 16, 23]. The bounds themselves depend on the moments of the
measure: the more moments known, the tighter the bounds. We further develop a simple
wave equation which governs wave motion in the quasi-static regime. This equation
produces a simplified dispersion relation that relates the wave number and attenuation
rate of plane like waves traveling through the MIZ to the effective parameter. We then use
the wave equation to model wave breaking of ice in the MIZ and are able to accurately
95
capture many average characteristics of the floe size distribution in the marginal ice zone
of Antarctica.
8.3 General Governing Equations
For a linear incompressible material the momentum balance equation and incompress-
ibility condition are given by:




∇ · u = 0 (8.2)
where u is the displacement, σij = Cijklekl is the stress tensor, Cijkl the elasticity tensor,
e = ∇u+∇Tu the symmetric strain tensor, and F the body forces. In our case we will take
F as the force of gravity.
For an incompressible-viscoelastic material Cijkl = νΛs where ν ∈ C and Λs = δikδjl +
δilδjk− 23δijδkl is the shear projection onto the deavitoric portion of the stress tensor [8]. The
compressive stress lies with the pressure term, PI, where I is the identity matrix. Further,
since ∇ · u = 0 we have that,
σij = Cijklekl = νΛsijklekl = 2νeij. (8.3)
We may also define the compliance tensor as the inverse of the elasticity tensor, Lijkl = C−1ijkl ,





σij = eij. (8.4)
We will also assume that our material is irrotational in which case
∇× e = 0. (8.5)




, where eikl is the
Levi-Civita symbol.
8.4 Kelvin-Voight Model
In this section we establish the conditions of “quazi-static” for the particular case of the
two layer model presented in [38]. This will enable us to derive bounds for the complex
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viscoelasticity in section 8.4.1. In this model the ice layer is taken to be viscoelastic and sits
atop an inviscid ocean. The model itself is developed under the assumption of harmonic
wave propagation and the viscoelasticity is modeled as a Kelvin-Voight type material.
Our goal is to recast the equations of motion into a elastostatic form which we may then
homogenize.
The Kelvin-Voight model for viscoelasticity, in conjunction with incompressibility, is
consistent with the general governing equations outlined above. In this model, our ma-
terial is taken to be a combination of a spring and dash pot in parallel. In this case, the
deviatoric part of the stress is given by:




Here, G is the shear modulus and υ the kinematic viscosity. Under the assumption of a
simple harmonic wave, u(x, z, t) = u(z)ei(kx−ωt), we may say ∂e∂t = −iωe. In this case, the
wave number is k = kr + iq where kr is the wave number and q is the attenuation rate.
Applying this to (8.6) we obtain:
σ = 2Ge− 2iρυωe = 2νe, ν = G− iρυω (8.7)
We can then define the elasticity tensor for this case as Cijkl = νΛsijkl so that σij = Cijklekl =
2νeij. Then since∇ · u = 0 we have that∇ · e = ∇2u and our momentum balance equation
(8.1) becomes:




This is equivalent to the model presented in [38]. However ours is written in terms of
displacement and strain, instead of velocity and strain rate.
To apply this model to gravity waves in a ice covered ocean, we consider a two layer
model in which the ice and slush form an effective viscoelastic layer which sits atop an
inviscid ocean. We illustrate this in Figure 8.1. As noted above, we consider harmonic
waves, in particular, waves for which the wavelength is much larger than the thickness of
the ice layer and for which the frequency ω is small. In this case the wave number k is
small, and we consider waves for which |kh| << 1, |kω| << 1 and ω2 << 1. We also
consider waves for which the amplitude is on the order of the ice thickness.
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For a simple harmonic wave and the boundary conditions presented in [38], the model
we employ, ∇P takes the form:
∇P = [ρωkei(kx−ωt) (A cosh(kz) + B sinh(kz)) , (8.9)
ρωkei(kx−ωt) (A sinh(kz) + B cosh(kz)) + ρg
]
. (8.10)
Under the long wave length, low frequency assumption in the first layer, we have |kz| ≤
|kh| << 1 and |ωk| << 1. We then see that ∇P ≈ ρgez. Further, because of our harmonic
wave assumption, we see that ∂
2u
∂t2 = −ω2u(z)ei(kx−ωt). Then, taking ω2 ≈ 0 but keeping
the terms of order ω in ν, we arrive at the quasi-static limit for fixed frequency,
2ν∇2u = 0. (8.11)
or
∇ · σ = 0 (8.12)
Putting this back in terms of the elasticity tensor and strain tensor we have,
∇ · (Cijklekl) = 0, Cijkl = νΛsijkl . (8.13)
We note that when using the Kelvin-Voight model, our effective parameter depends on
density and frequency and as a result the bounds we derive later will as well.
8.4.1 Integral Representation and Elementary Bounds
Consider Hooke’s law for a linear elastic material,
σij(x,ψ) = Cijkl(x,ψ)ekl(x,ψ)
where x ∈ Rd, ψ ∈ Ψ and Ψ is the set of all realizations of the random elastic medium and
is pared with a probability measure P. We then define 〈·〉 to be the ensemble average over
Ψ. We will assume that our material is statistically isotropic. Thus, Cijkl(x,ψ), eij(x,ψ), σij(x,ψ)
are ergodic stationary random fields, which implies that the ensemble average over ψ will
be equivalent the spatial average over all of Rd [28]. We can then define the effective
elasticity tensor C∗ijkl through the equation [8, 24, 28, 29],
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〈σij〉 = 〈Cijklekl〉 = C∗ijkl〈ekl〉, (8.14)
where we have omitted (x,ψ) for notational simplicity. In this way, we have defined the
effective elasticity tensor to be the constant tensor which relates the average stress to the
average strain. Similarly, we can define the effective compliance tensor L∗ijkl [28] as,
〈eij〉 = 〈Lijklσkl〉 = L∗ijkl〈σkl〉. (8.15)
Next, we consider the set of quazistatic, irrotational governing equations and respec-
tive constitutive relations for the stationary random fields e, σ,
∇ · σ = 0 Cijklekl = 2νeij = σij (8.16)
∇× e = 0 Lijklσkl = 12νσij = eij, (8.17)
on a two component viscoelastic material where materials one and two have complex
viscoelasticity ν1 and ν2, respectively. In this case we may define the local elasticity tensor
by,
Cijkl = (χ1ν1 + (1− χ1)ν2)Λsijkl . (8.18)
Here χ1(x) is an indicator function which takes on value 1 when in material 1 and 0
otherwise. Inserting this into (8.13) we obtain,
∇ · (χ1ν1 + (1− χ1)ν2)Λsijklekl = 0. (8.19)
Defining s = 1/(1− ν1ν2 ), using the fact that Λsijklekl = 2eij, and dropping subscripts for







2e = 0. (8.20)
Following previous work [8], we define e f = ∇sφ to represent the mean fluctuation of the
average strain e0 so that e = e0 +∇sφ. Applying this to (8.20) we obtain,








We then apply the operator ∇s(∇ · ∇s)−1, add e0 to both sides, and rearrange to arrive at
the equation,

















It is worth noting that the operator gamma is analogous to that defined in [14] where∇·∇s
is replaced with ∇ · ∇ = ∇2.









where χ2 = 1 − χ1 and Υ = ∇ × (∇×∇×)−1∇×. The key observation necessary to
derive the expression in (8.24) is the existence of a symmetric tensor A such that our
symmetric stress tensor can be defined by:
σ = ∇×∇× A (8.25)
The existence of A comes from the fact that ∇ · σ = 0 and is a consequence of the Donati-
Beltrami theorem [7]. We will further define Σ = ∇× A so that σ = ∇× Σ .




f ∈ L2(Ψ, P)|Γ f = f weakly}
Hσ =
{
f ∈ L2(Ψ, P)|Υ f = f weakly} .
Here the inner product with i = 1 is paired with He and i = 2 with Hσ. In this case we
have that e ∈ He and σ ∈ Hσ since,
Γe = Γ∇su = ∇s(∇ · ∇s)−1∇ · ∇su = ∇su = e
and
Υσ = Υ∇× Σ = ∇× (∇×∇×)−1∇×∇× Σ = ∇× Σ = σ.
In this way, Γ and Υ is are symmetric projectors on their respective spaces. Further, χ1 and
χ2 are symmetric projectors which implies that Γχ1 and Υχ2 are self adjoint with respect
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to their corresponding inner product. Now we consider (e0, σ) and write Cijklekl = C : e
where A : B is the conctraction operation. On one hand we have,
(e0, σ) = 〈χ1e0 : (C : e)〉 = e0 : 〈C : e〉 = e0 : C∗ : e0.
On the other, making use of the representation of Cijkl in (8.20), we find,






= 2ν2e0 : 〈e〉 − 2ν2e0〈1sχ1e〉.
Realizing that e0 : 〈e〉 = ||e0||2 and substituting in our expression for e in (8.23) we find
that,
2ν2||e0||2 − 2ν2e0 : 〈χ1(s− Γχ1)−1e0〉.
Applying the spectral theorem to our resolvent representation we find,













= 〈χ1Q(λ)e¯0 : e0〉 and Q is a self adjoint operator with positive
measure µ. We note that this integral representation is the incompressible analog to the one
derived for compressible materials in [8].
For our particular problem we require C∗ijkl = ν
∗Λsijkl . In this case (8.26) takes the form,
ν∗
ν2




















= 〈(χ1Γχ1)ne0 : e0〉, (8.29)
and χ1(Γχ1)n = (χ1Γχ1)n since χ1 is a projection. Assumptions about the geometry are
incorporated into µ via its moments.
Bounds on ν∗ can be obtained for a fixed contrast parameter s and are determined by
varying over admissible measures µ. This is the equivalent to varying over admissible
geometries of the composite material. The bounds may be derived using just the moments
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of µ. The more moments known, the tighter the bounds [14, 26]. For the elementary
bounds knowledge of only the mass of the measure µ0 is required and is easily calculated





= 〈χ1e0 : e0〉 = 〈χ1〉||e0||2 = p1 (8.30)
where p1 is the volume fraction of material 1 and 0 ≤ p1 ≤ 1 . If we consider the set
M of positive Borel measures on [0, 1] with mass less than unity, F(s) becomes a linear





= 1− F(s, µ), h = ν1
ν2
. (8.31)






λndµ′(λ) = µn, n = 0..k
}
(8.32)
we can define the set of possible values of m(h) as,
Nkµ =
{
m(h, µ′) ∈ C|h /∈ (−∞, 0], µ′ ∈ Mµk
}
.
The set Mµk forms a compact, convex subset of M [16] which implies, since F(s, µ) is linear
in µ, that Nkµ is a compact subset of the complex plane. In the case that only the mass of the
measure is known, k = 0, the extreme points of Mµ0 are the one point measures µ
0δλ [11].









and the analogous sets Mη0 ⊂ M and N0η ⊂ C for which the extreme points are also one
point measures η0δλ.
To find the elementary bounds we take k = 0 and fix the volume fractions p1 and
p2 = 1− p1. In this case we have that,
F(s, µ0) =
µ0




Then we may say that the values of F(s, µ) and E(s, η) must lie with in the circles [16, 26]
C0(λ) =
p1
s− λ Cˆ0(λˆ) =
p2
s− λˆ −∞ < λ, λˆ < ∞ (8.35)
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since µ0 = p1 and η0 = p2. Using equations (8.31) and (8.33) we can map to the common






, 0 ≤ λ ≤ p2 Qˆ0 = ν11− p2s−λ
, 0 ≤ λ ≤ p1 (8.36)
We note that these are analogous to the elementary bounds in the electric case [14].
In order to plot the bounds, knowledge of the component parameters ν1 = G1 − iρωυ1
and ν2 = G2 − iρωυ2 is needed. For the density we take the average of the densities
between ice and water, ρ ≈ 974kg/m3. Measurements of the shear modulus of first year
ice have been made and suggest it is on the order of G ≈ 109Pa [34]. Measurements
of the viscosity of slush and grease ice suggest υ ≈ 10−2m2/s [27, 37]. However, in the
viscosity experiments elasticity is ignored. More recent wave tank experiments [40] show
that a mix of mostly frazil ice, with some pancake ice, may have an effective viscoelastic
parameter ν = G− iρωυ with G = 21Pa and υ = 0.014m2/s suggesting that there is some
component of elasticity to be considered. One would be tempted to take the ice phase
as purely elastic ν = G + 0i. However, this would mean the ice is not lossy. In fact, ice
attenuates waves much more strongly than the slush. This is due to scattering, and friction
effects at the interface of the ice and water [20]. For our analysis we will take the slush to
have parameters G = 10Pa ad υ = 0.01m2/s and we will consider the ice phase to have
G = 109Pa , υ = 15m2/s. This choice of υ for the ice phase was estimated using (8.39). It
was chosen so that the attenuation rate for “pure ice” would be on the same order as those
measured for high concentrations of ice in [20]. We will also consider G = 107Pa for the
ice as the value of 109 is technically associated with solid, thick first year ice. In the MIZ,
the ice tends to be thinner and well soaked with a lower freeboard making it more pliable.
This is especially true near the edge and very characteristic of pancake ice. The value of
G = 107Pa produces tighter bounds which our data comfortably sit within. The bounds
are shown in Figures 8.2, 8.3, and 8.4 where we plot the complex conjugate of ν∗ to better
highlight the contrast in parameters. In reality the bounds are reflected over the real axis.
The data shown in the figures have been extracted from [13, 22] are discussed in 8.5.1.
8.5 Wave Equation
Since Λs is a projector on our space of strain fields and we assume the material to be
incompressible we may derive a simplified wave equation in the long wave length low
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frequency limit. If we reintroduce the second time derivative of u and use the average
stress tensor we have:











Under the plane wave assumption we would expect a 1-d Solution of the form u(x, t) =
A0ei(kx−ωt), where A0 is the amplitude of the wave as it enters the MIZ. In this case,
substitution of the 1-d solution into the wave equation produces a simplified dispersion
relation given by:




In this way, the wave number kr, and the attenuation rate q, can be defined by the effective
parameter. Or, given measurement of the wave number and attenuation rates one can infer
the effective parameter.
8.5.1 Comparison to Measurement
While data on the viscoelastic parameter are difficult to obtain there have been mea-
surements on the attenuation rate and wave number of long wavelength, low frequency
waves. Most notably it was found in [22] that the energy attenuation rate of waves in the







a = 2.12× 10−3, b = 4.59× 10−2. (8.40)
These data used in [22] were obtained using wave buoys deployed in the MIZ on the Sea
Ice Physics and Ecosystem Experiment II (SIPEX II) expedition to Antarctica. Based on
measurements obtained in 1998 in a similar manner, it was found in [13] that for long
wave lengths, the relationship between frequency ω and wave number kr follows a power
law close to that of deep water given by,









Taking T = 2pi/ω and using the fact that the amplitude decay rate is half of the energy

















Here we have taken ω = 2pi/T. The data are shown in Figures 8.2, 8.3, and 8.4. We only
consider frequencies from 14 ≤ ω ≤ 1 corresponding to a range of periods 6s ≤ T ≤ 25s. It
can be seen to sit well within our bounds for sufficiently low frequencies.
8.5.2 1-d Model for Floe Breaking
Another potential use for the 1-d wave equation model is as a simple model for wave
propagation in the MIZ, in particular, to understand the role that waves play in determin-
ing the floe size distribution and extent of the MIZ. In the long wave length, low frequency
regime many of the waves which propagate into the ice pack act like plane waves, and thus
can be modeled by the solution to the 1-d wave equation above. We will model the ice pack
as a 1-d viscoelastic plate that bends to match an incoming wave profile. We will further
suppose that there is a critical wave amplitude at which the ice will fracture into pieces of
the size of half the wavelength of the breaking wave. This is illustrated in Figure 8.5. To
determine the critical amplitude needed to break an ice floe, we follow [10] and consider
breaking due to strain and stress failures. If the ice is thought to be flexural and nonrigid,
breaks may form due to strain failures while more rigid ice will fail under gravitational
and buoyant forces overcoming the flexural strength of the material.







where η is the sea surface elevation and h the ice thickness. For a simple harmonic wave




where A is the amplitude, k the wave number and ω the frequency. Supposing a critical










To model stress failure we may think of the ice as a beam of thickness h and width b placed
on two supports separated by a distance L. A force F is then applied to the center between
the supports. This is often referred to as the three point flexural test. The flexural stress σ





In the ice case L = λ/2, and to calculate F/b we consider the average upward and
downward pressure over one wavelength. At a wave crest we consider a net upward
pressure (Pu) as a buoyant force proportional to the density of the water ρw. At a wave
trough, we consider a downward pressure (Pd) resulting from an extra weight proportional
to the density of the ice ρice. We further take Pd = Pu to maintain equilibrium and consider
a simple sinusoidal wave profile, A sin(kx), which fits with our plane wave assumption








∣∣∣∣∫ λ/20 A sin(kx)dx
∣∣∣∣+ ρiceg ∣∣∣∣∫ λ
λ/2
A sin(kx)dx
∣∣∣∣) = (ρw + ρice)gAk , (8.46)












Using these amplitudes we can then determine how far into the ice pack a wave of a
given wave length may break ice. Since we assume it will break the ice into pieces of size
λ/2, this will also tell us the maximum flow size at a given position in the MIZ. For a plane
wave traveling into the MIZ, the amplitude as a function of distance from the ice edge is
given by A(x) = A0e−αx, where A0 is the amplitude as it enters the ice field and α the
attenuation rate. Thus, a wave will break the ice as long as,
A0e−αx ≥ Aec or A0e−αx ≥ Aσc .
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Applying these criteria to equations (8.44) and (8.48), solving the inequalities for x, and
taking the maximum, we can find the range of distances for which a given wave can break



















To parameterize the critical strain and stress, we take the values used in [10], ec =
3× 10−5 and σc = 0.67MPa. These values are based on work in [21, 33] and consider not
only the critical threshold but the effect of fatigue as well.
To determine the initial amplitude for each wave, we make use of the Pierson-Moskowitz
wave energy spectrum [30] which describes the wave energy distribution for a fully devel-
oped sea as a function of period T. The distribution is parameterized by the peak period
Tp and is given by,

















To determine the attenuation rates and write λ as a function of period we substitute (8.40)

































Since we are in the long wavelength regime with this approximation, we will only consider
waves with period T > 6s. Further, waves with periods T > 16s have such large wave
lengths, λ > 484m, and they produce floe sizes > 240m which we would not consider
small enough to be included in the MIZ.
For ice thickness, we first consider the annual mean in the MIZ of h ≈ .85 [39] and
study the effect of different peak periods at the ice edge. The distance that waves, with
sufficient energy to break ice, can travel into the ice pack depends sensitively on the peak
period of the incident sea at the ice edge. For waves induced by storm like conditions,
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Tp > 10, waves can travel over a thousand kilometers into the ice pack. This is exemplified
in Figure. 8.6. There we show the floe sizes resulting from wave break up (D = λ/2) as a
function of distance from the ice edge for waves with periods 6 ≤ T ≤ 16. The maximum







{λ|BD(λ) = x}. (8.54)
It can also be noted that for storm like conditions the decay of waves with sufficient
amplitude to break ice appears linear. This type of behavior was observed during the
SIPEX II expedition after a storm event in the MIZ in 2012 [19].
In order to capture the average state of the MIZ we consider a Gaussian distribution
of peak periods with a mean of Tp = 7 and a standard deviation of Sd = 1. We can then
calculate a weighted average of the maximum breaking distance. Here we will consider
peak periods from Tp = 4s− 10s. The reason this is important to consider can be thought
of in the following way. While a storm event, characterized by high peak period, may
break ice significantly far into the ice pack, eventually that ice will rejoin through freezing
processes and won’t be broken by waves until the next storm. In this way, only studying
one peak period ignores refreezing. In a similar way, smaller waves will propagate further
into the pack near the ice edge when the peak period is small, an effect also ignored if we









When comparing this average to measurements taken in the Antarctic MIZ in [36], we
find good agreement with h = 0.85m. If we do vary the thickness, increasing thickness
with distance, we can find better agreement in the relevant regimes as well. That is to
say, choosing a specific ice thickness matching that at a given distance from the ice edge
produces the correct maximum floe sizes. This is shown in Figure 8.7. This also allows us
to determine the extent of the MIZ. We can define the extent of the marginal ice zone as the
maximum distance waves with periods T ≤ 16S, corresponding to a floe of ≈ 250m, have
sufficient energy to break ice.
One use of this simple model is the study of the effect waves have on the MIZ under
differing climatic conditions. It has been proposed that a warming climate will lead to
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changes in storm frequency and intensities [18]. Simulations in the past have suggested
that while tropical cyclones may decrease in frequency, there may be a doubling of the
frequency of category 4 and 5 storms by the end of the 21st century [2]. Other studies
observe statistical increases in storm duration and intensity over the last 40 years which
correlate well with increasing sea surface temperatures [12]. As a result one would expect
higher average peak periods in the marginal ice zone. Thus, waves would, on average,
propagate further into the MIZ. This can have an effect on the overall volume of ice in
the ice pack as broken ice is subject to lateral melting [36]. A changing MIZ could also
dramatically affect wildlife in the region. In Figure 8.8 we show the maximum flow size
for average peak periods of Tp = 7, 8, 9 and an average thickness of h = 0.85m. Notably,
even a small change in the average peak period can produce a drastically different MIZ
extent.
8.6 Conclusion
Motivated by previous works [8, 14, 29] we have developed rigorous bounds for the
complex viscoelasticity of an incompressible material in equilibrium. We have further
applied these bounds to the specific case of continuum models of wave dynamics in the
MIZ in the long wave length, low frequency regime. When in this this regime, the govern-
ing equations can be reduced to a simplified wave equation which produces a simplified
dispersion relation for plane like waves entering the marginal ice zone. Using this relation
and in situ data collected in the MIZ of Antarctica, we have extracted an estimate of the
effective complex viscoelasticity for waves of periods 6s < T < 25s which fit squarely with
in the bounds. Using these estimates, our simplified wave equation, and ice floe fracture
models, we have also produced a simple model of wave effects on the extent of of the MIZ
as well as the distribution of maximum floe size as a function of distance from the ice edge.
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Figure 8.1: A viscoelastic layer atop an inviscid ocean of thickness h being deformed by
harmonic wave profile.
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Figure 8.2: Bounds for ν¯∗ plotted for several periods, T = 2pi/ω, with G = 107Pa for the
ice phase. We have plotted the complex conjugate of ν∗ to better highlight the contrast in
the parameters. In green are data extracted from the 1-d model and the work in [13, 22]
for periods 6s ≤ T ≤ 25s. Note that near T = 6s the data just begin to violate the bounds.
This suggests a lower limit for which the long wave length assumption is valid. Here the
volume fraction of ice is p = 0.4, in the range for which we consider the data valid.
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Figure 8.3: Bounds for ν¯∗ and T = 25s with G = 107Pa for the ice phase. We have plotted
the complex conjugate of ν∗ to better highlight the contrast in the parameters. In green are
data extracted from the 1-d model and the work in [13, 22] for periods 6s ≤ T ≤ 16s. Here
the volume fraction of ice is p = 0.4, in the range for which we consider the data valid.
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Figure 8.4: The bounds when the shear modulus of the ice phase is taken to be 109Pa. In
(a) we show the bounds for ν¯∗ plotted for several periods, T = 2pi/ω, with G = 109Pa,
ν = 0.014m2/s. In (b) we zoom in to show where the data lie. We have plotted the complex
conjugate of ν∗ to better highlight the contrast in the parameters. Bottom: Zoomed in, in
green are data extracted from the 1-d model and the work in [13, 22] for periods 6s ≤ T ≤
25s. Note that near T = 6s the data just begin to violate the bounds. This suggests a lower
limit for which the long wave length assumption is valid. Here the volume fraction of ice
is p = 0.4, in the range for which we consider the data valid. We note though that near the
ice edge G = 109 may be too high.
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Figure 8.5: The ice modeled as a viscoelastic plate which can break into pieces of size λ/2
for waves with sufficient amplitude.
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Figure 8.6: Maximum floe size as a function of distance from the ice edge for waves of
period 6s ≤ T ≤ 16 with h = 0.85 for each curve. The distance a given wave may break ice
in the MIZ depends sensitively on peak period Tp. Note that we define the maximum floe
size at a given distance from the ice edge to be the minimum floe size produced by waves
with sufficient amplitude to fracture the ice at that position.
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Figure 8.7: The average breaking distance and maximum floe size for ice thicknesses of
h = 0.2, 0.5, 0.85 and waves of period 6s ≤ T ≤ 16. The black rectangles represent
measurements of the maximum floe size in the Antarctic MIZ from [36]. Note that we
define the maximum floe size at a given distance from the ice edge to be the minimum floe
size produced by waves with sufficient amplitude to fracture the ice at that position.
116
Figure 8.8: The average breaking distance and maximum floe size for varying average
peak periods, T¯P = 7, 8, 9 all with standard deviation Sd = 1. Here the thickness is h =
0.85m and we consider wave periods of 6s ≤ T ≤ 16. Note that we define the maximum
floe size at a given distance from the ice edge to be the minimum floe size produced by
waves with sufficient amplitude to fracture the ice at that position.
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CHAPTER 9
SUMMARY OF THEMULTISCALE MODELS
OF SEA ICE PRESENTED IN THIS
DISSERTATION
In this dissertation we have investigated mathematical models of sea ice phenomena
on multiple scales. On the scale of sea ice microstructure, we have investigated the ap-
plicability of percolation theory in modeling both electrical transport and fluid transport
through the porous structure of the ice. We find that there is a strong electrical signature
at the critical brine volume fraction threshold of about 5% in columnar sea ice. Before
this threshold, the ice is effectively impermeable to fluid flow. This is known as the rule of
fives. We further find that the vertical electrical conductivity of sea ice follows a universal
power law, explained by percolation theory, as a function of brine volume fraction above
the 5% threshold. This allows us to link specific electrical profiles of the ice to important
state variables of the ice pack. These findings open the door to new generations of in situ
analysis and remote monitoring of transport processes.
We have also investigated the differences in electrical and fluid transport in different
crystallographic types of ice. Continuum percolation theory and the compressed powder
model predict that for granular sea ice, the critical threshold for fluid flow should be
around 10%. Further, as with columnar ice, the permeability should exhibit universal
power law behavior. Indeed, experiments done during the SIPEX II expedition in 2012
confirm this result. Interestingly, however, we do not see correspondence between the
fluid and electrical thresholds in granular ice. This can be explained by the fact that fluid
requires larger channels for flow than does electrical current. We do however find greater
variability in the vertical conductivity of granular sea ice. That is, the vertical conductivity
of columnar sea ice changes continuously as brine volume fraction increases; this is not the
case for granular ice. This fact could be used to develop inversion schemes which could
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potentially detect ice type by noting changes in the conductivity as the ice temperature
changes. This is important due to the stark contrast in the critical threshold of 5% and 10%
between the two ice types for fluid flow.
On the medium scale, we explored the applicability of surface impedance tomography
in the determination of ice thickness and composition. Using indirect measurements of
the electrical conductivity of Antarctic sea ice, we developed an n-layer inversion scheme
to reconstruct resistivity profiles from Wenner array data taken during the SIPEX I expe-
dition in 2007. Through the linkages between the fluid and electrical transport properties
discussed above, this potentially provides a method to monitor important state variables
in the ice pack, in particular, thickness, which is an important parameter for many large
scale climate models and is difficult to obtain remotely.
On the larger scale, we developed a method of extracting the essential connectivity
and scale characteristics of complex melt pond configurations from photographic images
of melt pond structures. Further, we mapped the melt pond connections onto discrete
conductance networks for which the effective conductance can be calculated. The effective
conductance can serve as a way to estimate the ease of lateral flow. This is important since
connected ponds allow melt water to flow to large drainage structures. Understanding
how easily this flow can progress is important to large scale sea ice models since melt
ponds are the major controlling factor of sea ice albedo.
Also on the larger scale, we explore wave-ice interactions in the marginal ice zone. In
particular, we derive the first rigorous bounds on the effective viscoelasticity of the ice
water-mix. With much recent interest in using continuum models, which depend on this
effective parameter to model wave propagation in the MIZ, these bounds provide a way to
estimate the effective viscoelasticity based on the concentration and geometry of the floes.
We also developed a simplified wave equation for the propagation of plane-like waves in
the marginal ice zone which produces a dispersion relation that defines the wave number
and attenuation rate of the traveling wave through the effective viscoelasticity. Through
that relation we also extracted estimates of the effective viscoelasticity from measurements
of waves in the marginal ice zone made during the SIPEX II expedition in 2012. Using
these estimates and our simplified wave equation, we further explored a 1-d model of ice
floe breaking by waves. This model is analytic in nature and is capable of capturing many
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of the average properties of both the floe size distribution in the marginal ice zone as well
as its extent.
