Abstract-In a two-or three-dimensional image array, the computation of Euclidean distance transform (EDT) is an important task. With the increasing application of 3D voxel images, it is useful to consider the distance transform of a 3D digital image array. Because the EDT computation is a global operation, it is prohibitively time consuming when performing the EDT for image processing. In order to provide the efficient transform computations, parallelism is employed. In this paper, we first derive several important geometry relations and properties among parallel planes. We then, develop a parallel algorithm for the three-dimensional Euclidean distance transform (3D_EDT) on the EREW PRAM computation model. The time complexity of our parallel algorithm is Oðlog 2 NÞ for an N Â N Â N image array and this is currently the best known result. A generalized parallel algorithm for the 3D-EDT is also proposed. We implement the proposed algorithms sequentially, the performance of which exceeds the existing algorithms (proposed by Yamada, Toriwaki). Finally, we develop the corresponding parallel programs on both the emulated EREW PRAM model computer and the IBM SP2 to verify the speed-up properties of the proposed algorithms.
INTRODUCTION
I N a two-dimensional space, we usually consider a binary image represented as an N Â N array of 1s and 0s as pixels in which the cluster of 1s (black pixels) corresponds to the components of the scene, and all other space, 0s (white pixels) correspond to the background. Often, we are interested in the shape and position of the black pixels relative to each other. The extraction of such information from a binary image can be simplified considerably by using a number of computational techniques. Some of the most important ones include the medial axis transform (MAT) introduced by Blum [5] and the distance transform (DT) introduced by Rosenfeld and Pfaltz [31] , [32] .
The two-dimensional DT is an operation that converts an image array of black and white pixels to an image array of pixels where each has a value denoting the distance to the nearest 1-pixel. A 2D binary N Â N image array can be represented by a i; ¼ 0 or 1, for i; j ¼ 0; . . . ; N À 1. The two-dimensional Euclidean distance transform (2D-EDT) is defined as follows: Let B 2D ¼ fðx; yÞ : a x; y ¼ 1g represent the coordinates of the 1-pixels of the binary image. The Euclidean distance of pixel a i; j with respect to the 1-pixels is computed by Whereas, the elements of a two-dimensional image array are called pixels, the elements of a three-dimensional image array are called voxels. Similarly, the three-dimensional DT is an operation that converts a 3D image array consisting of black and white voxels to a 3D image array where each voxel has a value or coordinate that represents the distance to the nearest black voxel. A 3D binary N Â N Â N image array can be represented by a i; j; k ¼ 0 or 1, for i; j; k ¼ 0; . . . ; N À 1. Let B 3D ¼ fðx; y; zÞ : a x; y; z ¼ 1g represent the coordinates of the 1-voxels of the 3D binary image. The three-dimensional Euclidean distance transform (3D-EDT) of voxel a i; j; k with respect to the 1-voxels is computed by for all i; j; k ¼ 0; . . . ; N À 1:
Because the 2D-EDT and 3D-EDT are global operations, they are prohibitively expensive. Computation of the EDT in image processing is extremely time consuming. Thus, there are many EDT approximation algorithms that have been proposed in the past. For example, Danielsson [12] proposed a Euclidean distance propagation algorithm by a sequential operation using a two-component descriptor. These algorithms are based on the city block distance metric, the chessboard distance metric, or the octagonal distance metric, a combination of the first two. Other metrics were also used in the literature, such as chamfer distance [6] , [7] , quasi-Euclidean distance [7] , and weighteddistance [14] . Each of the EDT approximation algorithms attempts to compute distances that are as near as possible to the actual Euclidean distances.
The DT is extensively applied in the image processing area. It is usually used for morphological operations, expanding or shrinking objects [3] , image matching, image compression [27] , machine-vision and 2D or 3D computer graphics [15] , [36] , skeletonization, and computing Voronoi diagrams [4] , [38] . See [8] for an overview of applications using the distance transform.
Yamada [37] first proposed a parallel algorithm for computing the actual 2D-EDT problem with N Â N image array, which runs in OðNÞ time using N Â N processors on an eight-neighbor connected mesh. The sequential time complexity of Yamada's algorithm is OðN 3 Þ. Paglieroni [28] , [29] proposed a sequential algorithm for computing 2D-EDT problem by the scan approach. The time complexity of Paglieroni's algorithm still takes OðN 3 Þ time. However, a great advantage of Paglieroni's algorithm is the computation of the 2D-EDT dimension by dimension. This property makes their algorithm easily parallelized and implemented, and also suitable for hardware implementation and real-time applications. They also proposed a special hardware architecture for real-time applications.
Most image processing problems require real-time computation; parallel computation of these problems is most natural. Kolountzakis and Kutulakos [19] proposed an OðN 2 log NÞ sequential algorithm for the same problem. They also parallelize their algorithm on an EREW PRAM model, the time complexity of which is OðN 2 log N=pÞ using p processors, where 1 p N. More recently, Chen and Chuang [10] proposed an algorithm to reduce the time complexity. They showed their algorithm could be run in OðN 2 =p þ N log NÞ on an EREW PRAM model, where 1 p N. Chuang [9] , [10] also proposed an algorithm for computing the 2D-EDT problem on a mesh-connected SIMD computer. For an N Â N image array, their algorithm runs in OðNÞ time on a 2D N Â N torus-connected mesh. Lee et al. [23] , [22] proposed some fast parallel algorithms. In Borgefors [23] , [22] , the parallel algorithms were given for the computation of the exact Euclidean distance transform. The running time is Oðlog 2 NÞ, both on the EREW PRAM model and the hypercube computer with N 2 processors [22] . The running time is Oðlog NÞ, both on the mesh of trees model using N Â N Â N log N processors and on the hypercube computer using N 2:5 processors [23] . Recently, Pan et al. [30] proposed the parallel algorithm for the same problem, their algorithm runs in Oðlog 2 NÞ time on a 2D N Â N reconfigurable mesh.
With the increasing prevalence of 3D voxel images, it is useful to consider the distance transform of a 3D digital image array. Saito andToriwaki [34] presented several EDT algorithms based on the scan approach for an n-dimensional image array. For the 3D-EDT problem, Toriwaki's EDT algorithm also takes OðN 4 Þ time complexity. In the past, we focused on studying the 2D distance transform [20] , [21] , [22] , [23] , [24] , [25] . Now, we consider the 3D-EDT problem and develop the parallel algorithm for it on the EREW PRAM model. In this paper, we first derive several important geometry relations and properties among parallel planes. We then, develop the parallel algorithm for the 3D-EDT using the EREW PRAM computation model. The time complexity of our parallel algorithm is Oðlog 2 NÞ for an N Â N Â N image array. The generalized parallel algorithm for the 3D-EDT is also shown. Last, we implement the proposed algorithms serially, and compare the performance with other proposed algorithms. Also, we develop a parallel program on an emulated EREW PRAM computer and on an IBM SP2 to verify the performance of the proposed parallel algorithms.
The organization of this paper is as follows: In Section 2, we introduce the EREW PRAM model and some notations upon which our algorithm is based. In Section 3, several important theorems are derived. These are the essential concepts of our parallel algorithm. In Section 4, we describe our parallel algorithm named procedure 3D EDT EREW in detail. A generalized parallel algorithm for the 3D-EDT is also proposed in this section. In Section 5, the implementation of the proposed algorithms is described and the performance of the proposed algorithms is compared with that of others. Finally, some concluding remarks are included in Section 6.
PRELIMINARIES AND NOTATION

The EREW PRAM Model
The parallel shared-memory model is an extension of the sequential model, where the parallel shared-memory model consists of a number of processors, each of which has its own local memory to execute its own program and to access its own data. All processors communicate and exchange data through a common global memory that is also referred as shared memory. Computer organizations are characterized by the multiplicity of the hardware provided to service the instruction and data streams. In this paper, we use the single instruction multiple data stream (SIMD) for the parallel random-access machine (PRAM). That is, all the processors operate synchronously under the control of a common clock and, in each unit of time, all active processors execute the same instruction, but with different data.
There are several variations of the PRAM model. The most common three models are the exclusive read exclusive write (EREW) PRAM, the concurrent read exclusive write (CREW) PRAM, and the concurrent read concurrent write (CRCW) PRAM. In the EREW PRAM model, a single memory location cannot be simultaneously accessed by more than one processor. The CREW PRAM model allows simultaneous read instructions to access a single memory location by more than one processor, but not simultaneous writes. In the CRCW PRAM model, both simultaneous read or write instructions are allowed to access a single memory location. The computational power of these three models are quite different; the CRCW PRAM model is the most powerful, then, the CREW PRAM model, and finally, the EREW PRAM model. In general, the more powerful the model, the more complex and difficult the implementation. For simplicity, we assume that it takes a unit of time to do either an arithmetic instruction or a shared memory access for any PRAM models. The parallel computation model upon which our algorithms are based is the EREW PRAM model. There are many existing practical parallel processing architectures such as Mesh, Tree, Mesh-of-Trees, Pyramid, Hypercube, Butterfly, etc. Here, the generality exists that the more the practical machine, the higher the communication time between processors. The interested reader can refer to [1] , [2] , [17] for further discussion on the massively parallel processing models, architectures, and algorithms. In fact, however, the usual geometric definitions and relations of these axes are the same in both figures. In twodimensional situations, the distance transform (DT) is an operation that converts an image consisting of black and white pixels to an image where each pixel has a value or coordinate that represents the distance or location to the nearest black pixel. We formally define the distance transform as follows: Definition 1. Assume a 2D binary N Â N image array can be represented by a i; j ¼ 0 or 1, for i; j ¼ 0; . . . ; N À 1, and ð0; 0Þ is the upper left corner pixel of the image. Let B 2D ¼ fðx; yÞ : a x; y ¼ 1g represent the coordinates of the 1-pixels of the binary image. The two-dimensional Euclidean distance transform (2D-EDT) of pixel a i; j with respect to the 1-pixels is computed by
Definitions
In the three-dimensional case, the DT is an operation that converts a 3D image array consisting of black and white voxels to a 3D image array, where each voxel has a value or coordinate that represents the distance or location to the nearest black voxel. We extend the definition of the twodimensional Euclidean distance transform to the threedimensional Euclidean distance transform as follows: Definition 5. Let R ¼ ðx R ; y R ; z R Þ be a voxel of V , where ðx R ; y R ; z R Þ is the coordinate of R. Let N R ðÀ r Þ or N x R ;y R ;z R ðÀ r Þ, 0 r N À 1 denote the nearest 1-voxel of the voxel R with respect to all 1-voxels at plane À r . Let N R or N x R ;y R ;z R denote the nearest 1-voxel of the voxel R with respect to all 1-voxels at V ; N R must be one of the set fN R ðÀ r Þ : 0 r N À 1g. Let jR N R ðÀ r Þj and jR N R j denote the Euclidean distance between the voxel R to the nearest 1-voxel N R ðÀ r Þ and N R , respectively. Then,
ESSENTIAL CONCEPTS
The following theorem was proposed by Kolountzakis and Kutulakos [19] . For the sake of completeness, we show this theorem as follows and we also use Fig. 3 to illustrate this theorem.
Theorem 1: [19] . Let P ¼ ða; jÞ, Q ¼ ðb; jÞ for b < a be two pixels with coordinates ða; jÞ and ðb; jÞ, respectively, located at the same column with Q above P . Let N P ¼ ðx; yÞ and N Q ¼ ðz; wÞ be two nearest 1-pixels of pixels P and Q, correspondingly. Then, z x. That is, N Q is above N P .
Proof. This can be shown by observing 
By adding (4) to (5), we obtain z x, which means that N Q is above N P . t u
Lee et al. [23] , [22] proposed the following theorem: Based on Theorem 2, they proposed several parallel algorithms for computing the Euclidean distance transform for a two-dimensional digital image. Fig. 4 demonstrates their essential idea.
Theorem 2.
[23], [22] . Let P ¼ ða; jÞ, Q ¼ ðb; jÞ, and R ¼ ðc; jÞ, a > b > c be three pixels with coordinates ða; jÞ, ðb; jÞ, and ðc; jÞ, respectively, located at the same column j with R above Q, and P below Q. Let N P , N Q , N R be the nearest 1-pixels of pixels P , Q, and R, respectively. Suppose N Q ¼ ðx; yÞ, N P ¼ ðs; uÞ, and N R ¼ ðz; wÞ. Then, z x s. That is, N Q is below N R , but above N P .
Proof. From Theorem 1, we know that x ! z and x s. That is, z x s. It also means that N Q is below N R , but above
That is, the nearest 1-voxel at plane À z 1 of the voxel P is the same as the nearest 1-voxel at plane À z1 of the voxel Q.
Proof. Assume
Because
According to the assumption, P is under Q, so
That is,
Because a < b, (6) becomes
Thus, (7) means that the nearest 1-voxel at plane Proof. Because voxels Q 1 , Q 2 . . . Q NÀ1 are all under Q 0 , according to Theorem 3, we get that
We know that N Q0 must be one of the set N Q0 ðÀ 0 Þ, N Q0 ðÀ 1 Þ, . . .
where N Q 0 ðÀ r Þ ¼ N Qr ðÀ r Þ and 0 r N À 1. This is also sustained for all Q , so N Q 2 N Q r ðÀ r Þ, for 0 ; r N À 1. Theorem 5. Let Q ¼ ðx Q ; y Q ; Þ, P ¼ ðx P ; y P ; Þ for < be two voxels with coordinates ðx Q ; y Q ; Þ and ðx P ; y P ; Þ, respectively, located at the same Z axis with Q above P . Let N Q ¼ ðx N Q ; y N Q ; aÞ and N P ¼ ðx N P ; y N P ; bÞ be two nearest 1-voxels of voxels Q and P , correspondingly. Then, b ! a. That is, N P is below N Q .
Proof. According to the assumption, we have
By definition, x P ¼ x Q and y P ¼ y Q . Then,
By adding (8) to (9), we get
By expanding and elimination, (10) can be rewritten as
Theorem 6. Let Q = ðx Q ; y Q ; Þ, P = ðx P ; y P ; Þ for < be two voxels with coordinates ðx Q ; y Q ; Þ and ðx P ; y P ; Þ, respectively, located at the same Z axis with Q above P . If
Proof. From Theorem 4, because Q and P are located at the same Z axis, so N P 2 N P ðÀ r Þ and N P ðÀ r Þ ¼ N Q ðÀ r Þ for 0 r N À 1. According to Theorem 5, because P is below Q, so N P is also below N Q . By assumption, if N Q = N Q ðÀ r Þ, then N P must be one of the set N Q ðÀ r Þ,
It is easy to deduce that, if
Note that, in Theorems 5 and 6, we conclude that, if N Q (respectively, N P ) is found first, then, the region for finding N P (respectively, N Q ) is restricted from N Q (respectively, N P ) to the end (respectively, beginning) of the image along the Z axis. It is therefore, impossible for N P (respectively, N Q ) to be located in the region from the beginning (respectively, end) of the image to N Q (respectively, N P ) and, thus, search is unnecessary in that region.
Suppose we have three voxels R, Q, and P , with R above Q and P below Q along the Z axis. If N Q is found first, then, N R and N P can be found simultaneously in parallel. The region for finding N R is restricted from the beginning of the image to N Q and the region for N P is restricted from N Q to the end of the image along the Z axis. The other item worthy of note is that, if we can find m nearest 1-voxels of m voxels in the current step, then, we can also find 2m nearest 1-voxels in the next step. Following this procedure, after log N steps, all N nearest 1-voxels of N voxels can be found.
PARALLEL ALGORITHM ON THE
EREW PRAM MODEL
The Sketch of Algorithm
The parallel algorithm consists of two main phases: the plane phase and the vertical phase. During the plane phase, for each plane, we find the nearest 1-voxel for each voxel in the plane. Because each plane is a 2D image array, this is a 2D-EDT problem. Here, we can utilize the parallel algorithm proposed by Lee et al. [22] . At the end of the plane phase, each voxel in each plane has the coordinate of its nearest 1-voxel over the entire plane. In the vertical phase, for each vertical column, we compute the coordinate of the nearest 1-voxel for each middle voxel. We then, recursively compute the middle voxel of the upper half vertical column and the middle voxel of the lower half vertical column. Thus, at the end of the second vertical phase, each voxel in each vertical column obtains the coordinate of its nearest 1-voxel over the entire 3D image array. Based on the obtained coordinate, it is easy to compute the distance from this voxel to its nearest 1-voxel. Assume the coordinate of the nearest 1-voxel of the voxel a i;j;k is ðx; y; zÞ, then, the distance from this voxel to its nearest 1-voxel is ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi ði À xÞ 2 þ ðj À yÞ 2 þ ðk À zÞ 2 q :
Detailed Description of Algorithm
Assume voxel a i;j;k is stored in processor P Eði; j; kÞ, 0 i; j; k N À 1. Without loss of generality, assume N ¼ 2 n for a positive integer n. Let N i;j;k ðÀ k Þ = ðX N i;j;k ðÀkÞ;Y N i;j;k ðÀkÞ ; kÞ denote the nearest 1-voxel at plane À k of voxel a i;j;k which was computed in the plane phase and stored in processor P Eði; j; kÞ, 0 i; j; k N À 1. 
According to Theorem 6, at the vth step, we can simultaneously find q nearest 1-voxel N i;j;SvðqÞ of voxels a i;j;SvðqÞ in the corresponding region, where 0 q 2 v À 1. The region that is required for computing N i;j;SvðqÞ is denoted by After running the plane phase, each voxel in each plane has the coordinate of its nearest 1-voxel over the entire plane. That is, N i; j; h ðÀ h Þ = ðX N i;j;h ðÀ h Þ ; Y N i;j;h ðÀ h Þ ; hÞ. In order to make readers easily understand the above algorithm, we give a detailed demonstration for the vertical phase. . Then, at the next iteration, using the information computed in the previous iteration, we simultaneously find the nearest 1-voxel for four voxels in a vertical. Thus, using a similar technique, we compute the 3D-EDT for the rest of the voxels until all voxels are computed.
Time Complexity Analysis
The time complexity of this algorithm is analyzed as follows: This is basically a 2D-EDT problem during the plane phase. Thus, we can use the parallel algorithm proposed by Lee et al. [22] , where each plane independently computes the N i;j;k ðÀ k Þ, for 0 k N À 1. Their algorithm is Oðlog 2 NÞ for the computation of the 2D-EDT on a 2D N Â N image array. Hence, the plane phase of our algorithm is of time complexity Oðlog 2 NÞ. In the vertical phase, N i;j;S v ðqÞ for each region RG v ðqÞ is computed by the allocated processors, respectively. In each iteration, the region RG v ðqÞ required to for computing N i;j;S v ðqÞ , only one element overlaps another between two consecutive regions. For example, in ðv þ 1Þth iteration, the regions that are required for computing N i;j;Svþ1ð0Þ and N i;j;Svþ1ð1Þ are RG vþ1 ð1Þ ¼ 0 . . . Z v ð0Þ and RG vþ1 ð1Þ ¼ Z v ð0Þ . . . Z v ð1Þ, correspondingly. N i;j;S vþ1 ð0Þ is computed by the processors from P Eði; j; 0Þ to P Eði; j; Z v ð0ÞÞ; N i;j;Svþ1ð1Þ is computed by the processors from P Eði; j; Z v ð0ÞÞ to P Eði; j; Z v ð1ÞÞ. Only P Eði; j; Z v ð0ÞÞ is used for two regions. Note that the nearest 1-voxel N i;j;SvðqÞ of a i;j;SvðqÞ will never computed again and there are no memory access conflict during the parallel computation on the EREW PRAM model. For each iteration, the size of region RG v ðqÞ is 0 . . . N À 1 for the worst case. Hence, Steps 2.3 to 2.5 take at most Oðlog NÞ time. The loop contained in Steps 2.1 through 2.6 takes Oðlog 2 NÞ time. Thus, the time complexity for the vertical phase is Oðlog 2 NÞ. From the above description, we get the following theorem.
Theorem 7. The 3D-EDT of a binary image of size N 3 voxels can be computed in Oðlog 2 NÞ time on an EREW PRAM model using N 3 PEs.
Generalized Parallel Algorithm
For a 3D N Â N Â N binary image array, we consider the general case for the 3D-EDT. It is assumed that the binary image array is allocated to an EREW PRAM model with p 3 PEs, where 1 p N. The EREW PRAM model is conceptually arranged in a p Â p Â p 3D array. Each PE is responsible for the computation of the 3D-EDT problem for N=p Â N=p Â N=p subimage array. Accordingly, we generalize the parallel algorithm 3D_EDT_EREW in the following way. The parallel algorithm of 3D_EDT_EREW consists of two main phases, the plane phase and the vertical phase. As mentioned before, the plane phase is a 2D-EDT problem for each plane. In procedure 3D_EDT_EREW, this is computed by utilizing the parallel algorithm proposed by Lee et al. [22] on each plane, independently. So, for the general case of the 3D-EDT problem, we must generalize the parallel algorithm proposed by Lee et al. [22] in the following.
Suppose a 2D N Â N binary image array is allocated in an EREW PRAM model with p 2 PEs. Recall, the parallel algorithm proposed by Lee et al. [22] consists of three phases. During the first phase (row phase), for each row, independently compute the column index of the nearest 1-pixel for each pixel in this row. For each row of p processors, there are N=p Â N image data to be allocated to these p PEs; each PE is then allocated to N=p Â N=p image data. For pixels of each row of image data allocated in processors, the row phase applies the parallel prefix minimum operation for two times, and it runs in OðN=p þ log pÞ time based on the general form of prefix operation. The OðN=pÞ time is required for finding the local nearest column index of the 1-pixel of the allocated subimage; the nearest column index is determined by another Oðlog pÞ time for merging the local nearest column index of p subimages. This should be repeated for N=p times as there are N=p rows of image data allocated in each PE, so the time complexity can be counted as OððN=pÞ 2 þ ðN=pÞ log pÞ time. In the second phase (column phase), each PE computes the 2D-EDT for the N=p Â N=p subimage data allocated in it. On each PE, utilizing the sequential 2D-EDT algorithm proposed by Lee et al. [22] , it takes OððN=pÞ log N=pÞ time for pixels of each column of image to find the local nearest 1-pixel. Then, for each column, compute the coordinate of the nearest 1-pixel of the middle pixel, independently. The pixels of each column are divided into two parts by the nearest 1-pixel of the middle pixel. We then, recursively compute the nearest 1-pixel for the middle pixel of each divided part log p times. Computing the nearest 1-pixel for each middle pixel takes Oðlog pÞ time. The nearest 1-pixel divided the column into two parts. Therefore, it takes Oðlog 2 pÞ time to find the nearest 
IMPLEMENTATION AND PERFORMANCE COMPARISON
The Performance of the Sequential Algorithms
We implement the sequential algorithms presented in this paper (denoted as 3DEDT_LEE) and compare the performance with those proposed by Yamada [37] (denoted as 3DEDT_YD) and Saito and Toriwaki [34] (denoted 3DEDT_SCAN). Yamada [37] presented an algorithm for 2D-EDT problem by the distance propagation approach, which propagates the distance of each pixel to each of its eight neighbors, and iteratively propagates the distance for the whole image array pixel until the result converges. For an N Â N image array, the Yamada's algorithm requires N iterations to converge in the worst case. During each iteration, it takes OðN 2 Þ sequential time to scan the whole image array, so the worst case of Yamada's algorithm takes OðN 3 Þ. Here, we directly extend the Yamada's distance propagation approach for the 2D-EDT problem for an N Â N Â N 3D image array. Each voxel propagates the distance information to each of its 26 neighbors and continues iteratively through the whole image array until the result converges. OðNÞ iterations are required to converge the result in the worst case, so the time complexity of the Yamada's 3D-EDT algorithm is OðN 4 Þ. Paglieroni [28] , [29] proposed the algorithm and architecture for the 2D-EDT problem by the scan approach. For an N Â N 2D image array, Paglieroni's algorithm consists of two main passes, the row scan, and the column scan. For each row scan, the row is scanned right (forward) and left (reverse) and, then, the results are merged. Likewise, for each column scan, the column is scanned down (forward) and up (reverse) and, then, the results are merged. After the column scan, the 2D-EDT results are obtained. Using the time complexity of Paglieroni's algorithm, it still takes OðN 3 Þ time. However, a great advantage of Paglieroni's algorithm is the ability to compute the 2D-EDT dimension by dimension independently. The benefit of this property is that their algorithm is easily parallelized and implemented and, thus, also suited for hardware implementation and real-time applications. Saito and Toriwaki [34] presented several EDT algorithms based on the scan approach for an n-dimensional image array. For the 3D-EDT problem, Saito and Toriwaki's EDT algorithm also takes OðN 4 Þ time complexity. For a 128 Â 128 Â 128 3D image array, we generate V N Â V N 1-voxels for the performance test, where the 1-voxel distribution is uniform. Fig. 7 shows the performance comparisons for the 3D-EDT sequential algorithms with the increasing number of 1-voxels. The programs are running on the platform (Intel Pentium III 850 CPU, 512MB RAM, MS Windows 98SE). As we can see from Fig. 7 , program 3DEDT_YD is very time-consuming when the number of 1-voxels is sparse because the propagation distance is long and requires more iterations. By increasing the number of 1-voxels, the running time of program 3DEDT_YD converges to a stable time. The running time of program 3DEDT_YD is very sensitive to the number and the distribution of 1-voxels. The program 3DEDT_SCAN runs much faster and more stably than program 3DEDT_YD. Interestingly however, 3DEDT_LEE shows a better performance than the other two. Fig. 8 shows the performance comparisons for the 3D-EDT sequential algorithms with the increasing size of the voxel image array. No matter what size N is, the program 3DEDT_LEE always runs fastest. Furthermore, the run time ratio rtt=(3DEDT_SCAN/3DEDT_LEE) is increased in proportion to N. For example, when N=64, rtt=2.2; when N=128, rtt=3.658; when N=256, rtt=6.69.
The Performance of the Parallel Algorithms
Here, we use the same platform (Intel Pentium III 850 CPU, 512MB RAM, MS Windows 98SE) to emulate the EREW PRAM model computer. For a 256 Â 256 Â 256 3D voxel image array, we partition the image array into p subimage arrays, where p is the number of emulated EREW PRAM model processors. For each subimage array, the computation loading is different for each processor and it is dependent on the particular 1-voxel pattern that is loaded. The running time on the EREW PRAM model computer is bounded by the worst computation time for each subimage array. So, for each phase, we sum up the worst computation time of each processor and, then, compare the result with the optimal speed up curve. Fig. 9 shows the parallel algorithms running time proposed by this paper, including both the optimal speed up time (OPT) and the emulated EREW PRAM model computer running time. From Fig. 9 , we see that both times are very close. In addition, we implement the 3D-EDT programs on an IBM SP2 using MPI (Message Passing Interface) to obtain the speed up curve of the proposed parallel algorithms. Because the IBM SP2 system is a nonshared memory architecture, however, the data exchange time exceeds the processor computation time. The results are shown in Fig. 10 .
CONCLUDING REMARKS
In this paper, we have presented a parallel algorithm to compute the three-dimensional Euclidean distance transform on the EREW PRAM model. We first derive some important geometry relations and properties between parallel planes. Based on the derived properties, we effectively reduce the computational time complexity for the transform. The parallel algorithm developed on the EREW PRAM model using N 3 PEs takes Oðlog 2 NÞ time complexity for an N Â N Â N binary image array. A generalized parallel algorithm for the 3D-EDT is also proposed and it runs in OððN=pÞ 3 logðN=pÞ + ðN=pÞ 2 log 2 pÞ time for an N Â N Â N binary image array on the EREW PRAM model computer using p 3 PEs, where 1 p N. We have implemented the proposed algorithms sequentially and compared the performance with those proposed by Yamada and Toriwaki. Based on the comparison, the algorithm presented in this paper exhibits a superior performance to the other two algorithms. We also implemented the two respective parallel algorithms. One is running on the emulated EREW PRAM model computer, the other is running on an IBM SP2. The former demonstrates near optimal speed up. The latter, however, takes too much data exchange time. In future work, therefore, a meaningful contribution could consist of techniques to improve the overhead of data exchange time on the nonshared memory parallel architectures. Jennifer Seitzer received the PhD degree in June of 1997 for her work in theoretical artificial intelligence, and did postdoctoral study at Purdue University during the Summer of 1998 in computer networking. She is an assistant professor in the Computer Science Department at the University of Dayton. Her current research and study involves both intelligent systems and computer networking for which she has been funded by several organizations including the US National Science Foundation and the United States Air Force.
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