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 This paper focuses on the CFD modelling of the 
aerodynamic noise generated by a hot non-reacting turbulent 
jet. A commercial CFD code is used to model the aerodynamic 
flow as well as in providing noise calculations.  The main 
advantage of using CFD is the relatively low cost of the 
computational prediction in comparison with alternative 
experimental investigations. In addition, the CFD simulations 
provide detailed information on the aerodynamic sources of 
noise at every point in a flow, something that is difficult to 
achieve experimentally. The accuracy of the noise predictions 
is highly dependent on the means used to simulate the 
turbulent flow field, as well as the acoustic model applied. In 
this paper different approaches to predicting both the turbulent 
flow and acoustic noise are studied. For the jet investigated, 
the accuracy of various modelling approach is assessed against 
available data, with particular attention placed on the use of 
RANS simulations for the flow field prediction coupled to the 
Ffowcs Williams-Hawkings acoustic model. The aim of this 
paper is to demonstrate the level of flow field and acoustic 
modelling required to provide accurate predictions of noise 
emissions from jets with a view to their ultimate application as 
an aeroacoustic tool that can be used in identifying 
components or surfaces that generate significant amounts of 
noise, thereby providing opportunities for early design 
changes to aircraft and gas turbine components. 
 
INTRODUCTION 
In recent years there has been much interest in the 
development of Reynolds-averaged, Navier-Stokes (RANS)  1 
ttps://proceedings.asmedigitalcollection.asme.org on 06/27/2019 Terms of Usbased jet noise prediction schemes. While the details of 
individual approaches vary, such schemes always seek to use 
the output of a RANS calculation (typically based on a k-ε 
turbulence model) as input to a noise calculation. Azarpyvand 
and Self [1] developed a RANS-based noise prediction 
scheme by introducing a new scale based on the turbulence 
energy transfer rate. The results showed that the new 
frequency dependant time scale proposed significantly 
improved the noise predictions for isothermal jets. Khavaran 
and Kenzakowski [2] modified a physics-based jet noise 
prediction methodology based on RANS input to improve the 
noise prediction for heated subsonic jets. A clear attraction of 
these approaches is the relative speed of the calculation 
compared to using large eddy simulation (LES), but this is at 
the expense of a need for increased modelling of the noise 
production mechanism. On the other hand, the failure of 
RANS models to yield accurate off-design (involving 
significant separated flow and hence large scale, time-
dependent turbulent eddies) aerodynamic and mixing 
predictions, and noise source information, has resulted in the 
increasing use of LES as the basis for noise predictions. 
Added impetus for the use of LES has also resulted from the 
recent increase in affordable computing power. LES resolves 
only the dynamically important flow scales and models the 
effects of smaller scales. However, it is also possible to use 
unsteady RANS methods to compute the noise of the largest 
flow features. The simulation domain must be sufficiently 
large to include all the sound sources of interest and at least 
part of the acoustic near field. Extension to the acoustic far 
field can then be achieved using a variety of analytical and 
numerical means. Copyright © 2009 by ASME 
e: http://www.asme.org/about-asme/terms-of-use
DownloDefinition of noise sources for use in computation or theory is 
inherently coupled to propagation effects, which simplistically 
refer to any alterations of the sound waves after they are 
generated. From a modelling perspective, it makes certain 
intuitive sense to treat the different physical processes of 
sound generation and propagation as distinct: the first should 
create acoustic energy and the second alters its character. The 
first and most well-known decomposition is the Lighthill 
acoustic analogy [3, 4]. This uses a linear homogenous-
medium scalar wave operator acting on the density on the left-
hand side, with all other terms representing the physics 
lumped into a source term on the right-hand side of the 
governing equation. Because the Lighthill equation is exact, 
exact knowledge of the source term yields the sound via 
inversion of a wave operator, which is straightforward and the 
basis of many prediction methods (Proudman [5], Lilley [6], 
Ribner [7], and Goldstein and Rosenbaum [8]). Provided that 
the wave equation is satisfied at the edge of the simulation 
domain, an analytical solution to this equation using the 
Kirchhoff integral (Freund at al. [9], Farassat and Myers [10]) 
can be readily employed. 
The most general form of Lighthill’s analogy is the extension 
developed by Ffowcs Williams and Hawkings [12], which 
incorporates the effect of surfaces in arbitrary motion. The 
integral form of the Ffowcs Williams-Hawkings (FW-H) 
equation includes surface and volume integrals presenting the 
sound due to the displacement of fluid by the body (thickness 
noise), unsteady loading, and quadrupole sources.  It is at the 
heart of today’s prediction methods for noise. The integral 
formulation of the FH-W equation is derived based on the 
free-space Green’s function, and therefore requires source data 
from compressible flow calculations if the surface is 
acoustically non-compact. In applying the FW-H equation, the 
volume quadrupole noise is negligible at low Mach numbers 
but becomes important at transonic and supersonic Mach 
numbers. Its explicit evaluation can nonetheless be avoided if 
the FH-W equation is applied on a fictitious, permeable 
surface instead of on physical surfaces. The contribution of 
volume sources within the surface to sound radiation is then 
included in the surface source term. This approach, which 
essentially treats the FW-H method in the same way as the 
Kirchhoff method (Farassat and Myers [10]), has gained 
popularity in recent years because of its computational 
efficiency (Brentner and Farassat [11]). 
In this paper unsteady-RANS (URANS) is employed to model 
the turbulent flow of a hot air jet, with the acoustic noise 
predicted using the Ffowcs Williams-Hawkings acoustic 
model.  The latter model has been applied since it is superior 
to alternative approaches (e.g. the Kirchhoff method) for 
aeroacoustic problems because it is based on the conservation 
laws of fluid mechanics rather than the wave equation.  Hence, 
this approach is valid even if the integration surface is in the 
non-linear propagation region. The noise level results obtained  2 
aded From: https://proceedings.asmedigitalcollection.asme.org on 06/27/2019 Terms of Uusing the FW-H methodology, based on two and three-
dimensional URANS computations, are compared with data 
and predictions obtained by Khavaran and Kenzakowski [2] 
using the improved heated jets physics-based methodology 




The aeroacoustic behaviour can be completely characterized 
by solving the compressible Navier-Stokes equations. In other 
words, aeroacoustic phenomena can be explained through the 
use of the principles of mass, momentum and energy 
conservation. For simple problems, direct numerical 
simulations that solve the compressible Navier-Stokes 
equations are able to solve for both the aerodynamic flow field 
and the acoustic field. However, for problems in industrial 
applications, this approach becomes extremely difficult due to 
the fact that the acoustic energy is usually several orders of 
magnitude smaller than the hydrodynamic energy. In addition, 
the acoustic pressure perturbations are generally several orders 
of magnitude smaller than the hydrodynamic pressure. The 
length and time scales of the two fields are therefore not 
compatible, and the need to separate the two fields becomes 
apparent.  
 
Theory of aerodynamic noise 
 
It was Lighthill [3, 4] who founded the theory of aeroacoustics 
by rearranging the Navier-Stokes equations and deriving the 
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where ijT  is the so-called Lighthill turbulence stress tensor for 
the acoustic field, ijδ  is the Kronecker delta, which is 1 if i = 
j and 0 otherwise, and 0c  is the speed of sound in the medium 
at rest. 
 
In 1969, Ffowcs Williams and Hawkings [12] extended the 
Lighthill analogy to the formulation of aerodynamic sound 
generated by a surface in arbitrary motion. The FW-H 
equation formulates the aerodynamic noise in terms of sources 
that are distributed on a control surface and throughout the 
volume external to that surface. Usually in the derivation of 
the FW-H equation, the surface is assumed to be coincident 
with the physical body surface and impenetrable. However, it 
is not essential to choose the integration surface to be 
coincidental with the physical body. For example, di Copyright © 2009 by ASME 
se: http://www.asme.org/about-asme/terms-of-use
DownlFrancesantonio [13] and Pilon and Lyrintzis [14] implemented 
the FW-H equation using a permeable surface, but used 
different names to identify the form of the FW-H equation. 
 
Ffowcs Williams-Hawkings acoustic model 
 
The FW-H equation is the most general form of the Lighthill 
acoustic analogy. The FW-H equation may be derived by 
embedding the exterior flow problem into a problem in an 
unbounded space by using generalized functions to describe 
the flow field. To do this, consider a moving surface 
0),( =txf
r
with a stationary fluid outside. The surface 0=f  
is defined such that nf ˆ=∇ , where n̂  is a unit normal vector 
pointing into the fluid. By rearranging the generalized 
continuity and momentum equations, the FW-H equation may 
be written in the following inhomogeneous wave form: 
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where ijT  is the Lighthill stress tensor, nu is the fluid velocity 
in the direction normal to the surface 0=f  and nv  is the 
surface velocity in the direction normal to the surface. On the 
right hand side Equation (2), ρ , iuρ , and ijP  are the density, 
momentum, and compressive stress tensor, respectively. For a 





































Note, for convenience, we have absorbed the constant ijp δ0−  
into the definition of 
ijP , and therefore for an inviscid fluid, 
ijij pP δ′= . 
 
On the left hand side of Equation (2) we use the customary 
notation ρ ′≡′ 20cp  because the observer location is outside of 
the source region and 0ρρρ −≡′ . Also, it should be noted 
that previous approaches have generally used a transient CFD 
solution that captures the flow structures which presents 
challenges in terms of resource requirements and 
computational time that are usually not acceptable for real 
industrial applications. In addition, nvtf −=∂∂ , ii nxf ˆ=∂∂  
and ( )fδ  is the Dirac delta function. The surface 0=f  
corresponds to the emission surface, and can be made  3 
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surface. 
 
The solution to Equation (2) is obtained using the free-space 
Green function ( ( ) rg πδ 4 ). The complete solution consists of 
surface and volume integrals. The surface integrals represent 
the contributions from monopole and dipole acoustic sources 
and partially from quadrupole sources, whereas the volume 
integrals represent quadrupole (volume) sources in the region 
outside of the source surface. The contribution of the volume 
integrals become small when the flow is low subsonic and the 
source surface encloses the source region. In the current study 
the volume integrals are dropped since the jet investigated has 
a low Mach number. Thus, the final solution becomes: 
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( )nnijiji vuunPL −+= ρˆ  (7) 
 
When the integration surface coincides with an impenetrable 
wall, the two terms on the right hand side of Equation (4), 
),( txpT
r
′  and ),( txpL
r
′ , are often referred to as thickness and 
loading terms, respectively, in light of their physical 
meanings. The square brackets in Equations (5a) and (5b) 
denote that the kernels of the integrals are computed at the 
corresponding retarded times, τ , defined as follows, given the 




t −=τ  (8) 
The various subscripted quantities appearing in Equations (5a) 
and (5b) are the inner products of a vector and a unit vector 









denote the unit vectors in 
the radiation and wall-normal directions, respectively. The dot 
over a variable denotes source-time differentiation of that 
variable. It should be noted that when a permeable source 
surface (either interior or non-conformal sliding interface) is 
placed at a certain distant from the body surface, the integral 
solutions given by (5a) and (5b) include the contributions 
from the quadrupole sources within the region enclosed by the 
source surface. When using a permeable source surface, the 
mesh resolution needs to be fine enough to resolve the 





The commercial CFD code FLUENT was used to model both 
the aerodynamic flow as well as the jet noise emissions, with 
the accuracy of the various predictive approaches assessed by 
comparison with available experimental data. Panda et al. [15] 
examined experimentally heated jets over a wide range of 
temperature ratios and acoustic Mach numbers using far field 
microphones and a molecular Raleigh scattering technique for 
turbulent density and velocity fluctuation measurements. The 
experiments were performed in the Small Hot Jet Acoustic Rig 
in the Aeroacoustics Propulsion Laboratory (AAPL) of NASA 
Glenn Research Centre. AAPL is a 60ft (20m) radius, 
anechoic, geodesic-dome. The walls of the dome, and 
approximately half of the floor area, were treated with 
acoustic wedges made from fibreglass wool to render the 
facility anechoic above 220Hz. The jet facility is capable of 
producing a heated jet with a total temperature from the 
ambient to 920K in the Mach number range 0<M<2, and 
therefore it is ideal for studying the effects of heating. Two 
PIV systems were used for experimental investigation, tied 
together via a triggering circuit with a variable time delay. 
Each PIV system consisted of a dual head Nd:YAG laser 
operating at 532nm generating a 400mJ/pulse light sheet 
containing the jet axis. Dry, compressed air was supplied to 
the facility from a central 0.3 micron filter for dust removal. 
The seed particles create a general nuisance as every surface 
of the dome and all wedges were covered by the particles. 
Cleaning was confined to the interior flow passage of the 
primary jet, with the jet surrounded by a clean co-flow stream 
from an 11in x 11in square opening. The co-flow was created 
by a separate air blower that used ambient air and passed it 
through a 0.3 micron filter. The filtered air was passed to a 
settling chamber built around the outside of the facility and  4 




Figure 1. NASA ARN2 (51 mm diameter) nozzle used by 
Panda et al. (2004) (from Bridges and Wernet [16]) 
 
A 2in (50.8mm) diameter convergent nozzle, Fig. 1, was used 
for all measurement conditions. The far field sound pressure 
fluctuations were measured by an array of seven ¼in 
(6.35mm) microphones faced on an arc of 100D (5.08m) and 
centred at the nozzle exit. The microphones were angularly 
placed with 100 increments: from 0150  to 
0
90 to the jet exit. 
Tanna et al. [17] measured the acoustic field from the 






60 . The microphone polar angles were 
measured from the flight direction. The presence of the large 
traversing unit, optical components and other metal surfaces 
was a concern because of significant acoustic reflection. To 
minimize such reflections, a large part of these surfaces were 
covered by a 50mm thick polyurethane foam. 
 
Table 1. Test section dimensions and inlet conditions 
 
Acoustic Mach number, 0aUM ja =  0.9 
Temperature Ratio, aj TTTR =  2.7 
Plume static temperature, plenT  821K 
Jet Mach number, jjj aUM =  0.557 
Jet plume velocity, jU  306 m/s 
aj ρρ  0.37 
Co-flow air velocity 20 m/s 
Co-flow air temperature  300K 
Reynolds number based on jet exit φ 190,000 
 
Copyright © 2009 by ASME 
se: http://www.asme.org/about-asme/terms-of-use
DownlFrom the set of experimental conditions used by Panda et al. 
[15], one jet with a relatively low acoustic Mach number of 
0.6 was chosen for the validation of the numerical simulation. 
For this subsonic jet the contribution of the volume integrals 
in the FW-H noise prediction scheme could be neglected, 
simplifying significantly the numerical approach. The test 




The natural symmetry of the problem allows consideration of 
a cylindrical computational domain. The computational 
domain starts from the nozzle outlet and does not include the 
nozzle shape as it is known from the experimental work that 
the nozzle was created in a way to produce a flat velocity 
profile at the nozzle outlet. In addition, the nozzle lip 
thickness is set to zero since a study of its effect on the 
simulation results is beyond the scope of this paper. A three-
dimensional hexahedral numerical mesh 30in in length 8in in 
radius containing more then four million nodes was used for 
the numerical simulation. Solution grid resolution insensitivity 
was verified using a two-dimensional, axisymmetric slice of 
the mesh with twice the radial mesh density and by then 
comparing predicted flow field values between the coarse and 
fine mesh solutions. For all cases, the results were identical. 
 
Figure 2. Sketch of the two-dimensional grid with the 
nozzle lip; geometry dimensions highlighted in brown, 
number of nodes on the edges highlighted in blue, the 
mesh sizing is shown by arrows and the grading ratio is 
given in brackets 
 
The mesh is refined near the nozzle lip region and expanded in 
the downstream and radial directions. A large damping zone 
of expanding numerical mesh, consisting of 30in in the 
downstream direction and 7in in the radial direction, was also  5 
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fixed pressure boundary condition specified at the outlet of the 
computational domain. The mesh used in the simulations is 
capable of resolving acoustic scales corresponding to sound 
frequencies up to 2000Hz, with 30 points per wavelength. 
After a set of sample two-dimensional runs were performed, 
where the mesh resolution was varied, the operational grid, 
which gave results free of any numerical errors, consisted of 
45k nodes, with 50 nodes stretched along the inner radius of 
the nozzle with an expansion ratio 0.99, and 152 nodes used 
along the edge of the domain starting from the nozzle up to the 
end of the domain; 190 nodes were used along the axis of the 
jet for a distance 30in, with an expansion ratio of 0.99 up to 6 
in and 0.98 up to 30in. The buffer zone consisting of 18 nodes 
stretched along the axis for a distance 30in and 18 nodes 
stretched along the radius of the domain for a distance 7in. 
Fig. 2 shows a sketch of a two-dimensional, axisymmetric 
slice of the grid containing 45k nodes in total. The three-
dimensional grid was built by rotating a 2D slice about the jet 
axis and there were used 96 nodes in the angular direction. 
Hence, the final three-dimensional grid contains 
approximately 4.3 million nodes. 
 
Table 2. Details of the jet flow simulation  
 
Material Air obeying the ideal gas law 
with temperature dependent vis-
cosity and thermal conductivity 
obeying kinetic theory 
Turbulence  
model 
Reynolds stress model 
Jet inlet 
Mass flux  
(V ρ ) 
Flat profile: 140 2kg m s , T = 
821K 
Turbulence intensity: 5%  
Hydraulic diameter: 2in 
Air inlet 
Mass flux  
(V ρ )  
Flat profile 5 2kg m s   
T = 300K 
Turbulence intensity: 0.1%  
Hydraulic diameter: 28in 
Outlet Pressure outlet = P atm  
T = 300K 
Solver Pressure Based  
Implicit, steady/unsteady 
 
In this work, the FW-H integral surface approach was applied 
to calculate the sound pressure level at the microphone 
positions. With this approach the placement and configuration 
of the integral surface is a key modelling parameter. When 
surveying the literature, opinions on the surface configuration 
are diverse, but the position used does have a large impact on 
the predicted far-field sound levels. However, a simple 
cylindrical surface is probably the most appropriate choice 
[18] for an integral surface, and in this work an open cylinder 
with a radius of 4d was used as the basis of the calculations. Copyright © 2009 by ASME 
se: http://www.asme.org/about-asme/terms-of-use
DownloAlthough it is technically possible to create an interior surface 
for the FW-H acoustic model directly, in FLUENT, after the 
velocity field solution is obtained, the grid already includes 
two open cylindrical surfaces at distances of 6 in and 8 in. 
However, only the latter was used in the current simulations, 
with further investigation of the sensitivity of results to the 
position of the FW-H surface beyond the scope of this paper. 
 
FLOW FIELD RESULTS AND DISCUSSION  
 
The jet flow simulation results are validated with respect to the 
Panda et al. [15] data for the axial mean velocity, (U ), and the 
r.m.s. fluctuating velocity component ( 2u ′ ) measured at the 
radial section that is at an axial position of x/d = 3. The 
numerical simulations of the flow field performed using the 
FLUENT 6.3 commercial code for a two-dimensional 
axisymmetric slice and for a full three-dimensional simulation 
are compared with data in Fig. 3. In the two-dimensional case 
 
Figure 3(a). Predictions of the radial profile of the mean 
axial velocity at a downstream distance of 3d obtained 
with URANS in 2D and 3D. The experimental velocity data 
are from the PIV measurements of Panda et al. [15] 
ACOUSTIC RESULTS AND DISCUSSION 
 
In this work the FW-H integral surface approach was applied 
to calculate the sound pressure level at the set of microphone 
positions noted earlier. This approach was applied using both 
the two- and three-dimensional flow field simulations as input, 
based on an unsteady Reynolds stress model. The FW-H 
permeable surface used for the noise simulation was an open 
cylinder centred on the jet axis with a radius 4d (8in). The 
computational time step used to resolve the acoustic signal 
was estimated assuming that a characteristic time scale for a 
maximum frequency of 2000Hz is sf 0005.01 = . This time  6 
aded From: https://proceedings.asmedigitalcollection.asme.org on 06/27/2019 Terms of Uthe simulation was relatively fast with an axisymmetric solver 
on a single processor computer. The three-dimensional 
simulation was performed using a parallelizing technique on 
an eight-processor computer for approximately 600 hours in 
order to obtain a converged solution. The details of the 
simulations are summarised in Table 2. 
 
The simulation results for the velocity field components are 
presented in Fig. 3 (a, b). Both the two- and three-dimensional 
results predict well the mean velocity component. However 
the r.m.s. velocity component is modelled better in the three-
dimensional case, in particular in the region close to the jet 
axis where no assumptions about the symmetry of the problem 
are made.  Overall, however, both simulations provide 
reasonably good predictions of the data available. 
 
 
Figure 3(b). Predictions of the axial normal stress 
component at a downstream distance of 3d obtained with 
URANS in 2D and 3D. The experimental velocity data are 
from the PIV measurements of Panda et al. [15] 
 
scale was resolved by approximately 30 points in order to 
obtain accurate results, and therefore the computational time 
step was sdt 5106,1 −⋅= . A time step of sdt 510 −=  was used 
for the acoustic simulation. In fact, the time step should be 
gradually reduced to avoid convergence problems. The 
maximum reported frequency was Hzdtf 5000021max == . 
However, after application a fast Fourier transformation the 
maximum reported frequency was 50kHz, and it should be 
noted that the computational mesh was capable of resolving 
frequencies just up to 2kHz. Therefore, higher reported 
frequencies were ignored in the analysis. N = 1000 time-steps 
were used for fast Fourier transform of the acoustic signal Copyright © 2009 by ASME 
se: http://www.asme.org/about-asme/terms-of-use
Downloasince this number of data points is sufficient for accurate 
spectral analysis of that signal. The minimum reported 
frequency was HzNf 001.01min == . 
 
The noise simulation results are also compared with the results 
obtained by Khavaran and Kenzakowski [2] using the physics-
based methodology improved for heated jets with two-
dimensional RANS as input. Khavaran and Kenzakowski 
computed the jet flow field using an axisymmetric grid of 
approximately 54k nodes (316×171), which included the 
internal nozzle region well upstream of the exit plane (note 
that the internal area was not included in the computational 
domain in the current study since the shape of the outlet 
velocity profile is known). The computational domain was 
extended 100 nozzle diameters in the streamwise direction and 
25 nozzle diameters radially, sufficient distant to minimize 
boundary condition placement impact on the shear layer 
entrainment path-lines. Therefore, the mean grid resolution 
was more than two times coarser in the streamwise direction, 
and about four times coarser in the radial direction, compared 
to that used in the current study. The ε−k  RANS model, 
employed by Khavaran and Kenzakowski was modified by 
adding a set of transport equations that predict the total 
 
 
Figure 4(a). Predictions of sound pressure level, SPL(dB), 
measured at 90
0
 receiver position on an arc of 100d 
obtained with FW-H URANS for 2D and 3D simulations 
compared with data [15] and JeNo [2] predictions using 
basic code and JeNo modified for hot jets  




150 receiver position obtained in the two- and three-
dimensional cases with the FW-H integral surface approach, 
as well as the JeNo jet noise simulation results obtained in the 
two-dimensional case. Note that Khavaran and Kenzakowski 
reported the simulation results obtained at the 090 receiver  7 
ded From: https://proceedings.asmedigitalcollection.asme.org on 06/27/2019 Terms of Utemperature (or enthalpy) fluctuations in addition to the usual 
turbulence parameters. The physics-based jet noise code, 
known as JeNo (NASA), which depends on the physics-based 
source model, as well as the mean flow and the turbulence 
information from the RANS code, was also modified by 
Khavaran and Kenzakowski to improve the noise prediction 
for hot jets. Basically Khavaran and Kenzakowski approach 
for noise simulation differs from the one employed in the 
current paper, FW-H analogy. Khavaran and Kenzakowski 
used linearized inhomogeneous Euler equations, and then 
combined these equations into a single third-order linear wave 
operator, when the base flow could be considered as locally 
parallel mean flow. The remaining second-order fluctuations 
were regarded as the equivalent sources of sound and were 
modelled by ε−k  RANS, modified for hot gases. Khavaran 
and Kenzakowski showed that the hot jet effect may be 
introduced primarily through a fluctuating velocity/enthalpy 
term. However, the acoustic predictions obtained by Khavaran 
and Kenzakowski applying their modified version of the 
acoustic model were reported only for the noise at the 





Figure 4(b). Predictions of sound pressure level, SPL(dB), 
measured at 150
0
 receiver position on an arc of 100d 
obtained with FW-H URANS for 2D and 3D simulations 
compared with data [15]  
 
position only therefore Fig. 4(b) does not include their results. 
It should be also noted that no specific modifications of the 
FW-H acoustic or RANS turbulence model was applied to 
obtain acoustic predictions for a hot air jet in the current study. 
Also, the numerical grid used for the simulations is capable of 
resolving only acoustic frequencies up to 2kHz. However, it Copyright © 2009 by ASME 
se: http://www.asme.org/about-asme/terms-of-use
 
Downlcan be seen in Fig. 4(a) that the FH-W approach in the three-
dimensional case predicts well the noise level up to 4kHz, 
especially at low frequencies, whereas the basic JeNo code 
fails to predict the noise level correctly. Also, the two-
dimensional FW-H approach predicts remarkably well the 
noise level for low frequencies up to 1.5kHz where the 
computational costs for noise simulation are comparable to 
those of the two-dimensional JeNo approach. However, at 
high frequencies, the two-dimensional FW-H model 
significantly under-predicts the jet noise level, which could be 
explained by insufficient grid resolution. In contrast, the three-
dimensional FW-H approach predicts the noise level well over 
the whole spectrum under consideration without any extra 
assumptions concerning enthalpy effects, whilst the modified 
JeNo approach does equally well at predicting noise levels 
with such effects incorporated. The FW-H based method 
therefore demonstrates a good capability as a universal 




An FW-H based methodology has been presented for noise 
prediction in subsonic heated jets, with unsteady Reynolds 
stress model, RANS solutions for two-dimensional and full 
three-dimensional representations used as the input to the 
noise model. The noise predictions are also compared with 
experimental measurements. The three-dimensional simulation 
results are in good agreement with data for all frequencies 
investigated, while the two-dimensional results show good 
agreement with the measured noise for low frequencies, but 
fail to predict noise correctly for high frequencies. This 
discrepancy might be caused by the numerical grid resolution 
employed. In addition, the results are compared with noise 
predictions obtained for the jet based on ε−k  RANS flow 
field modelling and a physics-based jet noise prediction code, 
JeNo (NASA), and also with a modified version of that code 
which includes enthalpy effects. The FW-H, three-dimensional 
URANS approach demonstrates a good capability as a 
universal tool for noise simulations as it does not require any 
specific modifications to the acoustic model to correctly 
predict the noise from hot jets. Because the three-dimensional 
FW-H approach is more expensive from a computational point 
of view than its two-dimensional counterpart, two-dimensional 
computations are worthy of consideration. Although the two-
dimensional FW-H model fails to capture correctly noise 
levels at high frequencies, the simulation results at low 
frequencies demonstrate remarkably good agreement with 
experimental data. In contrast, the modified JeNo approach is 
in good agreement with data at high frequencies, but is less so 
at low frequencies. Coupling these two approaches to provide 
a rapid means of accurately predicting noise levels over all 
frequencies may therefore be a viable approach. However, in 
general, the three-dimensional FW-H approach would appear, 
from the comparisons presented, to offer a more generally  8 
oaded From: https://proceedings.asmedigitalcollection.asme.org on 06/27/2019 Terms of Uapplicable, although computationally intensive, method for jet 
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