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Abstract: Diabetic retinopathy is the commonest cause of blindness in working age 
people. It is characterised and graded by the development of retinal microaneurysms, 
haemorrhages  and  exudates.  The  damage  caused  by  diabetic  retinopathy  can  be 
prevented if it is treated in its early stages. Therefore, automated early detection can 
limit the severity of the disease, improve the follow-up management of diabetic patients 
and assist ophthalmologists in investigating and treating the disease more efficiently. 
This  review  focuses  on  microaneurysm  detection  as  the  earliest  clinically  localised 
characteristic of diabetic retinopathy, a frequently observed complication in both Type 1 
and Type 2 diabetes. Algorithms used for microaneurysm detection from retinal images 
are reviewed. A  number of  features used to extract microaneurysm  are summarised. 
Furthermore, a comparative analysis of reported methods used to automatically detect 
microaneurysms  is  presented  and  discussed.  The  performance  of  methods  and  their 
complexity are also discussed. 
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________________________________________________________________________________ 
 
INTRODUCTION  
 
Diabetic retinopathy (DR) is a severe and widespread eye disease which can be regarded as 
a manifestation of diabetes on the retina. It is a major public health problem and it remains the 
leading cause of blindness  in people of working age (20-65 years). After duration of 10  years,  
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around 7% of people with diabetes will have developed retinopathy, rising to 90% after 25 years. 
DR is a leading cause of blindness both in the United States and Asia. The global prevalence of 
diabetes among adults aged 20 years or more in 2000 was around 171 million (2.8 % of the world 
population) and is expected to rise to 366 million (4.4% of the estimated world population) by the 
year  2030  [1,  2].  The  increasing  number  of  individuals  with  diabetes  worldwide  suggests  that 
diabetic retinopathy will continue to be a major contributor to vision loss and associated functional 
impairment. People with untreated diabetes are said to be 25 times more at risk for blindness than 
the general population and 2% of diabetic patients will become blind. The growing numbers of 
diabetic patients will increase the pressure on available infrastructure and resources [3].  
Diabetic  retinopathy  occurs  when  the  increased  glucose  level  in  the  blood  damages  the 
capillaries. It is characterised and graded by the development of retinal microaneurysms (MAs), 
haemorrhages  and  exudates.  MAs  are  focal  dilations  of  retinal  capillaries  and  appear  as  small, 
round, dark red dots. MAs are swellings of the capillaries caused by a weakening of the vessel wall. 
In retinal photographs, although the capillaries are not visible, MAs appear as dark red isolated dots. 
Haemorrhages occur when blood leaks from the retinal vessels and appear as round small red dots 
or  blots  indistinguishable  from  MAs.  Exudates  occur  when  proteins  or  lipids  leak  from  blood 
vessels and appear yellowish in colour. It is difficult to detect MAs as their pixels are similar to that 
of blood vessels. MAs are hard to distinguish from noise or background variations because of a 
typically low contrast.  
With a large number of patients, the number of ophthalmologists is often not sufficient to 
cope, especially in rural areas or if the workload of local ophthalmologists is substantial. Early 
screening  for  diabetic  retinopathy  could  improve  the  prognosis  of  proliferative  retinopathy  and 
reduce risk factors to lower the rate of blindness. The two treatments for diabetic retinopathy are 
laser and vitrectomy surgery. Even though there are treatments for diabetic retinopathy, they cannot 
restore lost vision. Thus, early screening for diabetic retinopathy is the best way to prevent further 
vision loss [4-7].  
In this paper we are concerned with  methods that will automatically detect MAs as the 
earliest  clinically  localised  characteristic  of  DR  [8].  Automatic  MA  detection  can  assist 
ophthalmologists in preventing and treating the disease more efficiently. The MA detection can be 
used to grade the progression of DR into four stages: no DR, mild DR, moderate DR and severe 
DR,  as  shown  in  Table  1.  This  paper  reviews  automated  MA  detection  methods.  The  overall 
procedure described in the following sections is shown in Figure 1.   
 
                                 Table 1. Criteria used for grading diabetic retinopathy [9] 
 
DR stage   
Grade 0 (no DR)  MA = 0 and H =0 
Grade 1 (mild)  1 MA  5 and H =0 
Grade 2 (moderate)  5 MA  15 or 0 H  5 
Grade 3 (severe)   MA  15 or H  5   
                                        Note: MA = microaneurysm, H = haemorrhage 
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Feature Extraction
Performance Evaluation
Candidate MA Detection
Fine MA Detection Vessel / Optic disc detection and elimination
Image Pre-processing
Image Acquisition
 
Figure 1.  Procedure of MA detection 
 
RETINAL IMAGE ACQUISITION 
 
Digital  retinal  images  are  taken  by  a  fundus  camera  (mydriatic  or  non-mydriatic).  To 
maximise the view of the fundus, a pupil dilation process must be taken before photographing. 
Images can be stored in JPEG, GIF or PNG image format files. Digital image acquisition is usually 
over a large field of view: seven 30, three wide-angle 60 or nine overlapping 45 fields. To have a 
great  accuracy  for  the  screening  of  diabetic  retinopathy,  45  field  fundus  photography  is 
recommended. Images are usually rectangular and the largest dimension of the rectangle ranges 
from  600  to  1024  pixels  [3-9].  The  angular  field  of  view  and the  image  size  can  be  different 
depending on the camera setting.  
Abnormal diabetic retinopathy on fundus images is shown in Figure 2. A mydriatic fundus 
image where retinal features are clearly visible is shown in Figure 2(a) while a poor non-mydriatic 
fundus image is shown in Figure 2(b). Most of the published research in the field used images 
originating from their own sources while a few researchers used images from existing databases. 
The available retinal image databases are DRIVE (Digital Retinal Image for Vessel Extraction), 
STARE  (Structured  Analysis  of  Retina)  and  DIARETDB1.  Table  2  shows  the  databases  that 
provide images containing MAs.  
The STARE database [10] provides  images with a variety of diagnoses. The  images are 
captured by a TopCon TRV-50 fundus camera with 35 degree field of view. The image size is 
605x700 pixels, with 24 bits per pixel. Microaneurysms are categorised  into 4 states; these are 
‘Many’, ‘Few’, ‘Absent’ and ‘Unknown’. The DRIVE database [11] provides retinal images for 
vessel segmentation. The images are captured by a Canon CR5 non-mydriatic 3CCD camera with a 
45-degree  field  of  view.  The  image  size  is  565x584  pixels.  The  DIARETDB1  database  [12] 
provides images for DR detection. Images are classified into 2 types, abnormal (at least mild non-
proliferative signs of DR) and normal. Images are captured with a 50-degree field of view.  
Vessel/ Optic Disc Detection and Elimination  
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(a)  (b) 
 
Figure 2.  Abnormal diabetic retinopathy images: (a) mydriatic fundus image showing exudates, 
microaneurysms and haemorrhages, (b) non-mydriatic fundus image  
 
 
              Table 2.  Retinal image databases that provide images containing MAs [10, 12]   
 
Database  State  No. of images 
STARE   1. Many  
2. Few  
3. Absent 
4. Unknown 
32 
40 
298 
27 
397 
DIARETDB1  1. Abnormal 
2. Normal 
84 
5 
89 
 
 
IMAGE PRE-PROCESSING 
 
The  quality  of  a  retinal  image  has  an  impact  on  the  performance  of  lesion  detection 
algorithms. There are  many  factors that can cause an  image to be of poor quality such as  low 
contrast, noise, non-uniform illumination, variation in light reflection and diffusion, difference in 
retinal pigmentation and differences in cameras. Pre-processing is an important step in order to 
attenuate such image variations and improve image quality. There are two main categories of pre-
processing:  correction  of  non-uniform  illumination  and  enhancement  (noise  removal,  contrast 
improvement). 
A  Red-Green-Blue  (RGB)  image  consists  of  three  planes of  colour.  The  green  plane  is 
usually used for further analysis since MAs have the highest contrast with the background in this 
colour plane [13-16]. 
 
Shade Correction 
 
To remove non-uniform illumination, a shade correction is applied [9, 14, 15, 17-21]. A 
shade-corrected image is accomplished by subtracting the background image from the green image. 
The background image is produced by smoothing the original image with a low-pass filter
__a mean  
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or median filter whose size is greater than the largest retinal feature. Spencer et al. [17] and Frame 
et al. [19] produced the background image by median filtering the green band image with a 25x25 
pixel kernel. The size of filter is wider than the widest blood vessel in their test image set. Lee et al. 
[15] applied shade-correction using a 56x56 median filter. 
 
Median Filter 
 
To remove noise, the median filter is applied. The median filter replaces the value of a pixel 
by  the  median  of  the  gray  levels  in  the  neighbourhood  pixels.  The  median  filter  is  much  less 
sensitive than the mean of outliers. Median filtering is better able to remove these outliers without 
reducing the sharpness of the image. The median filter has a benefit of simultaneously reducing 
noise and preserving edges. Fleming et al. [16] used a 3x3 median filter to remove salt-and-pepper 
noise. 
 
Adaptive Contrast Enhancement 
 
Adaptive contrast enhancement was first proposed by Sinthanayothin et al. [5] in order to 
emphasise features in the retinal image. The mean and variance of the intensity within a sublocal 
region were considered and the transformation function was applied. Usher et al. [22] applied the 
local adaptive contrast enhancement on the  intensity component of the Hue-Saturation-Intensity 
(HSI) colour model to enhance contrast and normalise intensity. The limitation of this technique is 
that it not only adjusts the contrast but also increases noise. 
 
SEGMENTATION OF OTHER RETINAL LANDMARKS 
 
MAs do not appear in a vessel but many MA candidates can be red/dark spots within a 
retinal vessel. In order to reduce false MA detection, prominent structures within the retinal images 
such as blood vessels and the optic disc have to be removed to prevent a misclassification. 
 
Vessel Detection 
 
There  are  a  number  of  proposed  vessel  detection  methods.  A  top-hat  transformation 
technique was used by Spencer et al. [17], Hipwell et al. [20] and Niemeijer et al. [21]. It is based 
on morphologically opening with a structuring element at a different orientation. Niemeijer et al. 
[21] used a transform with a linear structuring element size of 9 pixels. A vasculature map was 
obtained  by  taking  the  maximum  pixel  value  at  each  pixel  location  in  all  12  opened  images. 
Adaptive  thresholding  was  used  by  Zhang  et  al.  [14]  to  locate  vessels  as  shown  in  Figure  3. 
Sinthanayothin et al. [5] used the mean of a multilayer perceptron neural network to identify blood 
vessels. Raman et al. [23] used a Gaussian matched filter to detect and remove vessels from the 
image. 
 
Optic Disc Detection 
 
The optic disc is one of the landmark features in a retinal image. It is important to detect the 
location of the optic disc in retinal image analysis. To prevent the optic disc from interfering with 
MA  detection,  the  optic  disc  is  detected  and  eliminated  from  the  image  and  any  further 
consideration. Principle component analysis was used by Li and Chutatape [24] and Osareh et al. 
[25]. Lalonde et al. [26] used pyramidal decomposition and Hausdorff-based template matching 
guided by scale tracking of large objects using multi-resolution image decomposition. This method 
is effective but rather complex. The Hough transform was used by Ege et al. [4], Zheng et al. [7]  
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and Lowell et al. [27] for localising the optic disc. The method presents an optic disc detection 
using an active contour which is a model-based method for localising and tracking image structures.  
 
 
   
(a)  (b) 
 
Figure 3.  Results of vessel detection: (a) retinal image (b) detected vessels [14] 
 
ALGORITHM FOR MICROANEURYSM DETECTION 
 
In  the  literature,  several  algorithms  have  been  employed  for  MA  detection.  Previously 
published methods for MA detection have been shown to work on fluorescein angiograms [17-19, 
28] or colour images [4-6, 9, 14, 20-23, 29, 30-32], in which the MAs and other retinal features are 
clearly  visible.  In  fluorescein  angiogram  images  the  contrast  between  the  microaneurysms  and 
background is greater than in digital colour photographs. However, a frequency rate for mortality of 
1:222,000 from 221,781 fluorescein angiograms associated with the intravenous use of fluorescein 
prohibits the application of this technique for large-scale screening purposes [20].  
In this paper several techniques are introduced. These are recursive region growing (RRG), 
watershed  transform,  mathematic  morphology,  multi-scale  correlation  coefficients,  matched 
filtering,  discrimination  function,  k-NN  (nearest  neighbour)  classifier  and  neural  networks. The 
algorithms reviewed can be divided  into two main approaches: the first approach extracts MAs 
using a single method while the second approach first roughly detects MAs as candidate MAs. The 
candidate detection is to identify all possible MA candidates in a retinal image. Feature extraction is 
then applied and fine MA detection is applied in the last step. A quantitative analysis groups articles 
according to the methodological approach used for each step in the process. We categorise these 
methods as follows. 
 
Recursive Region Growing (RRG) 
 
RRG  [17]  is  a  straightforward  method;  one  pixel  is  selected  as  a  seed  point  and  then 
iteratively grown by comparing pixels  in the neighborhood of the region. The difficulty of this 
technique is the selecting of threshold values, region seed points and stopping criteria. The region 
growing method cannot segment MAs with dramatic background intensity changes. In addition, the 
performance of the method depends on the selection of the seed pixels (starting points of region 
growing). 
Spencer et al. [17] applied RRG algorithm on the Gaussian matched filter image. The size, 
shape and energy features were used to finalise the MA detection. Based on fluorescein angiogram 
images, the sensitivity and specificity were 82% and 86% respectively, with 100 false positives per 
image. Only four images were tested. Cree et al. [18] developed the technique of Spencer et al. [17]  
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by  including  a  process  for  removing  the  need  for operator  intervention  in  selecting  regions  of 
interest and another one for registering images to allow sequential comparison of MAs based on a 
cross-correlation algorithm on angiogram images.  The sensitivity was 82% with 5.7 false positives 
per image.  Sinthanayothin et al. [5] combined RRG with a ‘moat operator’ to detect MAs. The 
operator  was  used  to  enhance  the  edges  of  the  red  lesions  by  creating  a  trough  around  them. 
Thresholding was then used to binarise the image.  A dataset of 30 images was used. The sensitivity 
and specificity were 77.5% and 88.7% respectively. Usher et al. [22] extracted candidate MAs using 
a combination of RRG and adaptive intensity threshold.   
 
Watershed Transform 
 
The  watershed  transform  [33]  is  a  technique  that  operates  on  the  gray  level  image  to 
segment regions of the image. It is a method based on the morphological technique. The watershed 
transform is computed from the gradient of the original image so that the catchment basin (lakes) 
boundaries  are  located  at  high  gradient  points.  The  limitations  of  this  technique  are  over-
segmentation, sensitivity to noise and poor detection of thin or low signal-to-noise ratio structures. 
Luo et al. [34] performed the watershed transform on the colour difference image to extract 
MAs. Firstly, the Luv-u plane colour model was considered instead of the RGB colour model as the 
former showed a high sensitivity to dark objects on retinal images. The 2D histogram distribution 
on  the  Luv-u  plane  was  then  used  to  obtain  the  object-based  colour  difference  image  and  the 
watershed was applied in the last step. The performance of the system was not reported.  
 
Mathematic Morphology 
 
Mathematic morphology [17-19] is a technique to extract image components. There are two 
basic terms: the image and the structuring element. Morphological image processing is performed 
by sliding a structuring element over an image. Morphology is a technique of image processing 
based on shapes. The value of each pixel in the output image is based on a comparison of the 
corresponding  pixel  in  the  input  image  with  its  neighbours.  On  the  binary  image,  the  basic 
operations of  mathematic  morphology  are dilation (dilating the  boundary), erosion (eroding the 
boundary), opening (erosion followed by dilation) and closing (dilation followed by erosion). On a 
grey level image, dilation brightens small dark areas. Erosion darkens small bright areas like noise 
or  small  spur.  Opening  darkens  small  bright  areas  and  removes  small  bright  spots  like  noise.  
Closing brightens small dark areas and removes small dark holes. Niemeijer et al. [21] applied the 
top-hat transformation by subtracting the image opened by the structuring element from the original 
image to extract the vasculature map. The vasculature regions were then removed from a shade-
corrected image. The matched filter was applied in order to enhance the contrast. The resultant 
image  was  then  thresholded.  The  binary  pixels  were  set  as  a  starting  point.  A  region  growing 
algorithm  was  then  applied  in  the  final  step  for  candidate  MA  regions.  The  limitation  of  this 
technique  is on the  vessel detection step, in which red  lesions which are  larger than the linear 
structuring element cannot be detected. The transformation and threshold was also used by Dupas et 
al. [9] and Raman et al. [23] to detect candidate MAs. 
 
Multi-Scale Correlation Coefficients (MSCF) 
 
MSCF is used to detect a bright spot in the image [14, 35]. It involves applying a sliding 
neighbourhood filter with multi-scale Gaussian kernels to the fundus image in order to calculate a 
correlation coefficient for each pixel. Zhang et al. [14] applied MSCF to detect candidate MAs. 
Gaussian kernels with five different scales were applied to the fundus image. The sigmas of the  
Maejo. Int. J. Sci. Technol. 2013, 7(02), 294-314   
 
 
301
Gaussian  function  were  1.1,  1.2,  1.3,  1.4  and  1.5.  Thresholding  was  then  applied  in  order  to 
determine  the  number  of  MA  candidates and  region-growing-based  algorithms  were  applied  to 
allow a fit to the true MA size. The result of MA detection using multi-scale correlation coefficients 
by Zhang et al. [14] is shown in Figure 4. 
 
     
(a)  (b)  (c) 
 
Figure 4.  Results of MA detection by Zhang et al. [14]: (a) original retinal image, (b) candidate 
MAs detected, (c) fine MAs detected 
 
Matched Filtering 
 
The matched filtering [28, 36] is one of the template matching techniques. It is based on the 
spatial properties of the object to be recognised. Matched  filtering convolves a kernel with the 
retinal image. The kernel is designed to model properties in the image at some unknown position 
and orientation, and the matched filter response indicates the presence of the feature. As the MA 
intensity profile has a Gaussian shape, a Gaussian-matched filter is usually used.  
Hipwell et al. [20] applied a Gaussian filter to retain candidate MAs.  Kahai et al. [37] used 
the response of the matched filter tuned to detect microaneurysms of size 2x2. A raw image was 
convolved  with  the  filter  and  a  threshold  was  set  in  order  to  determine  the  location  of  the 
microaneurysms. The size of the filter provided an estimate for the size of the microaneurysms. 
Two circular symmetric Gaussian kernels (widths = 17 and 13) were applied to the top-hat image. 
The result was comprised of a candidate MA seed image. A region growing algorithm was applied 
in the last step [29]. The RRG and adaptive intensity thresholding with addition of a ‘moat operator’ 
was used to identify candidate MAs by Sinthanayothin et al. [5]. 
 
Discrimination Function 
 
The  application  of  a  discrimination  function  is  a  statistical  analysis.  It  can  be  used  to 
determine which variables discriminate between two or more groups. A fine MA detection step was 
employed  by  Zhang  et  al.  [14],  who  used  a  discrimination  function.  The  candidate  MAs  were 
classified into 2 groups: true MA and false MA. The maximum and minimum values of each feature 
of a true MA was taken and stored in a discrimination table. This table was used to eliminate any 
candidates whose feature values were greater than the maximum or less than the minimum. The 
candidate MAs whose feature values were between minimum and maximum were detected as true 
MAs. The system used 100 images (50 training images and 50 testing images). The performance 
was shown in terms of false positives per image, which is 0.357. The values of sensitivity and 
specificity were not presented.  
Hipwell et al. [20] used the discrimination function to grade candidate MAs as present or 
absent. The programme was trained on a set of 102 images and tested on a set of 62 images. The  
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results  were  compared  with  two  standard  photographs  according  to  the  EURODIAB  IDDM 
complication study protocol [38]. The sensitivity and specificity were 81% and 93% respectively. 
The limitation of this work is that the MA is classified only after haemorrhages are removed.  
Raman et al. [23] used the different intensity and shape features that characterise the MAs to 
distinguish MAs from other objects. The sensitivity and specificity were both 70%. Streeter and 
Cree  [29]  located  candidate  microaneurysms  by  a  standard  method  that  enhances  small  round 
features after background intensity correction. Each candidate was then classified based on colour 
and standard morphological features. Linear discriminant analysis was used and a microaneurysm 
detection sensitivity of 56% at 5.7 false positives per image was reported.  
 
k-NN Classifier 
 
The  k-NN  classifier  has  been  broadly  used  in  image  analysis  applications  due  to  its 
conceptual simplicity and general applicability. The NN classifier simply classifies a test instance 
with  the  class  of  the  k-nearest  training  instance  according  to  some  distance  measure.  The 
Mahalanobis and Euclidean distance are usually used. Niemeijer et al. [21] performed a Linear 
Discriminant classifier, a Quadratic Discriminant classifier and k-NN classifier on candidate MA 
objects. The k-NN classifier showed the best performance with k=55. A set of 40 images was used 
to train the classifier in the first candidate object extraction. A set of 100 images was then used to 
train and test the system. The sensitivity and specificity were 100% and 87% respectively. Dupas et 
al. [9] used a total of 94 images, of which 68 contained at least 1 MA and were used to train the 
classifier. They reported 88.47% sensitivity with 2.13 false positives per image.  
 
Neural Network 
 
Application  of  a  neural  network  is  an  unsupervised  method  [30].  A  training  process  is 
needed. The network is comprised of an input layer, a hidden layer and an output layer. A weight is 
used to decide the probability of input data belonging to a particular output. The weights between 
the layers have to be randomly initialised. They are usually set to small values often in the range of 
[-0.5, 0.5].  Once an input is presented to the neural network and a corresponding desired or target 
response is set as the output, an error is composed from the difference between the desired response 
and  the  real  system  output.  The  error  information  is  fed  back  to  the  system,  which  makes  all 
adjustments. The weight is adjusted by training the network with a known output. This process is 
repeated until the desired output is acceptable. The network is then tested with the data from seen 
training data and unseen test data. 
Usher  et  al.  [22]  applied  a  neural  network  to  candidate  MA  images  with  a  500-image 
training  set and a 773-image testing set. The  images were classified as  having the presence or 
absence  of  lesions.  The  sensitivity  and  specificity  were  95.1%  and  46.3% respectively  for  any 
exudate and/or haemorrhage/MA detection. A  back propagation  neural  network was applied  by 
Gardner et al. [6] to the fundus images to detect MAs. The weight update method, delta rules, was 
used in back propagation. The training set comprised 147 lesion images and 32 normal images. The 
image was divided into a region of 20x20 pixels or 30x30 pixels before training. The sub-images 
were  classified  as  ‘normal  without  vessel’,  ‘normal  vessel’,  ‘exudate’  and  ‘haemorrhage/ 
microaneurysm.’  The  sensitivity  and  specificity  were  both  73.8  %.  Kamel  et  al.  [30]  used  the 
learning vector quantisation neural  network to detect the MA  location  in retinal angiograms. A 
small window of 32x32 pixels was used to train the network. To enhance the performance, a multi- 
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stage training procedure was applied. The error value of 2.67% was presented instead of accuracy 
value. The limitation is that the network requires longer training to achieve the desired output. 
 
Miscellaneous 
 
Streeter and Cree [29] located candidate MAs by a standard method that enhances small 
round features after background intensity correction. Each candidate was then classified based on 
colour  and  standard  morphological  features.  An  MA  detection  sensitivity  of  56%  at  5.7  false 
positives per image was reported. 
Kose et al. [31] proposed the inverse segmentation method. The image along with inverse 
segmentation was employed to measure and follow up the degeneration in retinal images. The pixel 
values which have lower intensity than the background image intensity values were segmented as 
dark lesions. The sensitivity and specificity were 95.1% and 99.3% respectively. 
Ege et al. [4] tested the system on 134 retinal images. Naive Bayes, Mahalanobis distance 
and  k-NN  classifier  were  employed  on  candidate  images  containing  MAs  to  compare  the 
performance. The Mahalanobis distance performed the best with a sensitivity of 69%. 
Walter and Klein [32] proposed a method based on diameter closing and kernel density 
estimation for automatic classification. The mean of the diameter closing was applied for candidate 
MA detection. A set of 94 images was tested. The sensitivity was 88.47% with 2.13 false positives 
per image. 
 
FEATURE EXTRACTION 
 
Features are extracted based on shape, greyscale, pixel intensity, colour intensity, responses 
of Gaussian filter banks and correlation coefficient values [4, 9, 14, 17, 18, 20-22, 28, 29, 32]. Ege 
et al. [4] proposed 6 features based on shape and colour. Dupas et al. [9] used a feature based on 
size, contrast, circularity, grey-scale level and colour. Zhang et al. [14] applied 31 features on true 
MA classification. Spencer et al. [17] and Frame et al. [19] proposed 13 features. Hipwell et al. [20] 
applied 13 features based on shape, intensity and size, e.g. circularity, perimeter length and length 
ratio, but did not clearly clarify the full features list. Niemeijer et al. [21] combined Spencer-Frame 
features with new proposed features. In total, 68 features were used. Usher et al. [22] extracted 
features  from  candidate  MAs  based  on  size,  shape,  hue  and  intensity.  Hafez  and  Azeem  [28] 
proposed 6 features to extract MAs from fluorescein angiograms.  The 19 features based on colour, 
standard morphology and Fourier descriptors were used by Streeter and Cree [29]. Walter and Klein 
[32] proposed 15 features based on size, shape, colour and grey level.  
Streeter and Cree [29] proposed a feature selection step to select the optimal feature set. The 
forward-backward feature selection was applied to the full feature set. The forward feature selection 
starts with an empty data set and proceeds by expanding the data set with the feature, of which 
addition to the data set increases the performance most. In contrast to the forward feature selection, 
the backward  feature  selection  starts  with  an  original  full  data  set  and  proceeds  by removing  a 
single  feature.  Finally,  a  subset  of  sixteen  features  is  selected  by  the  forward-backward  feature 
selection which gives the same discrimination of the full set. 
All the methods discussed confirm that features can be grouped into shape-based features, 
pixel-intensity-based features, Fourier-descriptor-based features and colour-based features. They are 
listed in Tables 3-6.     
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Table 3.  Features based on MA shape   
 
No.  Shape feature 
1  Area of pixels in the candidate [4, 14, 17, 18, 32] 
2  Perimeter of the object [14, 17, 18, 28] 
3  Aspect ratio between length of largest and second largest eigenvector of covariance matrix of 
the object [14, 17, 18, 28] 
4  Circularity [4, 14, 17, 18, 32] 
5  Average Gaussian filter response of  the green image with =1,2,4,8 (all 4 features) [14] 
6  Standard deviation response of the green image after Gaussian filtering with  =1,2,4,8 [14] 
7  Maximum, minimum and average correlation coefficients of the candidate. Candidates with  
higher coefficients are more likely to be true microaneurysms [14]. 
8  Major axis length of the candidate [14] 
9  Minor axis length of the candidate [14] 
10  Compactness [14, 21] 
11  Mean and standard deviation of filter outputs under the object. Filters consist of the Gaussian 
and its derivatives up to second order at scales = 1, 2, 4, 8 pixels [21]. 
12  Average value under the object of absolute difference between two largest eigenvalues of the 
Hessian tensor. The scale = 2 is used for the Gaussian partial derivatives that make up the 
Hessian [21]. 
13  Average output under the object of iris filter used on shade-corrected images with minimum 
circle radius of 4, maximum radius of 12 and 8 directions [21] 
14  Total energy, calculated  by summing grey  levels of those pixels  in original  image, which 
coincides with overlaying binary object [28] 
15  Mean energy. Mean energy of the object is total energy divided by area of that object [28]. 
16  Energy difference. A  measure of object energy  independent of background fluorescence  is 
obtained by calculating the difference in the energies of the object and the background retina 
at that location [28]. 
17  Mean  energy  difference.  Mean  energy  difference  of  the  object  is  total  energy  difference 
divided by area of that object [28]. 
18  Minor axis variance [4] 
19  Major axis variance [4] 
20  Ratio of major axis variance and minor axis variance [4, 32] 
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 Table 4.  Features based on MA pixel intensity  
 
No.  Pixel intensity feature 
1  Total intensity of the object in original green plane image [14, 17, 18] 
2  Total intensity of the object in shade-corrected image [14, 17, 18] 
3  Mean intensity under the object in original green plane image [14, 17, 18] 
4  Mean intensity under the object in shade-corrected image [14, 17, 18] 
5  Normalised intensity in original green plane image [14] 
6  Normalised intensity in shade-corrected image [14] 
7  Normalised mean intensity in original green image [14] 
8  Normalised mean intensity in shade-corrected image [14] 
9  Intensity of the region growing seed in match filtered image [14] 
10  Mean of opening image from top-hat step [29] 
11  Standard deviation of opening image from top-hat step [29] 
12  Maximum value of top-hat by diameter [32] 
13  Mean value of top-hat [32] 
14  Dynamic, morphological contrast measure [32] 
15  Outer mean  value of preprocessed  image adds  information about the surroundings of the 
candidate [32]. 
16  Outer standard deviation of preprocessed image gives information about grey level variation 
within the surroundings of the candidate [32]. 
17  Inner standard deviation of preprocessed image [32] 
18  Inner mean value of top-hat transform helps identifying candidates situated on vessels [32]. 
19  Inner range is simply the dynamic range of preprocessed image in the candidate region and 
exploits information about smoothness of transition between candidate and environment [32]. 
20  Outer range is dynamic range of preprocessed image on the surroundings of candidates [32]. 
21  Grey level contrast between inner and outer region [32] 
22  Half-range area is number of pixels inside candidate region with a grey level greater than  
arithmetical mean of minimum and maximum in candidate region [32]. 
 
 
  Table 5.  Features based on MA Fourier descriptor  
 
No.  Fourier descriptor feature 
1  (x,y) Perimeter indices [29] 
2  Perimeter-area-based non-linear feature [29] 
3  Second-moment-based non-linear feature [29]  
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Table 6.  Features based on MA colour 
 
No.  Colour feature 
1  Difference between mean pixel values inside the object and mean values in circular region 
centred on object in the red plane from RGB colour space [14, 21] 
2  Difference between mean pixel values inside the object and mean values in circular region 
centred on object in the green plane from RGB colour space [14] 
3  Difference between mean pixel values inside the object and mean values in circular region 
centred on object in the blue plane from RGB colour space [14] 
4  Difference between mean pixel values inside the object and mean values in circular region 
centred on object in the hue  plane from HSI colour space [14] 
5  Mean of pixel value within candidate regions of each component of RGB and HSI colour 
spaces [29] 
6  Standard deviation of pixel value within candidate regions of each component of RGB and 
HSI colour spaces [29] 
7  Second moments (in x,y and radial directions) of pixel value within candidate regions of each 
component of RGB and HSI colour spaces [29] 
8  Complexity [29] 
9  Aspect ratio [29] 
10  Object mean colour, green channel – background colour, green channel [4] 
11  Colour contrast [32] 
 
PERFORMANCE MEASUREMENT 
 
In the literature, to evaluate classifier performance, the sensitivity and specificity on a per-
pixel basis are used. All measures can be calculated based on four values, namely the true positive 
rate, the false positive rate, the  false  negative rate and the true negative rate. Sensitivity  is the 
percentage of the actual MA pixels that are detected, and specificity is the percentage of non-MA 
pixels that are correctly classified as non-MA pixels. The number of true positives represents the 
number  of  MA  pixels  correctly  detected,  whereas  the  number  of  false  positives  represents  the 
number of MA pixels wrongly detected as MA pixels. There is some work in the literature where 
the average number of false positives per image is used as one of the performance evaluation values 
[9, 14, 18, 29, 31]. There are other useful classifier performances used to evaluate the system but 
not  reported  in  the  literature,  such  as  precision,  accuracy,  precision  and  recall  and  positive 
likelihood  ratio  (PLR).  Precision  is  the  percentage  of  detected  pixels  that  are  actually  MAs. 
Accuracy is the overall per-pixel success rate of the classifier. Precision and recall is the average of 
the precision and recall (also known as sensitivity). A PLR is the proportion of the probability of 
MA pixels which are positively detected (true positive rate) and that of non-MA pixels which are 
positively detected (false positive rate). PLR is based on the ratio of sensitivity to specificity.  
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COMPARING ALGORITHM PERFORMANCE  
 
In  this  section  the  experimental  results  of  MA  detection  using  RRG,  mathematical 
morphology,  multi-scale  correlation  coefficients,  discrimination  function,  matched  filter,  k-NN 
classifier, neural network and miscellaneous classifiers are presented.  The performance on the test 
set is evaluated by comparing the classifier’s result to a ground truth. The sensitivity of detection of 
images with one or more MAs gives the success rate for detection of this early sign of diabetic 
retinopathy. The performance of each classifier in terms of sensitivity, specificity and false positive 
rate per image is summarised in Table 7 and a graphical representation is shown in Figure 5. 
Because all the algorithms run on different platforms, the performance of each algorithm 
cannot be measured and compared using run-time. The computation complexity of each algorithm 
is compared instead as in Table 8. A classifier selection factor is also presented in Table 9. 
The weakness of the RRG, mathematical morphology, multi-scale correlation coefficients, 
discrimination function and matched filter is that they require many predetermined features, while 
the k-NN classifier and neural network require a learning phase which is time-consuming. 
 
    Table 7.  Summary of reported sensitivity, specificity and number of false positives per  
     image of MA detection 
 
          Classifier 
 
       Author 
 
Se (%)  Sp (%)  No. of  FP    
per image 
Recursive region growing (RRG)  Spencer et al. [17]  82.00  86.00  100 
  Cree et al. [18]  82.00  NR  5.7 
  Sinthanayothin et al. [5]  77.50  88.70  NR 
Discrimination function +  Hipwell et al. [20]  81.00  93.00  NR 
    matched filter  Raman et al. [23]  70.00  70.00  NR 
  Streeter  et al. [29]  56.00  NR  5.7 
Discrimination function + MSCF  Zhang et al. [14]  NR  NR  0.36 
k-NN classifier  Ege et al. [4]  69.00  NR  NR 
k-NN classifiter +  Niemeijer et al. [21]  100.00  87.00  NR 
    Mathemetic morphology  Dupas et al. [9]  88.47  NR  2.13 
Neural network   Gardner et al. [6]  73.80  73.80  NR 
  Kamel et al. [30]  NR  NR  2.67 
Neural network 
+ RRG + moat opeartor 
Usher et al. [22]  95.10  46.30  NR 
Miscellaneous  Kose et al. [31]  95.10  99.30  NR 
  Walter et al. [32]  88.47  NR  2.13 
 
Note:  Se = sensitivity, Sp = specificity, FP = false positives, MSCF = multi-scale correlation coefficients, 
NR = not reported 
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Figure 5.  Graphical representation of sensitivity and specificity 
 
Table 8.  Time complexity (for one image)  
 
Classifier  Training time  complexity  Testing time complexity 
Recursive region growing (RRG)  -  O (n
2i) 
Mathematic morphology 
(watershed transform, top-hat)  -  O (n
2i) 
Multi-scale correlation coefficients (MSCF) -  O (n
2i) 
Matched filter   -  O (n
2i) 
Discrimination function  -  O (n
2if) 
Nearest neighbour  O (1)  O (nft) 
Neural network  O (m
2f
2)  O (nft) 
 
Note:  m is number of training data (number of training pixels); n is number of testing data (number 
of testing pixels); i is number of iteration; f  is number of features;  t is number of training points. 
 
Table 9.  Classifier selection factor       
 
Classifier 
Parameter 
sensitive 
Require learning  
phase 
High computation  
cost 
Require high 
 computer system 
Recursive region growing (RRG)  Yes       
Mathematic morphology 
(watershed transform, top-hat)  Yes       
Multi-scale correlation coefficients 
(MSCF)   Yes    Yes   
Matched filter   Yes       
Discrimination function  Yes    Yes   
Nearest neighbour              Yes  Yes  Yes 
Neural network              Yes  Yes  Yes 
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DISCUSSION AND CONCLUSIONS  
 
Ophthalmologists use retinal photographs to follow up, diagnose and treat eye diseases. The 
appearance of the fundus image can provide a great deal of pathological information about eye 
diseases. Another advantage of digital fundus photography is the capacity to transmit images to a 
centralised reading centre for grading. It can also indicate early signs of diabetic retinopathy. This is 
because  retinal  details  may  be  easier  to  visualise  in  fundus  photographs  as  opposed  to  direct 
examination [39].  
Most  of  the  algorithm  reviewed  in  earlier  sections  work  on  fluorescein  angiography  or 
colour images taken on patients with dilated pupils, in which the MA and other retinal features are 
clearly visible. The examination time and effect on the patient could be reduced if the detection 
system could succeed on images taken from patients with non-dilated pupils. However, the quality 
of these images will be poor and it greatly affects the performance of those algorithms. Therefore, 
methods  for  MA  detection  on  non-dilated  fundus  images  still  need  to  be  developed.  On  poor 
contrast images, small MAs are removed during the pre-processing step while thresholding is not 
effective given the variations in background intensity. Some small MAs could also be missed during 
the candidate MA detection step. It is difficult to determine which is the best algorithm at each stage 
due to the variability of factors such as the source of the test image set, the size of sample, which 
ranges  from  four  images to over 3700 images, and the way  in which the performance of each 
method is evaluated. Abramoff et al. [40] suggested that the performance of algorithms should be 
evaluated on a published digital image data set. The other problem in evaluation of the systems is 
that there are only a few gold standard images read by experts to compare with. 
For feature extraction, in early research few features were used. Then subsequently, more 
features were introduced to improve the classification efficiency. Due to a large number of features, 
feature selection is needed to reduce irrelevant features. There are interesting methods such as the 
entropy-based [41], the correlation-based feature selection [42], Chi-squared method [43], signal-to-
noise statistic [44], microarray data [45], relief [46], random forest feature selection [47], Gini index 
[48], sequential forward selection and sequential backward feature selection [49]. 
The evaluation of a system for automatic detection of DR from colour fundus photographs 
using published algorithms [40] cannot yet be recommended for clinical practice because the false 
negative rate is still not acceptable and the processing time is still too slow and large computational 
efforts  are  required.  Therefore,  there  is  a  compelling  need  for  algorithm  improvement  including 
better detection of early sign of DR such as MAs. Large scale retinal image sets from patients with 
diabetes, which are taken with different camera types are needed for testing before being put into 
direct clinical use. 
Further investigations should improve the efficiency of the detection systems. To increase 
the accuracy rate, more advanced classifiers such as Support Vector Machines (SVMs) [50, 51] and 
Adaptive  Boosting  (AdaBoost)  [52-55]  could  be  used.  Both  of  them  are  machine  learning 
algorithm. SVMs map training data into a high-dimensional feature space in which we can construct 
separated  hyper-planes,  maximising  the  margin  or  distance  from  the  hyper-plane  to  the  nearest 
training data points. AdaBoost is a meta-algorithm that sequentially selects weak classifiers from a 
candidate pool and weights each of them based on their error. Similar to SVMs, AdaBoost works by 
combining several votes. Instead of using support vectors, AdaBoost uses weak learners.   
With improved technology, telemedicine is a very useful application. A hospital from a rural 
area  with  limited  ophthalmologist  resource  could  transmit  a  patient’s  fundus  image  to  a  central 
clinic for diagnosis by an experienced clinician. An automatic DR detection system could help in  
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the screening process or act like a decision support system [56-60]. Only the patients with a risk of 
DR  will  be  further  examined  by  the  ophthalmologist.  Therefore,  the  workload  of  the 
ophthalmologist  is  reduced  and  the  patient  will  be  examined  faster,  which  will  lead  to  early 
treatment and reduction of blindness.  
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