Abstract-Scheduling divisible loads in nonblocking mode of communication in a single-level tree network is considered. For this scheduling problem, an equivalent single-level tree network in blocking mode of communication is derived. This equivalent network can be easily obtained by changing the speed parameters of the processors in the network. The advantages of this equivalent network are that we can easily obtain the results on when to distribute the load to processors in the network, optimal sequencing and arrangement of processors and the effect of start-up time in nonblocking mode of communication. Numerical examples are presented for ease of understanding the equivalent network concept.
INTRODUCTION
The problem of scheduling divisible loads in a distributed computing system or network incorporating the associated communication delays started in the late 1980s. A divisible load can be divided into any number of fractions and can be processed independently because there is no precedence relationship. The problem of scheduling divisible loads incorporating the communication delay was first addressed in the context of distributed intelligence sensor networks in [I] . In this study, a Gantt chart-like timing diagram is introduced to explain the load distribution process and to obtain the recursive load distribution equations. This study [l] considers a linear network and the methodology from this is extended to scheduling divisible loads in tree network in [2] , and to bus networks in [3] . In all these studies, the optimal load fractions are obtained by assuming that all the processors stop computing at the same time instant. This assumption has been shown to be a necessary and sufficient condition, to obtain optimal processing time for linear network in [4] . Using the concept of processor equivalence, an analytical proof for optimal load sharing in bus networks is discussed in [5] . However, it has been rigorously shown that the assumption is true, only in a restricted sense [5] , in the case of a heterogeneous single-level tree network. For the single-level tree network, a closed-form expression for the processing time is presented in [6, 7] and using this closed-form expression, an optimal sequence of load distribution and optimal arrangement of processors and links are obtained in [S] . Scheduling divisible loads in hypercube, two and three dimensional architectures are presented in [8-lo] . For the case of homogeneous linear and tree networks an asymptotic performance analysis is studied in [11, 12] .
A similar study of asymptotic performance analysis for two-dimensional network is available in [13, 14] .
In all the earlier studies on divisible load scheduling, the process of communicating the load fractions to other processors is blocking mode of communication. In blocking mode of communication, the processor will start the computation process only after its front-end (communication coprocessor) has completely received all the load fractions assigned to that processor. Hence, there is a delay in starting the computation process, and this delay cannot be removed completely for all the processors in the network, but can be reduced in another mode of communication known as nonblocking mode of communication.
In nonblocking mode of communication, the processor will start the computation process, while its front-end starts receiving the load fraction assigned to it. Hence, the delay in starting the computation process is reduced, in comparison with the blocking mode of communication. In fact, in nonblocking mode of communication, the divisibility property of the processing load is further exploited. This nonblocking mode of communication in divisible load scheduling is first introduced in [El, for a homogeneous tree network. Results on optimal sequencing and arrangement in nonblocking mode of communication is presented in [16] .
The research in divisible load scheduling started in 1988 and simulated considerable amount of interest among researchers and many more results are available in [17, 18] . Recent research papers in this area can be obtained from [19, 20] . Divisible load scheduling problems were encountered in many application areas such as image processing using Hough transform [21] , matrix-vector products of very large size [22] , computer vision data processing [23] , query processing in data base systems [24] , and distributed biomedical image processing [25] . Other important issues in divisible load scheduling studied are computation cost [26] , cost models for parallel processor configuration [27] , start-up time effect and cost [28-301, and finite buffer conditions [31] .
Our contribution in this paper is the following. We consider the problem of scheduling divisible load in a single-level tree network in nonblocking mode of communication. For this problem, we obtain an equivalent single-level tree network in blocking mode of communication. In blocking mode of communication, many results such as when to distribute loads to processors in the network, optimal sequencing and arrangement of processors in the network, and the effect of start-up time are available. Using the equivalent network, we show that the above results can be easily obtained for nonblocking mode of communication. The divisible load arrives at the root processor (PO) and the root processor (PO) divides the load into (m+l) fractions ((YO, a1,. . . ,a,) and keeps the part a0 for itself to process/compute and distributes the load fractions ( a~, QZ, . . . , a,) to other m processors in the sequence ( p l , p z , . . . ,pm) one after another. The child processors start computing their respective load fractions immediately after receiving the load fractions in blocking mode of communication. In nonblocking mode of communication, the child processors start computing their load fractions, while its front-end is receiving the load fractions. The objective in both blocking and nonblocking mode of communication is to find the optimal size of these load fractions (ao, a~, .
. . ,a,) assigned to the processors such that the processing time is a minimum. In this paper, we follow the standard notations and definitions used in the literature.
LOAD DISTRIBUTION. This is denoted as a and is defined as an (m+l)-tuple (QO, a1,02,. . . ,a,), such that 0 < ai 5 1 and ELo ai = 1. The equation CEO ai = 1 is the normalization equation and the space of all possible load distribution is denoted as r.
FINISH TIME. This is denoted as Ti and is defined as the time difference between the instant at which the ith processor stops computing and the time instant at which the root processor initiates the load distribution process.
PROCESSING TIME. This is denoted as r(T(m)). This is the time at which the entire load is processed, i.e., r(T(m)) = max{Ti}, i = 0,1,. . . , m, where Ti is the finish time of processor p i .
OPTIMAL LOAD DISTRIBUTION. This is defined as the load distribution for a given arrangement and sequence, such that F(T(m)) is minimum. OPTIMAL PROCESSING TIME. This is denoted as T* and is the minimum processing time to finish the entire load in the space of all possible load distribution r.
OPTIMAL ARRANGEMENT. This is defined as the arrangement of links and processors, such that r ( T ( m ) ) is minimum, provided optimal sequence and optimal load distribution is followed. NOTATIONS. Standard processor is some existing processor or fictitious processor that serves as a convenient reference. The value of the processing speed and link speed parameters is equal to one (w = 1 and z = 1). In literature [17] , it has been rigorously proved that for optimal processing time, all the processors involved in the computation of the processing load must stop computing at the same time instant. In this paper, we use this optimality criterion also.
CLOSED-FORM EXPRESSIONS FOR PROCESSING TIME. We will derive the closed-form expres- The load fraction assigned to processor pi is ai and is given as n fj
From the timing diagram shown in Figure 2 , it can be seen that the processing time r ( T ( m ) ) is the processing time of the root processor po and is given by aowoTcp. Figure 3a . In the nonblocking mode of communication, the child processors will start the computation process while their front-end is receiving the processing load. On the other hand, in blocking mode of communication, we can see from Figure 2 that the child processors will start the computation process only after its front-end has received all the load fractions assigned to that child processor. Hence, the delay in starting the computation process is reduced in the nonblocking mode in comparison with the blocking mode of communication. J?rom the timing diagram shown in Figure 3a Note here that zo is zero. It is also assumed that wjT,, > zjTcm, for all j = 1,2,. . . , m (communication time is less than the computation time). If this assumption is not satisfied, it implies that the time to send the load fraction (aiz~T,,) to the processor pi is greater than the time to complete the computation (aiwiTcp) by the processor p i . Hence, in equation (12), the denominator will be negative. However, in actual situation, the processor pi slows down its computation (through a compute-wait cycle) to match its speed with the communication speed of the link. One can still use that processor-link pair by slowing down the computation using a compute-wait cycle with incremental load fractions, which would enumerate the nonblocking mode. This particular aspect is presented in [15, 16] and also considered in the discussion. Here, also, the load fraction a i is expressed in terms of am as (a) when to distribute load to processors in the network, (b) optimal sequencing and arrangement, and (c) the effect of start-up delays.
We will show the use of this equivalent network and obtain results on the above situations in the nonblocking mode of communication. WHEN TO DISTRIBUTE THE PROCESSING LOAD. In scheduling divisible loads (in blocking mode of communication) in a single-level tree network, it is shown in [17] that in order to minimize the processing time it is not essential to utilize all the processors in the network. It is shown that certain processor-link pairs can be removed from the network in the load distribution process. In other words, certain processors are assigned a zero processing load, and hence, will not participate in the load distribution process. A method of identifying the processor-link pairs that are removed from the network is given in [17] . from the network given in [17] is
The condition to find the processor-link pairs that are removed 
where z(k+l,. . . From the timing diagram, condition for the link l k to be removed from the network is
By substituting the equivalent processing speed w ( k + 1, . . . , Ic + T ) , the above equation can be rewritten as
I f c n g p i=k+2 p=i
The processor-link pair ( p k , l k ) is removed from the network or assigned zero load fractions, if the above condition is violated.
Consider an equivalent network for nonblocking mode of communication. The condition for removing the processor link pair ( p k , Ek) is given in equation (19) , Substituting the equation (17), we obtain k + r n 9 P The above condition is same as the condition derived for nonblocking mode of communication. This demonstrates that if any processor-link pair is removed from the nonblocking mode of communication, then, the same processor-link pair is also removed from the equivalent network in blocking mode of communication. Let us consider a three-processor system (rn = 2) in order to understand clearly. The condition for removing the second processor-link pair from the network in nonblocking mode of communication is qTcm < w2Tcp. Similarly, the condition for removing the second processor-link pair in blocking mode of communication is ZlTcm < w2Tcp + 22Tcm.
From equation (17) , by substituting the value of equivalent processing speed for w; in condition for blocking mode of communication, we obtain zlTcm < w2Tcp. This is same as the condition for nonblocking mode of communication. Now, we will present a numerical example to illustrate this fact. NUMERICAL EXAMPLE 2 . Consider a single-level tree network with three child processors (rn = 3). All the processors in the network are equipped with front-end processors. The computation speed parameters of the processors are wo = 0.5, w1 = 2.8, w2 = 1.0, and wg = 1.5. The communication speed parameters of the links are tl = 0.8, z2 = 0.3, and z3 = 0.2 and let T,, = 1.0 and Tcp = 1.0.
In nonblocking mode of communication for the above network, the load fractions obtained are a0 = 0.5874, a1 = 0.1049, a2 = 0.2098, and a3 = 0.0979 and the processing time is 0.2937. Now, in this network, the first processor-link pair is removed and the processing load is distributed among other processors. The load fractions obtained are a0 = 0.5769, a1 = 0, a2 = 0.2885, and a3 = 0.1346 and the processing time is 0.2885. We can see here that removing the first processor-link (or assigning a zero load to first processor) is beneficial, i.e., the processing time is reduced.
In order to identify these processor-link pairs that are removed from the network, we have to obtain the equivalent link speed, z ( k + 1,. . . , k + T ) , and equivalent processing speed, w(k + 1,. . . (19) is not satisfied. The condition is that zlTcm should be less than 0.6818, for the processor p l to get any processing load. So, this processor-link pair is removed from the network. From this example, we can see that the equivalent network can be used to obtain the processor-link pairs that can be removed from the original network provided the condition, wiTcp > ziTcml is satisfied.
OPTIMAL SEQUENCING AND ARRANGEMENT. The optimal sequencing and arrangement of processors and links in a single-level tree network in blocking mode of communication is given in [6, 17] . In a recent study [16] , the optimal sequencing and arrangement of processors and links in nonblocking mode of communication is obtained. In [16] , a method similar to the one presented in [6, 17] is used for this purpose. The results on optimal sequencing and arrangements of processors and links in the network in nonblocking mode of communication [16] are the same as obtained in [6, 7] for blocking mode of communication. A numerical example is given in [15] to show the optimality of sequencing and arrangement. In that numerical example, if we substitute the equivalent speed parameters given in equation (17), we can directly use the results of [6, 7] , and obtain the optimal sequencing and arrangement results given in [16] . Thus, the equivalent network methodology is directly useful in optimal sequencing and arrangement links and processors in the network.
EFFECT OF START-UP TIME IN NONBLOCKING MODE OF COMMUNICATION. Another important study in divisible load scheduling is the effect of start-up delays considered in [29, 30] . These studies consider only blocking mode of communication. If we are interested in studying the effect of start-up delays in nonblocking mode of communication, the equivalent network approach can be directly used. Also, note that in scheduling divisible loads in nonblocking mode of communication, the overheads (start-up delays in computation and communication) in the computation and communication process cannot be removed. In fact, these overheads restrict the number of processors that can be used for scheduling the divisible load. Now, we show the usefulness of the equivalent network methodology in studying the start-up effect in nonblocking mode of communication.
CLOSED-FORM EXPRESSIONS FOR PROCESSING TIME. We will derive the closed-form expression + 1) load fractions (ao, a1, . . . ,am) , keeps the fraction a0 for itself, and distributes the load fractions to child processors in the following order, p l , p 2 , . . . , p To demonstrate the advantage of the equivalent network, we present numerical examples with ten processor system. In order to compare the time performance with and without start-up delays, one has to derive the results for nonblocking mode of communication. Since the results are available for blocking mode of communication, it is easy to utilize these results and the equivalent network methodology, to find the time performance of nonblocking mode of communication. The equivalent network methodology uses blocking mode of communication. The equivalent network speed parameters are calculated using equation (17) . The speed parameters for equivalent network and the speed parameters for the original network are shown in Figure 6 . The communication and computation speed parameters used in this example are given in Figure 7 . From Figure 6 , we can observe that the equivalent speed parameters are always less than the original network. Hence, the equivalent network (nonblocking mode of communication) has better performance than the original network (blocking mode of communication).
The time performance of the blocking and nonblocking mode of communication without startup delays is shown in Figure 7 . The processing time decreases with the increase in processors. From this figure, we see that the processing time in nonblocking mode of communication is always less than the processing time in blocking mode of communication. For the same ten-processor system, we have also studied the effect of start-up delays. Using the equivalent network and closed-form expression in blocking mode of communication, the processing time for nonblocking mode are calculated for various numbers of processors. The processing time (with start-up delays) with the number of processors is shown in Figure 8 . From a practical point of view, a divisible load in general may not be truly arbitrarily divisible. Consider the problem of large size matrix-vector product case [22] , where usually the load fraction assigned to a processor will be in terms of certain number of rows or columns. In watermark detection problem, the load fraction assigned to a processor will be in terms of number of images. In our study, one image is considered as a processing load 6, and is defined a s the minimum granularity of any load fraction that can be assigned to a processor. So, the processing load assigned to a processor will be a multiple of 6. From this, we can see that the total load contains L units of 6 load, and hence, L6, L being a variable, and 6 a constant. L6 is the total number of images that are to be examined for the presence or absence of watermarks.
We will now discuss the case zT,, > wTcp. In this situation, the time to communicate the load fraction is more than the computation time of this load fraction by the processor. Obtaining the size of load fractions in blocking mode of communication is not difficult. However, in nonblocking mode of communication, the processor will not work continuously. The processor will have cycles of work and wait period (similar to pseudo-multi-installment technique where one unit load is assigned for each installment). So, when zT,, > wTcp, an approximate equivalent processor speed can be obtained as w' = zcr + 6. This is obtained as follows. The processor will receive the first image and detect whether watermark is or not in the image. Then, it will wait until the second image is completely received then start the detection process. This process goes on for all the images assigned to it. All the image communication time will be zT,,. The time for detection of watermark for the last image is 6. Hence, the approximate equivalent speed is za+6. This is approximate because the time for communication of the first image is not included. This case of computation speed faster than communication speed is also discussed in [15] . In all the analysis, we have assumed that the processor starts computing the load fractions while its frontends are receiving. However, there will be a very small delay before the processor will start the computation process. Consider a processor which is assigned with 100 images for detection of watermark. In the nonblocking mode, the processor can start the computation only after the first image is completely received by the front-end. So, there is a small delay in starting the computation. A method of handling and also the analysis given in [15] show that the effect of this small delay on the processing time is very small. Also in [15] , linear network with the store-andforward communication model, and the store-and-bypass communication model are presented. The equivalent network methodology cannot be used for installment technique of load distribution in nonblocking mode of communication. In multi-installment technique, the first installment is a function of z , whereas the other installments are functions of ( z ,~) . This will complicate in deriving the equivalent network for nonblocking mode in multi-installment technique.
CONCLUSIONS
In this paper, scheduling divisible loads in nonblocking mode of communication in a singlelevel tree network is considered. An equivalent single-level tree with different processor speed parameters in blocking mode of communication is derived. The speed parameters in the equivalent network are obtained in an easy manner. All the earlier studies such as when to distribute the processing load to processors in the network, optimal arrangement of processors and links in the network, and the effect of start-up time in computation and communication are done in blocking mode of communication. The advantage of this equivalent network is that all these earlier analyzes and results can be directly used, because the equivalent network follows blocking mode of communication whereas the original given network follows nonblocking mode of communication. Numerical examples are presented to illustrate the idea behind this equivalent network approach.
