Generalized Weyl Algebras (GWAs) appear in diverse areas of mathematics including mathematical physics, noncommutative algebra, and representation theory. We study the invariants of quantum GWAs under finite automorphisms. We extend a theorem of Jordan and Wells and apply it to determine the fixed ring of quantum GWAs under diagonal automorphisms. We further study properties of the fixed rings, including global dimension, rigidity, and simplicity.
fully addresses the case D = k[h ±1 ]. In this section, we recall their results and classify finite subgroups of automorphisms in most quantum GWAs. By [28, Theorem A], two quantum GWAs R = D(σ, a) and R ′ = D(σ ′ , a ′ ) with parameters q, q ′ , respectively, are isomorphic if and only if q ′ = q ±1 and there exists α ∈ D × , β ∈ k × , and ǫ ∈ {±1} such that a(h) = αa ′ (βh ǫ ). Clearly ǫ = 1 if D = k[h]. This result allows us to always assume a(h) is monic and of positive degree.
Let R = D(σ, a) be a quantum GWA with a not a unit. Write a = Σ i∈I a i h i where I ⊂ Z is a finite set consisting of those i such that a i = 0. Note if D = k[h] then in fact I ⊂ N. Let g = gcd{i − j : a i a j = 0}. If a is a monomial, which occurs only when D = k[h], then let C g = k × and otherwise let C g be the subgroup of k × consisting of gth roots of unity. Fix i 0 ∈ I. If (γ, µ) ∈ C g × D × , then there is an automorphism η γ,µ of R such that η γ,µ (h) = γh, η γ,µ (y) = yµ, η(x) = µ −1 γ i0 x. (2. 3)
The choice of notation yµ is intentional. In the case D = k[h ±1 ] we may have µ = h k , k ∈ Z, and yµ = µy in general. However, we will primarily focus on the case that µ ∈ k × . Remark 2.4. It is not difficult to see that η γ,µ is independent of choice of i 0 ∈ I. Suppose j 0 ∈ I is a distinct choice. Then g | i 0 − j 0 and hence γ i0−j0 = 1, so γ i0 = γ j0 . When D = k[h] we often take i 0 = deg h (a).
Let G be the group generated by the η γ,µ . When q = −1, there exists Ω ∈ Aut(R) given by Ω(h) = −h, Ω(y) = x, Ω(x) = y.
Note that Ω 2 = id R . If R = k[h](σ, a) is a quantum GWA, then by [28, Theorem B] , Aut(R) = G unless q = −1, in which case Aut(R) = G ⋊ {Ω}.
The case D = k[h ±1 ] has added complications. A polynomial a(h) ∈ k[h ±1 ] is symmetric if there exists ℓ ∈ Z and δ, λ ∈ k × such that a(h) = δh ℓ a(λh −1 ). If a is not symmetric, then by [28, Theorem C] , Aut(R) = G unless q = −1, in which case Aut(R) = G ⋊ {Ω}, just as above. If a is symmetric, there exists Ψ ∈ Aut(R) given by
Additionally in this case there are automorphisms φ such that φ acts diagonally on {h, x, y} but φ / ∈ G.
Denote the set of automorphisms such that φ(h) is a scalar multiple of h by K. Then there is a short exact sequence 0 → K → Aut(A) → Z/2Z → 0.
We do not attempt to understand these automorphisms as they do not appear to be of finite order. Instead, we focus on the automorphisms η γ,µ .
Proposition 2.5. Let R be a quantum GWA and let η γ,µ , η γ ′ ,µ ′ ∈ Aut(R) for appropriate choices of parameters γ, γ ′ ∈ k × and µ, µ ′ ∈ D × . We have the following composition rules:
Proof. We will check each claim by verifying that the relation holds for the generators. Note that µ is some
For (1),
Now (2) follows directly from (1) by observing that η 1,1 is the identity map. For (3),
For a root of unity γ we denote by ord(γ) its order in the multiplicative group k × . We use this notation also for the order of an automorphism. Note that, when γ, µ ∈ k × , ord(η γ,µ ) = lcm(ord(γ), ord(µ)). The following should be compared to [8, Theorem 3.1] . Proposition 2.6. Let R = D(σ, a) be a quantum GWA with with a not symmetric. If H is a finite subgroup of G = Aut(R), then one of the following holds:
If q = −1, then only case (1) holds.
Proof. Let K be the subgroup of H consisting of finite order automorphisms of the form η γ,µ . It is clear that ord(η γ,µ ) < ∞ if and only if µ ∈ k × and ord(γ), ord(µ) < ∞. Since automorphisms of this form commute, then K is generated by a single η a,b with a, b ∈ k × . Hence, if H = K then H ∼ = C k where k = lcm(ord(a), ord(b)).
By Proposition 2.5, for γ, γ ′ ∈ k × and µ, µ ′ ∈ D × , we have
Observe that, since this composition has finite order, then (µ ′ ) −1 µ ∈ k × .
Suppose K = id. Applying (2.7) to γ = γ ′ and µ = µ ′ we have (Ω • η γ,µ ) 2 = η γ 2 ,γ i 0 +deg µ = id, whence
Remark 2.8. Of course, the subgroups given in Proposition 2.6 are also finite subgroups in the case that a is symmetric. We conjecture that these constitute all of the finite subgroups even when a is symmetric. 
An extension of a theorem of Jordan and Wells
. We want to study a more general version of their theorem in which we allow that φ| D is not necessarily the identity.
First, we will need some further background on GWAs.
Let R = D(σ, a) be a GWA. Setting deg(D) = 0, deg(x) = 1, and deg(y) = −1 defines a Z-grading on R.
We denote by R k the k-vector space of degree k homogeneous elements in R. Using the GWA relations, one
Then φ is a linear transformation on each R k and hence to determine R φ it suffices to determine the
The following identities are stated in [13] without proof. We provide a short argument for reference. Proof. We prove (1) and the proof of (2) is similar. Let m ∈ N. For the case m = 1, we have yx = a by the defining relations for a GWA. Assume the equation (1) holds for m − 1. By induction,
Thus, the claim holds. 
Proof. Assume gcd(n, m) = 1. We want to prove that the fixed elements form a GWA of the prescribed form.
We have φ(y m ) = µ m y m = y m and φ(x m ) = µ −m x = x m . It is clear that the elements Y = y m , X = x m , and D φ are fixed by φ. It follows directly that Xd = σ m (d)X and
Hence, X, Y , and D φ generate the GWA D φ (σ m , A). It remains to show the these elements generate the fixed ring.
We then have φ m (p) = (µ k ) m p = (µ m ) k p = p. Hence, orb (p) divides m. According to Orbit-Stabilizer theorem, orb (p) · stb (p) = ord φ D = n. Then orb(p) divides n and this contradicts gcd(m, n) = 1 unless m = n = 1, in which case φ = id R . It follows that
for ω a primitive third root of unity. By
We proceed to study the fixed rings of the quantum GWAs over k[h]. Proof. Under the hypotheses, this now follows immediately from Thereom 3.2.
In the setting of Corollary 3.4, R η is generated by Y = y m , X = x m , and H = h n (H ±1 = h ±n in the
This extends readily to the case
We conjecture that the converse to Corollary 3.4 holds as well, as the next example illustrates. , and x 4 all belong to R η , but y 2 h 3 and x 2 h 3 are also fixed by η. Thus, R η appears to be generated by more than three elements but every quantum GWA is minimally generated (as an algebra) by two or three elements.
3.1. The non-diagonal case. It remains to consider the non-diagonal maps that occur in the case q = −1.
By Proposition 2.5, any such map has the form φ = Ω • η γ,µ . First, for the convenience of the reader, we compute explicitly the image of each generator of R under the map φ:
We now restrict ourselves to the case µ ∈ k × , as well our previous hypothesis that i 0 | ord(γ). The above equations now reduces to
If A is a finitely generated algebra with finite dimensional generating subspace V , then the Gelfand-Kirillov
. GK dimension is an analog of Krull dimension well-suited to noncommutative algebras. We refer the interested reader to [17] for the full account of GK dimension.
Proof. This follows from [7, Theorem 26] and [30, Lemma 3.2] , but is also easy to check directly. Set
Applying the above definition, the result is clear.
Let R = k[h](σ, a) be a quantum GWA with q = −1. Recall by Proposition 2.6 (2), if K is a subgroup of Aut(R) generated by some Ω • η γ,µ , then γ = ±1. This is the case we consider here.
(2) Let f, g ∈ k[z] and define S(f, g) to be the free algebra on generators u, v, w, z modulo the relations
If γ = 1, then R φ is isomorphic to some S(f, g). 
Since X is fixed, to determine a basis of R φ it suffices to determine those monomials Y i H j that are fixed by φ.
As X and Y 2 are fixed by φ (for any choice of γ), then (3.9) implies that B(H) is also fixed by φ. However, First, suppose γ = −1. In this case, it follows easily that the fixed ring is generated by X, H, and Y 2 .
However, by (3.9), Y 2 is a linear combination of X 2 and H. Hence, there is an isomorphism
Next suppose γ = 1. Then R φ is generated by X, Y 2 , Y H, and H 2 . Clearly H 2 is central and 
Properties of the fixed rings
In this section we examine important ring theoretic properties of fixed rings of quantum GWAs including global dimension, the Calabi-Yau property, and simplicity. These properties rely by and large on the roots of the defining polynomial and this is where we begin our analysis.
We must take special case both when q is a root of unity and when 0 is a root of the defining polynomial a. However, we recall that by [ Proof. Set ord(γ) = n and assume n | i 0 . If a(h) is a monomial, then the result is clear. Assume a is not monomial. Since γ ∈ C g , then n | g. We have: {i 0 − j : a j = 0} is a subset of {i − j : a i a j = 0}. Thus, n | (i 0 − j) for every j with a j = 0. By assumption, we have n | i 0 , so n | j. Hence, the conclusion holds.
Throughout, we will work under the following hypotheses/notations which are inspired by the previous section. For a(h) ∈ k[h] or k[h ±1 ], we denote by N a the number of (not necessarily distinct) roots of a(h).
Of course, in the case of D = k[h], this is equivalent to the degree of a. 
Let η = η γ,µ ∈ Aut(R) such that ord(γ) = n and ord(µ) = m with n, m < ∞, n | i 0 , and gcd(n, m) = 1. By Lemma 4.1 and the discussion above, a(h) ∈ k[h n ], so we write
Since we regard b(h n ) as a polynomial in h n , then we refer to d 1 , . . . , d N b as the roots of b.
Let R = D(σ, a) be a GWA over a Dedekind domain D and let a = p n1 1 · · · p ns s be the factorization of a into the product of distinct maximal ideals of D. Two roots ideals p i and p j are congruent if σ k (p i ) = p j for some integer k. Now suppose R is a quantum GWA with a(h) as in (4.3). Then (h − c i ) and (h − c j ) are congruent if σ k ((h − c i )) = (h − c j ) as ideals. But this implies that there exists a nonzero k ∈ Z such that
so, equivalently, two roots c i , c j of a are congruent if c j = q k c i for some nonzero k ∈ Z. We caution the reader that congruence is dependent on the map σ, equivalently the corresponding parameter q. This will factor heavily into our analysis.
Initially, we will assume that q a nonroot of unity and 0 is not a root of a(h). Proof. (1) First note that for all i, we have
Then, b(h n ) has congruent roots if and only if q ln d j = d i for some i = j and l ∈ Z.
If d 1 is a root of b(h n ) of multiplicity at least two, then every root of (h n − d 1 ) is a multiple root of a(h). Now assume c 1 is a root of a(h) with multiplicity at least two. Then, (h − c 1 ) 2 | a(h) so there exists a root d 1 of b(h n ) such that (h − c 1 ) | (h n − d 1 ). But c 1 is not a root of (h n − d 1 )/(h − c 1 ) so d 1 is a root of multiplicity at least two of b(h n ).
If b(h n ) has congruent (non-multiple) roots d 1 and d 2 such that d 1 = q kn d 2 , then there exist roots c 1 and c 2 of (h n − d 1 ) and (h n − d 2 ), respectively, such that c 1 = q k c 2 . Hence, a(h) has congruent (non-multiple) roots c 1 and c 2 . If c 1 , c 2 are congruent (non-multiple) roots of a(h), then c 1 = q k c 2 for some k ∈ Z. Then b(h n ) has roots d 1 = c n 1 and d 2 = c n 2 with d 1 = q kn d 2 . Thus b(h n ) has congruent (non-multiple) roots d 1 and d 2 .
(2) By (4.4),
For any l ∈ Z and α such that 0 ≤ α ≤ m − 1, (σ m ) l (h n − q αn d i ) = q mln h n − q αn d i = q mln (h n − q (α−ml)n d i ). (4.7)
Assume A(H) has congruent roots, so there exists l ∈ Z, and 0 ≤ α ≤ β ≤ m − 1 such that q (α−ml)n d i = q βn d j for some i, j. Because q is not a root of unity, we may assume d i = d j . Thus, d i = q (β−α+ml)n d j , so b(h n ) has congruent roots d i and d j . We may assume above without loss that α = 0, so that d i = q (β+ml)n d j .
That is, b(h n ) has congruent roots and so by (1), a(h) has congruent roots. Now suppose that a(h) has congruent roots, so b(h n ) has congruent roots d 1 and d 2 by (1). Then there exists k such that d 1 = q kn d 2 . Set β ≡ k mod m so that 0 ≤ β ≤ m − 1 and by computations in the previous paragraph we have that d 1 is congruent to q βn d 2 .
(3) Assume A(H) has multiple roots. There are two cases: either b(h n ) has multiple roots or there exists 0 ≤ k ≤ m − 1 such that q kn d i = d j with d i = d j . In the first case, a(h) has multiple roots by (1) . The latter case implies d i and d j are congruent roots of b(h n ), so a(h) has congruent roots by (1).
(4) Suppose a(h) has multiple roots. Then b(h n ) has multiple roots by by (1) and so A(H) has multiple roots. Now suppose a(h) has congruent roots but no multiple roots. Then b(h n ) has no multiple roots and we are in the second case above. It follows that there exists roots c i and c j of h n − d i and h n − d j such that We need to address the case where 0 is a root of a(h). In this case, it is possible for a(h) to have multiple roots while A(H) has no multiple roots. Here we do not need to differentiate between q a root or nonroot of unity. Proof. Recall that by [28, Theorem A] we may assume that a(h) has positive degree. Since the multiplicity of 0 as a root of a(h) is k > 0, then a k = 0. Hence, we set i 0 = k so that n | i 0 by hypothesis. But a(h) is a polynomial in h n by Lemma 4.1 and so it follows that p(h) is also a polynomial in h n .
If k > n, then k/n is an integer greater than 1 and so H k/n is a factor of A(H). If k = n but m > 1, then In commutative algebra, global dimension is a measure of regularity of a ring. In algebraic geometry, it can be used to determine when an affine variety is nonsingular. For quantum (and classical) GWAs, the global dimension is dictated by the roots of the defining polynomial and the associated automorphism. Hence, we will be able to apply our analysis above to determine the global dimension of fixed rings of quantum GWAs.
Let R = D(σ, a) a GWA over a Dedekind domain D. Suppose a = 0 and a is not a unit. Let a = p n1 1 · · · p ns s be the factorization of a into the product of distinct maximal ideals of D. By [5, 12] , • R has infinite global dimension if and only if a has multiple roots.
• R has global dimension 2 if and only if a has no multiple roots and one of the following hold:
q is a root of unity, or a has a pair of congruent roots. • R has global dimension 1 otherwise.
Proof. The condition for infinite global dimension is just a restatement of the conditions above. If σ k (p i ) = 
Hence, A has multiple roots and so gldim R η = ∞.
(2) Let R = k[h](σ, a) be a quantum GWA with a = h 2 . Since a has a multiple root of 0 then gldim R = ∞.
Let η = η γ,µ with n = 2 and m = 1. Then, A(H) = H has no multiple root. Hence, gldim R η = 2. (1) If gldim R = 1, then gldim R η = 1.
(2) If q is not a root of unity and gldim R = 2, then gldim R η = ∞ if and only if there exists roots c i , c j of a(h) such that c i = q k c j for some k with 0 ≤ k ≤ m − 1. Otherwise gldim R η = 2. (2) By hypothesis, a(h) has no multiple roots. Hence, if A(H) has multiple roots, then a(h) must have congruent roots c i , c j . The result now follows from (1) and from Lemma 4.5 (4).
(3) By hypothesis, a(h) does not have multiple roots. Thus, A(H) has multiple roots if and only if either the (ii) or (iii) of Lemma 4.9 is satisfied.
(4) If a(h) has a multiple root other than 0, then A(H) has multiple roots by Lemma 4.5 (4) . Now assume that a(h) has only a multiple root of 0. Then the result follows from Lemma 4.10. The notion of a Calabi-Yau algebra was developed by Ginzburg as a way to port Calabi-Yau geometry to the language of noncommutative algebra [9] . The more general notion of twisted Calabi-Yau algebras has drawn considerable interest of late, especially with its connection to noncommutative projective geometry [20, 21] . 
