Let G be a connected graph. A vertex w strongly resolves a pair u, v of vertices of G if there exists some shortest u − w path containing v or some shortest v − w path containing u. A set W of vertices is a strong resolving set for G if every pair of vertices of G is strongly resolved by some vertex of W . The smallest cardinality of a strong resolving set for G is called the strong metric dimension of G. It is known that the problem of computing the strong metric dimension of a graph is NP-hard. In this paper we obtain closed formulae for the strong metric dimension of several families of Cartesian product graphs and direct product graphs.
Introduction
A generator of a metric space is a set S of points in the space with the property that every point of the space is uniquely determined by its distances from the elements of S. Given a simple and connected graph G = (V, E), we consider the metric d G :
is the length of a shortest path between u and v. (V, d G ) is clearly a metric space. A vertex v ∈ V is said to distinguish two vertices x and y if d G (v, x) = d G (v, y). A set S ⊂ V is said to be a metric generator for G if any pair of vertices of G is distinguished by some element of S. A minimum generator is called a metric basis, and its cardinality the metric dimension of G, denoted by dim(G). Motivated by the problem of uniquely determining the location of an intruder in a network, the concept of metric dimension of a graph was introduced by Slater in [23, 24] , where the metric generators were called locating sets. The concept of metric dimension of a graph was introduced independently by Harary and Melter in [9] , where metric generators were called resolving sets. Applications of this invariant to the navigation of robots in networks are discussed in [14] and applications to chemistry in [12, 13] . This invariant was studied further in a number of other papers including for example, [3, 4, 5, 7, 8, 10, 17, 20, 21, 26, 29, 30] . Several variations of metric generators including resolving dominating sets [2] , independent resolving sets [6] , local metric sets [20] , and strong resolving sets [22] , etc. have since been introduced and studied.
In this article we are interested in the study of strong resolving sets [19, 22] . For two vertices u and v in a connected graph G, the interval I G [u, v] between u and v is defined as the collection of all vertices that belong to some shortest u − v path. A vertex w strongly resolves two vertices u and v if v ∈ I G [u, w] or u ∈ I G [v, w] . A set S of vertices in a connected graph G is a strong resolving set for G if every two vertices of G are strongly resolved by some vertex of S. The smallest cardinality of a strong resolving set of G is called strong metric dimension and is denoted by dim s (G). So, for example, dim s (G) = n − 1 if and only if G is the complete graph of order n. For the cycle C n of order n the strong dimension is dim s (C n ) = ⌈n/2⌉ and if T is a tree with l(T ) leaves, its strong metric dimension equals l(T ) − 1 (see [22] ). We say that a strong resolving set for G of cardinality dim s (G) is a strong metric basis of G.
A vertex u of G is maximally distant from v if for every vertex w in the open neighborhood of u, d G (v, w) ≤ d G (u, v). If u is maximally distant from v and v is maximally distant from u, then we say that u and v are mutually maximally distant. The boundary of G = (V, E) is defined as ∂(G) = {u ∈ V : there exists v ∈ V such that u, v are mutually maximally distant}. For some basic graph classes, such as complete graphs K n , complete bipartite graphs K r,s , cycles C n and hypercube graphs Q k , the boundary is simply the whole vertex set. It is not difficult to see that this property holds for all 2-antipodal 1 graphs and also for all distance-regular graphs. Notice that the boundary of a tree consists exactly of the set of its leaves. A vertex of a graph is a simplicial vertex if the subgraph induced by its neighbors is a complete graph. Given a graph G, we denote by ε(G) the set of simplicial vertices of G. Notice that σ(G) ⊆ ∂(G).
We use the notion of strong resolving graph introduced in [19] . The strong resolving graph 2 of G is a graph G SR with vertex set V (G SR ) = ∂(G) where two vertices u, v are adjacent in G SR if and only if u and v are mutually maximally distant in G.
There are some families of graph for which its resolving graph can be obtained relatively easily. For instance, we emphasize the following cases. 1 The diameter of G = (V, E) is defined as D(G) = max u,v∈V {d(u, v)}. We recall that G = (V, E) is 2-antipodal if for each vertex x ∈ V there exists exactly one vertex y ∈ V such that d G (x, y) = D(G). 2 In fact, according to [19] the strong resolving graph G ′ SR of a graph G has vertex set V (G ′ SR ) = V (G) and two vertices u, v are adjacent in G ′ SR if and only if u and v are mutually maximally distant in G. So, the strong resolving graph defined here is a subgraph of the strong resolving graph defined in [19] and can be obtained from the latter graph by deleting its isolated vertices.
•
. In particular, (K n ) SR ∼ = K n and for any tree T with l(T ) leaves, (T ) SR ∼ = K l(T ) .
• For any 2-antipodal graph G of order n,
A set S of vertices of G is a vertex cover of G if every edge of G is incident with at least one vertex of S. The vertex cover number of G, denoted by α(G), is the smallest cardinality of a vertex cover of G. We refer to an α(G)-set in a graph G as a vertex cover of cardinality α(G). Oellermann and Peters-Fransen [19] showed that the problem of finding the strong metric dimension of a connected graph G can be transformed to the problem of finding the vertex cover number of G SR .
It was shown in [19] that the problem of computing dim s (G) is NP-hard. This suggests finding the strong metric dimension for special classes of graphs or obtaining good bounds on this invariant. An efficient procedure for finding the strong metric dimension of distance hereditary graphs was described in [16] . In this paper we study the problem of finding exact values or sharp bounds for the strong metric dimension of Cartesian and direct products of graphs and express these in terms of invariants of the factor graphs.
The strong metric dimension of Cartesian products of graphs
We recall that the Cartesian product of two graphs G = (V 1 , E 1 ) and H = (V 2 , E 2 ) is the graph G H, such that V (G H) = V 1 × V 2 and two vertices (a, b), (c, d) are adjacent in G H if and only if, either (a = c and bd ∈ E 2 ) or (b = d and ac ∈ E 1 ).
The following result will be useful to study the relationship between the strong resolving graph of G H and the strong resolving graphs of G and H.
The direct product of two graphs G = (V 1 , E 1 ) and
Proof. By definition of strong resolving graph and Lemma 2 we have
Moreover, given x, y ∈ ∂(G) and a, b ∈ ∂(H) the following assertions are equivalent:
(ii) x, y are adjacent in G SR and a, b are adjacent in H SR .
(iii) x, y are mutually maximally distant in G and a, b are mutually maximally distant in H.
(iv) (x, a), (y, b) are mutually maximally distant in G H.
We only need to show that (iii) ⇔ (iv). Let x, y be two mutually maximally distant vertices in G and let a, b be two mutually maximally distant vertices in H.
Analogously we see that if (y, c) adjacent
Thus, (y, b) is maximally distant from (x, a). Analogously it can be shown that (x, a) is maximally distant from (y, b). Hence, (iii)⇒(iv). Now, let (x, a), (y, b) be two mutually maximally distant vertices in G H. Suppose that there exists z belonging to the open neighborhood of y such that
belongs to the open neighborhood of (y, b) and
which is a contradiction. Hence, y is maximally distant from x in G. Analogously it can be shown that x is maximally distant from y. By symmetry the vertices a, b are mutually maximally distant in H. Therefore, (iv)⇒(iii).
The following result, which is a direct consequence of Theorem 1 and Theorem 3, will be the main tool of this section.
Now we consider some cases in which we can compute α(G SR × H SR ). To begin with we recall the following well-known result.
Theorem 5. (König, Egerváry, 1931) For bipartite graphs the size of a maximum matching equals the size of a minimum vertex cover.
We will use König-Egerváry's theorem to prove the following result.
Theorem 6. Let G and H be two connected graphs such that H SR is bipartite with a perfect matching. Let G i , i ∈ {1, ..., k}, be the connected components of G SR . If for each i ∈ {1, ..., k}, G i is Hamiltonian or G i has a perfect matching, then
Proof. Since H SR is bipartite, G SR ×H SR is bipartite. We show next that G SR ×H SR has a perfect matching. Let n i be the order of G i , i ∈ {1, ..., k}, and let
} be a perfect matching of H SR . We differentiate two cases.
Case 1: G i has a perfect matching. If
If n i is even, then G i has a perfect matching and this case coincides with Case 1. So we suppose that n i is odd. In this case,
According to Cases 1 and 2 the graph
has a perfect matching. Now, since G SR × H SR is bipartite and it has a perfect matching, by the König-Egerváry Theorem we have α(
. This, concludes the proof by Theorem 4.
Corollary 7.
The following statements hold for any connected 2-antipodal graph G of order n.
• If H is a connected graph where
In particular, for any tree
, and for any complete graph
, the following is a consequence of Theorem 6:
Our next tool is a well-known consequence of Hall's marriage theorem. 
Proof. Since G SR and H SR are regular graphs and at least one of them is bipartite, G SR × H SR is a regular bipartite graph. Hence, by Lemma 9, G SR × H SR has a perfect matching. Thus, by the König-Egerváry Theorem,
. By Theorem 4 the result follows.
Note that Corollary 8 is also a direct consequence of Theorem 10.
The following consequence of Theorem 10 is derived from the fact that the strong resolving graph of a distance-regular graph is regular.
Corollary 11. Let G be a distance-regular graph of order n and let H be a connected graph such that H SR is a regular bipartite graph. Then
In particular, is H is a 2-antipodal graph of order r, then
Recall that the largest cardinality of a set of vertices of G, no two of which are adjacent, is called the independence number of G and it is denoted by β(G). We refer to a β(G)-set in a graph G as an independent set of cardinality β(G).
The following well-known result, due to Gallai, states the relationship between the independence number and the vertex cover number of a graph.
Thus using this result and Theorem 4 we obtain
Lemma 13.
[31] Let G and H be two vertex-transitive graphs of order n 1 , n 2 , respectively. Then 
Proof. Since G SR and H SR are vertex-transitive graphs, it follows from Lemma 13 that β(
The observations prior to Corollary 8 and Theorem 14 yield the following:
In order to obtain another consequence of Theorem 14 we state another easily verified result. 
The size of a largest matching is the matching number of a graph G, and will be denoted by µ(G). The following lemma will be useful to establish another consequence of Theorem 4.
Lemma 18. For any non-trivial non-empty graphs G and H,
Proof. Let M = {u i v i : i = 1, ..., k}, be a maximum matching of H. Let A be a minimum vertex cover of G × H.
Since G × K 2 is a bipartite graph, it follows from Theorem 2 that
Finally, every matching
The completes the proof. Note that if G and H are two graphs (of order n 1 and n 2 , respectively) having a perfect matching and if at least one of them is bipartite, then G × H is bipartite and
. So, in this case we have
The following result is a direct consequence of Lemma 18 and Theorem 4.
Theorem 19. Let G and H be two connected graphs.
Examples of graphs where
are given in Corollary 8.
Strong metric dimension of Hamming graphs
Now we study a particular case of Cartesian product graphs, the so called Hamming graphs. The Hamming graph H k,n is defined as the Cartesian product of k copies of the complete graph K n , i.e.,
The strong metric dimension of Hamming graphs was obtained in [15] where the authors gave a long and complicated proof. Here we give a simple proof for this result, using Theorem 3 and the next result due to Valencia-Pabon and Vera [27] .
Lemma 20. For any positive integers, n 1 , n 2 , ...n r ,
By Theorem 3, it follows that for any positive integers, n 1 , n 2 , ...n r ,
Therefore, equation (1) and Lemma 20 give the following result.
Theorem 21. For any positive integers, n 1 , n 2 , ...n r ,
Hence, the above result gives as a corollary the value for the strong metric dimension of Hamming graphs.
Corollary 22. For any Hamming graph
2.2 Relating the strong metric dimension of the Cartesian product of graphs to the strong metric dimension of its factor graphs Lemma 23.
[11] For any graphs G and H of orders n 1 and n 2 , respectively,
Theorem 24. For any connected graphs G and H, dim s (G H) ≤ min{dim s (G)|∂(H)|, |∂(G)|dim s (H)}.
Proof. By Lemma 23,
Thus, by Gallai's theorem,
The result now follows from Theorem 4.
Several examples of graphs where dim s (G H) = min{dim s (G)|∂(H)|, |∂(G)|dim s (H)} are given in Corollary 15.

Lemma 25.
[25] For any graphs G and H of orders n 1 and n 2 , respectively,
Theorem 26. For any connected graphs G and H
Proof. By Lemma 25,
The result now follows from Theorem 4. Proof. 
Cartesian product graphs with strong metric dimension 2 Lemma 27. For every connected graph G of order n, dim s (G) = 1 if and only if
On the other hand, let S = {(a, x), (b, y)} be a strong metric basis of G H. If a = b and x = y. Let c be a neighbor of b on a a − b path (possibly a = c). Let z be a neighbor of y on a x − y path (notice that could be x = z). So, we have
. Therefore, S = {(a, x), (b, y)} does not strongly resolve (b, z) and (c, y). If a = b, then the projection of S onto G is a single vertex. By Lemma 28, the projection of S onto G strongly resolves G and thus, by Lemma 27, G is a path. Similarly, if x = y, then H is a path. Therefore, G or H is a path. We assume, without loss of generality, that G is a path. By Theorem 4 it follows that 2 = dim s (G H) = α(K 2 × H SR ). Thus, either H SR is isomorphic to K 2 or α(H SR ) = 1. Thus dim s (H) = 1. Therefore, by Lemma 27, H is a path. 
Proof. Let V 1 and V 2 be the vertex sets of K r and K t , respectively. Let (u 1 , v 1 ) and (u 2 , v 2 ) be two distinct vertices of
On the other hand, if u 1 = u 2 and v 1 = v 2 , then d Kr×Kt ((u 1 , v 1 ) , (u 2 , v 2 )) = 1. Thus, any two distinct vertices (u 1 , v 1 ) and (u 2 , v 2 ) are mutually maximally distant in K r × K t if and only if either u 1 = u 2 or v 1 = v 2 . So, every vertex (x, y) is adjacent in (K r × K t ) SR to all the vertices of the sets {(x, v i ) : v i ∈ V 2 − {y}} and {(u i , y) : u i ∈ V 1 − {x}} and thus, (K r × K t ) SR is isomorphic to the Cartesian product graph K r K t .
Lemma 33. ([28
We now introduce a well-known class of graphs that will be used to prove our next result. Let Z n be the additive group of integers modulo n and let M ⊂ Z n , such that, i ∈ M if and only if −i ∈ M. We can construct a graph G = (V, E) as follows: the vertices of V are the elements of Z n and (i, j) is an edge in E if and only if j − i ∈ M. This graph is a circulant of order n and is denoted by CR(n, M). With this notation, a cycle is the same as CR(n, {−1, 1}) and the complete graph is CR(n, Z n ). In order to simplify the notation we will use CR(n, t), 0 < t ≤ n 2 , instead of CR(n, {−t, −t + 1, ..., −1, 1, 2, ..., t}). This is also the t th power of C n .
Lemma 35. For any circulant graph
Proof. Let V = {u 0 , u 1 , ..., u n−1 } be the set of vertices of CR(n, 2), where two vertices u i , u j are adjacent if and only if i − j ∈ {−2, −1, 1, 2}. Notice that every vertex u i is adjacent to the vertices u i−2 , u i−1 , u i+1 , u i+2 , where the operations with the subindex i are expressed modulo n. Let S be the set of vertices of CR(n, 2) satisfying the following.
• If n ≡ 0 mod 3, then S = {u 0 , u 3 , u 6 , ..., u n−6 , u n−3 }.
• If n ≡ 1 mod 3, then S = {u 0 , u 3 , u 6 , ..., u n−7 , u n−4 }.
• If n ≡ 2 mod 3, then S = {u 0 , u 3 , u 6 , ..., u n−8 , u n−5 }.
Notice that S is an independent set. Thus, β(CR(n, 2)) ≥ |S| = n 3
. Now, let us suppose that β(CR(n, 2)) > n 3 and let S ′ be an independent set of maximum cardinality in CR(n, 2). Hence there exist two vertices u i , u j ∈ S ′ such that either i = j + 1, i = j − 1, i = j + 2 or i = j − 2, where the operations with the subindexes i, j are expressed modulo n. Thus, i − j ∈ {−2, −1, 1, 2} and, hence, u i and u j are adjacent, which is a contradiction. Therefore, β(CR(n, 2)) = n 3 and the proof is complete.
From now on we will use the notation u ∼ v if u and v are adjacent vertices. For a vertex v  of a graph G, N G (v) will denote the set of neighbors of v in G, i. e., N G (v) = {u ∈ V : u ∼ v}.
Theorem 36. For any positive integers r ≥ 4 and t ≥ 3,
, if r is even and r ≥ 6,
), otherwise.
Proof. Let V 1 = {u 0 , u 1 , ..., u r−1 } and V 2 = {v 1 , v 2 , ...., v t } be the vertex sets of C r and K t , respectively. We assume C r = u 0 u 1 u 2 · · · u r−1 u 0 in C r . Hereafter all the operations with the subindex of a vertex u i of C r are expressed modulo r. Let (u i , v j ), (u l , v k ) be two distinct vertices of C r × K t . Case 1: Let r = 4 or 5. Subcase 1.1: 
We can suppose, without loss of generality, that
, we obtain that (u i , v j ) and (u l , v k ) are not mutually maximally distant in C r × K t .
Hence the strong resolving graph (C r × K t ) SR is isomorphic to Subcase 2.1: u i = u l . As in Subcase 1.1 it can be shown that (u i , v j ), (u l , v k ) are not mutually maximally distant. Subcase 2.2: v j = v k . We consider the following further subcases.
(a) l = i+1 or i = l+1. Without loss of generality we suppose l = i+1.
and, as a consequence, we have that (u i , v j ) and (u l , v k ) are mutually maximally distant in C r × K t . Subcase 2.3:
Subcase 2.4:
From the above cases it follows that the strong resolving graph (C r × K t ) SR has vertex set V 1 × V 2 and two vertices (u i , v j ), (u l , v k ) are adjacent in this graph if and only if either, (min{l − i, i − l} = 1 and j = k) or (min{l − i, i − l} = D(C r ) = r 2 and 1 ≤ j, k ≤ t). Next we obtain the vertex cover number of (C r × K t ) SR . If r is even, then every vertex (u i , v j ) has t neighbors of type (u i+r/2 , v l ), 1 ≤ l ≤ t and two neighbors (
. On the other hand, if we take the set of vertices A = {(u i , v j ) : i ∈ {0, 2, 4, ..., r − 2}, j ∈ {1, ..., t}}, then every edge of (C r ×K t ) SR is incident to some vertex of A. So, A is a vertex cover and α((
If r is odd, then every vertex (u i , v j ) has t neighbors of type (u i+(r−1)/2 , v l ), t neighbors of type (u i+r/2 , v l ), 1 ≤ l ≤ t, and the two neighbors (u i−1 , v j ), (u i+1 , v j ). Thus for every k ∈ {1, ..., t} it follows that v k ) , the graph G ′ formed from t disjoint copies of a circulant graph CR(r, 2) is a subgraph of (C r × K t ) SR . By Lemma 35
Now, we will rename the vertices of C r according to the adjacencies in (2), i.e., u
. With this notation, we define a set B, of vertices of (C r × K t ) SR , as follows:
• B = {(u ′ i , v j ) : i ∈ {0, 1, 3, 4, 6, 7, ..., r − 3, r − 2}, j ∈ {1, ..., t}}, if r ≡ 0 (mod 3).
• B = {(u ′ i , v j ) : i ∈ {0, 1, 3, 4, 6, 7, ..., r − 4, r − 3, r − 1}, j ∈ {1, ..., t}}, if r ≡ 1 (mod 3).
• B = {(u ′ i , v j ) : i ∈ {0, 1, 3, 4, 6, 7, ..., r − 5, r − 4, r − 2, r − 1}, j ∈ {1, ..., t}}, if r ≡ 2 (mod 3)
Note that if (u, v), (x, y) / ∈ B, then (u, v) ∼ (x, y) and, thus B is a vertex cover of (C r × K t ) SR . Hence, α((C r × K t ) SR ) ≤ |B| = t(r − r 3 ), which leads to α((C r × K t ) SR ) = t(r − r 3
). Therefore, we have the following dim s (C r × K t ) = α((C r × K t ) SR ) = t r − r 3 .
Theorem 37. For any positive integers r ≥ 2 and t ≥ 3, dim s (P r × K t ) = t r 2 .
Proof. Let V 1 = {u 1 , u 2 , ..., u r } and V 2 = {v 1 , v 2 , ...., v t } be the vertex sets of P r and K t , respectively. We assume u 1 ∼ u 2 ∼ u 3 ∼ · · · ∼ u r in P r . If r = 2, then a vertex (u i , v j ) in P 2 × K t is mutually maximally distant only with the vertex (u l , v j ), where i = l. So, (P 2 ×K t ) SR ∼ = t m=1 K 2 . Thus, by Theorem 1,
If r = 3, then a vertex (u i , v j ) in P 3 × K t is mutually maximally distant only with those vertices (u l , v j ), where i = l. Thus, (P 3 × K t ) SR ∼ = t m=1 K 3 and, by Theorem 1,
From now on we suppose r ≥ 4. Let (u i , v j ), (u l , v k ) be two different vertices of P r × K t . We consider the following cases.
Case 1: u i = u l . Hence, it is satisfied that d Pr×Kt ((u i , v j ), (u l , v k )) = 2. If i = 1, then (u i , v j ) ∼ (u i−1 , v k ) and d Pr×Kt ((u i−1 , v k ), (u l , v k )) = 3. Also, if i = 1, then (u i , v j ) ∼ (u i+1 , v k ) and d Pr×Kt ((u i+1 , v k ), (u l , v k )) = 3. Thus, (u i , v j ) and (u l , v k ) are not mutually maximally distant in P r × K t .
Case 2: v j = v k and, without loss of generality, i < l. We have the following cases.
. On the other hand, let r be an even number. If we take the set of vertices A = {(u i , v j ) : i ∈ {1, 3, 5, ..., r − 1}, j ∈ {1, ..., t}}, then every edge of (P r × K t ) SR is incident to some vertex of A. Thus, A is a vertex cover of (P r × K t ) SR and we have that α((P r × K t ) SR ) ≤ |A| = t r 2 . Now, suppose r odd. If we take the set of vertices B = {(u i , v j ) : i ∈ {1, 3, 5, ..., r}, j ∈ {1, ..., t}}, then every edge of (P r × K t ) SR is incident to some vertex of B. So, B is a vertex cover of (P r × K t ) SR and thus α((P r × K t ) SR ) ≤ |B| = t r 2
. Hence α((P r × K t ) SR ) = t r 2 . Therefore, from Theorem 1, dim s (P r × K t ) = α((P r × K t ) SR ) = t r 2 .
