As an extension of traditional sparse representation (SR), kernel SR has received great interest recently in the areas of computer vision and pattern recognition. It shows a considerable capacity to map linearly inseparable data into high-dimensional feature space via nonlinear mapping technique, and has been widely used in target recognition problems. In this paper, we propose a new weighted multi-task kernel sparse representation method to solve the synthetic aperture radar (SAR) target recognition problem. To capture the spatial and spectral information of a SAR target simultaneously, the proposed method explores the monogenic signal transformation to generate multi-scale monogenic features at first. Then, the proposed method provides a unified framework, named multi-task kernel sparse representation, for SAR target classification. The framework implicitly maps monogenic features into a high-dimensional kernel feature space by using the nonlinear mapping associated with a kernel function. In the kernelized subspace, SAR target recognition is formulated as a joint covariate selection problem across a group of related tasks. Furthermore, a multi-task weight optimization scheme is developed to compensate for the heterogeneity of the multi-scale features and enhance the recognition performance. Extensive experimental results tested on the public moving and stationary target acquisition and recognition (MSTAR) dataset demonstrate that our proposed method achieves better recognition performance than other existing competitive algorithms.
I. INTRODUCTION
Synthetic aperture radar (SAR), operating as a special type of high resolution observation and detection system, is based on electromagnetic coherence imaging mechanism. The penetration ability of electromagnetic waves makes it possible to obtain distinct target images under low visibility weather conditions, or even under the camouflage and vegetation cover. Therefore, SAR target recognition has been widely used in a great number of military or civil fields such as military reconnaissance and navigation, environmental monitoring, and agricultural resource investigation [1] , [2] .
The associate editor coordinating the review of this manuscript and approving it for publication was Jun Li . The SAR target recognition task is generally divided into two major phases, namely feature extraction and target classification [3] . The first phase aims to extract discriminative information from the target image so as to sufficiently reflect the characteristics of the SAR target. The representative feature extraction methods for SAR target recognition include kurtosis wavelet energy [4] , curvelet features [5] , scattering center features [6] , polar mapping features [7] , sample discriminant analysis [8] , non-negative matrix factorization [9] , Zernike moments [10] , monogenic signal [2] , [11] , etc. Furthermore, various classifiers for the second phase have also been investigated in recent years, for instance, support vector machines (SVM) [12] , boosting [13] , multiple kernel learning (MKL) [2] , discriminative graphical model [14] , Dempster-Shafer (DS) reasoning [15] , and sparse representation classifier (SRC) [16] - [18] .
Among the above methods, the monogenic signal based feature extraction techniques have proven to be effective for characterizing SAR images [2] , [11] . The monogenic signal, as a two-dimensional (2-D) generalization of Riesz transform [19] , has a favorite advantage of compact representation of image features with little information loss. Based on monogenic filtering, an original signal can be orthogonally decomposed into three components, i.e., local amplitude, phase and orientation. Thus, feature extraction based on it can extract both spectral and spatial information for SAR images simultaneously. On the other hand, by virtue of the rapid progress of sparse coding, various sparse representation algorithms [16] - [18] have been presented to push the performance of SAR target recognition systems to a soaring height. Thus, in this paper, the monogenic signal as well as sparse coding are selected as the basic theories for SAR target recognition. This is clearly desirable for SAR target recognition, but there still exist some challenges.
(1) The first challenge is that, due to the special scattering imaging mechanism of SAR, the targets to be recognized vary dramatically even with a slight change in the relative aspect (e.g. azimuth and depression angle), which makes the original SAR data not linearly separable [20] . Consequently, the monogenic features extracted from SAR targets are also nonlinearly separable. In this situation, the linear representation mechanism in the sparse representation models may be unable to cope with this nonlinear problem accurately.
In order to overcome this hurdle, we introduce the kernel tricks, which are well known for the ability of solving nonlinear problem by mapping the data from original space to a high dimensional space [21] , into the sparse coding, so that the projected monogenic features in the feature space may become more easily grouped and linearly separable. Specifically, after extracting multi-scale monogenic features for SAR targets based on the monogenic signal, we implicitly map the multi-scale monogenic features into a high-dimensional kernel feature space by using the nonlinear mapping associated with a kernel function. Meanwhile, we reduce the dimensionality of kernelized monogenic features by applying the kernel-based dimensionality reduction approach, and construct different sparse coding dictionaries for different monogenic features.
(2) The second challenge is how to integrate the multidimensional monogenic features effectively and completely in a unified framework. In [22] , the monogenic components were integrated directly by concatenation and fed into the sparse representation based classifier. However, such low-level (feature level) fusion strategies usually results in information loss. Instead of low-level fusion methods, the high-level fusion ones, such as Bayesian decision [23] and Dempster-Shafer [24] , may be used for decision/score fusion. Nevertheless, for the monogenic features extracted from SAR targets, high-level fusion methods hardly take into account the correlations underlying in multiple features, inevitably weakening the recognition performance. Rather than using low-level (feature level) or high-level (decision/score level) fusion strategies, we adopt the emerging idea of multi-task learning [25] - [27] and propose an intermediate level (also referred to as task level) fusion technique to excavate and retain the correlations underlying in multiple features. In detail, in the kernelized subspace, we formulate the SAR target recognition with multi-scale monogenic features as a joint covariate selection problem across a group of related tasks (i.e. one task per feature). The joint sparsity-inducing 1 2 -norm regularization term is also exploited to enforce similar sparsity patterns among the multiple representation vectors, which is beneficial to finding the intercorrelation among learning tasks and fusing multiple kernelized features for target recognition.
(3) The third challenge relates to the fact that multiple monogenic features have heterogeneities, inherently limiting the accuracy of multi-task learning.
One way to mitigate this problem is to set ''weights'' for multiple tasks, so as to compensate for the heterogeneity of the multi-scale features and further improve the recognition performance [28] . Our work explores an optimization method to calculate the task confidence weights which we show to be highly effective. In particular, we boost the ability of multi-task kernel sparse representation classifier by employing a validation set based weight optimization scheme.
To sum up, in this work, we propose a comprehensive framework, which is called weighted multi-task kernel sparse representation, for SAR target recognition. A high-level illustration of the proposed method is shown in Fig. 1 . The task of precise recognition of SAR targets is solved by (1) extracting multi-scale monogenic features to represent the SAR targets and (2) recognizing various targets based on weighted multi-task kernel sparse representation. The final class label is determined according to the minimum total residual of all tasks.
The main contributions of this paper are as follows.
• Developing a comprehensive framework called weighted multi-task kernel sparse representation by integrating the ideas of kernel tricks as well as multi-task learning into sparse representation, so that it is able to not only cope with the nonlinear problem, but also encourage multiple predictors to share similar sparsity patterns.
• Introducing a multi-task weight optimization strategy into the proposed framework, so as to compensate for the heterogeneity of the multi-scale features and boost the prediction accuracy.
• Evaluating the superiority of the proposed framework on real synthetic aperture radar image data set. The rest of this paper is organized as follows. In Section 2, we briefly review the related works of monogenic signal and kernel sparse representation. Section 3 presents the proposed weighted multi-task kernel sparse representation algorithm for SAR target recognition. The effectiveness of the proposed VOLUME 7, 2019 method is demonstrated in Section 4. Finally, Section 5 concludes this paper.
II. RELATED WORK A. THE MONOGENIC SIGNAL
The monogenic signal is used for its advantages in preserving the characterizations, such as symmetry, energy, orthogonality, of the analytic signal [29] . Denote f (z) and f R (z) as the original 2-D signal and its Riesz-transformed one, respectively, where z = (x, y) T is the coordinate in 2-D spatial domain. The monogenic signal can be defined as
where i 2 = j 2 = −1. The information contained in f M (z) can be orthogonally decomposed into structure, energy, and geometry through local phase φ (z), amplitude A (z), and local orientation θ (z) as below
(2)
where f x (z) and f y (z) are the i-imaginary and j-imaginary components of f M (z), respectively.
B. KERNEL SPARSE REPRESENTATION
Since the traditional sparse representation based classifier is hard to cope with the nonlinear classification problem, the kernel trick is then introduced into the sparse representation framework, which produces the kernel sparse representation classifier. Suppose that the training data is
, where x i ∈ X ⊂ R m represents a training sample in the input space X with the dimensionality of m. l i ∈ {1, 2, · · · , C} is the class label of x i , and the total number of classes is C. n is the number of training samples. In order to make the training samples separable, the kernel trick implicitly defines a nonlinear mapping , which is related to a kernel function k (·, ·), to map these samples into a high dimensional or possibly infinite dimensional kernel feature space K [30] . Thus, the image of a test sample x t can be represented by the images of all training samples in the space K:
where is the sample matrix in K. α is the coefficient vector that is expected to be sparse. Subsequently, the sparse representation classification optimization problem in the kernel feature space is formulated as
Since directly solving the optimization problem in (6) is not practical, the kernel trick uses kernel-based dimensionality reduction methods to transform (6) into a feasible optimization problem. Denote Q as the transformation matrix, and then (5) can be modified as:
Due to the very high dimensionality of the kernel feature space K, the idea of some kernel-based dimensionality reduction methods such as kernel principal component analysis (KPCA) [31] and kernel Fisher discriminant analysis (KFDA) [32] is considered to be used for dimensionality reduction in K. Suppose the transformation matrix Q in (7) can be described by a pseudo-transformation matrix S as
Then, we can get
III. PROPOSED METHOD
In this paper, a weighted multi-task kernel sparse representation classification framework (referred to as WMKSRC-M) is proposed for SAR target recognition. As illustrated in Fig. 1 , given SAR target images, multi-scale monogenic features are first extracted to represent the images. Then, a weighted multi-task kernel sparse representation classifier is learned for SAR target recognition. Finally, class label is determined according to the minimum total residual of all tasks.
A. MULTI-SCALE MONOGENIC FEATURE EXTRACTION
To fully exploit the properties of a SAR target image, we propose a multi-scale scheme for SAR image feature extraction and representation. Inspired by the distinct capabilities of capturing broad spectral information for Log-Gabor filter [11] , we first embed it into the monogenic signal, and then the monogenic signal in (1) can be rewritten as:
where h lg represents the Log-Gabor kernel. Then, we tune the Log-Gabor filter's scale so as to generate the monogenic signals at different scale-spaces, represented by f 1 M , · · · , f S M , where S is the number of scales, and f s M (s = 1, · · · , S) denotes the s − th scale monogenic signal. Eventually, the components of monogenic signals at different scales can be calculated:
where φ s , A s , and θ s denote the local phase, amplitude, and orientation of f s M , respectively.
B. MULTI-TASK KERNEL SPARSE REPRESENTATION CLASSIFIER
Based on the above section, a series of features, namely multi-scale monogenic features, can be obtained for a SAR target image. Subsequently, for target recognition, the multiple features could be concatenated together and then fed into a classifier, like the kernel sparse representation classifier, for SAR target recognition, or they can be separately fed into multiple classifiers and then the decision-level fusion is applied for getting the recognition results [23] , [24] . Nevertheless, the former way, corresponding to low-level (feature level) fusion, may result in loss of information; while the latter, associated with high-level (decision/score) fusion, is easy to neglect important structural information among multiple classifiers, which influences the recognition performance. Hence, to solve these problems, in this section, we will develop a multi-task kernel sparse representation classifier based on an intermediate level (task level) fusion idea. This classifier draws on the recent success of multitask learning [25] - [27] as well as the advantages of kernel sparse representation, and therefore it may achieve superior performance compared to the traditional kernel sparse representation based methods.
In our method, we consider different monogenic components of multiple scales into different learning tasks, in which some common structural information can be shared. Suppose the number of scales is S, and since we have three kinds of monogenic components (i.e. local amplitude, phase and orientation), the number of tasks is R = 3S. Then, R task-specific features will be generated for each sample image:
where vec (·) reshapes a matrix to a single vector. Suppose there are n c samples for the c − th (c = 1, · · · , C) class of the training set. For the r −th (r = 1, · · · , R) learning task, we can construct its linear sparse representation model as
Then, the kernel trick is introduced into the multi-task learning to generate the enhanced multi-task kernel sparse representation classifier. Denote S r as the pseudotransformation matrix for the r − th learning task. To find S r , the scheme of KPCA is adopted in our method. After projecting the data onto the new kernel space coordinate axes, corresponding to the columns of S r , we can get the nonlinear dimensionality reduction results for the the training set and the test data respectively, i.e. (S r ) T K r and (S r ) T k ·, x r t .
As a result, (13) can be reformulate as
To cope with the linear regression problem in (14) , an easy way is to process each learning task individually based on the least-square constraint technique. However, this neglects the important structural information and relevance among the multiple learning tasks, resulting in deterioration of the target recognition performance. Therefore, we consider integrating the results of all the learning tasks into a unified framework:
Further, to ensure these tasks share a common sparse pattern and enhance the form of (15), a particular sparsity-inducing 1 2 -norm regularization term, which can select features of common patterns by using the strength of the input variables of the multiple tasks, is added to it. Thus, (15) is rewritten as
where λ is a parameter used for making a tradeoff between the fidelity and the sparsity level. A = α 1 , α 2 , · · · , α R is the representation matrix. The mixed-norm A 2,1 represents applying 2 -norm on each row, and then 1 -norm on the resulting vector. Subsequently, suppose the optimal coefficient matrixÃ is derived, the kernelized projection result of the test sample can be approximately reconstructed as
Based on (17), the multi-task kernel sparse representation classifier can be constructed. Before we give its specific form, we would like to point out that the multi-task kernel sparse representation scheme has a key problem that there exist possible heterogeneities among different learning tasks. These heterogeneities may come from different measuring scales or variations of the discriminative capability of each model in a certain feature space. Therefore, it may produce incomparable confidence scores at different numeric scales [33] . According to this, we propose to set the task weight parameter w r to measure the confidence of different tasks in the final classification decision. Ultimately, the target recognition inference is reached by the following rule
where (S r ) T K r c denotes the kernelized dimensionality reduction result for the training set associated with the c − th class for the r −th task.α r c denotes the group of coefficients associated with the c−th class. The task weights w r (r = 1, · · · , R) are normalized as R r=1 w r = 1. In the next section, we will specifically introduce how to compute these task weights.
C. MULTI-TASK WEIGHTS OPTIMIZATION
The weights of multiple tasks mentioned above will be optimized by using the validation set. The specific steps are as follows.
First, randomly select a small proportion of training samples to form a validation set. For each validation sample, denote its class label as l i , where i = 1, · · · , M and M represents the total number of samples in the validation set. Extract the task-specific features v 1 i , · · · , v R i for each validation sample.
Then, for each validation sample, calculate its multi-task kernel sparse representation. Afterwards, a series of reconstruction errors can be obtained by
where c = 1, · · · , C, i = 1, · · · , M and r = 1, · · · , R. Based on the classification rule (18), the task weights should satisfy R r=1 w r e r i,l i − ξ i ≤ R r=1 w r e r i,c − η, ∀c = l i , with the margin parameter η and slack variable ξ i for the i−th validation sample. Based on this, the multi-task weights w r (r = 1, · · · , R) could be optimized by solving the following linear programming problem
The above problem can be efficiently solved by common linear programming solvers, like linprog on the Matlab platform.
IV. EXPERIMENTS A. EXPERIMENTAL SETUP 1) DATASET DESCRIPTION
In this section, the data set and comparing algorithms for the experiments are presented. We use the most popular benchmark, namely the moving and stationary target acquisition and recognition data set (MSTAR) [34] , to evaluate the performance of the presented method. This data set is collected by an X-band SAR sensor in one-foot resolution spotlight mode. The details of the data we use in our experiments are summarized in Table 1 . Note that it contains ten classes of SAR targets, i.e., BMP2 (fighting vehicle), BTR70 (armored car), T72 (tank), BTR60 (armored car), 2S1 (cannon), BRDM2 (truck), D7 (bulldozer), T62 (tank), ZIL131 (truck), and ZSU23/4 (cannon). Thereinto, both BMP2 and T72 include several variants with small structural modifications (denoted by serial numbers). In this table, the numeric entries are the number of aspect view for different target. The items in bracket are the series number. For each target class, images were collected at two different depression angles (i.e., 17 • and 15 • ) over the full 360 aspect views. In our experiments, target images captured at 17 • depression angle In our experiments, nine different algorithms including our proposed method are compared. The detailed information for these different algorithms is described in Table 2 . Thereinto, the WMKSRC-M is our proposed method, in which multi-scale monogenic features are extracted for target representation and the weighted multi-task kernel sparse representation classifier with optimized task weights is used for classification. In order to verify the effectiveness of the multi-task weights optimization scheme, a simplified version of our method, called MKSRC-M, is taken, which does not contain the task weights optimization step. LRSRDL-M is referred to as the low-rank and sparsity regularized dictionary learning method with monogenic features [35] . KRLDP-I represents the kernel robust locality discriminant projection classifier with intensity feature [36] . WTJSR-M is the abbreviation for the algorithm of weighted multi-task joint sparse representation with monogenic features [37] . KSRC-M is referred to as the traditional kernel sparse representation classifier with monogenic features [30] . TJSRC-M represents the tri-task joint sparse representation model with monogenic features [22] . SRC-M is the method using the monogenic features and the sparse representation based classifier [11] . SVM-M performs the linear support vector machine with monogenic features to make the inferences [12] . All the methods mentioned above are implemented using the same experimental environment and training/test data. For comparison, the experiments are made under three different conditions, i.e., MSTAR target recognition under configuration variants, target recognition under random noise corruption, and ten-class target recognition under extended operating condition.
B. EXPERIMENTAL RESULTS

1) TARGET RECOGNITION UNDER CONFIGURATION VARIANTS
In the practical application conditions, there are often many targets with different configuration variants, such as structural modifications, version variation, and physical differences in realistic deployment. This subsection aims to evaluate the recognition performance of different methods under different configuration variants. For effective verification, four types of armored targets BMP2, T72, BTR60, and T62 are chosen, which are listed in Table 1 . Among them, BMP2 and T72 have several configuration variants with structural modifications. Only the standard configurations, SN_9563 of BMP2 and SN_132 of T72, at the 17 • depression angle are utilized for training, while the rest different version (SN_9566 and SN_C21 of BMP2, SN_812 and SN_S7 of T72) at 15 • depression angle are utilized for testing. So the configuration and depression between training and testing are quite different. Meanwhile, T62 is similar to T72, and BMP2 (infantry fighting vehicle) has the common characteristics of both tank (T62/T72) and armored personnel carrier (BTR60).
The comparison results of different algorithms are illustrated in Table 3 . From this table, some conclusions can be drawn as follows. First, the proposed WMKSRC-M method outperforms other seven competing methods, including two most recently proposed methods, i.e., LRSRDL-M and KRLDP-I. Although LRSRDL-M develops a new dictionary learning framework for the sparse representation of monogenic signal via sparsity and low-rank regularization, it is still based on the single feature, which is simply formed by low-level concatenation method. In addition, KRLDP-I develops a feature extraction method based on kernel robust locality discriminant projection to preserve the locally non-linear discriminant structure characteristics of targets. But it is essentially a nonlinear feature projection algorithm and merely relies on the SRC to make the class decision. Thus, the above result is not surprising, for the proposed WMKSRC-M is an enhanced recognition architecture that integrates the advantages of monogenic feature extraction, kernel sparse representation, as well as weighted multi-task learning. As a special classification method, it can extract both the broad spectral and spatial information of the SAR targets simultaneously, transfer various types of features into a global kernel space, precisely depict the nonlinear characteristics of data, and accurately predict the class label of the query by the information-sharing multi-task learning framework.
Second, in order to boost the prediction accuracy and solve the problem that different tasks often have diverse measuring scale, we introduce the parameters of task weights to measure the confidence of different tasks in the final decision. To verify the boosting effect of task weights, we compare our method with a simplified version (namely MKSRC-M), which neglects the task weight optimization step. The results shown in Table 3 demonstrate that the recognition results of our method are superior to its simplified version. However, from the results, we can find MKSRC-M is worse than KSRC-M. But this does not mean that the use of multi-task decreases the performance. It only shows that multi-task does not completely guarantee the improvement of recognition performance, especially when there exist heterogeneities in the data of multiple tasks (i.e. multiple features). And this is why we present the task weight scheme for multi-task, which is able to compensate for the heterogeneity of the multiple features and enhance the recognition performance. By comparing MKSRC-M with our proposed WMKSRC-M which contains the task weight scheme, the results (as shown in Table 3 ) have demonstrated the effectiveness of our task weight approach.
Third, although MKSRC-M is a simplified one of our method, its performance still exceeds other three algorithms, including TJSRC-M, SRC-M, and SVM-M. This evidence embodies the advantages of the combination of kernel feature mapping and multi-task sparse representation.
2) TARGET RECOGNITION UNDER RANDOM NOISE CORRUPTION
To further evaluate the performance, we also compare the proposed method with other baseline algorithms under various random noise corruptions. Some proportions of pixels are first randomly selected from the test images, and then their values are replaced by independent and identically distributed samples from a uniform distribution. Table 4 provides the specific average recognition rates of multiple methods versus different noise levels to measure the anti-noise ability of the classification methods. First, although all methods achieve worse performances when the range of corruption increases, our proposed method still derives the best recognition accuracy and the lowest performance drop. Take the proposed method for example, with the level of noise increased from 0% to 5%, 10%, 15% and 20%, the recognition rates of WMKSRC-M change from 0.9478 to 0.9390, 0.9005, 0.8347 and 0.7665. In addition, a drop of 18.13% for recognition rate is eventually obtained by WMKSRC-M, while the MKSRC-M, KSRC-M, TJSRC-M, SRC-M, and SVM-M have drops of 16.69%, 18.94%, 17.02%, 19.34%, and 31.86%. Second, except our WMKSRC-M method, no methods achieve the recognition rate higher than 75% at 20% corruption level. Therefore, based on above analysis, the proposed WMKSRC-M method has stronger robustness to noise corruptions than other competing algorithms.
3) TEN-CLASS TARGET RECOGNITION UNDER EXTENDED OPERATING CONDITION
In order to further simulate a more challenging scenario that approaches the realistic battlefield conditions, we investigate the ten-class target recognition performances of the proposed method as well as the competing algorithms under extended operating condition (EOC). The details about the training and testing data sets are also shown in Table 1 . The experimental results, including the confusion matrices as well as the overall recognition rates, are demonstrated in Fig. 2 . In each confusion matrix, the row represents the predicted target label, while the column represents the actual target label. The diagonal elements correspond to the recognition rates of various classes.
First, for the proposed method (as shown in Fig. 2(a) ), most classes achieve recognition rates over 97%, and the average recognition rate for all classes is 95.38%. In the confusion matrix, BMP2 and T72 endure relatively lower recognition rates due to the configuration variants between the training and testing sets. Moreover, compared with MKSRC-M (as shown in Fig. 2(b) ) that does not include the task weight parameters, our WMKSRC-M has superior performance, which embodies the boosting effect of the multi-task weight optimization strategy.
Second, compared with three state-of-the-art algorithms, LRSRDL-M (0.9495), KRLDP-I (0.9510), and WTJSR-M (0.9429), our method still achieves the best recognition performance. (Note that the experimental results of these three compared methods are from the related literatures [35] - [37] ). It is 0.43%, 0.28%, and 1.09% better than these three competitors, respectively. Although LRSRDL-M provides a sparse and low-rank dictionary learning for SAR recognition in monogenic space, it is primarily based on the concatenation of monogenic components to form the feature vectors, which is bound to cause the loss of multi-scale information. Similarly, our method still outperforms the KRLDP-I, which utilizes a feature extraction method based on kernelized robust locality discriminant projection to characterize the SAR target. Besides, since the article of KRLDP-I only reported its overall recognition rate for 10-class recognition, without specific confusion matrix, we do not show its accuracy in Fig. 2 . In addition, the WTJSR-M method harnesses a weighted multi-task joint sparse representation scheme with monogenic features for the SAR target recognition. However, two reasons lead to its weakening of recognition performance. One is that the discriminative ability of monogenic components, used to compute the task weights, is actually not equivalent to the value of the reconstruction error. The other is that it lacks necessary means like kernel method to deal with the data nonlinearity of monogenic features.
Third, we compare our approach with traditional kernelized SRC method or multi-task joint sparse representation method. Since KSRC-M (as shown in Fig. 2(e) ) only utilizes the kernel space feature mapping under single-task sparse representation classification framework and TJSRC-M (as shown in Fig. 2(f) ) adopts multi-task joint sparse representation classification merely in the pure input feature space, both of them achieve inferior performance compared with our method.
At last, when comparing our method with traditional SRC-M (as shown in Fig. 2(g) ) and SVM-M (as shown in Fig. 2(h) ), since our method effectively captures the task/ feature relatedness and elegantly fuses the advantages of multi-scale monogenic features, the recognition performance has been effectually improved, while SRC-M and SVM-M only use the roughly concatenation-based strategy for multiple features fusion, resulting in the loss of information.
V. CONCLUSION
In this paper, we proposed a novel weighted multi-task kernel sparse representation method for SAR target recognition. In the presented method, monogenic signal transformation was applied to extract the multi-scale monogenic features of the SAR targets. Then, a unified data fusion and classification framework, namely multi-task kernel sparse representation classifier, was designed to realize kernel space feature mapping and multi-task learning. Thereinto, the proposed kernel technique can capture the nonlinear similarity of features and make the data more discriminative in the kernel space. And the constructed multi-task learning model can fully exploit the common structural information across multiple tasks. Third, to further strengthen the discriminative ability, we presented a multi-task weights optimization scheme to compute the confidence weights of multiple tasks. Experimental results on MSTAR data set demonstrate that the proposed method achieved better recognition performance compared with other state-of-the-art algorithms. The future work will focus on applying the proposed method to more difficult conditions, such as small number of training samples, different depression angles, etc. Since 2010, he has been as an Assistant Professor with the School of Physics and Technology, Nanjing Normal University. He is the author of 20 articles, and more than ten patents. His research interests include image processing and analysis, computer vision, and pattern recognition.
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