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Thin filmsWe describe the use of binary thin films on Si to calibrate the yields in proton-induced X-ray emission
(PIXE) measurements. Besides of the element to be calibrated, the standards also contain a common ref-
erence element. The incorporation of a common reference element allows one to eliminate errors in the
accumulated beam charge during the calibration of the PIXE set-up. The binary calibration standards
allow us to determine the response function with an accuracy close to 1%. As an example, we will perform
the calibration for Fe and Co, and we will determine the Co concentration in Fe1xCox thin films.
 2014 Elsevier B.V. All rights reserved.1. Introduction
Ion beam techniques are recognized as versatile methods for
probing the composition and the thickness of thin films. In partic-
ular, Rutherford backscattering spectrometry (RBS) is an estab-
lished technique for the standard less determination of the areal
density and depth profile of elements in thin films. Yet, in certain
cases, the information accessible via Rutherford backscattering
spectrometry is limited due to signal interference from elements
with a small mass difference. In those cases, proton-induced
X-ray emission (PIXE) spectroscopy may prove a valuable comple-
mentary technique, as it has a much better elemental resolving
power [1,2]. The usefulness of the PIXE technique to determine
the composition of multi-elemental thin films was demonstrated
on various systems [3,4]. For thin film systems, the limit of detec-
tion (LOD) for PIXE is comparable to the sensitivity reached with
RBS [5].
The X-ray yield measured from a thin film scales with the accu-
mulated beam charge, the ionization cross section, the fluores-
cence yield, the filter attenuation, and the detector efficiency [1].
Since not all the values are easily known with a sufficient absolute
accuracy, the response function of the experimental set-up is
usually derived frommeasurements on calibration standards. After
an extended calibration procedure, the accuracy amounts to 5%
[6–8].
In the present work, we describe the use of thin films on Si for
determining the response function of the PIXE set-up. Thestandards are qualified by Rutherford backscattering spectrometry
measurements. The standards consist of binary thin films: besides
of the element to be calibrated, they also contain a common
reference element. The latter allows one to eliminate errors in the
accumulated beam charge during the PIXE measurement. Thus,
the accuracy in the stoichiometry determination of thin films is
improved to1%. Alternatively, the approach may be used to refine
the databases for ionization cross-section and fluorescence yields.
2. Experimental details
The RBS experiments are performed in a random rotation mode
using 1.5 MeV He+ ions from the 6SDH tandem accelerator
(National Electrostatics Corporation). The end-station is a 5-axis
goniometer [9]. The angle between the sample normal and the
beam is 10. The solid angle of the PIPS detector is 0.42 msr, the
scattering angle is 170. The beam spot is confined to 1  1 mm2,
the current is limited to 25 nA. In-house developed analysis
software is used to fit the spectra and to deduce the areal density.
The influence of screening is treated to the first order by using a
screened Coulomb cross section obtained by multiplying the scat-
tering cross section by a correction factor F = (1  0.049Z1Z24/3/E)
with E given in keV [10].
The PIXE measurements are performed at the 5SDH-2 Pelletron.
The H+ source is of the SNICS type (National Electrostatics Corpora-
tion) using a TiH2 target as the cathode. The angle between the
sample normal and the beam is set to 10. The X-ray detector for
the PIXE measurements is a 30 mm2 HPGe detector (Canberra)
located at 45 from the incoming beam. The target detector
distance is 120 mm. The absorber in front of the detector is a
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realized using a 57Co radioactive source that emits characteristic
X-rays at 6.40 keV and gamma rays at 14.40 keV. The GUPIX soft-
ware is used to analyze the spectra.
The RBS and the PIXE experiments were performed at different
instruments. Indeed, the calibration procedure outlined below
does not require that the RBS and PIXE measurements be per-
formed in the same tool or at the same time. Thus, universal PIXE
standards will become available that may be exchanged between
different laboratories and institutes.3. PIXE calibration
3.1. Calibration using thin film standards
For thin films, the intensity I(el) of the X-ray line for an element
(el) is related to the areal density of the element A(el) through the
equation:
IðelÞ ¼ Q X  eðelÞ  tðd; elÞ  Y1ðelÞ  AðelÞ: ð1Þ
Q is the collected charge,X is the solid angle of the detector, e is
the efficiency of the detector, t is the transmission through the
X-ray absorber of thickness d, and Y1 is the X-ray yield of the ele-
ment in counts per unit charge per unit solid angle. To be able to
determine APIXE(el) from the intensity I(el) measured in an X-ray
spectrum, one needs to determine the value of the different param-
eters in Eq. (1).
The efficiency of the detector is computed using models as
detailed in reference [1]. The X-ray yield for a given element may
be computed using databases on the ionization cross-section, the
fluorescence yield, and on Coster–Kronig transitions. One of
the limiting factors in the absolute accuracy of PIXE analysis is
the uncertainty on the ionization cross section [11]. In addition,
it proves difficult to determine to a very high accuracy the values
of X–the effective solid angle of the detector, e–the energy depen-
dent efficiency of the detector, Q–the collected charge for a given
experiment, and d–the thickness of the X-ray absorber.
Following the implementation of the GUPIX software package
[12], the parameters concerning the geometry of the set-up and
the efficiency of the charge measurement are gathered in an
instrumental constant H, defined as H = fQ X, where fQ is a factor
to convert an experimental to absolute accumulated charge. Fur-
ther, it is recommended to calibrate the thickness of the absorber
(d) using a known sample. Finally, the GUPIX software has the
option to account for an apparent energy dependence of the
response function.
A detailed calibration of a PIXE set-up is commonly achieved
using thin film standards. After calibration of the set-up using cer-
tified MicroMatter reference samples, the PIXE results typically
show a dispersion of approximately 5% [6–8].
3.2. Calibration using thin films on Si substrates characterized with
RBS
Rutherford backscattering spectrometry is a versatile technique
to characterize the areal density of a thin film. The accumulated
charge during the RBS experiment is derived from the signal height
of the substrate in combination with accurate literature values of
the stopping power [13]. The absolute accuracy of Rutherford
backscattering spectrometry for the determination of quantity of
material in thin films on Si is estimated around 1% [14]. Therefore,
thin films deposited on a silicon substrate, qualified through RBS,
are well suited standards for the calibration of the PIXE set-up.
Consider a thin film of element (el) deposited on a Si substrate.
Let us denote ARBS(el) the areal density of the element characterizedby RBS, and APIXE(el) the areal density of the element determined by
PIXE using the nominal value of X as input for H. The element-
specific correction factor is
Hel ¼ X  APIXEðelÞARBSðelÞ : ð2Þ
The uncertainty on the correction factor is the combined uncer-
tainty of the uncertainty on the areal density determined by RBS
(1%) and the uncertainty as a result of the experimental non-repro-
ducibility of the charge-collection measurement. Therefore, the
combined uncertainty on H is estimated to 3%.
3.3. Calibration using binary thin films
To optimize the accuracy in the composition determination by
PIXE, one must minimize the uncertainty on the ratio of the correc-
tion factors for various elements. We deduce the ratio of the cor-
rection factors from standards that contain both the element of
interest (el) as well as a reference element (ref). We define the ratio
of the correction factors as hel/ref = Hel/Href. From Eq. (2), it follows
that
hel=ref ¼ APIXEðelÞAPIXEðref Þ 
ARBSðref Þ
ARBSðelÞ : ð3Þ
For both PIXE and RBS, the areal densities are deduced from a
single spectrum. Therefore, the uncertainties on the accumulated
charge and on the detector solid angle do not propagate to the
uncertainty on the h-value. Rather, the accuracy of h is mainly lim-
ited by counting statistics (peak intensity, background) in both RBS
and PIXE, by the validity of the Rutherford scattering cross sections
in RBS, and by the effects of secondary fluorescence in PIXE.4. Calibration of the PIXE yield for Fe and Co
We will illustrate the procedure to determine the response
function of the PIXE set-up for the case of Fe and Co. However, it
should be noted that a calibration standard should not consist of
a combination of elements with close atomic number, because of
interfering signals in RBS. To overcome the signal interference in
RBS, if one needs to determine hFe/Co with Fe and Co having a small
mass difference, one may use the transitive property: hFe/Co =
hFe/ref  href/Co. Because of the availability of Pt in our deposition tool,
we choose Pt as a reference element, first to obtain hFe/Pt and hCo/Pt,
and then to calculate hFe/Co = hFe/Pt/hCo/Pt.
The calibration of the iron and cobalt relative yields has been
realized using samples consisting of Fe (15 nm)/Pt (20 nm)/SiO2
(100 nm)/Si-substrate and Co (20 nm)/Pt (20 nm)/SiO2 (100 nm)/
Si-substrate. The RBS spectrum for the iron-platinum sample is
presented in Fig. 1(a). The contributions from the different
elements in the sample are identified in the RBS spectrum. The
results of the analysis for the areal density is ARBS(Fe) = 124.6 ±
3.5  1015 at/cm2 and ARBS(Pt) = 124.9 ± 2.5  1015 at/cm2. The
uncertainties on the screening correction are such that the error
in the absolute value of the cross-section for Pt may be as much
as 0.5%, while for the light elements it may be neglected [15].
The uncertainties on the reported areal densities include the statis-
tical as well as the estimated systematic uncertainties.
The PIXE spectrum obtained on the calibration standard Fe
(15 nm)/Pt (20 nm)/SiO2 (100 nm)/Si-substrate is shown in
Fig. 1(b). The red curve illustrates the contributions from the vari-
ous elements as derived from the GUPIX analysis. The K-lines of Fe
(resp. Co, not shown here) are well-separated from the signal of Pt,
and the elements are probed with a good statistical accuracy. From
the peak intensities, one may determine the areal density for Fe
(resp. Co) and Pt in the calibration samples. The element-specific
Fig. 1. (a) RBS spectrum (1.5 MeV 4He+ ion beam) on the sample with nominal composition of Fe (15 nm)/Pt (20 nm)/SiO2 (100 nm)/Si-substrate. (b) PIXE spectrum (2 MeV H+
ion beam) on the same sample. The red curve visualizes the contributions to the spectrum from Si, Fe and Pt, as derived from the GUPIX analysis. The K-lines for Si and Fe, and
the L-lines for Pt are indicated. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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between RBS and PIXE are listed in Table 1.
The element-specific correction factors (Hel) account for the
inaccuracies in the detector efficiency, the charge collection effi-
ciency, the fluorescence coefficient, etc. A good agreement between
the HPt-values is obtained between the two samples. One notices a
significant difference between the H-values obtained at 2 MeV and
2.5 MeV, attributed to the difficulty to quantitate the accumulated
charge. The uncertainty on the H-values is, at best, 3%. If the areal
density of multiple elements is determined and corrected using the
above-mentioned H-factors, then each element is determined with
an accuracy of 3%. Thus, the uncertainty on the ratio of the ele-
ments readily amounts to 6%.
A more beneficial approach is to use the instrumental ratios of
correction factors (hel/ref). Table 1 shows the h-factor for Fe–Pt and
Co-Pt. Combining the values of hFe/Pt and hCo/Pt, one obtains
hFe/Co = (1.000 ± 0.008), i.e. practically no correction is needed.
The value hFe/Co being close to unity indicates that the relative
X-ray yield of iron and cobalt is very well modeled in the GUPIX
software (note that the absolute difference in X-ray yield amounts
to 30%). In contrast, the values of hFe/Pt and hCo/Pt differ significantly
from unity. The uncertainty in the detector efficiency and in the
absorber thickness cannot solely explain the observed effect.
Rather, the imperfect modeling of the X-ray yield is suspected to
be the main source of deviation from unity. Indeed, it was pointed
out that the databases for ionization cross-sections and fluores-
cence yields of L-lines need further refinements [16–18].
The reported uncertainty on hFe/Co illustrates the benefit of cal-
ibrating the PIXE set-up in terms of relative efficiencies by means
of binary thin films. Remarkably many uncertainties cancel out
for the calculation of the instrumental ratios. In particular, the
error on hFe/Co as a result of the uncertainty on the RBS screening
correction reduces to the equivalent RBS uncertainty for the same
elements; the uncertainty on the screening correction for PtTable 1
Element-specific correction factor, derived from the comparison of PIXE and RBS results on
using a He+ ion beam of 1.5 MeV. The energy of the H+ ion beam used for the PIXE measu
HFe
Fe (15 nm)/Pt (20 nm) 2 MeV H+ (2.72 ± 0.0
Fe (15 nm)/Pt (20 nm) 2.5 MeV H+ (2.27 ± 0.0
HCo
Co (20 nm)/Pt (20 nm) 2 MeV H+ (2.75 ± 0.0
Co (20 nm)/Pt (20 nm) 2.5 MeV H+ (2.30 ± 0.0cancels out for the calculation of hFe/Co. Finally, secondary fluores-
cence in PIXE is to be considered. Secondary fluorescence effects
are believed to be negligible for the present calibrations [19], since
the energy difference between the Pt L-lines and the Fe- (resp. Co-)
K-lines is large. Besides, secondary fluorescence effects are much
reduced in thin films as compared to bulk materials.5. Characterization of FeCo thin films
The applicability of PIXE to determine the Fe/Co ratio has been
demonstrated before [4]. Here, we illustrate the use of the instru-
mental sensitivity ratio to determine the Fe/Co atomic ratio. The
PIXE spectra obtained with a 2 MeV proton beam for the FeCo-
samples with a nominal thickness of 0.2 nm and 1.2 nm are shown
in Fig. 2. The X-ray lines for Si, Fe and Co are superimposed on a
slowly varying background from the Bremsstrahlung. The Fe Kb
and Co Ka cannot be identified separately, since the energy differ-
ence between them is smaller than the intrinsic resolution of the
detection system. The Co Kb line may be recognized visually in
the spectrum for the 1.2 nm thick FeCo sample.
The areal density for a series of samples with varying FeCo
thickness is reported in Table 2. We observe a fair agreement
between the RBS and PIXE results. The differences between RBS
and PIXE are mainly attributed to the difficulty to measure the
accumulated charge for the PIXE measurement.
The PIXE results on the Fe/Co atomic ratio is reported in Table 2.
The composition is not accessible from conventional RBS measure-
ments because of signal interference between the elements. It is
observed that PIXE allows to determine the Fe/Co atomic ratio with
an accuracy of 3% for 1.2 nm thick films. Since the instrumental
ratio of correction factors (hel/ref) is known to an accuracy better
than 1%, the uncertainty in the composition mainly stems from
the counting statistical uncertainty. Since cobalt appears to bethe Fe/Pt and Co/Pt standards grown on Si. The RBS measurements have been acquired
rements are indicated in the table.
HPt hFe/Pt
8)*104 (2.45 ± 0.06)*104 1.108 ± 0.007
6)*104 (2.05 ± 0.05)*104 1.108 ± 0.007
HPt hCo/Pt
7)*104 (2.48 ± 0.06)*104 1.109 ± 0.007
6)*104 (2.07 ± 0.05)*104 1.107 ± 0.006
Fig. 2. (a) PIXE spectrum obtained with a 2 MeV H+ ion beam on the 0.2 nm thick Fe(1–x)Cox sample deposited on a Si-substrate. (b) PIXE spectrum obtained with a 2 MeV H+
ion beam on the 1.2 nm thick Fe(1–x)Cox sample deposited on a Si-substrate. The red curve visualizes the contributions to the spectrum from Si, Fe and Co, as derived from the
GUPIX analysis. The K-lines for Si, Fe and Co are indicated. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
Table 2
Results of the areal density for samples of varying nominal FeCo-thickness obtained
with RBS (1.5 MeV 4He+) and PIXE (2.0 MeV H+) ion beam. The atomic ratio of Fe/Co is
only accessible from the PIXE analysis.
Nominal
(nm)
ARBS(Fe + Co)
(1015 at/cm2)
APIXE(Fe + Co)
(1015 at/cm2)
Fe/Co atomic
ratio
0.2 1.25 1.22 3.75 ± 0.75
0.4 2.48 2.77 3.06 ± 0.28
0.8 4.99 5.29 2.61 ± 0.13
1.2 7.44 8.12 2.50 ± 0.08
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uncertainty on the composition.
6. Conclusion
We have calibrated the response function of the PIXE set-up for
the determination of iron and cobalt. The standards are binary thin
films deposited on Si. The binary calibration standards allow us to
determine the response function with an accuracy of approxi-
mately 1%. As an application, we have used the calibration to deter-
mine the Co concentration in Fe1xCox thin films.
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