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Abstract
Utilizing services of legacy and third party COTS components has become vital
for the timely development and evolution of software systems. Component inter-
faces typically have to be adapted before they can be re-used in a system context.
This paper presents an approach to generating component adapters. The approach
focuses on mapping multiple events, and their associated parameters, generated
from a source component to multiple calls in the target component. The novelty
of our mechanism is that it allows developers to generate asynchronous as well
as synchronous adapters. As a result we can generate adapters for components
with incompatible event structure. A prototype called Asynchronous Component
Adapter (ACA) was developed which demonstrates the idea with Java Beans, but
the methodology can be applied to any component-based system that supports in-
trospection like Microsoft .NET assemblies.
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1 Introduction
Automatic adaptation of independently developed components is essential to
integrate components developed by diﬀerent vendors. It provides a rapid
and practical method for exploring the usability and usefulness of third party
components. Mechanisms for generating code are becoming integral build-
ing blocks of many of todays integrated software development environments
(IDEs). Often IDEs provide mechanisms for generating code for common
tasks through wizards and automatic code generation tools. With component-
technology on the rise in modern software engineering processes, the gener-
ation of adapter code for gluing incompatible interfaces of components has
gained increasing importance.
Commercially available development environments like e.g., IBM’s Vi-
sualAge or Borland’s JBuilder provide limited functionality for generating
adapter code to mediate between components. Furthermore, such adapters
are limited to components with compatible interfaces only. In general, inte-
gration between components is not straightforward. Individually developed
components often have incompatible interfaces with diﬀerent method signa-
tures.
The problem gets even more complex when the event timing of components
to be integrated is diﬀerent: Parameters of the target method may not be all
available at the same time, or they may not be available at all. An adapter
would have to act asynchronously and cache parameters from source events
and issue calls to target methods at a later time. Manual development of such
asynchronous adapters can become complex and time-consuming. In order
to generate such adapters automatically from an IDE, a user would require
predeﬁned mechanisms to cache parameters upon their availability, provide
default values for unavailable parameters, and conﬁgure the adapter to issue
target calls in a certain order.
We will introduce the aforementioned Asynchronous Integration problem
with reference to the following example. If we have two components, Source
and Target, that are required to be integrated. The Source is designed based
on the Observer design pattern [5] (i.e. the source component notiﬁes all
listeners whenever the event of interest is triggered). Figure 1 illustrates the
source component.
Figure 1 - Observable Source Component
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Let us assume the Source component depicted in Figure 1 represents a UI
control that issues calls to all listeners whenever the name or the address ﬁelds
are changed.
The Target component, illustrated in Figure 2, has one method setProﬁle
which takes a ”name” and ”address” parameters. Both parameters name and
address has to be available in order to be able to issue a call to the ”setProﬁle”
method.
Figure 2 - Target Component (Observer)
The automatically generated adapter needs to conform to the following
rules:
a. Map Parameters: The generated adapter needs to map parameters from
Asynchronous Source Parameters, ﬁred through all listeners (INameChangedLis-
tener, IAddressChangedListener), to parameters required by the Target
component. Also, the adapter should issue the Target call(s) upon avail-
ability of all parameters.
b. Register for Events: The generated adapter needs to register for all
required events in order to receive notiﬁcations from the source component
whenever a change occurs.
c. Implement Listeners: The generated adapter needs to implement all
the listeners required by the Source component.
d. Cache Parameters: The generated adapter is required to Cache param-
eters and issue the target call upon availability of all parameters, or upon
the ﬁring of a user assigned event called the ”Trigger Event”.
Once an adapter code is generated, the system should provide the mech-
anism to compile and load the generated adapter. This pattern was demon-
strated in [1] where a generated adapter along with Source and Target compo-
nents could be loaded in the environment to provide an adapter playback. This
playback allows the user to test-drive the runtime behavior of the adapter.
The rest of this paper is organized as follows: the next section deﬁnes
the component adaptation problem tackled in our research more precisely.
Section 3 describes the adapter code generated by our mechanism. Section 4
outlines the realization of our adapter generator. We evaluate our approach
with a practical case study in Section 5. Finally, Section 6 and 7 close with a
discussion of related work and conclusions, respectively.
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2 Component Adaptation Theory
Computer science and software engineering literature holds several diﬀerent
deﬁnitions of the term software component. Most of them emphasize the point
that software components should be reusable by parties other than the original
developers. We adopt Szyperskis deﬁnition for the purpose of this paper:
”A software component is a unit of composition with contractually speciﬁed
interfaces and explicit context dependencies only. A software component can
be deployed independently and is subject to composition by third parties.”[2]
The two main aspects of component-oriented software development are
(1) development of components and (2) development with components, i.e.,
composition. This paper concentrates on the second aspect.
It is our experience that initially newcomers to component-oriented soft-
ware technology often do not fully comprehend the fundamental diﬀerence
between component-oriented software and object-oriented or module-oriented
software. Certainly, it is true that software engineers have tried to develop
reusable program entities (object, modules etc.) before the advent of compo-
nent orientation. Also, the concept of contractual interfaces, initially intro-
duced for Eiﬀel [3], has been known for over a decade. The essential novelty
and paradigm shift that has largely accounted for the success of component-
oriented software engineering is, in fact, somewhat hidden in most deﬁnitions
of software components. This paradigm shift mainly consists of introducing
a level of indirection between collaborating components, typically called con-
nection.
Figure 3. Asynchronous Adapter (Example)
Szyperski argues that the so-called connection-oriented programming paradigm
is fundamentally diﬀerent from the traditional procedure-call paradigm, be-
cause it instantiates connections between components explicitly and promotes
a push-model rather than a pull-model. This means that information is pushed
on a component if and when this information is of interest rather than having
the component asking for (”pulling”) information from other components [2].
Consider our example in Figure 3: The information name and address should
be pushed onto the target component for further processing (when this infor-
mation has been changed), rather than having the target component asking
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for updated information. Concrete component technologies like Sun Microsys-
tems JavaBeans provide standard event notiﬁcation mechanisms for realizing
this model. These mechanisms work ﬁne for collections of components that
have been developed to work together (e.g., Java Swing) and current visual
IDEs can be used to generate code for instantiating connections among them.
More intelligent adapters are needed to connect components that had been
developed in isolation with incompatible interfaces. The adaptation problem
between two components can be characterized in its general form as illustrated
in Figure 4. In this diagram we assume that the source component pushes
information on the target component. The interfaces of both components
comprise properties as well as events. In Figure 4, the properties are denoted
z1,..,zt and x1,..,xk respectively, while the events are denoted y1,...,yi and
w1,...,wn respectively. The task of the adapter is to map a subset of z1,...,zt to
a subset of x1,..., xk and a subset of y1,..., yi to a subset of w1,..., wn in order
to achieve the desired collaboration between source and target component.
Remark: Note that for the sake of simplicity we consider only two com-
ponents in this theoretical discussion. The model can easily be extended to
accommodate collaboration among three or more components. Furthermore,
Figure 3 only covers information ”push” in one direction (from source to tar-
get). A symmetrical adapter in the reverse direction is required if bi-directional
information exchange is needed.
Target
Component
Source
Component
w1
x1
xk
wn
...
...
y1 yi...
z1
zt
...
Adapter
Events
Events
Properties
Properties
Figure 4. General Event and Property Based Adaptation Problem
(for two components)
There has been signiﬁcant research work devoted on mechanisms for au-
tomatically generating adapters (cf. Section 6). Most work so far has concen-
trated on the mapping of properties due to incompatible operation signatures
in components, e.g., [4]. However, to our best knowledge, existing adapter
generator mechanisms are typically restricted to mapping one single source
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event y in y1,...,yi to a set of target events w in w1,...,wn. In other words,
these generator mechanisms produce time-synchronous adapters only.
This is a severe limitation in practice because in many cases a set of source
events has to be mapped to a set of target events. Such cases require adapters
that facilitate buﬀering of source events (along with pushed information) until
all mapped target events can be raised. The rest of this paper describes
a mechanism for generating such adapters, which we will call asynchronous
from now on.
3 Implementation of Adapters
The automatic generation of Asynchronous adapters was prototyped in a tool
called Asynchronous Component Adapter Generator (ACA). ACA allows the
user to generate asynchronous, as well as synchronous adapters to integrate
commercial oﬀ-the-shelf (COTS) components.
As a ﬁrst step, ACA introspects all the components, which will be inte-
grated. It extracts signatures for all events that could be ﬁred by the source
component and extracts signatures for all methods available in the target com-
ponent. ACA, as a prototype, was developed based on Java. Therefore, ACA
currently can be used to integrate Java based components (i.e. Java Beans).
On the other hand, the methodology and the design can be utilized to generate
adapters to any component based platforms like Microsoft .NET Assemblies.
The only requirement for the underlying platform is to support introspection.
Secondly, ACA requests from the user information about the adapter speciﬁ-
cation. ACA uses the adapter speciﬁcation to generate the adapter. As part
of building the adapter speciﬁcation ACA allows the user to conﬁgure all the
requirements described in Section 1. We will describe the key variants in the
conﬁguration process, which provides the foundation to build asynchronous
adapters:
Parameter Level Mapping: Parameters originating from source components
can be ﬁred through more than one event. Therefore, ACA allows the
adapter creator to trap multiple asynchronous events and map them to
diﬀerent target method parameters.
Cached Entry: A cached entry is an entry that does not have a direct syn-
chronous call to the target method. Therefore, ACA does not generate a
synchronous call to the target method, but it generates code that caches the
parameters declared in that entry, and issues the target call when a Trigger
entry is ﬁred.
Trigger Entry: A Trigger Entry is an entry that generates a synchronous
call to the Target method. The code generated for a Trigger Entry pulls all
relevant cached entries from the cache and issues synchronous target calls.
Finally, ACA uses the adapter speciﬁcation to generate the adapters source
code. The generated adapter acts as the observable component, from the tar-
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get component’s perspective. The observable component implements listeners
to the source components event and delegates all calls, after processing param-
eters, to the Target component. We will use sample source code to explain
the details of this mechanism. The source code in Figure 5 was produced by
using ACA to generate the adapter deﬁned in Figure 2 (A few details were
omitted for simplicity).
The two areas we would like to focus on are labeled 10 and 14 respectively.
Line 10 represents an entry that should be cached. The generated code places
the passed argument in a cache (arg0). The argument (arg0) is keyed by
the Target method name and the argument location in the parameter list.
This step represents the caching stage that the asynchronous adapter should
perform.
Line 14 represents the code generated for a so-called ”Trigger” event, i.e.,
a source event that triggers the transmission of the target event (including
all trapped parameters). In this line the generated source code queries the
cache for parameters and issues the target method call with the appropriate
parameters. Note that we have chosen a simple code example for presentation
reasons, e.g., it does not consider default parameter values or multiple source
or target components.
4 Adapter Generation
The architecture of the Asynchronous Component Adapter (ACA) involves
four main components (cf. Figure 6): Adapter Deﬁner, Adapter Generator,
Compiler and Loader. The Adapter Deﬁner and Generator are the core com-
ponents of ACA, and they will be the focal point of our discussion. The
Compiler and Loader are available to execute the generated adapter code.
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Figure 6. ACA Architecture
The Adapter Deﬁner component provides functionality to create adapter
speciﬁcations (IAdapterDeﬁnition). An adapter speciﬁcation represents a high
level representation of the required adapter. The Adapter Deﬁnition consists
of multiple adapter entries where each Adapter Entry represents a mapping
between a source parameter and a target parameter (cf. Figure 8). It is im-
portant here to stress that each entry represents a mapping, at the parameter
level and not at the method level, between Source and Target components.
Entries within one deﬁnition can originate from more than one source or target
methods.
First, an adapter entry can be associated with a Default value. The default
value is used if the Trigger entry is ﬁred before a Cached entry. Second, an
adapter entry can be set to store its value after a Trigger entry is ﬁred. So if
the Trigger entry is ﬁred more than once before any Non-Trigger entry, then
the non-trigger entry uses the stored parameter. Third, an Adapter Entry
carries information about its Source and Target parameters of the adapted
components. Each parameter is uniquely identiﬁed in a component by its
method, name and location within a method. Figure 7 shows the Source
Target Map Creator dialog of the ACA, which is used to specify the source
target parameter mappings.
Each adapter entry declares whether it is a trigger entry or not. A Trigger
entry is an entry that causes the target call to be issued once the event associ-
ated with the source parameter is ﬁred. A Non-Trigger entry (Cached Entry)
is an entry that causes the source parameter to be cached until a Target entry
is ﬁred (refer to Section 3 for details on the generated code). Each entry in
the adapter deﬁnition is associated with one or more attribute, which deﬁne
the runtime behavior of the entry. For example, one of the attributes is the
default value, which allows the user to set a default value for an asynchronous
parameter that wasnt ﬁred before the Trigger entry is ﬁred.
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Figure 7 ACA User Interface (Source Target Map Creator)
Figure 8 Structure of Adapter Deﬁnition Data
The Adapter Generator processes an adapter deﬁnition and generates
source code. The source code could be generated in diﬀerent languages, but
our prototype focuses on Java as the target language. The only restriction on
the language of use is to communicate with both source and target compo-
nents. For example, if we are targeting a .NET based environment then the
target adapter language can be Visual Basic or Visual C++ since the .NET
framework provides interoperability between these languages.
The Compiler component translates the generated source code ﬁle and
generates a binary representation for the adapter. The binary representation
conforms to the target platform. Since our prototype is based on Java, the
generated binary is a byte code that hews with the JDK 1.1 speciﬁcation.
The Loader loads the source, target, and adapter components into memory
and allows the adapter deﬁner to test drive the adapter. The loader illustrates
the runtime behavior of the adapter.
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5 Application Experiments and Evaluation
We executed two application experiments to evaluate the usefulness of the
ACA mechanisms. The ﬁrst study was an initial proof of concepts and makes
some idealistic assumptions while the second study carries signiﬁcantly more
practical relevance. For the ﬁrst study, we deﬁned and generated asyn-
chronous adapters between various components shipped with Sun Microsys-
tems Bean Development Kit (BDK) [1]. Using the ACA instead of the BDKs
own adapter generator enabled the composition of a signiﬁcantly larger class
of applications, namely those requiring asynchronous adapters and ﬂexible pa-
rameter mapping. Only the user interface of the ACA was considered more
diﬃcult than the graph-oriented user interface of the BDK. Moreover, we re-
alized that the components shipped with the BDK are not a realistic example
for a COTS components integration scenario. This is because their interfaces
are rather simplistic and they had been developed by one single vendor and
shipped as part of the same package rather than being provided by diﬀerent
3rd party vendors. Therefore, we investigated another more realistic scenario
that involved oﬀ-the-shelf components from varies diﬀerent sources.
The second application experiment deals with a clinical appointment
scheduling system that assists doctors and clinical administrators to plan pa-
tient care (cf. Figure 9). The administrator uses the system to book patients
into free appointment slots. The system prints a conﬁrmation letter to the
patient when the administrator schedules an appointment. The doctor uses
the system to check for updates of the working schedule and print them. The
system only acknowledges the printing request when changes were made to
the schedule after the last time the doctor checked.
Book
Appointment
Print Updated
Work Schedule
Receive
Conﬁrmation
Appointment Scheduling System
Administrator
Doctor
extends
Patient
Figure 9. Use Cases for Appointment Scheduling System
After deﬁning these (relatively simple) requirements, we started brows-
ing the Web for COTS components we could use for composing the envi-
sioned software. Particularly, we envisioned that we would need some sort
of calendar component, a printer component and some other GUI compo-
nents. We found the following binary Java components, Calendar Panel (from
(http://home1.paciﬁc.net.sg), Text Printer (from http://www.wildcrest.com),
and JButton (from the Swing Library). Figure 10 illustrates how to integrate
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these components to build the desired appointment scheduling system.
Figure 10 shows two adapters to integrate the COTS components. The
ﬁrst adapter (Adapter 1) integrates the Calendar Panel with the Text Printer
to print the conﬁrmation letter whenever an information change in the Cal-
endar Panel occurs. The Calendar Panel conforms to the Observer design
pattern [5]. It allows more than one listener to be notiﬁed whenever a change
to the Calendar takes place. Adapter 1 registers as a listener with the Cal-
endar Panel to forward all notiﬁcations coming from the Calendar Panel to
the Text Printer control, which prints the parameter associated with the Cal-
endar Panel property change (cf. Figure 10). This adapter represents a
synchronous adapter, which provides direct mapping between the source and
the target component (Calendar Panel and Text Printer). Note that such a
synchronous adapter would also be producible using other existing adapter
generators such the ones built into the BDK or Visual Age.
Figure 10. Component Architecture for Appointment Scheduling System
Calendar
Panel
Adapter 1 Text Printer
Administrator
enter
appointment
addListener(...)
calendar
changed(...)
printString(...)
Figure 11. Scenario Administrator enters appointment
The second Adapter (Adapter 2) captures events from both Calendar
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Panel and JButton. The adapter caches notiﬁcations originating from the
Calendar Panel to forward parameters associated with these events later to
the Text Printer. Next, the adapter captures the event generated from click-
ing the button to print all entries available in the calendar. Upon clicking
the button the adapter checks whether the Calendar Panel previously ﬁred
events. If events were ﬁred the adapter outputs an update of the new appoint-
ments (parameters of previously received calendar events) to the Text Printer,
otherwise the adapter does not perform any task.
JButtonCalendar
Panel
Adapter 2 Text Printer
Administrator
enter
appointment
Doctor
check&print update
addListener(...)
calendarChanged(...)
calendarChanged(...)
addListener(...)
printString(...)
printString(...)
Figure 12. Scenario Doctor Checks and Prints Update
An asynchronous adapter as required in the second scenario (Figure 12) is
not producible with adapter generators in currently existing IDEs. In fact, we
found out that it was not even producible with the initial version of the ACA,
because Adapter 2 needs to cache multiple source events of the same kind
(calendarChanged) to achieve the desired functionality. However, initially
our mechanism only considered asynchronous caching of diﬀerent kinds of
events with the limitation that multiple occurrences of events of the same
type would be forgotten except for the last occurrence. We had to extend the
ACA accordingly to overcome this limitation.
After realizing the desired functionality deﬁned in the aforementioned use
cases, we started changing the requirements on our appointment management
system and found another limitation of the ACA. The nature of the require-
ments change was that now the doctor should be able to get a print out of
the complete schedule for the workweek if new appointments had been made
(rather than printing just an update on the additional appointments only).
Such a requirement would imply that Adapter 2 would have to ”pull” addi-
tional calendar data on all appointment slots from the Calendar Panel in order
to print the complete, updated work schedule. Figure 13 illustrates such a sce-
nario. The ACA does not yet support the generation of such a sophisticated,
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pro-active adapter, however, we have begun with extending our mechanism to
that eﬀect.
JButtonCalendar
Panel
Adapter 2 Text Printer
Administrator
enter
appointment
Doctor
check&print update
addListener(...)
calendarChanged(...)
addListener(...)
printString(...)
printString(...)
getEntry()
getEntry()
Figure 13. Scenario implied after requirement changed from ”updated
schedule” to ”complete schedule”
Our evaluation has certainly shown that the ACA still has limitations but,
on the other hand, it has demonstrated that our mechanisms for generating
asynchronous adapters among COTS components signiﬁcantly advances the
applicability of automated, interactive component composition environments
to a broader class of applications. We have learned new requirements from
our practical experiment using oﬀ-the-shelf components from diﬀerent vendors.
We believe that it is crucial to evaluate component composition mechanisms
in such a setting rather than composing only components from one single
vendor or in one narrow domain only (e.g., GUI development). Component
composition mechanisms oﬀered in current IDEs work ﬁne for components
that were made to work together. However such mechanisms have severe
limitations when it comes to composing components from diﬀerent vendors
intended for diﬀerent purposes. Still, this kind of composition is the central
vision and goal of component-based software engineering.
6 Related Work
Our work is related to several other approaches in the area of component
adaptation and composition. Many modern IDEs provide some interactive
dialog for composing software from components and generating adaptation
code to integrate them. Examples for such environments are IBMs VisualAge
[6] and Sun Microsystems BDK [1], although BDK is more intended as a
proof of concepts than as a full-featured IDE. BDK assumes that parameters
map directly between source and target. BDK also assumes that the target
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component method takes the same or less parameters than the source method.
Hence, the generated adapters from BDK are limited to synchronous adapters
only. VisualAge provides a more advanced adapter generator mechanism. It
enables the software composer to map events independently from payload data
parameters. Still VisualAge is restricted to synchronous adapters only.
In contrast to compile time component-adaptation, Keller and Holzle sug-
gest an adaptation mechanism that alters the binary representation of the
target component at run time to generate a signature compatible with what
the source component requires [7]. It allows the adapter deﬁner to add and
modify existing interfaces to achieve the interface the needs. The advantage
of this approach is that it does not require access to the source code of the
components. Still the Binary Component Adapter (BCA) does not consider
asynchronous adapters. We believe that the mechanisms implemented in ACA
could be transferred to extensions for the BCA.
Purtilo and Atlee proposed an environment ”Nimble” that allows the
mapping between procedure call parameters [4]. Nimble oﬀers a dedicated
deﬁnition language that allows combining and mapping parameters to gener-
ate diﬀerent parameters. To date, the ACA provides less ﬂexibility in terms
of possible conversions between source and target parameters. Our primary
focus has been on developing and experimenting with mechanisms for gen-
erating asynchronous adapters. A combination of the parameter conversion
mechanisms realized in Nimble and the asynchronous caching techniques im-
plemented in ACA would most useful.
Matzel and Shnorf introduce the idea of cascading adapters [8]. Cascading
adapters can be deﬁned as composition of more than one adapter to increase
the space of adaptation alternatives. The author provided an algorithm that
combines multiple adapters to determine if this composition can facilitate
the communication between a source and target component. This idea can
be utilized in an automatic adaptation tool. The tool can ﬁnd out existing
adapters, and suggest composition of existing adapters to assist the adapter
deﬁner.
Our approach is also related to work performed in the area of architec-
ture deﬁnition languages and architecture interconnection, e.g., as presented
by Allan and Garlan [al]. Still, our approach is more tool-centered and less
speciﬁcation-oriented than most work that has been done in this area.
Other approaches to mediating between independently developed software
components include for mixins and delegation layers [os]. These approaches
are more program language oriented rather than builder-tool oriented like our
approach. They are signiﬁcantly more powerful but also more diﬃcult to learn
and use.
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7 Conclusion and Future Work
Component-based software construction is often advertised as the ”silver
bullet” with potential to increase software productivity as well as quality.
We believe, however, that a broad breakthrough of component-based software
construction with signiﬁcant productivity gains can only be achieved if we
develop powerful mechanisms for creating the connectors between 3rd party
components. This reﬂects on the fact that the key paradigm shift is in the
transition from the traditional procedure-call paradigm to the new connection-
based programming paradigm.
Connector deﬁnition and generation mechanisms in current IDEs still have
severe limitations, one of them being the restriction to synchronous connec-
tors only. In this paper, we have presented a connection-based programming
mechanism (ACA) that can generate a larger class of connectors, namely syn-
chronous and asynchronous connectors. We have demonstrated its usefulness
with an experiment that involves arbitrarily chosen COTS components from
the Web. This experiment has also indicated some limitations of the initial
ACA. We have used this experience as the basis for extending the ACA in
order to cover a larger set of possible component interaction scenarios. In the
future, we will continue to improve the ACA with the help of similar practical
experiments. We also intend to integrate the ACA with a full-featured IDE
framework such as eclipse (http://www.eclipse.org).
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