Abstract. Moufang sets are split doubly transitive permutation groups, or equivalently, groups with a split BN-pair of rank one. In this paper, we study so-called special Moufang sets with abelian root groups, under the model-theoretic restriction that the groups have finite Morley rank. These groups have a natural base field, and we classify them under the additional assumption that the base field is infinite. The result is that the group is isomorphic to PSL 2 ðKÞ over some algebraically closed field K.
Introduction
Groups of finite Morley rank have received a lot of attention during the last decades, because of their strong connections to algebraic groups. In fact, the famous CherlinZil'ber conjecture (also known as the algebraicity conjecture) states that any simple group of finite Morley rank is isomorphic, as an abstract group, to an algebraic group over an algebraically closed field. Considerable progress has been made for groups of even type (see the forthcoming work in [1] ), but the situation in the other cases is much less clear, partly because of the lack of Sylow-p-theory for primes p 0 2.
In analogy with the classification of finite simple groups, a natural class of groups to start investigating is the class of rank one groups, i.e. groups with a split BN-pair of rank one. An equivalent description of these groups uses the notion of a Moufang set, introduced by Tits [11] . Definition 1.1. A Moufang set is a set X together with a collection of groups ðU x Þ x A X , such that each U x is a subgroup of SymðX Þ fixing x and acting regularly (i.e. sharply transitively) on X nfxg, and such that each U x permutes the set fU y j y A X g by conjugation. The group G :¼ hU x j x A X i c SymðX Þ is called the little projective group of the Moufang set; the groups U x are called root groups.
This point of view turns out to be very powerful and has already led to several deep results as well as connections with the theory of Jordan algebras [4] , [5] , [6] . We point out that each Moufang set can be constructed starting only from one abstract group U -usually written additively, even though in general U can be nonabelian-together with one additional permutation t A SymðU Ã Þ where U Ã ¼ Unf0g; the corresponding Moufang set is denoted by MðU; tÞ. More precisely, we have X ¼ U U fyg, and each of the root groups U x is isomorphic to U. In this way, we may write the elements of U y as a a , with a A U, where a a is the unique element of U y taking 0 A X to a A X . We define the m-maps m a A G to be the unique element in U 0 a a U 0 that interchanges 0 and y (see [4, Lemma 3.3 (2) ]). We refer to [6] for more details.
It turns out that it is possible to make more progress in the theory of Moufang sets by assuming that the Moufang set is special. [5, Theorem 6.3] ). These facts will be used throughout the paper without further mention.
That speciality is a natural assumption is illustrated by the fact that it was considered independently by Timmesfeld [12, p. 2] in the context of abstract rank one groups, and by Borovik and Nesin [2, pp. 221-222] in the context of groups with a split BN-pair of rank one where it is precisely the condition that 'a inverts U'.
Despite some good progress, the classification of special Moufang sets with abelian root groups is still open. Conjecture 1.3. Let M ¼ MðU; tÞ be a special Moufang set with U abelian. Then M G MðJÞ for some quadratic Jordan division algebra J, where MðJÞ is defined in a very natural way as described in [6] .
The following conjecture that we are dealing with in this paper, is the intersection of Conjecture 1.3 and the Cherlin-Zil'ber conjecture. MðKÞ is the Moufang set whose little projective group is PSL 2 ðKÞ.
It is known that if MðU; tÞ is a special Moufang set with abelian root groups then U is a vector group, i.e. it is the additive group of a vector space. Moreover, if charðUÞ 0 2, then H, the two point stabilizer of G, acts irreducibly on U. By Schur's lemma, K :¼ C EndðUÞ ðHÞ is a division ring. If the Moufang set has finite Morley rank, then this division ring is definable, and hence it is either a finite field or an alge-braically closed field. In this paper, we prove Conjecture 1.4 in the case where K is an algebraically closed field. In particular, this gives a complete classification of special Moufang sets of finite Morley rank with U abelian and charðUÞ ¼ 0.
Setup
Let M :¼ MðU; tÞ be a special Moufang set with U abelian and let G be its little projective group. Then either U is an elementary abelian p-group, in which case we put charðUÞ ¼ p, or U is a torsion-free uniquely divisible group, in which case we put charðUÞ ¼ 0; see [4, Proposition 4.6 (5) ]. By the main result of [10] , either charðUÞ ¼ 2, or the Hua subgroup H ¼ G 0; y , the pointwise stabilizer of 0 and y, acts irreducibly on U. In the latter case, the ring K :¼ C EndðUÞ ðHÞ is a division ring, by Schur's lemma. This terminology will be used throughout the paper.
We now assume in addition that M is of finite Morley rank (in the language of permutation groups). In particular, X , U and G are definable, as is H :¼ G 0; y . Then G is connected because it is a simple group [5, Theorem 1.11]. Thus U is connected since the connected group G acts transitively on X ¼ U U fyg.
By [8, Theorem 1.2 (b)], K is definable, and then by [3] , K is a commutative field; by Macintyre's theorem [7] , it then follows that K is either finite or algebraically closed; see also [2, Theorem 8.10] .
In this paper, we assume in addition that K is not finite. We will establish the following theorem.
Theorem 2.1. Let MðU; tÞ be a special Moufang set of finite Morley rank, with U abelian and charðUÞ 0 2. Assume that the field K :¼ C EndðUÞ ðHÞ is infinite. Then MðU; tÞ G MðKÞ, the unique Moufang set whose little projective group is PSL 2 ðKÞ.
We start with a proposition which we will use later, but which is interesting in its own right. The proof is identical to the argument used in [2, Theorem 11.89], but the result is slightly more general since we do not assume the existence of involutions in H. Proposition 2.2. Let MðU; tÞ be a special Moufang set of finite Morley rank, with U not necessarily abelian, and assume that each h A H Ã has no fixed points in U Ã (equivalently, G is a split special Zassenhaus group). Then G G PSL 2 ðKÞ and M G MðKÞ for some algebraically closed field K.
Proof. Let a A U Ã be arbitrary; then the map h 7 ! ah is a bijection from H to aH, and hence RMðHÞ ¼ RMðaHÞ for each a A U Ã . On the other hand, the map Gb 7 ! m a m b is an injection from the quotient space U=fG1g into H, and hence RMðHÞ d RMðUÞ. Therefore RMðaHÞ ¼ RMðUÞ for all a A U Ã , i.e. each orbit aH is generic in U. But U is connected, and so it follows that there is only one orbit, i.e. H is transitive on U Ã . Since each h A H Ã acts freely, this implies that H is regular on U Ã , and hence G is sharply 3-transitive. But then G G PSL 2 ðKÞ and hence 
]). r
We now make an easy but important observation.
Lemma 2.3. U is an n-dimensional vector space over K for some natural number n, and H c GL n ðKÞ.
Proof. It is clear that U is a vector space over K, and since U has finite Morley rank, this vector space is finite-dimensional. It follows from the definition of K that every element of H is a K-vector space automorphism of U. r Notation 2.4. Let F be the prime field of K, i.e. if charðKÞ ¼ p > 0, then F ¼ GFðpÞ, and if charðKÞ ¼ 0, then F ¼ Q.
A minimal counter-example
We assume from now on until the end of the paper that M ¼ MðU; tÞ is a minimal counter-example to Theorem 2.1, i.e. a counter-example for which the Morley rank RMðUÞ of U is minimal.
Note that it follows from [6, Theorem. 6.1] that for such a counter-example, H is non-abelian. Observe that this implies by Lemma 2.3 that dim K U d 2. We start with a lemma which gives information about the elements of H in such a counter-example.
or each eigenspace of h corresponding to an eigenvalue in F, if any, is one-dimensional and induces a sub-Moufang set isomorphic to MðKÞ.
(ii) Assume that h has eigenvalues l and Àl for some l A F Ã , with eigenspaces V þ and
Proof. To prove (i), assume that h B K Á id. Let l be any eigenvalue of h which lies in F Ã , and let V be the corresponding eigenspace; then V is a proper non-trivial definable subspace of U. In particular, V is infinite. By [9, Lemma 3.5], V is a root subgroup, i.e. it induces a sub-Moufang set. By the minimality of our counter-example, this induced sub-Moufang set is isomorphic to MðLÞ for some algebraically closed field L. Note that L contains K as a subfield. However, the additive group of L is just V , which is a finite-dimensional vector space over K. Since K is algebraically closed, we have L ¼ K, and hence V is one-dimensional over K, proving (i).
Part (ii) follows from [9, Lemma 3.5]. r Definition 3.2. Let N :¼ hm a j a A U Ã i; then N ¼ G f0; yg , the setwise stabilizer of f0; yg. Note that H is an index 2 subgroup of N, and that N is a definable subgroup of G. Assume now that h 0 i, and let
then by Lemma 3.1(i), both V þ and V À are either trivial or one-dimensional subspaces of U. But since h 2 ¼ 1, the only possible eigenvalues of h are 1 and À1, and since
Observe that a; b A V À . We claim that there is some c A V þ such that m c m a has finite order. Take some arbitrary c A V þ , let g :¼ m c m a , and assume that g has infinite order as otherwise we are done. By Lemma 3.1(ii), both m c and m a stabilize the subsets V Ã þ and V Ã À , and hence the same is true for g and then also for A :¼ dðgÞ, i.e. the definable hull of the cyclic subgroup of G generated by g.
Observe that A c H since H is a definable subgroup of G containing g. Also observe that m c inverts g, and since the set of elements of A inverted by m c is a definable subgroup, m c inverts every element of A. By [2, Exercise 10 on p. 93], A G T Â U, where T is a divisible group and U is a finite cyclic group. In particular, using the 2-divisibility of T we can write g ¼ t 2 u with t A T and u A U. But then
and hence m t c m a ¼ u is an element of finite order. But since t A A, it stabilizes the subset V Assume now that the order of g is 4t þ 2 for some natural number t. Then m Assume finally that the order of g is 4t for some natural number t. Let N e :¼ hm x j x A V e i for e A fþ; Àg. Then m a A N À and m c A N þ ; moreover, m a and m c normalize both N þ and N À . In particular, g 2 ¼ ½m c ; m a A N þ V N À . Now note that D is a finite dihedral group and that D V H is a cyclic subgroup of index 2, which has a unique involution, namely g 2t . Let
then D e c D V N e , and g 2t is still the unique involution of D e V H for e A fþ; Àg. But by the structure of M e G MðKÞ, we know that N e V H has a unique involution, which inverts each element of V e . Since this involution is equal to g 2t for both e A fþ; Àg, we conclude that g 2t ¼ i. On the other hand, h ¼ m a m b A N À V H, and therefore h ¼ i after all, contradicting our initial assumption that h 0 i. r (ii) For each a A U Ã , the map m a has precisely two fixed points, namely Ga Á g, where
(iii) For each a A U Ã , aK c U induces a sub-Moufang set isomorphic to MðKÞ.
Proof. Recall that we are considering a minimal counter-example to Theorem 2.1. Hence by Proposition 2.2, there is at least one element h A H Ã that has fixed points in U Ã . It then follows from Lemma 3.1(i) that M has a proper sub-Moufang set isomorphic to MðKÞ. Write
where a Á K induces the sub-Moufang set; in particular, Indeed, assume that ag l ¼ a Á t for some natural number l and some t A K Ã . Let r A K Ã be such that r 2 ¼ Àt; then using Equation (3.1) and the fact that g A H commutes with scalar multiplication, But g has order 2t, hence m ag t ¼ m g t a ¼ m a , and thus ag t ¼ Ga A aK Ã . Therefore we can start the descent argument of (3.4) and continue to divide the exponent by 2, which leads to a contradiction since l is a natural number.
Hence the assumption that there is some b A U Ã naH is false, and we conclude that H is transitive on U Ã , proving (i). Now let b A U Ã be arbitrary; then there is an h A H with b ¼ ah, so in particular
for all s; t A K Ã , which proves (iii). r Proposition 3.7. For all a; b A U Ã and all t A K Ã , we have
Proof. To prove (i), let a; b A U Ã and t A K Ã . Then by Proposition 3.6 (iii),
and we are done.
Now by (i) with a þ b in place of a, we have
By [5, Lemma 5.2 (4)] with x ¼ b, this can be rewritten as
Applying (i) again on both terms of the right-hand side, we get
Proof. By the definition of K, every element of K c EndðUÞ commutes with H, and so it su‰ces to show that K Ã c H. So let t A K Ã be arbitrary, and let (ii) Assume that h has eigenvalues l and Àl for some l A K Ã , with eigenspaces V þ and V À , respectively. Then
Proof. We simply observe that by Proposition 3.7 above, the short proof of [9, Lemma 3.5] now holds for all elements l A K, and hence the proof of Lemma 3.1 extends to K without any change. r
We will now start to investigate the elements of H inside GL n ðKÞ. We first examine the spectrum of elements of H. The next easy lemma is crucial for this proposition. Proof. Note that a; b 0 0 since h is invertible. 
where z r is a primitive r 0 th root of 1 in K. Moreover, either r ¼ 1 or r is an odd prime number.
Proof. If h has only one eigenvalue, then this is clearly satisfied with r ¼ 1. So assume that h has eigenvalues l and l Á x for some l; x A K Ã . Then by Lemma 3.10, both l Á x À1 and l Á x 2 are also in SpecðhÞ. By induction (separately for m even and m odd), we see that l Á x m A SpecðhÞ for each integer m. Since SpecðhÞ is a finite set, this implies that x has finite order s, and
Now assume that l Á r is another eigenvalue of h. Then similarly, r has finite order t, and
Observe that we are free to replace z s and z t by any primitive sth and tth root of 1, respectively; we choose them in such a way that z ; then z 0 is a primitive ðlcmðs; tÞÞth root of 1. Now write s ¼ 2 a s 0 and t ¼ 2 b t 0 with s 0 and t 0 odd; we may assume that a d b. Then gcdðs; tÞ ¼ gcdð2s; tÞ, and hence there exist natural numbers p and q such that 2sp À tq ¼ gcdðs; tÞ. Then by Lemma 3.10 again,
. . . ; lcmðs; tÞ À 1gg J SpecðhÞ:
Continuing in this way, this process will eventually end since SpecðhÞ is a finite set, and this proves that SpecðhÞ has the required form for some natural number r. Now suppose that r is a composite number, say r ¼ s Á t for some natural numbers s; t > 1. Then h s has at least t distinct eigenvalues, each with an eigenspace of dimension at least s over K. But this contradicts Lemma 3.9 (i). It remains to exclude the case r ¼ 2. So assume that SpecðhÞ ¼ fl; Àlg, let ah ¼ a Á l and bh ¼ Àb Á l. Then by Lemma 3.9 (ii), am b is contained in the eigenspace of the eigenvalue l, which is a Á K by Lemma 3.9 (i). Hence am b ¼ a Á n for some n A K Ã . Let r be a square root of
But this would contradict Proposition 3.6 (ii). r
We are grateful to P.-E. Caprace for providing us with a conceptual proof of the following lemma.
Lemma 3.12. Let g, h be unipotent elements in GL n ðKÞ with a one-dimensional fixedpoint space. Assume that g 2 ¼ h 2 . Then g ¼ h.
Proof. Since g and h have a one-dimensional fixed-point space, they both have the same Jordan normal form
possibly with respect to di¤erent bases. Note that J and J 2 fix a unique maximal flag ½ð0; . . . ; 0; 0; ÃÞ; ð0; . . . ; 0; Ã; ÃÞ; . . . ; ð0; Ã; . . . ; Ã; ÃÞ in the projective space PGðn; KÞ. (Recall that charðKÞ 0 2.) Since g 2 ¼ h 2 , they fix the same unique maximal flag, but of course g and g 2 fix the same unique maximal flag, and the same is true for h and h 2 . Hence g and h fix the same unique maximal flag, i.e. they lie in the same unipotent subgroup. But since charðKÞ 0 2, the unipotent subgroups are uniquely 2-divisible, and hence g 2 ¼ h 2 implies g ¼ h. r
The next proposition produces (too) many fixed-point free elements in H. We now arrive at our final contradiction. Indeed, since n d 2, there exist two linearly independent elements a; b A U Ã . Consider h ¼ m a m b A H, and let l be an eigenvalue of h. Let t A K Ã be such that t 2 ¼ l À1 ; then m a m bt ¼ m a m b Á l À1 has 1 as an eigenvalue, i.e. it has a non-trivial fixed point in U Ã . Hence by Proposition 3.13, m a m bt ¼ 1, but this would imply a ¼ Gbt, and we have reached our final contradiction. This proves Theorem 2.1.
