A T(1)-Theorem for non-integral operators by Frey, Dorothee & Kunstmann, Peer Christian
ar
X
iv
:1
10
7.
43
47
v1
  [
ma
th.
FA
]  
21
 Ju
l 2
01
1
A T (1)-Theorem for non-integral operators
Dorothee Frey and Peer Christian Kunstmann
November 5, 2018
Abstract
Let X be a space of homogeneous type and let L be a sectorial operator with bounded
holomorphic functional calculus on L2(X). We assume that the semigroup {e−tL}t>0 satisfies
Davies-Gaffney estimates. Associated to L are certain approximations of the identity. We
call an operator T a non-integral operator if compositions involving T and these approxima-
tions satisfy certain weighted norm estimates. The Davies-Gaffney and the weighted norm
estimates are together a substitute for the usual kernel estimates on T in Calderón-Zygmund
theory.
In this paper, we show, under the additional assumption that a vertical Littlewood-Paley-
Stein square function associated to L is bounded on L2(X), that a non-integral operator
T is bounded on L2(X) if and only if T (1) ∈ BMOL(X) and T ∗(1) ∈ BMOL∗(X). Here,
BMOL(X) and BMOL∗(X) denote the recently defined BMO(X) spaces associated to L
that generalize the space BMO(X) of John and Nirenberg.
Generalizing a recent result due to F. Bernicot, we show a second version of a T (1)-Theorem
under weaker off-diagonal estimates, which gives a positive answer to a question raised by
him. As an application, we prove L2(X)-boundedness of a paraproduct operator associated
to L. We moreover study criterions for a T (b)-Theorem to be valid.
Mathematics Subject Classification (2000): 42B20, 42B30
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1 Introduction
The term T (1)-Theorem originally denotes a famous result of David and Journé [23], which char-
acterizes the boundedness of Calderón-Zygmund operators on L2(Rn). In short, they prove that
a Calderón-Zygmund operator T is bounded on L2(Rn) if and only if it is weakly bounded (in
some appropriate sense) and T (1), T ∗(1) ∈ BMO(Rn). What is fascinating about this theorem
is that it is both - a deep result of crucial importance and a theorem that can be formulated in
only one sentence.
Many examples of operators, such as the Calderón commutators and pseudo-differential oper-
ators, can be covered by this result. For others, such as the Cauchy integral operator along
Lipschitz curves, the T (1)-Theorem is not directly applicable. This led to the development of
a T (b)-Theorem, see [49], [24], where the function 1 is replaced by a para-accretive function b.
There exist numerous variants and generalizations, among them local T (b)-Theorems, see e.g.
[16], [38], generalizations to non-homogeneous spaces, see e.g. [50], and operator-valued versions,
see e.g. [43].
Even though in practice many operators fall under the scope of the Calderón-Zygmund theory,
there are still numerous operators of interest that do not. It is well known, that an L2-bounded
Calderón-Zygmund operator is automatically also bounded on Lp for all p ∈ (1,∞). This makes
the Calderón-Zygmund theory not applicable to operators which are bounded on Lp only for a
range of p strictly smaller than (1,∞).
Examples of such operators include operators that are related to a sectorial operator L in L2,
with domain D(L) and range R(L), where the corresponding semigroup {e−tL}t>0 is bounded
on Lp only for a range of p strictly smaller than (1,∞). In this case, one cannot work, as it has
frequently been done in the last two decades, with pointwise Gaussian estimates for the semi-
group, but has to work with generalized Gaussian estimates, Davies-Gaffney estimates or other
off-diagonal estimates instead.
Aiming at a unified treatment of some of these operators, an Lp theory was developed for oper-
ators that lie beyond Calderón-Zygmund theory, still - or even more - being “singular” in some
sense and generalizing the concept of Calderón-Zygmund operators. See e.g. [27], [19], [13],
[4], [3] and [2]. Actually, many ideas used in the study of such operators are generalizations of
methods developed in Calderón-Zygmund theory. Those operators have also been called non-
integral operators, reflecting the property that the operators under consideration can no longer
be represented as an integral operator with a Calderón-Zygmund kernel, sometimes even not
with any other kernel in a suitable sense (besides the Schwartz kernel). The main idea in this
concept (already present in [28], [27]) is to use approximation operators that are constructed via
H∞-functional calculus as introduced in [48], e.g. the semigroup {e−tL}t>0 as an approximation
of the identity and the derivative {t∂te−tL}t>0 for the construction of a resolution of the identity.
The Hörmander condition for a Calderón-Zygmund operator is then replaced by weighted norm
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estimates, also called off-diagonal estimates, on compositions involving T and these approxima-
tions.
Closely related to this theory are results on generalizations of operators and function spaces,
that were originally constructed via the Laplacian and Littlewood-Paley theory. This includes
versions of Hardy spaces HpL and corresponding spaces BMOL that are associated to L, see e.g.
[5], [30], [29], [8], [12], [41], [42], [39], [26] and the study of Riesz transforms, e.g. in [6], [40], [14].
The present paper is devoted to a corresponding L2 theory for such non-integral operators.
We assume X to be a space of homogeneous type and let L be a sectorial operator with bounded
holomorphic functional calculus on L2(X). We assume that the semigroup {e−tL}t>0 satisfies
Davies-Gaffney estimates, an Lp−L2 estimate for some p < 2 and an L2−Lq estimate for some
q > 2. Standard examples of operators that satisfy our assumptions are elliptic operators in di-
vergence form with bounded measurable complex coefficients, see e.g. [2], Schrödinger operators
with singular potentials, see e.g. [47], and Laplace-Beltrami operators on complete Riemannian
manifolds with non-negative Ricci curvature, see e.g. [25], [34].
Let us be a bit more precise on the term “non-integral operator”: We consider operators T :
D(L) ∩R(L)→ L2loc(X) with T ∗ : D(L∗) ∩R(L∗)→ L2loc(X) such that for functions ψ1, ψ2 ∈ Ψ
(where Ψ denotes the set consisting of bounded holomorphic functions on a sector with decay at
zero and infinity) with suitable decay at zero the following off-diagonal estimates are valid:
‖Tψ1(tL)f‖L2(B2) + ‖T ∗ψ2(tL∗)f‖L2(B2) ≤ C
(
1 +
dist(B1, B2)
2m
t
)−γ
‖f‖L2(B1) (1.1)
for some γ > 0, for all t > 0, all balls B1, B2 with radius r = t
1/2m and all f ∈ L2(X) supported
in B1.
These off-diagonal estimates replace Hölder or Hörmander conditions on the kernel of Calderón-
Zygmund operators. Similar estimates were already used in [41], Theorem 3.2, to show bounded-
ness of some operator T : H1L(X) → L1(X) under the assumption that T is bounded on L2(X).
The relation of our assumptions on T and those used in Theorem 3.23 is given by Lemma 4.12
below. Moreover, observe that the estimates in (1.1) are not only “off-diagonal” assumptions,
but also include the “on-diagonal” case for dist(B1, B2) = 0. In contrast to the standard T (1)-
Theorem of [23], we therefore do not require a weak boundedness property in Theorem 1.1 below.
On the Euclidean space Rn let us denote by GL the vertical Littlewood-Paley-Stein square func-
tion associated to L, i.e. let GL(f)(x) :=
(∫ ∞
0
∣∣∣t∇e−t2mLf(x)∣∣∣2 dt
t
)1/2
for all x ∈ Rn and all
f ∈ L2(Rn). Then the main result, Theorem 4.8 below, reads as follows:
Theorem 1.1 Let L be the sectorial operator of order 2m as specified above such that GL and
GL∗ are bounded on L
2(Rn). Let T be a non-integral operator satisfying (1.1) for sufficiently
large γ > 0. Then T is bounded on L2(Rn) if and only if
T (1) ∈ BMOL(Rn) and T ∗(1) ∈ BMOL∗(Rn).
Here, T (1) and T ∗(1) are appropriately defined linear functionals on a subspace of H1L(R
n) and
H1L∗(R
n), respectively. If the space Rn is replaced by an arbitrary space X of homogeneous
type, we require in addition the validity of some Poincaré inequality and have to reformulate the
boundedness of the Littlewood-Paley-Stein square functions.
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The most important tool in the proof of Theorem 1.1 is a paraproduct associated to L. With
the help of a Fefferman-Stein criterion for Carleson measures and elements of BMOL(X), it is
shown in [31] (see Theorem 4.9 below) that for every b ∈ BMOL(X) the operator
Πb : f 7→
∫ ∞
0
ψ˜(t2mL)[ψ(t2mL)b · At(e−t2mLf)] dt
t
(1.2)
is bounded on L2(X), where ψ, ψ˜ ∈ Ψ with sufficient decay at zero, and At denotes some averag-
ing operator. After subtracting ΠT (1) from the operator T , the remaining term can be dealt with
by Poincaré inequalities, quadratic estimates and almost orthogonality arguments. In absence
of pointwise kernel estimates, off-diagonal estimates become a crucial technical ingredient, cf.
Section 3.1 below.
Let us also mention the following extension property of non-integral operators, that is shown
in Corollary 4.13 below. If T satisfies (1.1) and is bounded on L2(X), then it extends to a
bounded operator T : HpL(X) → Lp(X) for p ∈ [1, 2), T : Lp(X) → HpL(X) for p ∈ (2,∞) and
T : L∞(X) → BMOL(X). Such a property is similar to the behaviour of Calderón-Zygmund
operators, in respect of the fact that every Calderón-Zygmund operator, that is bounded on
L2(X), is automatically also bounded on Lp(X) for all p ∈ (1,∞).
For a second order elliptic operator L in divergence form, we denote by (p−(L), p+(L)) and
(q−(L), q+(L)) the interior of the interval of L
p(X) boundedness of {e−tL}t>0 and {
√
t∇e−tL}t>0,
respectively. In [2] it is shown that p−(L) = q−(L) and p+(L) ≥ q+(L). Then for p ∈
(p−(L), p+(L)), as shown in [42], there holds H
p
L(X) = L
p(X), and therefore T is bounded
on Lp(X) for all p ∈ (p−(L), p+(L)). For other types of operators L, one can obtain similar
results via generalized Gaussian estimates, cf. Proposition 3.25 below. However, these results on
Lp(X) boundedness also show that Theorem 1.1 is not applicable to operators, such as the Riesz
transform ∇L−1/2, which are only bounded on Lp(X) for p ∈ (q−(L), q+(L)), in the case that
p+(L) > q+(L).
While the work was in preparation, we learned that a similar T (1)-Theorem has also been proved
by Bernicot, cf. [11]. The main difference to our result is, that a crucial assumption in [11] are
pointwise bounds on the kernels of the semigroup {e−tL}t>0. Moreover, it is assumed that the
conservation properties e−tL(1) = 1 and e−tL
∗
(1) = 1 hold. On the other hand, the assumed
off-diagonal estimates on the operator T are slightly weaker than (1.1).
In Theorem 4.16 below, we show, with the same methods used in the proof of Theorem 1.1,
a second version of a T (1)-Theorem under weaker off-diagonal estimates. This generalizes the
result of [11] and answers the question of Bernicot, raised in [11], whether such a result could be
obtained assuming only off-diagonal estimates instead of pointwise bounds on the kernel of the
semigroup.
Under the additional assumption that e−tL is bounded on L∞(X) uniformly in t > 0, we then
apply Theorem 4.16 to prove the boundedness of the paraproduct operator Π˜f on L
2(X), where
Π˜f is defined by
Π˜f (g) :=
∫ ∞
0
ψ(t2mL)[e−t
2mLg · e−t2mLf ] dt
t
for f ∈ L∞(X), g ∈ L2(X) and ψ ∈ Ψ with sufficient decay at zero and infinity.
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Moreover, we study conditions for a T (b)-Theorem to be valid for an accretive function b ∈
L∞(X). The conditions are given in terms of certain Schur conditions as they are used in a
continuous version of the Cotlar-Knapp-Stein lemma. That is, we assume that for large enough
δ > 0 ∥∥∥ψ˜(sL)Mbψ(tL)∥∥∥
L2(X)→L2(X)
≤ Cmin
(
s
t
,
t
s
)δ
‖b‖L∞(X)
uniformly for all s, t > 0, where ψ, ψ˜ ∈ Ψ and Mb denotes the multiplication operator with b.
The article is organized as follows: In Section 2, we set some notation and summarize the most
important definitions and results for spaces of homogeneous type and holomorphic functional cal-
culus. In Section 3, we define three different notions of off-diagonal estimates and collect essential
properties of those. Moreover, we fix our assumptions on the operator L and give a short review
on Hardy and BMO spaces associated to operators. Section 4 contains the main results of this
article. We first show how to define T (1) and T ∗(1) (a problem which has not been addressed
in [11]) and introduce the notion of Poincaré inqualities on spaces of homogeneous type. We
continue with statement and proof of a T (1)-Theorem for non-integral operators, Theorem 1.1,
and of a second version and explain the corresponding Lp theory. Finally, we study criterions for
a T (b)-Theorem. In Section 5, we give the proofs of some auxiliary results concerning off-diagonal
estimates for certain operators.
Throughout the article, the letter “C” will denote (possibly different) positive constants that are
independent of the essential variables. We will frequently write a . b for non-negative quantities
a, b, if a ≤ Cb for some C.
2 Preliminaries
2.1 Spaces of homogeneous type
In the following we will always assume X to be a space of homogeneous type. More precisely, we
assume that (X, d) is a metric space and µ is a nonnegative Borel measure on X with µ(X) =∞
which satisfies the doubling condition:
There exists a constant A1 ≥ 1 such that for all x ∈ X and all r > 0
V (x, 2r) ≤ A1V (x, r) <∞,
where we set B(x, r) := {y ∈ X : d(x, y) < r}, V (U) := µ(U) for an open set U ⊆ X and
V (x, r) := µ(B(x, r)). Note that the doubling property implies the following strong homogeneity
property: There exists a constant A2 > 0 and some n > 0 such that for all λ ≥ 1, for all x ∈ X
and all r > 0
V (x, λr) ≤ A2λnV (x, r). (2.1)
In a Euclidean space with the Lebesgue measure, the parameter n corresponds to the dimension
of the space. There also exist constants C and D, 0 ≤ D ≤ n, so that
V (y, r) ≤ C
(
1 +
d(x, y)
r
)D
V (x, r) (2.2)
uniformly for all x, y ∈ X and r > 0. For D = n, this is a direct consequence of (2.1) and the
triangle inequality. If X = Rn, then D can be chosen to be 0. For more details on spaces of
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homogeneous type, we refer to [18].
We fix some element x0 ∈ X that is henceforth denoted by 0. The ball B0 := B(0, 1) is then
referred to as unit ball.
For a ball B ⊆ X we denote by rB the radius of B and set
S0(B) := B and Sj(B) := 2
jB \ 2j−1B for j = 1, 2, . . . , (2.3)
where 2jB is the ball with the same center as B and radius 2jrB .
We recall from [22], [16] the following construction of an analogue of a dyadic grid on Euclidean
spaces for spaces of homogeneous type.
Lemma 2.1 Let (X, d, µ) be a space of homogeneous type. Then there exists a collection Q :=
{Qkα : k ∈ Z, α ∈ Ik} of open subsets of X, where Ik is some index set, a constant δ ∈ (0, 1) and
constants C1, C2 > 0 such that
(i) µ(X \⋃αQkα) = 0 for each fixed k and Qkα ∩Qkβ = ∅ if α 6= β;
(ii) for any α, β, k, l with l ≥ k, either Qlβ ⊆ Qkα or Qlβ ∩Qkα = ∅;
(iii) for each l < k and each α ∈ Ik there is a unique β such that Qkα ⊆ Qlβ;
(iv) diam(Qkα) ≤ C1δk;
(v) each Qkα contains some ball B(z
k
α, C2δ
k), where zkα ∈ X.
One can think of Qkα ∈ Q as being a dyadic cube with sidelength δk centered at zkα. By abuse of
notation we will sometimes call the elements of the collection Q “cubes”.
We fix the following notation for further reference. It describes the covering of a dilated ball 2jB
with elements of Q whose diameters are related to the radius of the ball B.
Notation 2.2 Let B = B(xB , rB) be an arbitrary ball in X. With the notation as in Lemma
2.1, we define k0 ∈ Z to be the uniquely determined integer satisfying
C1δ
k0 ≤ rB < C1δk0−1 (2.4)
and for each j ∈ N we define kj ∈ Z to be the integer satisfying
δ−kj ≤ 2j < δ−kj−1. (2.5)
We further define for each j ∈ N the index set Mj related to the ball B = B(xB , rB) by
Mj := {β ∈ Ik0 : Qk0β ∩B(xB, C1δk0−kj−2) 6= ∅}, (2.6)
representing all “cubes” out of Q with “sidelength” approximately equal to rB that have non-
empty intersection with the dilated ball 2jB. More precisely, we observe that Lemma 2.1 yields
– modulo null sets of µ – for every j ∈ N the following inclusions:
2jB ⊆ B(xB, C1δk0−kj−2) ⊆
⋃
β∈Mj
Qk0β ⊆ B(xB , 2C1δk0−kj−2) ⊆ δ−22j+1B. (2.7)
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The first and the fourth inclusions are simple consequences of the definition of k0 and kj, whereas
the second one follows from Lemma 2.1 (i) and the third one uses Lemma 2.1 (iv). Further,
Lemma 2.1 yields that the sets Qk0β , β ∈Mj , are disjoint and for each β ∈Mj there exists some
zk0β ∈ X such that
B(zk0β , c1rB) ⊆ Qk0β ⊆ B(zk0β , rB) (2.8)
for some c1 ∈ (0, 1) independent of j and β due to Lemma 2.1 (v) and (iv).
Remark 2.3 The cardinality of the set Mj defined in (2.6) is bounded from above by a constant
times 2jn. This fact is in analogy to the case of Euclidean spaces, meaning that for an arbitrary
ball B = B(xB, rB) in X, one can cover the dilated ball 2
jB = B(xB, 2
jrB) by approximately
2jn disjoint “cubes” out of Q of diameter approximately equal to rB . The argument is a simple
modification of the one given in [18], Chapitre III.
2.2 Notation
Let f ∈ L1loc(X). We denote the average of f over an open set U ∈ X by
〈f〉U := 1
V (U)
∫
U
f(x) dµ(x).
Averaging operator Let t > 0. With the notation as in Lemma 2.1, we denote by k0 ∈ Z the
unique integer satisfying
C1δ
k0 ≤ t < C1δk0−1. (2.9)
Then for almost every x ∈ X there exists a unique α ∈ Ik0 such that x ∈ Qk0α . We will therefore
define the uncentered averaging operator At with respect to “dyadic cubes” by
Atf(x) :=
1
V (Qk0α )
∫
Q
k0
α
f(y) dµ(y), for almost all x ∈ X, (2.10)
for every f ∈ L1loc(X), where Qk0α is the uniquely determined open set out of the collection
{Qk0β }β∈Ik0 with x ∈ Qk0α . Observe that the operator At is constant on each open set Qk0α
and that Atf =
∑
α∈Ik0
〈f〉
Q
k0
α
1
Q
k0
α
, where k0 is determined by (2.9). Moreover, there exists a
constant C > 0 such that for almost every x ∈ X and every f ∈ L1loc(X)
|Atf(x)| ≤ C 1
V (x, t)
∫
B(x,t)
|f(y)| dµ(y). (2.11)
Maximal operators We denote by M the uncentered Hardy-Littlewood maximal operator,
i.e. for a measurable function f : X → C and a point x ∈ X we set
Mf(x) = sup
r>0
y∈B(x,r)
1
V (y, r)
∫
B(y,r)
|f(z)| dµ(z).
Further, for p ∈ [1,∞), we denote by Mp the p-maximal operator, i.e. for a measurable function
f : X → C we setMpf = [M(|f |p)]1/p. Recall thatMp is bounded on Lq(X) for every q ∈ (p,∞],
but not on Lp(X).
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Tent spaces and Carleson measures For any x ∈ X , we denote by Γ(x) the cone of aperture
1 with vertex x, namely Γ(x) := {(y, t) ∈ X × (0,∞) : d(y, x) < t}. If O is an open subset of X,
then the tent over O, denoted by Oˆ, is defined as Oˆ := {(x, t) ∈ X × (0,∞) : dist(x,Oc) ≥ t}.
For any measurable function F on X × (0,∞), the conical square function A F is defined by
A F (x) :=
(∫∫
Γ(x)
|F (y, t)|2 dµ(y)
V (x, t)
dt
t
)1/2
, x ∈ X,
and the Carleson function CF by
CF (x) := sup
B :x∈B
(
1
V (B)
∫∫
Bˆ
|F (y, t)|2 dµ(y)dt
t
)1/2
, x ∈ X,
where the supremum is taken over all balls B in X that contain x. One then defines on X×(0,∞)
the tent spaces
T 1(X) := {F : X × (0,∞)→ C measurable ; ‖F‖T 1(X) := ‖A F‖L1(X) <∞},
T∞(X) := {F : X × (0,∞)→ C measurable ; ‖F‖T∞(X) := ‖CF‖L∞(X) <∞}.
A Carleson measure is a Borel measure ν on X × (0,∞) such that
‖ν‖C := sup
B
1
V (B)
∫∫
Bˆ
|dν| <∞,
where the supremum is taken over all balls B in X.
For more details on tent spaces and Carleson measures, we refer to [17].
2.3 Holomorphic functional calculus
We only state the most important definitions and results. For more details on holomorphic
functional calculi we refer to [48], [1], [46] and [35].
For 0 ≤ ω < σ < π we define the closed and open sectors in the complex plane C by
Sω+ := {ζ ∈ C \ {0} : |arg ζ| ≤ ω} ∪ {0}, Σ0σ := {ζ ∈ C : ζ 6= 0, |arg ζ| < σ}.
We denote by H(Σ0σ) the space of all holomorphic functions on Σ
0
σ. We further define
H∞(Σ0σ) := {ψ ∈ H(Σ0σ) : ‖ψ‖L∞(Σ0σ) <∞},
Ψα,β(Σ
0
σ) := {ψ ∈ H(Σ0σ) : ∃C : |ψ(ζ)| ≤ C |ζ|α (1 + |ζ|α+β)−1 for every ζ ∈ Σ0σ}
for every α, β > 0 and Ψ(Σ0σ) :=
⋃
α,β>0Ψα,β(Σ
0
σ).
Definition 2.4 Let ω ∈ [0, π). A closed operator L in a Hilbert space H is said to be sectorial
of angle ω if σ(L) ⊆ Sω+ and, for each σ > ω, there exists a constant Cσ > 0 such that∥∥(ζI − L)−1∥∥ ≤ Cσ |ζ|−1 , ζ /∈ Sσ+.
Remark 2.5 Let ω ∈ [0, π) and let L be a sectorial operator of angle ω in a Hilbert space H.
Then L has dense domain in H. If L is assumed to be injective, then L also has dense range in
H. See e.g. [21], Theorem 2.3 and Theorem 3.8.
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Let ω < θ < σ < π and let L be a sectorial operator of angle ω ∈ [0, π) in a Hilbert space H.
Then for every ψ ∈ Ψ(Σ0σ)
ψ(L) :=
1
2πi
∫
∂Σ0θ
ψ(λ)(λI − L)−1 dλ (2.12)
defines a bounded operator on H. By sectoriality of L the integral in (2.12) is well-defined,
and an extension of Cauchy’s theorem shows that the definition is independent of the choice of
θ ∈ (ω, σ).
Let L be in addition injective and set ψ(z) := z(1 + z)−2. Then ψ(L) is injective and has dense
range in H. For f ∈ H∞(Σ0σ) one can define by
f(L) := [ψ(L)]−1(f · ψ)(L)
a closed operator in H. We say that L has a bounded H∞(Σ0σ) functional calculus if there exists
a constant cσ > 0 such that for all f ∈ H∞(Σ0σ), there holds f(L) ∈ B(H) with
‖f(L)‖ ≤ cσ ‖f‖L∞(Σ0σ) .
One can show that L has a bounded holomorphic functional calculus on H if and only if the
following quadratic estimates are satisfied:
For some (all) σ ∈ (ω, π) and some ψ ∈ Ψ(Σ0σ) \ {0} there exists some C > 0 such that for all
x ∈ H
C−1 ‖x‖2 ≤
∫ ∞
0
‖ψ(tL)x‖2 dt
t
≤ C ‖x‖2 . (2.13)
Moreover, if ψ, ψ˜ ∈ Ψ(Σ0σ) \ {0} are chosen to satisfy
∫∞
0 ψ(t)ψ˜(t)
dt
t = 1, then the functional
calculus of L on H yields the following Calderón reproducing formula: For every f ∈ H∫ ∞
0
ψ(t2mL)ψ˜(t2mL)f
dt
t
= f in H.
Observe that for given ψ ∈ Ψ(Σ0σ) \ {0} and given α, β > 0, one can always find a function
ψ˜ ∈ Ψα,β(Σ0σ) \ {0} such that
∫∞
0 ψ(t)ψ˜(t)
dt
t = 1.
3 Off-diagonal estimates and definition of H
p
L(X) and BMOL(X)
In the following, m ≥ 1 will be a fixed constant, and 2m represents the order of the sectorial
operator L.
3.1 Davies-Gaffney and other off-diagonal estimates
We introduce the following three different notions of off-diagonal estimates (compare also [7]).
Davies-Gaffney estimates We say that the family of operators {St}t>0 satisfies Davies-
Gaffney estimates (L2 off-diagonal estimates) if there exist constants C, c > 0 such that for
arbitrary open sets E,F ⊆ X
‖Stf‖L2(F ) ≤ Ce
−
(
dist(E,F )2m
ct
) 1
2m−1
‖f‖L2(E) , (3.1)
for every t > 0 and every f ∈ L2(X) supported in E.
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Off-diagonal estimates We say that a family of operators {St}t>0 satisfies L2 off-diagonal
estimates of order γ, γ > 0, if there exists a constant C > 0 such that for arbitrary open sets
E,F ⊆ X
‖Stf‖L2(F ) ≤ C
(
1 +
dist(E,F )2m
t
)−γ
‖f‖L2(E) ,
for every t > 0 and every f ∈ L2(X) supported in E.
Weak off-diagonal estimates We say that a family of linear operators {St}t>0 satisfies weak
L2 off-diagonal estimates of order γ, γ > 0, if there exists a constant C > 0 such that for every
t > 0, arbitrary balls B1, B2 ∈ X with radius r = t1/2m and every f ∈ L2(X) supported in B1
‖Stf‖L2(B2) ≤ C
(
1 +
dist(B1, B2)
2m
t
)−γ
‖f‖L2(B1) . (3.2)
Unless otherwise specified, we always mean by (weak) off-diagonal estimates the definition of
(weak) L2 off-diagonal estimates.
We collect some important properties of the different concepts of off-diagonal estimates.
Operator families that satisfy off-diagonal or Davies-Gaffney estimates are uniformly bounded
on L2(X). This is a direct consequence of the definition by taking E = F = X. For operator
families that satisfy weak off-diagonal estimates, we obtain the following.
Lemma 3.1 Assume that the family of operators {St}t>0 satisfies weak L2 off-diagonal estimates
of order γ > n2m . Then St is bounded on L
2(X) uniformly in t > 0, i.e. there exists a constant
C > 0 such that for all f ∈ L2(X) and every t > 0
‖Stf‖L2(X) ≤ C ‖f‖L2(X) .
Proof: Let t > 0 and f, g ∈ L2(X). We split X with the help of Lemma 2.1 into “cubes” out of
Q with diameter approximately equal to t1/2m and then order them into annuli around one fixed
“cube” to get an estimate for the distance of the “cubes”. With the notation as in Lemma 2.1,
let k0 ∈ Z be the integer satisfying C1δk0 ≤ t1/2m < C1δk0−1. In addition, for every α ∈ Ik0 we
denote by Bα the ball B(z
k0
α , t
1/2m) and observe that Lemma 2.1 (iv) and (v) yield the inclusion
Qk0α ⊆ Bα. Then by assumptions
|〈Stf, g〉| ≤
∑
α∈Ik0
∑
β∈Ik0
∣∣∣∣〈St1Qk0α f,1Qk0β g〉
∣∣∣∣
.
∑
α∈Ik0
∑
β∈Ik0
(
1 +
dist(Bα, Bβ)
2m
t
)−γ
‖f‖
L2(Q
k0
α )
‖g‖
L2(Q
k0
β )
≤

 ∑
α∈Ik0
∑
β∈Ik0
(
1 +
dist(Bα, Bβ)
2m
t
)−γ
‖f‖2
L2(Q
k0
α )


1/2
×

∑
α∈Ik0
∑
β∈Ik0
(
1 +
dist(Bα, Bβ)
2m
t
)−γ
‖g‖2
L2(Q
k0
β )


1/2
, (3.3)
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using the Cauchy-Schwarz inequality in the last step. Let α ∈ Ik0 be fixed and let j ∈ N. As in
Notation 2.2 we define the index set Mj related to the ball Bα by
Mj := {β ∈ Ik0 : Qk0β ∩B(zk0α , C1δk0−kj−2) 6= ∅}.
The inclusions (2.7) from Notation 2.2 yield that if zk0β ∈ Sj(Bα), then β ∈Mj and, by definition
of the annulus, dist(Bα, Bβ) & 2
jt1/2m for every j ≥ 3. We therefore get for fixed α ∈ Ik0
∑
β∈Ik0
(
1 +
dist(Bα, Bβ)
2m
t
)−γ
≤
∞∑
j=0
∑
β∈Ik0
z
k0
β ∈Sj(Bα)
(
1 +
dist(Bα, Bβ)
2m
t
)−γ
.
∞∑
j=0
∑
β∈Mj
(1 + 2j)−2mγ .
∞∑
j=0
2−2mγj2nj , (3.4)
where we used the result of Remark 2.3 in the last step, saying that the cardinality of Mj is less
than a constant times 2jn. On the other hand, the disjointness of the cubes {Qk0α }α∈Ik0 implies
that ∑
α∈Ik0
‖f‖2
L2(Q
k0
α )
≤ ‖f‖2L2(X) .
Hence, the expression in the first bracket of (3.3) is bounded by a constant times ‖f‖2L2(X).
Repeating the same procedure for the second bracket with the roles of α and β interchanged and
f replaced by g finally shows that |〈Stf, g〉| . ‖f‖L2(X) ‖g‖L2(X). 
Remark 3.2 Let {St}t>0 be a family of linear operators on L2(X) that satisfies weak off-diagonal
estimates of order γ > 0. Then there exists a constant C > 0 such that for an arbitrary ball
B ∈ X with radius rB = t1/2m, for all j ∈ N0 and all f, g ∈ L2(X) with supp f ⊆ B and
supp g ⊆ Sj(B)
|〈Stf, g〉| . 2jn/2
(
1 +
dist(B,Sj(B))
2m
t
)−γ
‖f‖L2(B) ‖g‖L2(Sj(B)) . (3.5)
The proof is similar to the one of Lemma 3.1.
Remark 3.3 Let {St}t>0 be a family of linear operators on L2(X) that satisfies weak off-diagonal
estimates of order γ > n2m . Then, for every t > 0 and every ball B in X, the operator S
∗
t also
acts from L2(B) to L1(X) and one can thus define St as an operator from L
∞(X) to L2loc(X) via
duality. This works as follows:
Let f ∈ L∞(X) and t > 0. Further, let B = B(xB, t1/2m) be some ball in X and ϕ ∈ L2(X)
with suppϕ ⊆ B. Splitting X into annuli around B, we obtain
|〈f, S∗t ϕ〉| ≤
∞∑
j=0
∣∣∣〈f,1Sj(B)S∗t ϕ〉∣∣∣
.
∞∑
j=0
2jn/2
(
1 +
dist(B,Sj(B))
2m
t
)−γ
‖f‖L2(Sj(B)) ‖ϕ‖L2(B)
. ‖f‖L∞(X) ‖ϕ‖L2(B) V (B)1/2
∞∑
j=0
2jn(1 + 2j)−2mγ . ‖f‖L∞(X) ‖ϕ‖L2(B) V (B)1/2,
11
since γ > n2m . Thus, for every t > 0 we can define Stf for f ∈ L∞(X) via duality as
〈Stf, ϕ〉 := 〈f, S∗t ϕ〉,
where ϕ ∈ L2(X) is supported in some ball in X.
We continue with another important observation: All notions of off-diagonal estimates are stable
under composition.
Lemma 3.4 Let {St}t>0 and {Tt}t>0 be two families of bounded linear operators on L2(X).
(i) If {St}t>0 and {Tt}t>0 satisfy Davies-Gaffney estimates, then {SsTt}s,t>0 satisfies Davies-
Gaffney estimates in max(s, t).
(ii) If {St}t>0 and {Tt}t>0 satisfy off-diagonal estimates of order γ and δ, respectively, then
{SsTt}s,t>0 satisfies off-diagonal estimates of order min(γ, δ) in max(s, t).
Part (i) for m = 1 is proven in [40], Lemma 2.3. The proof for arbitrary m and part (ii) follow
along the same lines.
For the corresponding result for families of operators that satisfy weak off-diagonal estimates
(Proposition 3.7 below), we first state some auxiliary results.
Remark 3.5 Let s, t > 0 with t ≤ s and let B be an arbitrary ball in X with radius t. As in
Notation 2.2, let k0 be the uniquely determined integer satisfying C1δ
k0 ≤ t < C1δk0−1 and for
each β ∈ Ik0 let Bβ := B(zk0β , t), where zk0β is given by Lemma 2.1. Further, suppose that γ > n.
Then for every ε > 0 with γ ≥ n+ ε
∑
β∈Ik0
(
1 +
dist(B,Bβ)
s
)−γ
=
∞∑
j=0
∑
β∈Ik0
z
k0
β ∈Sj(B)
(
1 +
dist(B,Bβ)
s
)−γ
.
∞∑
j=0
∑
β∈Mj
(
1 +
2jt
s
)−(n+ε)
,
using the fact that for every j ≥ 3 and all β with zk0β ∈ Sj(B) there holds dist(B,Bβ) & 2jt and
β ∈Mj, where Mj was defined in (2.6). Moreover, Remark 2.3 shows that #Mj . 2jn, therefore
the above is bounded by a constant times
∞∑
j=0
2jn
(
1 +
2jt
s
)−(n+ε)
.
(s
t
)n+ε ∞∑
j=0
2jn2−j(n+ε) .
(s
t
)n+ε
,
since we assumed t ≤ s.
Thus, we finally obtain the following: For every ε > 0 there exists a constant C > 0 such that
for all t ≤ s and every γ ≥ n+ ε
∑
β∈Ik0
(
1 +
dist(B,Bβ)
s
)−γ
≤ C
(s
t
)n+ε
, (3.6)
where B is an arbitrary ball in X with radius t and the balls Bβ = B(z
k0
β , t) are specified above.
In view of the assumption t ≤ s, one obviously aims at an application for sufficiently small chosen
ε > 0.
Fundamental for the proof of Proposition 3.7 is the following lemma. It can be considered as an
analogue of certain estimates for compositions of integral operators, see e.g. [33], Appendix K.1.
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Lemma 3.6 Let s, t > 0 with t ≤ s and let B1, B2 be two arbitrary balls in X with radius t. If
γ, δ > n, then for every ε > 0 there exists some constant C > 0 such that
∑
β∈Ik0
(
1 +
dist(B1, Bβ)
s
)−γ (
1 +
dist(Bβ, B2)
s
)−δ
≤ C
(s
t
)n+ε(
1 +
dist(B1, B2)
s
)−min(γ,δ)
, (3.7)
where Bβ = B(z
k0
β , t), k0 ∈ Z is uniquely determined by C1δk0 ≤ t < C1δk0−1 and the index set
Ik0 and z
k0
β are given in Lemma 2.1.
Proof: Let ε > 0. We denote by Σ the left-hand side of (3.7). If dist(B1,B2)s ≤ 3, then we get,
according to (3.6),
Σ ≤
∑
β∈Ik0
(
1 +
dist(B1, Bβ)
s
)−γ
.
(s
t
)n+ε
.
(s
t
)n+ε(
1 +
dist(B1, B2)
s
)−min(γ,δ)
.
If otherwise dist(B1,B2)s ≥ 3, we split the space X into two parts. For this purpose, we set
ρ := dist(B1, B2) and define G := {x ∈ X : dist(x,B2) < ρ2}. Then, for every β ∈ Ik0 with
zk0β ∈ G we have the estimate
dist(B1, Bβ) ≥ dist(B1, G) − t ≥ 1
2
dist(B1, B2)− 1
3
dist(B1, B2) =
1
6
dist(B1, B2).
Using (3.6), this yields
∑
β∈Ik0
z
k0
β ∈G
(
1 +
dist(B1, Bβ)
s
)−γ (
1 +
dist(Bβ, B2)
s
)−δ
.
(
1 +
dist(B1, B2)
s
)−γ ∑
β∈Ik0
z
k0
β ∈G
(
1 +
dist(Bβ , B2)
s
)−δ
.
(s
t
)n+ε(
1 +
dist(B1, B2)
s
)−min(γ,δ)
.
(3.8)
Similarly, if β ∈ Ik0 with zk0β ∈ X \G, we obtain the estimate dist(B2, Bβ) & dist(B1, B2). Hence,
we can argue as before and end up with the same bound as in (3.8) for the sum over all β ∈ Ik0
with zk0β ∈ X \G. 
Now, we can show the following.
Proposition 3.7 Let {St}t>0 and {Tt}t>0 be two families of linear operators on L2(X) that
satisfy weak off-diagonal estimates of order γ > n2m and δ >
n
2m , respectively. Then there exists
some constant C > 0 such that for every t > 0 and arbitrary balls B1, B2 ∈ X with radius
r = t1/2m
‖StTtf‖L2(B2) ≤ C
(
1 +
dist(B1, B2)
2m
t
)−min(γ,δ)
‖f‖L2(B1) ,
for all f ∈ L2(X) supported in B1.
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Proof: Let k0 ∈ Z be defined by (2.4), so that C1δk0 ≤ t1/2m < C1δk0−1. Moreover, let Ik0 be
the index set defined in Lemma 2.1 and denote for every β ∈ Ik0 by Bβ the ball B(zk0β , t1/2m).
Lemma 2.1 then yields in particular that X =
⋃
β∈Ik0
Bβ up to a nullset.
Since we assumed γ, δ > n2m , we can apply Lemma 3.6 (now with t
1/2m instead of t) and get for
every f ∈ L2(X) with supp f ⊆ B1 by assumption on the operators
‖StTtf‖L2(B2) ≤
∑
β∈Ik0
∥∥St1BβTtf∥∥L2(B2)
.
∑
β∈Ik0
(
1 +
dist(B2, Bβ)
2m
t
)−γ (
1 +
dist(Bβ , B1)
2m
t
)−δ
‖f‖L2(B1)
.
(
1 +
dist(B1, B2)
2m
t
)−min(γ,δ)
‖f‖L2(B1) . 
One can apply weak off-diagonal estimates for balls with some radius different from the scale of
the operator family in the following way.
Remark 3.8 Let {St}t>0 be a family of linear operators on L2(X) that satisfies weak off-diagonal
estimates of order γ > 0. Let s, t > 0 and let B1, B2 be two arbitrary balls in X with radius s.
Then for every f ∈ L2(X) with supp f ⊆ B1
‖Stf‖L2(B2) . max
{
1,
( s
t1/2m
)n}(
1 +
dist(B1, B2)
2m
t
)−γ
‖f‖L2(B1) .
For the proof, one splits X into “cubes” out of Q with diameter approximately equal to t1/2m
and argues similar to the proof of Lemma 3.1.
3.2 Assumptions on L
We fix our assumptions on the operator L. Unless otherwise specified, we will assume the
following.
(H1) The operator L is an injective, sectorial operator in L2(X) of angle ω, where 0 ≤ ω < π/2.
Further, L has a bounded H∞(Σ0σ) functional calculus for some (all) ω < σ < π.
(H2) The operator L generates an analytic semigroup {e−tL}t>0 satisfying Davies-Gaffney esti-
mates, i.e. there exist constants C, c > 0 such that for arbitrary open subsets E,F ⊆ X
∥∥e−tLf∥∥
L2(F )
≤ C exp
[
−
(
dist(E,F )2m
ct
) 1
2m−1
]
‖f‖L2(E) (3.9)
for every t > 0 and every f ∈ L2(X) with supp f ⊆ E.
(H3) The semigroup {e−tL}t>0 satisfies an Lp˜ −L2 off-diagonal estimate for some p˜ ∈ (1, 2) and
an L2 − Lq˜ off-diagonal estimate for some q˜ ∈ (2,∞), i.e. there exists a constant C > 0
and some ε > 0 such that for every t > 0, every j ∈ N0 and for an arbitrary ball B in X
with radius r = t1/2m∥∥∥e−tL1Sj(B)f∥∥∥
L2(B)
≤ C2−j(np˜+ε)V (B) 12− 1p˜ ‖f‖Lp˜(Sj(B)) (3.10)
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and ∥∥e−tL1Bg∥∥Lq˜(Sj(B)) ≤ C2−j( nq˜′+ε)V (B) 1q˜− 12 ‖g‖L2(B) (3.11)
for all f ∈ Lp˜(X) and all g ∈ L2(X). Here, q˜′ is the conjugate exponent of q˜ defined by
1
q˜ +
1
q˜′ = 1.
Observe that (3.11) is just the dual estimate of (3.10). That is, if L satisfies (3.11) with exponent
q˜, then L∗ satisfies (3.10) with exponent q˜′ and vice versa.
Remark 3.9 (i) One can show the following self-improving property of Davies-Gaffney esti-
mates:
Assume that (H1) is satisfied. If condition (3.9) holds for all balls B1, B2 in X, then the assertion
is also true for arbitrary open sets E,F of X (in general with different constants C, c > 0).
The proof is similar to the proof of Lemma 3.1 (cf. also [7], Proposition 3.2(b)).
(ii) In the special case of non-negative self-adjoint operators L and m = 1, Coulhon and Sikora
show in [20] that condition (3.9) is equivalent to the following:
There exist some constants C, c > 0 such that for arbitrary open sets E,F in X with µ(E) <∞
and µ(F ) <∞ and all t > 0
∣∣〈e−tL1E,1F 〉∣∣ ≤ C exp
(
−dist(E,F )
2
ct
)
µ(E)1/2µ(F )1/2.
This is the form of Davies-Gaffney conditions as they were considered in [25], for instance.
Remark 3.10 If there exists a constant C > 0 such that V (x, r) ≥ Crn for all x ∈ X and all
r > 0, then (H3) is a consequence of the following estimates:
Let p˜ ∈ (1, 2) and q˜ ∈ (2,∞). There exist constants C, c > 0 such that for arbitrary open sets
E,F ⊆ X
∥∥e−tLf∥∥
L2(F )
≤ Ct− n2m ( 1p˜− 12 ) exp
[
−
(
dist(E,F )2m
ct
) 1
2m−1
]
‖f‖Lp˜(E) (3.12)
and
∥∥e−tLg∥∥
Lq˜(F )
≤ Ct− n2m ( 12− 1q˜ ) exp
[
−
(
dist(E,F )2m
ct
) 1
2m−1
]
‖g‖L2(E) (3.13)
for every t > 0 and every f ∈ Lp˜(X) and g ∈ L2(X) supported in E.
The proof is obvious. If (3.12) is satisfied, then, in particular, e−tL : Lp˜(X)→ L2(X) is bounded
for every t > 0. Analogously, if (3.13) is satisfied, then e−tL : L2(X) → Lq˜(X) is bounded for
every t > 0. For sufficient conditions for (3.12) in terms of off-diagonal estimates of annular type,
we refer to [7], Proposition 3.2. We refer to [15] and [7] in general for further comparison of these
types of off-diagonal estimates.
One can show that the Davies-Gaffney estimates imply L2 off-diagonal estimates for more general
operator families associated to L. The proof of [42], Lemma 2.28, carries over with only minor
changes to our more general setting.
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Proposition 3.11 Let L satisfy (H1) and (H2). Let σ ∈ (ω, pi2 ), ψ ∈ Ψα,β(Σ0σ) for some
α, β > 0. Then, for any ϕ ∈ H∞(Σ0σ), the family of operators {ψ(tL)ϕ(L)}t>0 satisfies L2
off-diagonal estimates of order α, with the constant controlled by ‖ϕ‖L∞(Σ0σ).
The following almost orthogonality lemma is a slight generalization of [42], Lemma 4.6.
Lemma 3.12 Let σ ∈ (ω, pi2 ), α, β > 0 and ψ ∈ Ψα,β(Σ0σ). Let further δ > 0 and ϕ ∈ H∞(Σ0σ)
with ϕ(z) = O(|z|δ) for |z| → 0. Then for any a ≥ 0 with a ≤ δ and a < β, there is a family of
operators {Ts,t}s,t>0 such that
ϕ(tL)ψ(sL) =
(
t
s
)a
Ts,t, s, t > 0,
where {Ts,t}s,t>0 satisfies L2 off-diagonal estimates in s of order α+ a uniformly in t > 0.
Proof: Let ψ, ϕ as given in the assumptions and let s, t > 0. For every a > 0 with a ≤ δ and
a < β we write
ϕ(tL)ψ(sL) =
(
t
s
)a
(tL)−aϕ(tL)(sL)aψ(sL) =
(
t
s
)a
Ts,t
with Ts,t := (tL)
−aϕ(tL)(sL)aψ(sL). Since we assumed δ ≥ a and ϕ ∈ H∞(Σ0σ), there exists a
constant C > 0 such that for every z ∈ Σ0σ with |z| ≤ 1 there holds |z−aϕ(z)| ≤ c |z|−a |z|δ ≤ C
and, obviously, for every z ∈ Σ0σ with |z| ≥ 1 also |z−aϕ(z)| ≤ C. Hence, the function z 7→
z−aϕ(z), z ∈ Σ0σ, belongs to H∞(Σ0σ) with
sup
t>0
∥∥(t · )−aϕ(t · )∥∥
L∞(Σ0σ)
≤ C.
As the function z 7→ zaψ(z) is in Ψα+a,β−a(Σ0σ), Proposition 3.11 yields that {Ts,t}s,t>0 satisfies
L2 off-diagonal estimates in s of order α + a uniformly in t > 0. For a = 0 the claim follows
directly from Proposition 3.11. 
We end with an observation on conservation properties of the semigroup. For a proof, we refer
to [31], Lemma 2.9.
Lemma 3.13 Let L satisfy (H1), (H2) and let σ ∈ (ω, pi2 ).
(i) Let γ > n4m . For every ball B ⊆ X there exists some constant CB > 0 such that for all t > 0∥∥∥e−tL∗∥∥∥
L2(B)→L1(X\4B)
≤ CBtγ .
In particular, one can define e−tL via duality as an operator from L∞(X) to L2loc(X).
(ii) Let α > 0, β > n4m and ψ ∈ Ψβ,α(Σ0σ). Moreover, let b ∈ L∞(X). If for every t > 0
e−tL(b) = b in L2loc(X),
then for every t > 0
ψ(tL)(b) = 0 in L2loc(X).
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3.3 Hardy and BMO spaces associated to operators
In the following, we will always assume that the operator L satisfies the assumptions (H1) and
(H2) and that σ ∈ (ω, pi2 ).
We summarize the most important facts about Hardy and BMO spaces associated to L. For
more details and proofs of the results, we refer to [41], [42], [39] and [26]. The proofs given there
carry over with only minor changes to our more general setting.
For ψ ∈ Ψ(Σ0σ) \ {0} and (x, t) ∈ X × (0,∞) we set Qψ,Lf(x, t) := ψ(t2mL)f(x).
Definition 3.14 (i) Let 1 ≤ p ≤ 2 and let ψ0 ∈ Ψ(Σ0σ) be defined by ψ0(z) := ze−z. Define
HpL(X) to be the completion of the space
H
p
L(X) := {f ∈ L2(X) : A Qψ0,Lf ∈ Lp(X)}, (3.14)
with respect to the norm ‖f‖Hpψ0,L(X) := ‖A Qψ0,Lf‖Lp(X) = ‖Qψ,Lf‖T p(X) .
(ii) Let 2 < p <∞. Define HpL(X) := (Hp
′
L∗(X))
′, where 1p+
1
p′ = 1 and L
∗ is the adjoint operator
of L.
Observe that H2L(X) = L
2(X) by (H1) and known square function estimates.
In both cases, for p ≤ 2 and for p > 2, there is a characterization of HpL(X) by general square
functions constructed via functions ψ ∈ Ψ(Σ0σ) \ {0} with a certain decay at infinity and at zero,
respectively. For a proof, we refer to Corollary 4.21 of [42].
Theorem 3.15 Let α > 0 and β > n4m . Further, let either 1 ≤ p ≤ 2 and ψ ∈ Ψα,β(Σ0σ) \ {0}
or 2 ≤ p <∞ and ψ ∈ Ψβ,α(Σ0σ) \ {0}. Define Hpψ,L(X) to be the completion of the space
H
p
ψ,L(X) := {f ∈ L2(X) : A Qψ,Lf ∈ Lp(X)},
with respect to the norm ‖f‖Hpψ,L(X) := ‖AQψ,Lf‖Lp(X) . Then H
p
L(X) = H
p
ψ,L(X), with equiva-
lence of norms.
Next, we recall the definition of the space BMOL(X). One first defines a space EM (L) in such a
way that for every f ∈ EM(L) there holds (I− er2mB L)Mf ∈ L2loc(X), and therefore the expression
in (3.16) is well-defined.
Definition 3.16 Let ε > 0, M ∈ N and let φ ∈ R(LM ) ⊆ L2(X) with φ = LMν for some
ν ∈ D(LM ). Introduce the norm
‖φ‖
M1,2,M,ε0 (L)
:= sup
j≥0
[
2jεV (2jB0)
1/2
M∑
k=0
∥∥∥Lkν∥∥∥
L2(Sj(B0))
]
,
where B0 is the unit ball centered at 0 with radius 1 (cf. Section 2.1), and set
M1,2,M,ε0 (L) := {φ ∈ R(LM ) : ‖φ‖M1,2,M,ε0 (L) <∞}. (3.15)
One denotes by (M1,2,M,ε0 (L))′ the dual of M1,2,M,ε0 (L). For any M ∈ N, let EM (L) be defined by
EM (L) :=
⋂
ε>0
(M1,2,M,ε0 (L∗))′.
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Remark 3.17 Let M ∈ N and ε > 0. Then for every f ∈ (M1,2,M,ε0 (L∗))′ and every t > 0, one
can define (I − e−t2mL)Mf and (I − (I + t2mL)−1)Mf via duality as elements of L2loc(X).
Definition 3.18 Let M ∈ N. An element f ∈ EM (L) is said to belong to BMOL,M(X) if
‖f‖BMOL,M (X) := sup
B⊆X
(
1
V (B)
∫
B
∣∣∣(I − e−r2mB L)Mf(x)∣∣∣2 dµ(x))1/2 <∞, (3.16)
where the supremum is taken over all balls B in X.
One can then show the following duality result. For a proof, we refer to [26], Theorem 3.23 and
3.24.
Theorem 3.19 Let M > n4m . Then (H
1
L(X))
′ = BMOL∗,M(X).
In particular, the theorem yields that the definition of BMOL,M(X) is independent of the choice
of M > n4m . This leads to the following definition.
Definition 3.20 The space BMOL(X) is defined by BMOL(X) := BMOL,M(X), where M ∈ N
with M > n4m .
The relation of elements of BMOL(X) and Carleson measures can be described as follows.
Proposition 3.21 Let M ∈ N, M > n4m . Further, let α > 0, β > n4m and ψ ∈ Ψβ,α(Σ0σ) \ {0}.
Then the operator
f 7→ ψ(t2mL)f
maps BMOL(X)→ T∞(X), i.e. for every f ∈ BMOL(X) is
νψ,f :=
∣∣ψ(t2mL)f(y)∣∣2 dµ(y) dt
t
(3.17)
a Carleson measure and there exists a constant Cψ > 0 such that for all f ∈ BMOL(X)
‖νψ,f‖C ≤ Cψ ‖f‖2BMOL(X) .
Conversely, if f ∈ EM (L) satisfies the controlled growth bound
∫
X
∣∣(I − (I + L)−1)Mf(x)∣∣2
(1 + d(x, 0))ε1V (0, 1 + d(x, 0))
dµ(x) <∞ (3.18)
for some ε1 > 0, and if νψ,f defined in (3.17) is a Carleson measure, then f ∈ BMOL(X) and
‖f‖2BMOL(X) ≤ C ‖νψ,f‖C .
For a special choice of ψ, namely ψ(z) = zMe−z, the result is due to [41], Theorem 9.1. In the
generality as stated above, the first part of the result is due to [42], Proposition 4.13. The second
part is new and can be shown by combining the proof of [41], Theorem 9.1 with Lemma 3.17 of
[31].
The spaces HpL(X) form a complex interpolation scale. For a proof, we refer to [42], Lemma 4.24,
where the authors reduce the problem to complex interpolation of tent spaces.
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Proposition 3.22 Let L be an operator satisfying (H1) and (H2). Let 1 ≤ p0 < p1 < ∞ and
0 < θ < 1. Then
[Hp0L (X),H
p1
L (X)]θ = H
p
L(X) where 1/p = (1− θ)/p0 + θ/p1,
[Hp0L (X), BMOL(X)]θ = H
p
L(X) where 1/p = (1− θ)/p0.
The next result is a slight generalization of [41], Theorem 3.2 and complements [13], Theorem
1.1.
Proposition 3.23 Let M ∈ N, M > n4m . Assume that T is a linear or a non-negative sublinear
operator defined on L2(X) such that T : L2(X)→ L2(X) is bounded and T satisfies the following
weak off-diagonal estimates:
There exists some γ > n2m and a constant C > 0 such that for every t > 0, arbitrary balls
B1, B2 ∈ X with radius r = t1/2m and every f ∈ L2(X) supported in B1
∥∥T (I − e−tL)M (f)∥∥
L2(B2)
≤ CT
(
1 +
dist(B1, B2)
2m
t
)−γ
‖f‖L2(B1) , (3.19)
∥∥T (tLe−tL)M (f)∥∥
L2(B2)
≤ CT
(
1 +
dist(B1, B2)
2m
t
)−γ
‖f‖L2(B1) . (3.20)
Then T : H1L(X) → L1(X) is bounded and there exists some C > 0, independent of CT , such
that for all f ∈ H1L(X)
‖Tf‖L1(X) ≤ CCT ‖f‖H1L(X) .
Remark 3.24 If (3.19) and (3.20) are satisfied for arbitrary open sets E,F ⊆ X, one only
requires a decay of order γ > n4m .
A sufficient condition and a detailed proof for the equivalence of HpL(X) and L
p(X) is given in
[51], Theorem 4.19. We refer the reader to a comparison with assumption (H3).
Proposition 3.25 Let L satisfy (H1), (H2). If for some p0 ∈ [1, 2), there exist constants C, c > 0
such that for all x, y ∈ X and all t > 0∥∥∥1B(x,t1/2m)e−tL1B(y,t1/2m)∥∥∥
Lp0 (X)→Lp
′
0 (X)
≤ CV (x, t1/2m)−(
1
p0
− 1
p′
0
)
exp
(
−
(
d(x, y)2m
ct
) 1
2m−1
)
,
then
HpL(X) = L
p(X), p0 < p < p
′
0.
For further relationships between HpL(X) and L
p(X) in the case of second order elliptic operators
in divergence form, we refer to [42], Proposition 9.1.
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4 A T (1)-Theorem for non-integral operators
In this section, we state and prove our first main result, Theorem 4.8. We first fix our assump-
tions on the operator T , clarify how, under these assumptions, the expressions T (1) and T ∗(1)
can be defined and discuss Poincaré estimates on metric spaces, that will be used in the proof of
the main result.
After statement and proof of Theorem 4.8, which gives sufficient conditions for L2 boundedness
of T , we explain how to extend T to Hardy spaces HpL(X) for p 6= 2 and give necessary conditions
for the boundedness of T on L2(X). We then add a second version of the T (1)-Theorem under
weaker off-diagonal estimates and apply this version to prove the boundedness of a paraproduct
operator on L2(X). We finally present a possible approach towards a T (b)-Theorem.
Throughout this section, we will always assume L to be an operator satisfying (H1), (H2) and
(H3).
Let us fix our main assumptions on the operator T .
Assumption Let σ ∈ (ω, pi2 ), and let α ≥ 1 and β > n4m + [ n4m ] + 1.
Let T : D(L)∩R(L)→ L2loc(X) be a linear operator with T ∗ : D(L∗)∩R(L∗)→ L2loc(X), which
satisfies the following off-diagonal estimates:
(OD1)γ There exists a function ψ1 ∈ Ψβ,α(Σ0σ) \ {0}, some γ > 0 and a constant C > 0 such
that ψ1(L) is injective and for every t > 0, arbitrary balls B1, B2 ∈ X with radius
r = t1/2m and every f ∈ L2(X) supported in B1
‖Tψ1(tL)f‖L2(B2) ≤ C
(
1 +
dist(B1, B2)
2m
t
)−γ
‖f‖L2(B1) . (4.1)
(OD2)γ There exists a function ψ2 ∈ Ψβ,α(Σ0σ) \ {0}, some γ > 0 and a constant C > 0 such
that ψ2(L
∗) is injective and for every t > 0, arbitrary balls B1, B2 ∈ X with radius
r = t1/2m and every f ∈ L2(X) supported in B1
‖T ∗ψ2(tL∗)f‖L2(B2) ≤ C
(
1 +
dist(B1, B2)
2m
t
)−γ
‖f‖L2(B1) . (4.2)
Whenever we say that a linear operator T satisfies (OD1)γ or (OD2)γ , we mean that T satisfies
(4.1) or (4.2), respectively, for σ, α, β, ψ1, ψ2, C as specified above. The parameter γ > 0 will be
specified in each situation separately.
The assumptions that ψ1(L) and ψ2(L
∗) are injective are only used to define T (1) and T ∗(1) in
an appropriate way. If in applications it is clear how to do this, then the assumptions can be
omitted. In that case, one can also relax the assumptions α ≥ 1 and β > n4m + [ n4m ] + 1 to α > 0
and β > n4m .
4.1 Definition of T (1) and T ∗(1)
Before we can state our T (1)-Theorem, we first have to clarify how to understand the expressions
T (1) and T ∗(1) for a linear operator T : D(L) ∩ R(L) → L2loc(X) with T ∗ : D(L∗) ∩ R(L∗) →
L2loc(X), that satisfies (OD2)γ and (OD1)γ , respectively, for some γ >
n
2m . We confine ourselves
to the definition of T ∗(1). How to define T (1) will then be obvious. We emphasize that this
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problem has not been addressed in [11].
The first observation is a simple consequence of Remark 3.3. If T : D(L) ∩ R(L) → L2loc(X) is
a linear operator that satisfies (OD1)γ for some γ >
n
2m , then ψ1(tL
∗)T ∗(1) can be defined via
duality as an element of L2loc(X), i.e. 〈ψ1(tL∗)T ∗(1), ϕ〉 := 〈1, Tψ1(tL)ϕ〉 for all ϕ ∈ L2(X) that
are supported in some ball B ⊆ X.
We then define a space Y ψ,ε(L) that will replace the space M1,2,M,ε0 (L) defined in (3.15).
Definition 4.1 Let ε > 0 and let α ≥ 1 and β > n4m + [ n4m ] + 1. Let ψ ∈ Ψβ,α(Σ0σ) \ {0} such
that ψ(L) is injective. We define
Y ψ,ε(L) := {φ = ψ(L)b : b ∈ L2(X), lim
j→∞
2jεV (2jB0)
1/2 ‖b‖L2(Sj(B0)) = 0},
with the norm given by
‖φ‖Y ψ,ε(L) := sup
j≥0
[
2jεV (2jB0)
1/2 ‖b‖L2(Sj(B0))
]
.
In addition, we define
Y ψ,εc (L) := {φ = ψ(L)b ∈ Y ψ,ε(L) : supp b ⊆ B for some ball B ⊆ X}
and
Eψ(L) :=
⋂
ε>0
(Y ψ,ε(L∗))′.
Remark 4.2 For every ψ ∈ Ψ(Σ0σ) as specified in Definition 4.1 and every ε > 0, the space
Y ψ,ε(L) is a Banach space and Y ψ,εc (L) is a dense subset of Y ψ,ε(L). Moreover, the following
inclusion holds:
Let M ∈ N with M > n4m . Let further α ≥ 1, β > n4m +M and ψ ∈ Ψβ,α(Σ0σ) \ {0} such that
ψ(L) is injective. Then for every ε > 0 with ε2m ≤ β − (M + n4m )
Y ψ,ε(L) ⊆M1,2,M,ε0 (L).
The result is also true for functions ψ ∈ Ψ(Σ0σ) with z 7→ z−Mψ(z) ∈ H∞(Σ0σ) such that the
family of operators {(tL)−Mψ(tL)}t>0 satisfies Davies-Gaffney estimates. In this case, the inclu-
sion is valid for all ε > 0.
For the proof, let φ ∈ Y ψ,ε(L), where φ = ψ(L)b for some b ∈ L2(X). Since β > n4m +M , there
obviously holds φ ∈ R(LM ). In addition, we have to show that ‖φ‖
M1,2,M,ε0 (L)
< ∞ (see (4.2)
below for a definition of the norm). First, observe that
‖b‖L2(X) ≤
∞∑
j=0
‖b‖L2(Sj(B0)) ≤ CεV (B0)−1/2 ‖φ‖Y ψ,ε(L) (4.3)
for some constant Cε > 0 only depending on ε > 0. Moreover, observe that for every k =
0, 1, . . . ,M , the function z 7→ z−(M−k)ψ(z) is an element of Ψβ−M,α(Σ0σ). Thus, Proposition 3.11
yields that the operator family {(tL)−(M−k)ψ(tL)}t>0 satisfies off-diagonal estimates of order
β −M . Let us now write b = 1Rjb+ 1(Rj)cb with
Rj = 2
j+2B0, if j = 0, 1, 2,
Rj = 2
j+2B0 \ 2j−2B0, if j = 3, 4, . . . .
21
For every k = 0, 1, . . . ,M and all j ∈ N0, we obtain due to the boundedness of L−(M−k)ψ(L) on
L2(X) ∥∥∥L−(M−k)ψ(L)1Rjb∥∥∥
L2(Sj(B0))
. ‖b‖L2(Rj ) . 2−jεV (2jB0)−1/2 ‖φ‖Y ψ,ε(L) , (4.4)
where in the last step Rj is splitted into four annuli. On the other hand, the off-diagonal estimates
for {(tL)−(M−k)ψ(tL)}t>0, (4.3) and the doubling property (2.1) yield∥∥∥L−(M−k)ψ(L)1(Rj )cb∥∥∥
L2(Sj(B0))
.
(
1 + dist(Sj(B0), (Rj)
c)2m
)−(β−M) ‖b‖L2(Rj)c
. 2−2m(β−M)j ‖b‖L2(X)
. 2−2m(β−M)j2jn/2V (2jB0)
−1/2 ‖φ‖Y ψ,ε(L) . (4.5)
We therefore obtain from (4.4), (4.5) and the assumption ε2m ≤ β − (M + n4m )
‖φ‖
M1,2,M,ε0 (L)
= sup
j≥0
[
2jεV (2jB0)
1/2
M∑
k=0
∥∥∥L−(M−k)ψ(L)b∥∥∥
L2(Sj(B0))
]
. sup
j≥0
2jε
(
2−jε + 2−2m(β−(M+
n
4m
))j
)
‖φ‖Y ψ,ε(L) . ‖φ‖Y ψ,ε(L) .
Since Davies-Gaffney estimates imply off-diagonal estimates of any order, the second case is then
obvious.
Let us now define T ∗(1) as an element of Eψ1(L∗) in the following way.
Lemma 4.3 Let T : D(L)∩R(L)→ L2loc(X) be a linear operator that satisfies (OD1)γ for some
γ > n2m . Then T
∗(1) can be defined as an element of Eψ1(L∗) by
〈T ∗(1), φ〉 := lim
R→∞
〈ψ1(L∗)T ∗(1B(0,R)), b〉 (4.6)
for every φ ∈ Y ψ1,εc (L) with φ = ψ1(L)b and every ε > 0.
In the same way, one can then also define T (1) as an element of Eψ2(L) under the assumption
that T ∗ : D(L∗) ∩R(L∗)→ L2loc(X) satisfies (OD2)γ for some γ > n2m .
Proof: Let γ > n2m . The assumption (OD1)γ yields, according to Remark 3.3, the following
estimate: There exists some constant CT > 0 such that for every ball B in X with radius rB > 0
and every f ∈ L∞(X)
V (B)−1/2
∥∥ψ1(r2mB L∗)T ∗(f)∥∥L2(B) ≤ CT ‖f‖L∞(X) . (4.7)
As mentioned before, the left hand side of (4.7) is well-defined via duality. With the help of the
above estimate, we can now define T ∗(1) as an element of Eψ1(L∗) =
⋂
ε>0(Y
ψ1,ε(L))′ as follows.
Let ε > 0. We define for every R > 0 a linear functional ℓR on Y
ψ1,ε
c (L) by setting
ℓR(φ) := 〈ψ1(L∗)T ∗(1B(0,R)), b〉
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for every φ = ψ1(L)b ∈ Y ψ1,εc (L). Observe that ℓR(φ) is well-defined, since b is supported in
some ball of X and ψ1(L
∗)T ∗(1B(0,R)) is via duality defined as an element of L
2
loc(X). Using the
definition of ‖ . ‖Y ψ1,ε(L) and (4.7), we obtain
|ℓR(φ)| =
∣∣〈ψ1(L∗)T ∗(1B(0,R)), b〉∣∣ ≤ ∞∑
j=0
∥∥ψ1(L∗)T ∗(1B(0,R))∥∥L2(Sj(B0)) ‖b‖L2(Sj(B0))
.
∞∑
j=0
2−jεV (2jB0)
−1/2
∥∥ψ1(L∗)T ∗(1B(0,R))∥∥L2(Sj(B0)) ‖φ‖Y ψ1,ε(L) . CT ‖φ‖Y ψ1,ε(L) ,
where the implicit constants are independent of R > 0. Thus, supR>0 |ℓR(φ)| . CT ‖φ‖Y ψ1,ε(L) .
Following the estimates in (4.7) and (5), we can moreover show that (ℓR(φ))R is a Cauchy sequence
for every φ ∈ Y ψ1,εc (L). Hence, limR→∞ ℓR(φ) exists. Since Y ψ1,εc (L) is dense in Y ψ1,ε(L) and
ε > 0 was arbitrary, we can now define T ∗(1) ∈ Eψ1(L∗) by (4.6). 
4.2 Poincaré inequalities
For the proof of our T (1)-Theorem, we require some kind of Poincaré inequality. We follow the
approach of Hajłasz and Koskela in [36] and [37], who give generalizations of Poincaré inequalities
and Sobolev spaces on metric spaces. Our basic tool will be the following definition, which is
taken from Chapter 2 of [37].
Definition 4.4 Assume that u ∈ L1loc(X) and a measurable function g ≥ 0 satisfy the inequality
1
V (B)
∫
B
|u(x)− 〈u〉B | dµ(x) ≤ CP rB
(
1
V (λB)
∫
λB
g(x)p dµ(x)
)1/p
, (4.8)
on each ball B in X, where rB is the radius of B and p > 0, λ ≥ 1, CP > 0 are fixed constants.
We then say that the pair (u, g) satisfies a p-Poincaré inquality.
Remark 4.5 If u ∈ Lip(Rn), g = |∇u| and p ≥ 1, then (4.8) is a corollary of the classical
Poincaré inequality
(
1
V (B)
∫
B
|u(x)− 〈u〉B |p dx
)1/p
≤ C(n, p) rB
(
1
V (B)
∫
B
|∇u(x)|p dx
)1/p
. (4.9)
It is therefore natural to consider a pair (u, g) that satisfies a p-Poincaré inequality as a Sobolev
function and its “gradient”. We refer to [37] for a survey on the topic and examples of pairs (u, g)
on certain metric spaces that satisfy a p-Poincaré inequality.
Let us formulate the required assumption.
Assumption Let L satisfy (H1), (H2) and (H3).
(P) Assume that for every f ∈ L2(X) there exists a measurable function g : X × (0,∞) → C
such that
(i) for all t > 0 there holds gt := g( . , t) ≥ 0, and the pair (e−t2mLf, gt) satisfies a p-
Poincaré inequality of the form (4.8) for some p < 2 and with constants λ ≥ 1, CP > 0
independent of t and f ;
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(ii) for all t > 0 there holds gt ∈ L2(X), and there exists a constant C > 0 independent
of f with ∫ ∞
0
t2 ‖gt‖2L2(X)
dt
t
≤ C ‖f‖2L2(X) .
(P∗) Assume that (P) holds with L replaced by L∗.
Remark 4.6 If X is the Euclidean space Rn, then the Poincaré inequality is automatically
satisfied for the pairs (e−t
2mLf, |∇e−t2mLf |) and (e−t2mL∗f, |∇e−t2mL∗f |), see e.g. [32], (7.45).
In this case, (ii) is just the assumption that the vertical Littlewood-Paley-Stein square function
is bounded on L2(Rn). For elliptic second order operators in divergence form, this can easily be
shown with the help of the ellipticity condition, see e.g. [2], Section 6.1. In general, (ii) is fulfilled
whenever the Riesz transforms ∇L−1/2m, ∇(L∗)−1/2m are bounded on L2(Rn), since then∫ ∞
0
∥∥∥t∇e−t2mLf∥∥∥2
L2(Rn)
dt
t
=
∫ ∞
0
∥∥∥∇L−1/2m(t2mL)1/2me−t2mLf∥∥∥2
L2(Rn)
dt
t
. ‖f‖2L2(Rn)
and the analogous estimate for L∗ hold due to quadratic estimates, see (2.13).
Let us reformulate the assumptions (P) and (P∗) also for another case. Let X be a complete
Riemannian manifold, with the Riemannian measure µ on X satisfying the doubling property
(2.1), and let ∇ denote the Riemannian gradient. To obtain (i) of (P), it is sufficient to assume
that a 2-Poincaré inequality of the form (4.9) holds (with the Lebesgue measure replaced by µ).
One can then again choose the pairs (e−t
2mLf, |∇e−t2mLf |) and (e−t2mL∗f, |∇e−t2mL∗f |). This
is due to a certain self-improving property of Poincaré inequalities on Riemannian manifolds,
stating that the interval of all p that satisfy a p-Poincaré inequality, is open. We refer to [45] for
details. Sufficient for (ii) is, as for the Euclidean space, that the mappings f 7→ |∇L−1/2mf | and
f 7→ |∇(L∗)−1/2mf | are bounded on L2(X).
The following theorem is a simplified version of [37], Theorem 3.2.
Theorem 4.7 Assume that the pair (u, g) satisfies a p-Poincaré inequality (4.8) for some p > 0.
Then there exists some constant C > 0 such that
|u(x)− u(y)| ≤ Cd(x, y) (Mpg(x) +Mpg(y))
for almost every x, y ∈ X.
4.3 Main theorem
We are now ready to state our main theorem.
Theorem 4.8 Let L be an operator satisfying the assumptions (H1), (H2) and (H3). Addi-
tionally, let the assumptions (P) and (P∗) be satisfied. Let T : D(L) ∩ R(L) → L2loc(X) be a
linear operator with T ∗ : D(L∗)∩R(L∗)→ L2loc(X), which satisfies the assumptions (OD1)γ and
(OD2)γ for some γ >
n+D+2
2m and let T (1) ∈ BMOL(X), T ∗(1) ∈ BMOL∗(X).
Then T is bounded on L2(X), i.e. there exists a constant C > 0 such that for all f ∈ L2(X)
‖Tf‖L2(X) ≤ C ‖f‖L2(X) .
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Let us sketch the main idea of the proof.
First, we approximate T by operators associated to L, namely, we write with the help of a
Calderón reproducing formula for f, g ∈ L2(X)
〈Tf, g〉 =
∫ ∞
0
∫ ∞
0
〈ψ2(t2mL)Tψ1(s2mL)ψ˜1(s2mL)f, ψ˜2(t2mL∗)g〉 dt
t
ds
s
. (4.10)
We then decompose the operator T for each t > 0, at least formally, in the following way:
T = T (I − e−t2mL) + Te−t2mL
= T (I − e−t2mL) + [Te−t2mL − T (1) ·Ate−t2mL] + T (1) · Ate−t2mL. (4.11)
This can be understood as a splitting of the operator into the “main term” or “principal part”
Te−t
2mL and the “error term” T (I − e−t2mL). The main term is then further decomposed into
the term in the squared brackets, which is handled via Poincaré inequalities and the term
T (1) · Ate−t2mL, which can be estimated by application of the theory of paraproducts and use
of the assumption T (1) ∈ BMOL(X). The idea of such a decomposition is taken from [10] and
[44]. In the case t < s in (4.10), the error term can easily dealt with via almost orthogonality
arguments and quadratic estimates. For t > s, one argues via duality and uses the assumption
T ∗(1) ∈ BMOL∗(X).
The boundedness of the occuring paraproduct operator on L2(X) has been shown in [31], Theorem
4.2.
Theorem 4.9 Assume that L satisfies (H1), (H2) and (3.10) of (H3). Let α > 0, β > n4m and
let ψ ∈ Ψβ,α(Σ0σ) \ {0}, ψ˜ ∈ Ψ(Σ0σ) \ {0}. Then the operator Πb,L, defined for every f ∈ L2(X)
and every b ∈ BMOL(X) by
Πb,L(f) :=
∫ ∞
0
ψ˜(t2mL)[ψ(t2mL)b · At(e−t2mLf)] dt
t
, (4.12)
where At is the averaging operator defined in (2.10), is bounded on L
2(X). I.e. there exists some
constant C > 0 such that for every f ∈ L2(X) and every b ∈ BMOL(X)
‖Πb,L(f)‖L2(X) ≤ C ‖b‖BMOL(X) ‖f‖L2(X) .
Analogously, if L satisfies (H1), (H2) and (3.11) of (H3), then for every b ∈ BMOL∗(X) the
operator Πb,L∗ is bounded on L
2(X).
For the treatment of the term in the squared brackets in (4.11), we use the following proposition.
The idea is taken from [10], Proposition 5.5.
Proposition 4.10 Assume that (P) holds. Let {St}t>0 be a family of linear operators on L2(X)
that satisfies weak off-diagonal estimates of order γ > n+D+22m . Then there exists a constant C > 0
such that for all f ∈ L2(X)∫ ∞
0
∥∥∥St2me−t2mLf − St2m(1) · Ate−t2mLf∥∥∥2
L2(X)
dt
t
≤ C ‖f‖2L2(X) .
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Proof: Let f ∈ L2(X). The assumption (i) of (P) yields for every t > 0 the existence of some
function gt ∈ L2(X) such that the pair (e−t2mLf, gt) satisfies a p-Poincaré inequality for some
p < 2. If we can show that there exists some C > 0, independent of t and f , such that∥∥∥St2me−t2mLf − St2m(1) ·Ate−t2mLf∥∥∥2
L2(X)
≤ Ct2 ‖gt‖2L2(X) , (4.13)
then the assertion of the lemma is a consequence of assumption (ii) of (P).
Let t > 0 be fixed and abbreviate u := e−t
2mLf . To apply the weak off-diagonal estimates on St,
we decompose X with the help of Lemma 2.1 into “cubes” of “sidelength” approximately equal
to t. That is, with the notation of Lemma 2.1, let k0 ∈ Z be defined by C1δk0 ≤ t < C1δk0−1
and write X =
⋃
α∈Ik0
Qk0α , where the equality holds modulo null sets of µ. By Lemma 2.1 we
further know that for every α ∈ Ik0 there exists some zk0α ∈ X such that
B(zk0α , c1t) ⊆ Qk0α ⊆ B(zk0α , t) (4.14)
for some c1 ∈ (0, 1) independent of t and α. Moreover, observe that the averaging operator At
is, by definition, constant on each “cube” Qk0α . We therefore get
‖St2mu− St2m(1) · Atu‖2L2(X) =
∑
α∈Ik0
‖St2mu− St2m(1) ·Atu‖2L2(Qk0α )
=
∑
α∈Ik0
∥∥∥St2m(u− 〈u〉Qk0α )
∥∥∥2
L2(Q
k0
α )
≤
∑
α∈Ik0

∑
β∈Ik0
∥∥∥∥St2m1Qk0β (u− 〈u〉Qk0α )
∥∥∥∥
L2(Q
k0
α )


2
.
∑
α∈Ik0

∑
β∈Ik0
(
1 +
dist(Bα, Bβ)
2m
t2m
)−γ ∥∥∥u− 〈u〉
Q
k0
α
∥∥∥
L2(Q
k0
β )


2
. (4.15)
Observe that due to (3.6) and γ > n2m
sup
α∈Ik0
∑
β∈Ik0
(
1 +
dist(Bα, Bβ)
2m
t2m
)−γ
. 1. (4.16)
The Cauchy-Schwarz inequality then yields that the expression in (4.15) is bounded by
∑
α∈Ik0

∑
β∈Ik0
(
1 +
dist(Bα, Bβ)
2m
t2m
)−γ

∑
β∈Ik0
(
1 +
dist(Bα, Bβ)
2m
t2m
)−γ ∥∥∥u− 〈u〉
Q
k0
α
∥∥∥2
L2(Q
k0
β )


.
∑
α∈Ik0
∑
β∈Ik0
(
1 +
dist(Bα, Bβ)
2m
t2m
)−γ ∥∥∥u− 〈u〉
Q
k0
α
∥∥∥2
L2(Q
k0
β )
. (4.17)
The term
∥∥∥u− 〈u〉
Q
k0
α
∥∥∥2
L2(Q
k0
β )
is now handled via the assumed p-Poincaré inequality for the pair
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(u, gt). Due to the Cauchy-Schwarz inequality and Theorem 4.7 we get∥∥∥u− 〈u〉
Q
k0
α
∥∥∥2
L2(Q
k0
β )
=
∫
Q
k0
β
∣∣∣u(x)− 〈u〉
Q
k0
α
∣∣∣2 dµ(x)
≤
∫
Q
k0
β
(
1
V (Qk0α )
∫
Q
k0
α
|u(x)− u(y)| dµ(y)
)2
dµ(x)
≤ 1
V (Qk0α )
∫
Q
k0
β
∫
Q
k0
α
|u(x)− u(y)|2 dµ(y) dµ(x)
.
1
V (Qk0α )
∫
Q
k0
β
∫
Q
k0
α
d(x, y)2[Mpgt(x) +Mpgt(y)]2 dµ(y) dµ(x). (4.18)
Note that for x ∈ Qk0β and y ∈ Qk0α there holds d(x, y) . t (1 + dist(Bα, Bβ)/t) due to (4.14).
Moreover, the doubling property (2.2) and (4.14) yield that
V (Qk0β )
V (Qk0α )
.
(
1 +
dist(Bα, Bβ)
t
)D
.
Taking these considerations into account and plugging (4.18) into (4.17), we end up with
‖St2mu− St2m(1) ·Atu‖2L2(X) .
∑
α∈Ik0
∑
β∈Ik0
(
1 +
dist(Bα, Bβ)
2m
t2m
)−γ ∥∥∥u− 〈u〉
Q
k0
α
∥∥∥2
L2(Q
k0
β )
. t2
∑
α∈Ik0
∑
β∈Ik0
(
1 +
dist(Bα, Bβ)
t
)−2mγ+2
×
[∫
Q
k0
β
[Mpgt(x)]2 dµ(x) +
V (Qk0β )
V (Qk0α )
∫
Q
k0
α
[Mpgt(y)]2 dµ(y)
]
. t2
∑
α∈Ik0
∑
β∈Ik0
(
1 +
dist(Bα, Bβ)
t
)−2mγ+D+2
×
[∫
Q
k0
β
[Mpgt(x)]2 dµ(x) +
∫
Q
k0
α
[Mpgt(y)]2 dµ(y)
]
. t2

 ∑
β∈Ik0
∫
Q
k0
β
[Mpgt(x)]2 dµ(x) +
∑
α∈Ik0
∫
Q
k0
α
[Mpgt(y)]2 dµ(y)


. t2 ‖Mpgt‖L2(X) . t2 ‖gt‖2L2(X) , (4.19)
where we used (4.16) with the assumption γ > n+D+22m , the disjointness of the “cubes” and the
boundedness of Mp on L2(X) for p < 2 in the last three inequalities. This shows (4.13), which
in turn finishes the proof by assumption (ii) of (P). 
The next lemma gives a certain kind of almost orthogonality for operators constructed via H∞-
functional calculus. The first part is a corollary of Lemma 3.12, the second part is a simple
modification of the arguments given there (observe that the roles of s and t are interchanged).
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Lemma 4.11 Let α, β > 0 and let ψ ∈ Ψβ,α(Σ0σ). There exists a constant C > 0 such that for
every s, t > 0 ∥∥(I − e−tL)ψ(sL)f∥∥
L2(X)→L2(X)
≤ C
(
t
s
)min(α,1)
and ∥∥e−tLψ(sL)f∥∥
L2(X)→L2(X)
≤ C
(s
t
)β
.
Now, we are ready to prove our main theorem.
Proof (of Theorem 4.8): Let f, g ∈ L2(X). Let α ≥ 1, β > n4m + [ n4m ] + 1 and let ψ1, ψ2 ∈
Ψβ,α(Σ
0
σ)\{0} as given in the assumption. Corresponding to the functions ψ1, ψ2, we choose func-
tions ψ˜1, ψ˜2 ∈ Ψ(Σ0σ) such that
∫∞
0 ψ1(t)ψ˜1(t)
dt
t = 1 and
∫∞
0 ψ2(t)ψ˜2(t)
dt
t = 1 and decompose
both f and g with the help of the Calderón reproducing formula. That is, we write
〈Tf, g〉 =
∫ ∞
0
∫ ∞
0
〈ψ2(t2mL)Tψ1(s2mL)ψ˜1(s2mL)f, ψ˜2(t2mL∗)g〉 dt
t
ds
s
and show that the right-hand side is bounded by a constant times ‖f‖L2(X) ‖g‖L2(X). In this
way, T extends to a bounded operator on L2(X).
For the proof, we split the inner integral into two parts, one over {t ∈ (0,∞) : 0 < t < s}, called
J1, and the other one over {t ∈ (0,∞) : s ≤ t < ∞}, called J2. We observe that for the second
part J2, Fubini’s theorem yields
J2 =
∫ ∞
0
∫ ∞
s
〈ψ2(t2mL)Tψ1(s2mL)ψ˜1(s2mL)f, ψ˜2(t2mL∗)g〉 dt
t
ds
s
=
∫ ∞
0
∫ s
0
〈ψ˜1(t2mL)f, ψ1(t2mL∗)T ∗ψ2(s2mL∗)ψ˜2(s2mL∗)g〉 dt
t
ds
s
.
The last line equals J1 with T replaced by T
∗, L by L∗ and the roles of ψ1, ψ˜1 and ψ2, ψ˜2
interchanged. Note that all our assumptions are symmetric with respect to T, T ∗ and L,L∗.
Moreover, instead of the weak off-diagonal estimates for {Tψ1(t2mL)}t, assumed in (OD1)γ , we
can take into account the analogous estimates for {T ∗ψ2(t2mL∗)}t, assumed in (OD2)γ . Thus, it
will be sufficient to study only J1. Once we have proven this part, the estimate for J2 will follow
by duality. In the following estimate for J1, we will always assume 0 < t < s.
As described in (4.11), we decompose T into the two parts Te−t
2mL and T (I − e−t2mL) for every
t > 0, which leads to
J1 =
∫ ∞
0
∫ s
0
〈ψ2(t2mL)Tψ1(s2mL)ψ˜1(s2mL)f, ψ˜2(t2mL∗)g〉 dt
t
ds
s
=
∫ ∞
0
∫ s
0
〈ψ2(t2mL)Te−t2mLψ1(s2mL)ψ˜1(s2mL)f, ψ˜2(t2mL∗)g〉 dt
t
ds
s
+
∫ ∞
0
∫ s
0
〈ψ2(t2mL)T (I − e−t2mL)ψ1(s2mL)ψ˜1(s2mL)f, ψ˜2(t2mL∗)g〉 dt
t
ds
s
=: JM + JE . (4.20)
Let us first turn to the estimation of the error term JE , the main term JM will be treated below.
Due to assumption (OD2)γ , with γ >
n
2m , and Lemma 3.1, {ψ2(t2mL)T}t>0 is uniformly bounded
on L2(X). Combining this with Lemma 4.11 yields
∥∥∥ψ2(t2mL)T (I − e−t2mL)ψ1(s2mL)∥∥∥
L2(X)→L2(X)
.
(
t2m
s2m
)min(α,1)
. (4.21)
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We can therefore estimate JE with the help of the Cauchy-Schwarz inequality by
|JE | ≤
∫ ∞
0
∫ s
0
∣∣∣〈ψ2(t2mL)T (I − e−t2mL)ψ1(s2mL)ψ˜1(s2mL)f, ψ˜2(t2mL∗)g〉∣∣∣ dt
t
ds
s
.
∫ ∞
0
∫ s
0
(
t2m
s2m
)min(α,1) ∥∥∥ψ˜1(s2mL)f∥∥∥
L2(X)
∥∥∥ψ˜2(t2mL∗)g∥∥∥
L2(X)
dt
t
ds
s
≤
(∫ ∞
0
∫ s
0
(
t2m
s2m
)min(α,1) ∥∥∥ψ˜1(s2mL)f∥∥∥2
L2(X)
dt
t
ds
s
)1/2
×
(∫ ∞
0
∫ ∞
t
(
t2m
s2m
)min(α,1) ∥∥∥ψ˜2(t2mL∗)g∥∥∥2
L2(X)
ds
s
dt
t
)1/2
, (4.22)
where we also used Fubini’s theorem in the last step. By substitution of u = ts , one easily
observes that
∫ s
0
(
t
s
)δ dt
t
= δ−1 for every δ > 0. Since the operator family {ψ˜1(sL)}s>0
satisfies quadratic estimates, see (2.13), the first factor in the last line of (4.22) can therefore be
bounded by (∫ ∞
0
∫ s
0
(
t2m
s2m
)min(α,1) ∥∥∥ψ˜1(s2mL)f∥∥∥2
L2(X)
dt
t
ds
s
)1/2
. ‖f‖L2(X) . (4.23)
Changing the roles of s and t and using that
∫ ∞
t
(
t
s
)δ ds
s
= δ−1 for every δ > 0, we get the
analogous estimate for the second factor in (4.22) and in summary
|JE | . ‖f‖L2(X) ‖g‖L2(X) . (4.24)
To estimate the main term JM , we use the extended decomposition in (4.11) of Te
−t2mL into the
two parts [Te−t
2mL − T (1) · Ate−t2mL] and T (1) · Ate−t2mL. At the same time, we withdraw the
decomposition of the function f by the Calderón reproducing formula at scale s. To do so, we do
not consider JM itself, but the same expression, now called J
0
M , with both paths of integration
over the whole interval (0,∞). This leads to
J0M =
∫ ∞
0
∫ ∞
0
〈ψ2(t2mL)Te−t2mLψ1(s2mL)ψ˜1(s2mL)f, ψ˜2(t2mL∗)g〉 ds
s
dt
t
=
∫ ∞
0
〈ψ2(t2mL)Te−t2mLf, ψ˜2(t2mL∗)g〉 dt
t
=
∫ ∞
0
〈ψ2(t2mL)Te−t2mLf − ψ2(t2mL)T (1) ·Ate−t2mLf, ψ˜2(t2mL∗)g〉 dt
t
+
∫ ∞
0
〈ψ2(t2mL)T (1) ·Ate−t2mLf, ψ˜2(t2mL∗)g〉 dt
t
=: J1M + J
2
M . (4.25)
The term J2M is exactly the paraproduct defined in (4.12), i.e. J
2
M = 〈ΠT (1),L(f), g〉, with the
functions ψ, ψ˜ replaced by ψ2, ψ˜2. Recall that we assumed in (OD2)γ that ψ2 ∈ Ψβ,α(Σ0σ) for
some α > 0 and β > n4m , and moreover assumed T (1) to be an element of BMOL(X). Thus,
ΠT (1),L is bounded on L
2(X) due to Theorem 4.9 and we obtain the estimate∣∣J2M ∣∣ . ‖T (1)‖BMOL(X) ‖f‖L2(X) ‖g‖L2(X) . (4.26)
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It remains to find a bound for J1M . But the major part of this estimate was already done in
Proposition 4.10 by application of the assumed Poincaré inequalities (P). Thus, if we set St2m :=
ψ2(t
2mL)T and take into account the assumption (OD2)γ with γ >
n+D+2
2m , then Proposition
4.10, in combination with the Cauchy-Schwarz inequality, yields
∣∣J1M ∣∣ =
∣∣∣∣
∫ ∞
0
〈ψ2(t2mL)Te−t2mLf − ψ2(t2mL)T (1) · Ate−t2mLf, ψ˜2(t2mL∗)g〉 dt
t
∣∣∣∣
≤
(∫ ∞
0
∥∥∥ψ2(t2mL)Te−t2mLf − ψ2(t2mL)T (1) · Ate−t2mLf∥∥∥2
L2(X)
dt
t
)1/2
×
(∫ ∞
0
∥∥∥ψ˜2(t2mL∗)g∥∥∥2
L2(X)
dt
t
)1/2
. ‖f‖L2(X) ‖g‖L2(X) , (4.27)
where we also used quadratic estimates for the operator family {ψ˜2(tL∗)}t>0 in the last step.
Let us finally observe what we did wrong by considering J0M instead of JM . The combination of
(4.26) and (4.27) provides us with the estimate
∣∣J0M ∣∣ . (‖T (1)‖BMOL(X) + 1
)
‖f‖L2(X) ‖g‖L2(X) . (4.28)
On the other hand, we have JM = J
0
M − JR, where the remainder term JR is defined by
JR :=
∫ ∞
0
∫ ∞
s
〈ψ2(t2mL)Te−t2mLψ1(s2mL)ψ˜1(s2mL)f, ψ˜2(t2mL∗)g〉 dt
t
ds
s
.
This term can be handled in analogy to the treatment of JE , replacing the estimate (4.21) by
∥∥∥ψ2(t2mL)Te−t2mLψ1(s2mL)∥∥∥
L2(X)→L2(X)
.
(
s2m
t2m
)β
,
which again holds uniformly for all s, t > 0 according to Lemma 4.11 and the uniform boundedness
of {ψ2(t2mL)T}t>0 in L2(X). Together with the Cauchy-Schwarz inequality, the above yields
|JR| ≤
∫ ∞
0
∫ ∞
s
∣∣∣〈ψ2(t2mL)Te−t2mLψ1(s2mL)ψ˜1(s2mL)f, ψ˜2(t2mL∗)g〉∣∣∣ dt
t
ds
s
.
∫ ∞
0
∫ ∞
s
(
s2m
t2m
)β ∥∥∥ψ˜1(s2mL)f∥∥∥
L2(X)
∥∥∥ψ˜2(t2mL∗)g∥∥∥
L2(X)
dt
t
ds
s
. (4.29)
If we now handle the last line of (4.29) with the same argument as used in (4.22) and (4.23), we
end up with
|JR| . ‖f‖L2(X) ‖g‖L2(X) . (4.30)
By combining (4.24), (4.28) and (4.30), and repeating the same procedure for J2 and recalling
the splitting 〈Tf, g〉 = J1 + J2 = JE + J0M − JR + J2, we finally obtain
|〈Tf, g〉| .
(
‖T (1)‖BMOL(X) + ‖T ∗(1)‖BMOL∗(X) + 1
)
‖f‖L2(X) ‖g‖L2(X) .
This proves the theorem. 
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4.4 Extension to H
p
L(X) for p 6= 2 and necessary conditions
If T satisfys off-diagonal estimates (OD1)γ and (OD2)γ and is bounded on L
2(X), then the ex-
tension to Hardy spaces HpL(X) for p 6= 2 is almost immediate. Such a property is similar to the
behaviour of Calderón-Zygmund operators, in respect of the fact that every Calderón-Zygmund
operator, that is bounded on L2(X), is automatically also bounded on Lp(X) for all p ∈ (1,∞).
We start with the following self-improving property of off-diagonal estimates. The proof is post-
poned to Section 5.
Lemma 4.12 Let ψ ∈ Ψ(Σ0σ)\{0} and let T be a linear operator on L2(X) such that {Tψ(tL)}t>0
satisfies weak off-diagonal estimates of order γ > n2m on L
2(X). Let δ > γ and let ϕ ∈ H∞(Σ0σ)
with |ϕ(z)| . |z|δ for |z| ≤ 1. Moreover, assume that {Tϕ(tL)}t>0 is uniformly bounded on
L2(X). Then {Tϕ(tL)}t>0 satisfies weak off-diagonal estimates of order γ on L2(X).
We then obtain the following.
Corollary 4.13 Let L be an operator satisfying the assumptions (H1) and (H2). Let T :
L2(X) → L2(X) be a bounded linear operator that satisfies (OD1)γ for some γ > n2m . Then
T extends to a bounded operator
T : HpL(X)→ Lp(X), 1 ≤ p ≤ 2,
and T ∗ extends to a bounded operator
T ∗ : Lp(X)→ HpL∗(X), 2 ≤ p <∞,
T ∗ : L∞(X)→ BMOL∗(X).
One can obviously obtain the corresponding results for T ∗, L∗ in place of T,L, if one uses (OD2)γ
instead of (OD1)γ . To obtain boundedness results for T : L
p(X) → Lp(X), we refer the reader
to combine Corollary 4.13 with Proposition 3.25. Following the proof of [42], Proposition 5.6,
one can moreover show that T extends to a bounded operator T : H1L(X) → H1(X), whenever
T ∗(1) = 0.
Proof: In order to show that T extends to a bounded operator T : H1L(X)→ L1(X), one com-
bines Proposition 3.23 with Lemma 4.12. LetM ∈ N withM > γ. Observe that the operator fam-
ilies {(I − e−tL)M}t>0, {(tLe−tL)M}t>0 and therefore also {T (I − e−tL)M}t>0, {T (tLe−tL)M}t>0
are uniformly bounded on L2(X). Thus, Lemma 4.12 yields that {T (I − e−tL)M}t>0 and
{T (tLe−tL)M}t>0 satisfy weak off-diagonal estimates of order γ.
One then uses the interpolation scales for the spaces Lp(X) and HpL(X), see Proposition 3.22,
and obtains the boundedness of T : HpL(X) → Lp(X) for 1 ≤ p ≤ 2. Since Theorem 3.19 yields
that (H1L(X))
′ = BMOL∗(X) and the space H
p
L∗(X) was defined as the dual space of H
p′
L (X)
for 2 < p < ∞ and 1p + 1p′ = 1 (see Definition 3.14), one finally gets the remaining assertions of
the corollary via duality. 
Remark 4.14 (i) The above results also contain the following necessary conditions for a non-
integral operator to be bounded on L2(X):
Let T : L2(X) → L2(X) be a bounded linear operator. If T satisfies assumption (OD2)γ with
γ > n2m , then T (1) ∈ BMOL(X). Analogously, if T satisfies assumption (OD1)γ with γ > n2m ,
then T ∗(1) ∈ BMOL∗(X).
(ii) Using the relation between elements of BMOL(X) and Carleson measures, as described
in Proposition 3.21, one can also formulate the assumption "T (1) ∈ BMOL(X)" in terms of
Carleson measures.
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Remark 4.15 Let L be a second order elliptic operator in divergence form. For the Riesz
transform T = ∇L−1/2 one can show that (OD1)γ is satisfied, cf. e.g. [6], [40], [14]. However, if
n ≥ 3, (OD2)γ cannot be satisfied in general:
Denote by (p−(L), p+(L)) the interior of L
p boundedness of {e−tL}t>0. Then, as shown in [42],
Proposition 9.1, HpL(X) = L
p(X) for all p ∈ (p−(L), p+(L)). If ∇L−1/2 would satisfy (OD2)γ ,
then, according to Corollary 4.13, ∇L−1/2 would be bounded on Lp(X) for p ∈ [2, p+(L)).
However, in [2] it was proved that p+(L) >
2n
n−2 and in [9], Theorem 4.7 (due to Kenig) it was
shown that for every p > 2 there exists some second order elliptic operator in divergence form L
with ∇L−1/2 not bounded on Lp(X).
4.5 A second version under weaker off-diagonal estimates
We give in this section a second version of Theorem 4.8 under weaker estimates than (OD1)γ
and (OD2)γ . However, we assume in addition that the conservation properties e
−tL(1) = 1 and
e−tL
∗
(1) = 1 in L2loc(X) are valid and that T is a weakly continuous operator mapping from
L2(X) to L2(X). The last assumption is stronger than the one in Theorem 4.8, but one thinks of
an application to some kind of “truncations” Tε of T with uniform L
2 bound. See e.g. Theorem
4.19 below for an example. The basic idea of the construction is taken from [11]. The proof,
however, is completely different from [11], as we cannot use pointwise kernel bounds. The result
gives a positive answer to a question raised at the end of [11].
Theorem 4.16 Let L be an operator satisfying the assumptions (H1), (H2) and (H3). Addi-
tionally, let the assumptions (P) and (P∗) be satisfied. Let α > 0, β > n4m and ψ, ψ˜ ∈ Ψβ,α(Σ0σ)
with
∫∞
0 ψ(t)ψ˜(t)
dt
t = 1 and define φ ∈ H∞(Σ0σ) via
φ(z) :=
∫
γz
ψ(ζ)ψ˜(ζ)
dζ
ζ
, z ∈ Σ0σ,
where γz(t) := te
i arg z, t ∈ (|z| ,∞). Assume that the operator family {φ(tL)}t>0 satisfies off-
diagonal estimates of order γ > n+D+22m and moreover, assume that
φ(tL)(1) = φ(tL∗)(1) = 1 in L2loc(X) (4.31)
for every t > 0.
Let T : L2(X) → L2(X) be a linear, weakly continuous operator such that {ψ(tL)Tφ(tL)}t>0
and {ψ(tL∗)T ∗φ(tL∗)}t>0 satisfy weak off-diagonal estimates of order γ > n+D+22m and let T (1) ∈
BMOL(X) and T
∗(1) ∈ BMOL∗(X).
Then T : L2(X)→ L2(X) is bounded with a constant independent of the weak continuity param-
eters of T .
Remark 4.17 Note that one can get off-diagonal estimates for {φ(tL)}t>0 in the following way.
By splitting φ(z) = (φ(z) − e−z) + e−z for z ∈ Σ0σ, one can on the one hand take into account
Davies-Gaffney estimates for the semigroup {e−tL}t>0. On the other hand, it is clear by definition
that φ(z) − e−z → 0 for |z| → 0 and for |z| → ∞. Proposition 3.11 then yields the existence of
off-diagonal estimates for {φ(tL)− e−tL}t>0.
With a similar reasoning, one can show that the assumption (4.31) is a consequence of the
property e−tL(1) = e−tL
∗
(1) = 1 in L2loc(X). This is due to the fact that the latter implies
ψ(tL)(1) = ψ(tL∗)(1) = 0 in L2loc(X) for every ψ ∈ Ψβ,α(Σ0σ) with β > n4m and α > 0, see
Lemma 3.13.
32
The proof of Theorem 4.16 is almost equal to the one of Theorem 4.8. The only difference is the
replacement of the Calderón reproducing formula by the representation formula (4.32), which is
a generalization of a construction in [11].
Proof: We first observe that by definition of φ there holds limt→0 φ(t) = 1 and limt→∞ φ(t) = 0.
Since T is weakly continuous, we thus get by functional calculus
Tf = lim
t→0
φ2(tL)Tφ2(tL)f, 0 = lim
t→∞
φ2(tL)Tφ2(tL)f,
where the limit is interpreted in the weak sense in L2(X). Again by functional calculus, we
obtain from the above as a special form of a Calderón reproducing formula that 〈Tf, g〉 can be
represented as
〈Tf, g〉 = 〈
∫ ∞
0
([
t
d
dt
φ2(tL)
]
Tφ2(tL)(f) + φ2(tL)T
[
t
d
dt
φ2(tL)
]
f
)
dt
t
, g〉. (4.32)
Once having handled the first summand in (4.32), in the following called J , the second one will
work in the same way simply by duality. So let us have a more detailed look at the first part.
By definition of φ there holds zφ′(z) = ψ(z)ψ˜(z) for z ∈ Σ0σ. This yields due to functional
calculus, ∫ ∞
0
[
t
d
dt
φ2(tL)
]
Tφ2(tL)(f)
dt
t
= 2
∫ ∞
0
(tL)φ′(tL)φ(tL)Tφ2(tL)(f)
dt
t
= 2
∫ ∞
0
ψ(tL)ψ1(tL)Tφ
2(tL)(f)
dt
t
, (4.33)
where we set ψ1(z) := ψ˜(z)φ(z). We further decompose f with the help of another Calderón
reproducing formula as
f =
∫ ∞
0
ψ(sL)ψ˜(sL)f
ds
s
, (4.34)
taking into account the assumption
∫∞
0 ψ(t)ψ˜(t)
dt
t = 1. The combination of the two equations
(4.33) and (4.34) then leads to
J = 2
∫ ∞
0
∫ ∞
0
〈ψ(t2mL)Tφ2(t2mL)ψ(s2mL)ψ˜(s2mL)f, ψ1(t2mL∗)g〉 dt
t
ds
s
. (4.35)
Similar to the proof of Theorem 4.8, we split the inner integral into two parts, one over the
interval {t ∈ (0,∞) : 0 < t < s}, called J1, and the other one over {t ∈ (0,∞) : s ≤ t < ∞},
called J2. In contrast to the proof of Theorem 4.8, for lack of symmetry in (4.35) we cannot
handle J2 simply by duality, but it can be dealt with similar to the remainder term JR in Theorem
4.8.
Thus, let us first turn to J2. Lemma 3.1 and the assumed weak off-diagonal estimates yield
that {ψ(tL)Tφ(tL)}t>0 is uniformly bounded on L2(X). Moreover, observe that by assumption
ψ(ζ)ψ˜(ζ)
ζ = O(|ζ|−2α−1) for |ζ| → ∞ and consequently, φ(z) = O(|z|−2α) for |z| → ∞. Replacing
e−z by φ(z) in Lemma 4.11, it is therefore easy to check that there exists some δ > 0 such that
∥∥φ(t2mL)ψ(s2mL)h∥∥
L2(X)→L2(X)
.
(
s2m
t2m
)δ
,
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uniformly in s, t > 0. With exactly the same arguments as in (4.29), we end up with
|J2| ≤
∫ ∞
0
∫ ∞
s
∣∣∣〈ψ(t2mL)Tφ2(t2mL)ψ(s2mL)ψ˜(s2mL)f, ψ1(t2mL∗)g〉∣∣∣ dt
t
ds
s
. ‖f‖L2(X) ‖g‖L2(X) .
To handle J1, we apply for every t > 0 the splitting
Tφ2(t2mL) = Tφ2(t2mL)e−t
2mL + Tφ2(t2mL)(I − e−t2mL),
representing the splitting of J1 into the main term JM and the error term JE just as in (4.20),
i.e.
J1 =
∫ ∞
0
∫ s
0
〈ψ(t2mL)Tφ2(t2mL)e−t2mLψ(s2mL)ψ˜(s2mL)f, ψ1(t2mL∗)g〉 dt
t
ds
s
+
∫ ∞
0
∫ s
0
〈ψ(t2mL)Tφ2(t2mL)(I − e−t2mL)ψ(s2mL)ψ˜(s2mL)f, ψ1(t2mL∗)g〉 dt
t
ds
s
=: JM + JE .
The treatment of JE works analogously to (4.22), using the weak off-diagonal estimates for
{ψ(tL)Tφ(tL)}t>0 instead of assumption (OD2)γ and the uniform boundedness of {φ(tL)}t>0 in
L2(X). To estimate the main term JM , we also aim to apply a paraproduct estimate and therefore
write JM = J
0
M + JR with a remainder JR that can be handled with the same arguments as in
(4.29), and
J0M =
∫ ∞
0
∫ ∞
0
〈ψ(t2mL)Tφ2(t2mL)e−t2mLψ(s2mL)ψ˜(s2mL)f, ψ1(t2mL∗)g〉 dt
t
ds
s
=
∫ ∞
0
〈ψ(t2mL)Tφ2(t2mL)e−t2mLf − ψ(t2mL)Tφ2(t2mL)(1) ·Ate−t2mLf, ψ1(t2mL∗)g〉 dt
t
+
∫ ∞
0
〈ψ(t2mL)Tφ2(t2mL)(1) ·Ate−t2mLf, ψ1(t2mL∗)g〉 dt
t
=: J1M + J
2
M ,
in analogy to (4.25). Observe that the operator family {ψ(tL)Tφ2(tL)}t>0 satisfies weak off-
diagonal estimates of order γ > n+D+22m due to the assumptions and Proposition 3.7. By taking
assumption (P) into account, we can thus apply Proposition 4.10 with St := ψ(tL)Tφ
2(tL), which
yields the desired estimate for J1M just as in (4.27). We finally note that assumption (4.31) yields
J2M =
∫ ∞
0
〈ψ(t2mL)T (1) · Ate−t2mLf, ψ1(t2mL∗)g〉 dt
t
= 〈ΠT (1),Lf, g〉,
and J2M can therefore be treated by Theorem 4.9 and the assumption T (1) ∈ BMOL(X). 
4.6 Application to paraproducts
We present an application of Theorem 4.16 to a special type of paraproduct operator (cf. also
[11], Section 4). We do this under more restrictive assumptions on L. Let again L be an operator
satisfying (H1), (H2) and (H3). Additionally, let us assume the following.
(H4) The operator e−tL : L∞(X)→ L∞(X) is bounded uniformly in t > 0.
(H5) For every t > 0 there holds e−tL(1) = 1 in L∞(X) and e−tL
∗
(1) = 1 in L2loc(X).
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The assumption (H5) in particular implies that ψ(tL∗)(1) = 0 in L2loc(X) for every t > 0 and
every ψ ∈ Ψβ,α(Σ0σ), where β > n4m and α > 0, see Lemma 3.13.
Definition 4.18 Let α1, β1, α2, β2 > 0. Assume that ψ1 ∈ Ψβ1,α1(Σ0σ)\{0} and ψ2 ∈ Ψβ2,α2(Σ0σ)\
{0} and abbreviate ψ˜ := ψ1 · ψ2. For every f ∈ L∞(X) and every g ∈ L2(X) we define the para-
product
Π˜f (g) :=
∫ ∞
0
ψ˜(t2mL)[e−t
2mLg · e−t2mLf ] dt
t
. (4.36)
If one would replace e−t
2mLg in (4.36) by ψ(t2mL)g for some ψ ∈ Ψ(Σ0σ), then the boundedness
of Π˜f on L
2(X) would be an immediate consequence of quadratic estimates due to bounded
H∞-functional calculus for L. In our case, we obtain the following.
Theorem 4.19 Let L satisfy (H1)-(H5) and let the assumptions (P) and (P∗) be satisfied. For
every f ∈ L∞(X) let Π˜f be the operator defined in (4.36) with min(α1, β1, α2, β2) > n+D+22m .
Then there exists some constant C > 0 such that for every f ∈ L∞(X) and every g ∈ L2(X)∥∥∥Π˜f (g)∥∥∥
L2(X)
≤ C ‖f‖L∞(X) ‖g‖L2(X) .
For the proof, let us first define suitable approximations of Π˜f . Let f ∈ L∞(X) be fixed. We
define for every R > 0 the operator TR : L
2(X)→ L2(X) by
TR(g) :=
∫ R
1/R
ψ1(t
2mL)1B(0,R)ψ2(t
2mL)[e−t
2mLg · e−t2mLf ] dt
t
(4.37)
for every g ∈ L2(X).
For convenience, let us set δ := min(α1, β1, α2, β2). Let ψ ∈ Ψδ,δ(Σ0σ) and choose φ ∈ H∞(Σ0σ) ac-
cording to the assumptions of Theorem 4.16, such that {φ(tL)}t>0 satisfies off-diagonal estimates
of order δ. One can show the following off-diagonal estimates.
Lemma 4.20 Let f ∈ L∞(X) and let R > 0. For every γ with 0 < γ < δ there exists some
constant C > 0, independent of R > 0, such that for arbitrary open sets E,F in X, all g ∈ L2(X)
with supp g ⊆ E and all f ∈ L∞(X)
‖ψ(tL)TRg‖L2(F ) + ‖φ(tL)TRψ(tL)g‖L2(F ) ≤ C
(
1 +
dist(E,F )2m
t
)−γ
‖f‖L∞(X) ‖g‖L2(E) .
We postpone the proof of the lemma to Section 5.
Proof (of Theorem 4.19): We apply Theorem 4.16 to the approximation operators TR de-
fined in (4.37). First observe that due to the uniform boundedness of the operator families
{ψ1(tL)}t>0, {ψ2(tL)}t>0, {e−tL}t>0 on L2(X) and of {e−tL}t>0 on L∞(X), every operator TR
is bounded on L2(X) with the operator norm bounded by some constant depending on R > 0.
Using Lemma 3.4, we obtain from Lemma 4.20 the required off-diagonal estimates for the opera-
tor families {ψ(tL)TRφ(tL)}t>0 and {ψ(tL∗)T ∗Rφ(tL∗)}t>0 with constants independent of R > 0.
It remains to check that
sup
R>0
‖TR(1)‖BMOL(X) <∞ and sup
R>0
‖T ∗R(1)‖BMOL∗(X) <∞. (4.38)
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Starting with the first assertion, let us define for every h ∈ H1L∗(X) a function H by
H(x, t) := ψ1(t
2mL∗)h(x), (x, t) ∈ X × (0,∞).
Since ψ1 ∈ Ψβ1,α1(Σ0σ) with α1 > n4m , Theorem 3.15 yields that H ∈ T 1(X) with ‖H‖T 1(X) ≈
‖h‖H1
L∗
(X). Using that ψ2 ∈ Ψβ2,α2(Σ0σ) with β2 > n4m , there holds on the other hand that the
function F , defined by
F (x, t) := ψ2(t
2mL)e−t
2mLf(x), (x, t) ∈ X × (0,∞),
is according to Proposition 3.21 an element of T∞(X) with ‖F‖T∞(X) . ‖f‖BMOL(X). Due to
the assumption e−tL(1) = 1 and [30], Proposition 2.5 (generalized to our setting), there actually
holds L∞(X) ⊆ BMO(X) ⊆ BMOL(X) and therefore ‖F‖T∞(X) . ‖f‖L∞(X). Again taking
into account the assumption e−tL(1) = 1 in L∞(X), we thus obtain
〈TR(1), h〉 =
∫ R
1/R
〈1B(0,R)ψ2(t2mL)[e−t
2mL1 · e−t2mLf ], ψ1(t2mL∗)h〉 dt
t
=
∫ R
1/R
〈1B(0,R)ψ2(t2mL)e−t
2mLf, ψ1(t
2mL∗)h〉 dt
t
=
∫ R
1/R
〈1B(0,R)F (x, t),H(x, t)〉
dt
t
.
The duality of T 1(X) and T∞(X), cf. [17], Theorem 1, then yields that
|〈TR(1), h〉| . ‖F‖T∞(X) ‖H‖T 1(X) . ‖f‖L∞(X) ‖h‖H1
L∗
(X) ,
where the implicit constants are independent of R > 0. Due to the duality of H1L∗(X) and
BMOL(X), see Theorem 3.19, we finally obtain that TR(1) ∈ BMOL(X) with
sup
R>0
‖TR(1)‖BMOL(X) . ‖f‖L∞(X) .
Coming to the second assertion in (4.38), observe that ψ1(tL
∗)(1) = 0 in L2loc(X) due to the
assumption e−tL
∗
(1) = 1 in L2loc(X) and Lemma 3.13. Thus,
T ∗R(1) =
∫ R
1/R
e−t
2mL∗ [ψ2(t
2mL∗)1B(0,r)ψ1(t
2mL∗)(1) · e−t2mLf ] dt
t
= 0
in L2(X) and therefore also in BMOL∗(X). 
4.7 Towards a T (b)-Theorem
In this section, we give a criterion, under which a T (b)-Theorem in our setting holds.
Definition 4.21 A function b ∈ L∞(X) is said to be accretive if there exists a constant c0 > 0
such that Re b(x) ≥ c0 for almost all x ∈ X.
We first state two auxiliary results, Lemmata 4.22 and 4.24. They represent the major changes
in the proof of Theorem 4.26 below in comparision to the proof of the T (1)-Theorem, Theorem
4.8. Their proofs are postponed to Section 5.
For every b ∈ L∞(X), we denote by Mb the multiplication operator defined by Mbf := b · f for
all measurable functions f : X → C.
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Lemma 4.22 Let α, β ≥ 1, ψ ∈ Ψβ,α(Σ0σ) and let T : D(L) ∩ R(L) → L2loc(X) be a linear
operator such that the operator family {Tψ(tL)}t>0 satisfies weak off-diagonal estimates of order
γ > n2m . Moreover, let b ∈ L∞(X) and assume that there exist δ > 0 and ψ˜ ∈ Ψβ1,α1(Σ0σ) for
some α1 ≥ α and β1 ≥ β such that
∫∞
0 ψ(t)ψ˜(t)
dt
t = 1 and such that there exists some constant
C > 0 with ∥∥∥ψ˜(sL)Mbψ(tL)f∥∥∥
L2(X)
≤ Cmin
(
s
t
,
t
s
)δ
‖f‖L2(X) ‖b‖L∞(X) (4.39)
for all s, t > 0 and all f ∈ L2(X). Additionally, assume that there exists some ε0 ∈ (0, 1) such
that ε0β > γ and (1− ε0)δ > n2m + γ.
Then the operator family {TMbψ(tL)}t>0, originally defined by (5.10), satisfies weak off-diagonal
estimates of order γ.
Remark 4.23 If one replaces the weak off-diagonal estimates by off-diagonal estimates in Lemma
4.22, one no longer needs the assumption γ > n2m . Also the assumption (1−ε0)δ > n2m+γ reduces
to (1− ε0)δ > γ. The proof in this case follows the one of Lemma 4.22 (cf. Section 5), replacing
the splitting of X into balls of radius t by a splitting into two complementary sets, as it is done
in the proof of Lemma 3.4 and Lemma 4.24 below.
Lemma 4.24 Let α > 0, β > n4m +[
n
4m ]+1 and ψ ∈ Ψβ,α(Σ0σ). Let b ∈ L∞(X) and assume that
there exist δ > β and ψ˜ ∈ Ψβ1,α1(Σ0σ) for some α1 ≥ α and β1 ≥ β such that
∫∞
0 ψ(t)ψ˜(t)
dt
t = 1
and such that (4.39) is satisfied with b replaced by b. Additionally, assume that there exists some
ε0 ∈ (0, 1) with ε0β > n4m and (1− ε0)δ > ε0β + [ n4m ] + 1.
Then for every f ∈ BMOL(X) is
νψ,f :=
∣∣ψ(t2mL)Mbf(y)∣∣2 dµ(y)dt
t
a Carleson measure and there exists a constant Cψ > 0 such that for all f ∈ BMOL(X)
‖νψ,f‖C ≤ Cψ ‖b‖2L∞(X) ‖f‖2BMOL(X) .
For b = 1, one can show, in analogy to Lemma 3.12, that condition (4.39) is satisfied for δ =
min(α, β, α1, β1). For arbitrary b ∈ L∞(X), such an estimate is no longer obvious. We give in
Proposition 4.25 below sufficient conditions for (4.39) with δ = 12m . Unfortunately, one needs
δ > 12m in (4.39) for the proof of Theorem 4.26 below.
We first require the following assumption, which is a slight modification of assumption (P).
Assumption (P1) Let ψ ∈ Ψ(Σ0σ) be given. Assume that for every f ∈ L2(X) there exists a
measurable function g : X × (0,∞) → C such that for all s > 0 there holds gs := g( . , s) ≥ 0,
and the pair (ψ(s2mL)f, gs) satisfies a p-Poincaré inequality of the form (4.8) for some p < 2 and
with constants λ ≥ 1, CP > 0 independent of s and f . Moreover, assume that for all s > 0 there
holds gs ∈ L2(X) and ‖sgs‖L2(X) ≤ C ‖f‖L2(X) with C > 0 independent of f and s.
If X is the Euclidean space Rn, then the pair (ψ(s2mL), gs) corresponds to (ψ(s
2mL),∇ψ(s2mL))
and (P1) is satisfied whenever {s∇ψ(s2mL)}s>0 is uniformly bounded on L2(X).
Proposition 4.25 Let b ∈ L∞(X), let e−tL(b) = b and e−tL∗(b¯) = b¯ in L2loc(X) for all t > 0.
Let α > 0, β > n+D+22m . Let ψ, ψ˜ ∈ Ψβ,α(Σ0σ) \ {0}. Let (P1) be satisfied for ψ, L and for ψ˜, L∗.
Then there exists some C > 0 such that∥∥∥ψ˜(tL)Mbψ(sL)∥∥∥
L2(X)→L2(X)
≤ Cmin
(
s
t
,
t
s
) 1
2m
‖b‖L∞(X) .
37
Proof: We follow the proof of Proposition 4.10. Let f ∈ L2(X) and s, t > 0. Due to the
assumptions β > n4m and e
−tL(b) = b in L2loc(X) for all t > 0, Lemma 3.13 yields ψ˜(tL)(b) = 0
in L2loc(X) for all t > 0. Thus, for every R > 0,∥∥∥ψ˜(t2mL)Mbψ(s2mL)f∥∥∥2
L2(B(0,R))
=
∥∥∥ψ˜(t2mL)Mbψ(s2mL)f − ψ˜(t2mL)b ·Atψ(s2mL)f∥∥∥2
L2(B(0,R))
.
Due to Proposition 3.11, {ψ˜(tL)}t>0 satisfies off-diagonal estimates of order β > n+D+22m . Observe
that the calculations in (4.15)-(4.18) do not depend on the special form of (u, gt) but only on the
fact that they satisfy a p-Poincaré inequality. Hence, in analogy to (4.19), we obtain
∥∥∥ψ˜(t2mL)Mbψ(s2mL)f∥∥∥2
L2(X)
.
∑
α∈Ik0
∑
β∈Ik0
(
1 +
dist(Bα, Bβ)
2m
t2m
)−γ ∥∥∥ψ(s2mL)f − 〈ψ(s2mL)f〉
Q
k0
α
∥∥∥2
L2(Q
k0
β )
. t2 ‖Mpgs‖L2(X) .
(
t
s
)2
‖sgs‖2L2(X) .
(
t
s
)2
‖f‖2L2(X) ,
where the last step is a consequence of (P1). The corresponding estimate against st follows by
duality. 
We are now ready to state the T (b)-Theorem.
Theorem 4.26 Let L be an operator satisfying the assumptions (H1), (H2) and (H3). Addi-
tionally, let the assumptions (P) and (P∗) be satisfied.
Let T : D(L) ∩ R(L) → L2loc(X) be a linear operator with T ∗ : D(L∗) ∩ R(L∗) → L2loc(X) such
that the assumptions (OD1)γ and (OD2)γ are satisfied for some γ >
n+D+2
2m .
Let b1, b2 ∈ L∞(X) be two accretive functions such that the assumptions of Lemma 4.22 are
satisfied for the operator families {Tψ1(tL)}t>0 with b1 and for {T ∗ψ2(tL∗)}t>0 with b2 and such
that the assumptions of Lemma 4.24 are satisfied for the triples ψ1, b1, L
∗ and ψ2, b2, L.
Moreover, let T (b1) ∈ BMOL(X) and T ∗(b2) ∈ BMOL∗(X).
Then T is bounded on L2(X), i.e. there exists a constant C > 0 such that for all f ∈ L2(X)
‖Tf‖L2(X) ≤ C ‖f‖L2(X) .
Proof (of Theorem 4.26): The proof works analogously to the one of Theorem 4.8. We will
not give the proof in all details, but only state the differences to the one of Theorem 4.8.
Let f, g ∈ L2(X). Let b1, b2 ∈ L∞(X) be the two accretive functions given in the assump-
tion with constants c1 and c2, respectively. Moreover, let α ≥ 1, β > n4m + [ n4m ] + 1 and let
ψ1, ψ2 ∈ Ψβ,α(Σ0σ) \ {0} as given in the assumption. Denote by ψ˜1, ψ˜2 ∈ Ψ(Σ0σ) the functions
given in the assumptions of Lemma 4.22 and Lemma 4.24 that satisfy
∫∞
0 ψ1(t)ψ˜1(t)
dt
t = 1 and∫∞
0 ψ2(t)ψ˜2(t)
dt
t = 1.
Since b1, b2 are accretive functions, it will be sufficient to estimate Mb2TMb1 instead of T . In
analogy to the proof of Theorem 4.8, we first decompose both f and g with the help of the
Calderón reproducing formula, which yields
〈Mb2TMb1f, g〉 =
∫ ∞
0
∫ ∞
0
〈ψ2(t2mL)Mb2TMb1ψ1(s2mL)ψ˜1(s2mL)f, ψ˜2(t2mL∗)g〉
dt
t
ds
s
. (4.40)
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The two main differences will be the following. Observe that due to Lemma 4.22 and the as-
sumption γ > n+D+22m , the operator families
{TMb1ψ1(tL)}t>0 and {T ∗Mb2ψ2(tL∗)}t>0 (4.41)
satisfy weak off-diagonal estimates of order γ. Moreover, together with the assumptions T (b1) ∈
BMOL(X) and T
∗(b2) ∈ BMOL∗(X), Lemma 4.24 yields that
∣∣ψ2(t2mL)Mb2T (b1)(y)∣∣2 dµ(y)dtt and
∣∣∣ψ1(t2mL∗)Mb1T ∗(b2)(y)
∣∣∣2 dµ(y)dt
t
(4.42)
are Carleson measures.
As in the proof of Theorem 4.8, it is enough to consider the part J1, where in the inner integral
of (4.40) one only integrates over the interval {t ∈ (0,∞) : 0 < t < s}. Then, one also uses the
first line of the decomposition (4.11), but now applied for the operator Mb2TMb1 instead of T .
The error term JE is then equal to
JE =
∫ ∞
0
∫ s
0
〈ψ2(t2mL)Mb2TMb1(I − e−t
2mL)ψ1(s
2mL)ψ˜1(s
2mL)f, ψ˜2(t
2mL∗)g〉 dt
t
ds
s
.
Due to the weak off-diagonal estimates for the operator family {T ∗Mb2ψ2(tL∗)}t>0 and the fact
that ∥∥∥Mb1(I − e−t2mL)ψ1(s2mL)h∥∥∥
L2(X)
.
∥∥∥(I − e−t2mL)ψ1(s2mL)h∥∥∥
L2(X)
,
we can simply copy the estimates in (4.21), (4.22) and (4.23) and obtain
|JE | . ‖f‖L2(X) ‖g‖L2(X) .
To handle the main term JM , we now split Mb2TMb1e
−t2mL into
[Mb2TMb1e
−t2mL −Mb2T (b1) · Ate−t
2mL] +Mb2T (b1) · Ate−t
2mL.
Then, following the same procedure as in (4.25), we get J0M = J
1
M + J
2
M with
J1M =
∫ ∞
0
〈ψ2(t2mL)Mb2TMb1e−t
2mLf − ψ2(t2mL)Mb2T (b1) · Ate−t
2mLf, ψ˜2(t
2mL∗)g〉 dt
t
and
J2M =
∫ ∞
0
〈ψ2(t2mL)Mb2T (b1) ·Ate−t
2mLf, ψ˜2(t
2mL∗)g〉 dt
t
.
The term J1M can again be estimated by application of Proposition 4.10, with a slight modifica-
tion. We set St2m := ψ2(t
2mL)Mb2T and observe that this operator satisfies weak off-diagonal
estimates of order γ > n+D+22m via (4.41). It remains to check that the constant function 1 in
Proposition 4.10 can be replaced by some arbitrary function b1 ∈ L∞(X), i.e. that one can also
obtain the estimate∫ ∞
0
∥∥∥St2mMb1e−t2mLf − St2m(b1) ·Ate−t2mLf∥∥∥2
L2(X)
dt
t
≤ C ‖b1‖2L∞(X) ‖f‖2L2(X) .
This can easily be seen in the calculations of (4.15), where one can pull the function b1 out of
the L2-norm in the last step.
39
The term J2M is, up to the multiplication operator Mb2 , a paraproduct. To handle this term, let
us have a short look at the proof of Theorem 4.9 (cf. [31], Theorem 4.2), which states the bound-
edness of paraproducts on L2(X). There, one only exploits the fact that
∣∣ψ(t2mL)b(y)∣∣2 dµ(y)dtt
is a Carleson measure whenever b ∈ BMOL(X) and does not explicitly use that b ∈ BMOL(X).
Since we have by assumptions that
∣∣ψ2(t2mL)Mb2T (b1)(y)∣∣2 dµ(y)dtt is a Carleson measure, see
(4.42), we also get the desired estimate for J2M .
The proof of the remainder term JR, defined by
JR :=
∫ ∞
0
∫ ∞
s
〈ψ2(t2mL)Mb2TMb1e−t
2mLψ1(s
2mL)ψ˜1(s
2mL)f, ψ˜2(t
2mL∗)g〉 dt
t
ds
s
,
is again handled as in (4.29), with the same changes as those for the treatment of JE . 
5 Proofs of auxiliary results
In this section, we prove Lemmata 4.12, 4.20, 4.22 and 4.24. In all cases, one has to establish off-
diagonal for certain types of operators. Except for Lemma 4.20, one always transfers off-diagonal
estimates from one operator to another with the help of a Calderón reproducing formula.
Proof (of Lemma 4.12): Let t > 0 and let B1, B2 be arbitrary balls with radius t. Let f, g ∈
L2(X) with supp f ⊆ B1 and supp g ⊆ B2. Given ψ ∈ Ψ(Σ0σ) \ {0} from the assumptions,
we choose some function ψ˜ ∈ Ψα,β(Σ0σ) with α, β > γ and
∫∞
0 ψ(s)ψ˜(s)
ds
s = 1. The Calderón
reproducing formula then yields
〈Tϕ(t2mL)f, g〉 =
∫ ∞
0
〈Tϕ(t2mL)ψ(s2mL)ψ˜(s2mL)f, g〉 ds
s
. (5.1)
Since {Tϕ(tL)}t>0 is uniformly bounded on L2(X), we can without restriction assume that
dist(B1, B2) ≤ t. We break the integral in (5.1) into two parts, one over (0, t), which is called J1,
and one over (t,∞), which is called J2.
We first turn to J1. On the one hand, {Tψ(sL)}s>0 satisfies weak off-diagonal estimates of order
γ > n2m . Proposition 3.11, on the other hand, yields that {ψ˜(sL)ϕ(tL)}s,t>0 satisfies off-diagonal
estimates in s of order α, since supt>0 ‖ϕ(t · )‖L∞(Σ0σ) = ‖ϕ‖L∞(Σ0σ) <∞. Hence, the composition
of the two operators {Tψ(sL)ψ˜(sL)ϕ(tL)}s,t>0 satisfies weak off-diagonal estimates in s of order
min(γ, α) = γ > n2m on L
2(X) due to Proposition 3.7. Using Remark 3.8 (which provides us with
weak off-diagonal estimates in s for balls of radius t > s), with the roles of s and t interchanged,
we therefore get
|J1| ≤
∫ t
0
∣∣∣〈Tψ(s2mL)ψ˜(s2mL)ϕ(t2mL)f, g〉∣∣∣ ds
s
.
∫ t
0
(
t
s
)n(
1 +
dist(B1, B2)
2m
s2m
)−γ
ds
s
‖f‖L2(B1) ‖g‖L2(B2) .
Since we assumed γ > n2m and dist(B1, B2) > t, there further holds∫ t
0
(
t
s
)n (
1 +
dist(B1, B2)
2m
s2m
)−γ
ds
s
≤
∫ t
0
(
t
s
)n−2mγ (dist(B1, B2)2m
t2m
)−γ
ds
s
=
(
dist(B1, B2)
2m
t2m
)−γ ∫ 1
0
u2mγ−n
du
u
.
(
1 +
dist(B1, B2)
2m
t2m
)−γ
,
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using the substitution u = st in the penultimate step.
We turn to J2. We again use that {Tψ(sL)}s>0 satisfies weak off-diagonal estimates in s of order
γ. Lemma 3.12 shows that for every a > 0 with a ≤ δ and a < β, there exists a family of
operators {Ts,t}s,t>0 such that
ψ˜(sL)ϕ(tL) =
(
t
s
)a
Ts,t,
where {Ts,t}s,t>0 satisfies off-diagonal estimates in s of order α+a uniformly in t > 0. Proposition
3.7 then yields that the family of operators {Tψ(sL)Ts,t}s,t>0 satisfies weak off-diagonal estimates
in s of order min(γ, α+a) = γ. Since weak off-diagonal estimates can be applied to smaller balls
without any change, we obtain
|J2| ≤
∫ ∞
t
∣∣∣〈Tψ(s2mL)ψ˜(s2mL)ϕ(t2mL)f, g〉∣∣∣ ds
s
.
∫ ∞
t
(
t
s
)2ma(
1 +
dist(B1, B2)
2m
s2m
)−γ
ds
s
‖f‖L2(B1) ‖g‖L2(B2) .
Since we assumed δ > γ and β > γ, we can fix some a > γ with a ≤ δ and a < β. For this choice
of a we further get, similar to the treatment of J1,∫ ∞
t
(
t
s
)2ma(
1 +
dist(B1, B2)
2m
s2m
)−γ
ds
s
≤
∫ ∞
t
(
t
s
)2m(a−γ) (dist(B1, B2)2m
t2m
)−γ
ds
s
=
(
dist(B1, B2)
2m
t2m
)−γ ∫ ∞
1
u−2m(a−γ)
du
u
.
(
1 +
dist(B1, B2)
2m
t2m
)−γ
,
still assuming that dist(B1, B2) > t. Combining the estimates of J1 and J2 finishes the proof. 
Proof (of Lemma 4.20): Let E,F be two arbitrary open sets in X and let f ∈ L∞(X)
and g ∈ L2(X) with supp g ⊆ E. We begin with the estimation of {ψ(tL)TR}t>0. Let
δ = min(α1, β1, α2, β2) as defined before and fix some γ > 0 with γ < δ. Then for every
s, t > 0
‖ψ(tL)ψ1(sL)‖L2(X)→L2(X) . min
(
s
t
,
t
s
)δ
, (5.2)
using the same arguments as e.g. in Lemma 3.12. Hence, due to Minkowski’s inequality and the
uniform boundedness of the operator families {ψ2(sL)}s>0, {e−sL}s>0 on L2(X) and {e−sL}s>0
on L∞(X) we obtain
∥∥ψ(t2mL)TR(g)∥∥L2(X) ≤
∫ ∞
0
∥∥∥ψ(t2mL)ψ1(s2mL)1B(0,R)ψ2(s2mL)[e−s2mLg · e−s2mLf ]∥∥∥
L2(X)
ds
s
.
∫ ∞
0
min
(
s
t
,
t
s
)2mδ ds
s
‖g‖L2(X) ‖f‖L∞(X) . ‖g‖L2(X) ‖f‖L∞(X) .
If dist(E,F ) ≤ t, the above estimate yields the desired conclusion. Otherwise, let ρ := dist(E,F ) >
t, and define G1 := {x ∈ X : dist(x, F ) < ρ2} and G2 := {x ∈ X : dist(x, F ) < ρ4}. Then there
holds that G1, G2 are open with dist(E,G1) ≥ ρ2 and dist(F,X \ G¯2) ≥ ρ4 . We split X into
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X = G¯2 ∪X \ G¯2 and obtain∥∥ψ(t2mL)TR(g)∥∥L2(F )
≤
∫ ∞
0
∥∥∥ψ(t2mL)ψ1(s2mL)1B(0,R)ψ2(s2mL)1G¯2 [e−s2mLg · e−s2mLf ]
∥∥∥
L2(F )
ds
s
+
∫ ∞
0
∥∥∥ψ(t2mL)ψ1(s2mL)1B(0,R)ψ2(s2mL)1X\G¯2 [e−s2mLg · e−s2mLf ]
∥∥∥
L2(F )
ds
s
=: JG¯2 + JX\G¯2 .
The estimate (5.2), the uniform boundedness of {ψ2(sL)}s>0 on L2(X) and G¯2 ⊆ G1 yield
JG¯2 .
∫ ∞
0
min
(
s
t
,
t
s
)2mδ ∥∥∥ψ2(s2mL)1G¯2 [e−s2mLg · e−s2mLf ]
∥∥∥
L2(X)
ds
s
.
∫ ∞
0
min
(
s
t
,
t
s
)2mδ ∥∥∥e−s2mLg · e−s2mLf∥∥∥
L2(G1)
ds
s
.
Since, on the one hand, {e−sL}s>0 satisfies Davies-Gaffney estimates and is on the other hand
uniformly bounded on L∞(X), we can estimate the above by a constant times ‖f‖L∞(X) ‖g‖L2(E)
times∫ ∞
0
min
(
s
t
,
t
s
)2mδ (
1 +
dist(E,G1)
2m
s2m
)−γ
ds
s
.
∫ t
0
(s
t
)2mδ (
1 +
dist(E,F )2m
s2m
)−γ
ds
s
+
∫ ∞
t
(
t
s
)2mδ (
1 +
dist(E,F )2m
s2m
)−γ
ds
s
.
(
1 +
dist(E,F )2m
t2m
)−γ [∫ t
0
(s
t
)2mδ ds
s
+
∫ ∞
t
(
t
s
)2mδ ( t
s
)−2mγ ds
s
]
.
(
1 +
dist(E,F )2m
t2m
)−γ
,
using that γ < δ. This gives the desired estimate for JG¯2 .
For the analogous estimate of JX\G¯2 , we instead use the off-diagonal estimates of the operator
family {ψ(tL)ψ1(sL)}s,t>0. We split JX\G¯2 into two parts J1X\G¯2 and J2X\G¯2 , representing the inte-
gration over (0, t) and (t,∞), respectively. Considering J1
X\G¯2
, we take into account that Lemma
3.12 yields off-diagonal estimates in t of order γ for the operator family {ψ(tL)ψ1(sL)}s,t>0 with
an extra term
(
s
t
)γ
. In addition, {ψ2(sL)}s>0 satisfies off-diagonal estimates in s of order γ due
to Proposition 3.11. Lemma 3.4 then yields that
J1X\G¯2 ≤
∫ t
0
∥∥∥ψ(t2mL)ψ1(s2mL)1B(0,R)ψ2(s2mL)1X\G¯2 [e−s2mLg · e−s2mLf ]
∥∥∥
L2(F )
ds
s
.
∫ t
0
(s
t
)2mγ (
1 +
dist(F,X \ G¯2)2m
t2m
)−γ ∥∥∥e−s2mLg · e−s2mLf∥∥∥
L2(X)
ds
s
.
(
1 +
dist(E,F )2m
t2m
)−γ
‖f‖L∞(X) ‖g‖L2(E) . (5.3)
For the part J2
X\G¯2
, we in turn use that {ψ(tL)ψ1(sL)}s,t>0 satisfies off-diagonal estimates in s
of order γ1 with an extra term
(
t
s
)γ1 , where γ < γ1 < δ. With similar arguments as in (5.3), we
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then obtain
J2X\G¯2 ≤
∫ ∞
t
∥∥∥ψ(t2mL)ψ1(s2mL)1B(0,R)ψ2(s2mL)1X\G¯2 [e−s2mLg · e−s2mLf ]
∥∥∥
L2(F )
ds
s
.
∫ ∞
t
(
t
s
)2mγ1 (
1 +
dist(F,X \ G¯2)2m
s2m
)−γ1 ∥∥∥e−s2mLg · e−s2mLf∥∥∥
L2(X)
ds
s
.
(
1 +
dist(E,F )2m
t2m
)−γ
‖f‖L∞(X) ‖g‖L2(E)
∫ ∞
t
(
t
s
)2mγ1 ( t
s
)−2mγ ds
s
.
(
1 +
dist(E,F )2m
t2m
)−γ
‖f‖L∞(X) ‖g‖L2(E) . (5.4)
The combination of the above estimates finally yields the desired conclusion. Observe that all
implicit constants in the inequalities are independent of R > 0.
We continue with the estimation of {φ(tL)TRψ(tL)}t>0. By definition of φ there holds |φ(z)| =
O(|z|δ) for |z| → ∞. Hence, using similar arguments as in Lemma 4.11,
‖φ(tL)ψ1(sL)‖L2(X)→L2(X) .
(s
t
)δ
,
∥∥e−sLψ(tL)∥∥
L2(X)→L2(X)
.
(
t
s
)δ
. (5.5)
We therefore obtain, again using the uniform boundedness of the occuring operator families on
L2(X) and L∞(X), respectively,∥∥φ(t2mL)TRψ(t2mL)g∥∥L2(X)
≤
∫ ∞
0
∥∥∥φ(t2mL)ψ1(s2mL)1B(0,R)ψ2(s2mL)[e−s2mLψ(t2mL)g · e−s2mLf ]∥∥∥
L2(X)
ds
s
.
∫ t
0
(s
t
)2mδ ∥∥∥ψ2(s2mL)[e−s2mLψ(t2mL)g · e−s2mLf ]∥∥∥
L2(X)
ds
s
+
∫ ∞
t
∥∥∥e−s2mLψ(t2mL)g · e−s2mLf∥∥∥
L2(X)
ds
s
. ‖f‖L∞(X) ‖g‖L2(X)
∫ ∞
0
min
(
s
t
,
t
s
)2mδ ds
s
. ‖f‖L∞(X) ‖g‖L2(X) .
If dist(E,F ) ≤ t, the above estimate yields the desired conclusion. Otherwise, with the notation
as before, we split X into X = G¯2 ∪X \ G¯2. Let us moreover split the integrals into two parts
over (0, t) and (t,∞). Taking into account the fact that {e−sLψ(tL)}s,t>0 satisfies off-diagonal
estimates in t of order γ and using G¯2 ⊆ G1 and (5.5), we then obtain
J1G¯2 ≤
∫ t
0
∥∥∥φ(t2mL)ψ1(s2mL)1B(0,R)ψ2(s2mL)1G¯2 [e−s2mLψ(t2mL)g · e−s2mLf ]
∥∥∥
L2(X)
ds
s
.
∫ t
0
(s
t
)2mγ ∥∥∥e−s2mLψ(t2mL)g · e−s2mLf∥∥∥
L2(G1)
ds
s
.
(
1 +
dist(E,G1)
2m
t2m
)−γ ∫ t
0
(s
t
)2mγ ds
s
‖f‖L∞(X) ‖g‖L2(E)
.
(
1 +
dist(E,F )2m
t2m
)−γ
‖f‖L∞(X) ‖g‖L2(E) . (5.6)
43
Moreover, for ε = δ−γ > 0, the operator family {e−sLψ(tL)}s,t>0 satisfies off-diagonal estimates
in t of order γ with an extra factor
(
t
s
)ε
, where we use that
e−sLψ(tL) =
(
t
s
)ε
(sL)εe−sL(tL)−εψ(tL)
and Proposition 3.11. Thus,
J2G¯2 ≤
∫ ∞
t
∥∥∥φ(t2mL)ψ1(s2mL)1B(0,R)ψ2(s2mL)1G¯2 [e−s2mLψ(t2mL)g · e−s2mLf ]
∥∥∥
L2(X)
ds
s
.
∫ ∞
t
∥∥∥e−s2mLψ(t2mL)g · e−s2mLf∥∥∥
L2(G1)
ds
s
.
(
1 +
dist(E,G1)
2m
t2m
)−γ ∫ ∞
t
(
t
s
)2mε ds
s
‖f‖L∞(X) ‖g‖L2(E)
.
(
1 +
dist(E,F )2m
t2m
)−γ
‖f‖L∞(X) ‖g‖L2(E) . (5.7)
Let us turn to the calculation of JX\G¯2 . We now use that for ε = δ − γ > 0
φ(tL)ψ1(sL) =
(s
t
)ε
(tL)εφ(tL)(sL)−εψ1(sL),
therefore {φ(tL)ψ1(sL)}s,t>0 satisfies off-diagonal estimates in t of order γ with an extra factor(
s
t
)ε
. Hence,
J1X\G¯2 ≤
∫ t
0
∥∥∥φ(t2mL)ψ1(s2mL)1B(0,R)ψ2(s2mL)1X\G¯2 [e−s2mLψ(t2mL)g · e−s2mLf ]
∥∥∥
L2(X)
ds
s
.
(
1 +
dist(F,X \ G¯2)2m
t2m
)−γ
‖f‖L∞(X) ‖g‖L2(E)
∫ t
0
(s
t
)2mε ds
s
.
(
1 +
dist(E,F )2m
t2m
)−γ
‖f‖L∞(X) ‖g‖L2(E) . (5.8)
For the remaining part, we apply (5.5) and off-diagonal estimates of {φ(tL)ψ1(sL)}s,t>0 in s of
order γ, which yields
J2X\G¯2 ≤
∫ ∞
t
∥∥∥φ(t2mL)ψ1(s2mL)1B(0,R)ψ2(s2mL)1X\G¯2 [e−s2mLψ(t2mL)g · e−s2mLf ]
∥∥∥
L2(X)
ds
s
.
∫ ∞
t
(
1 +
dist(F,X \ G¯2)2m
s2m
)−γ (
t
s
)2mδ ds
s
‖f‖L∞(X) ‖g‖L2(E)
.
(
1 +
dist(E,F )2m
t2m
)−γ
‖f‖L∞(X) ‖g‖L2(E) , (5.9)
since δ > γ. Combining (5.6) and (5.7) with (5.8) and (5.9) finishes the proof. 
Proof (of Lemma 4.22): Let b ∈ L∞(X) and let t > 0. Further, let B1, B2 be two arbitrary
ball in X with radius t and let f, g ∈ L2(X) with supp f ⊆ B1 and supp g ⊆ B2. We decompose
the given expression with the help of a Calderón reproducing formula as
〈TMbψ(t2mL)f, g〉 =
∫ ∞
0
〈ψ˜(s2mL)Mbψ(t2mL)f, ψ(s2mL∗)T ∗g〉 ds
s
, (5.10)
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where ψ˜ is the function taken from the assumptions, satisfying
∫∞
0 ψ(t)ψ˜(t)
dt
t = 1. We deduce
from Lemma 3.1 that due to the weak off-diagonal estimates of order γ > n2m , the operator
family {Tψ(tL)}t>0 is uniformly bounded on L2(X). Together with assumption (4.39) and the
Cauchy-Schwarz inequality, this yields∣∣〈TMbψ(t2mL)f, g〉∣∣ ≤
∫ ∞
0
∥∥∥ψ˜(s2mL)Mbψ(t2mL)f∥∥∥
L2(X)
∥∥ψ(s2mL∗)T ∗g∥∥
L2(X)
ds
s
.
∫ ∞
0
min
(
s
t
,
t
s
)2mδ ds
s
‖b‖L∞(X) ‖f‖L2(B1) ‖g‖L2(B2)
. ‖b‖L∞(X) ‖f‖L2(B1) ‖g‖L2(B2) .
This shows the desired estimate in the case of dist(B1, B2) ≤ t. For dist(B1, B2) > t, we split the
integral in (5.10) into two parts, one over (0, t), which is called J1, and one over (t,∞), which is
called J2.
To handle J1, we cover X with the help of Lemma 2.1 by balls of radius t. That is, we have
X =
⋃
α∈Ik0
Bα, where k0 ∈ Z is determined by C1δk0 ≤ t < C1δk0−1, the balls are defined by
Bα := B(z
k0
α , t) and Ik0 , z
k0
α are as in Lemma 2.1 and Notation 2.2. Applying this decomposition
of X and using the Cauchy-Schwarz inequality, we then get
|J1| ≤
∫ t
0
∣∣∣〈ψ˜(s2mL)Mbψ(t2mL)f, ψ(s2mL∗)T ∗g〉∣∣∣ ds
s
≤
∑
α∈Ik0
∫ t
0
∥∥∥ψ˜(s2mL)Mbψ(t2mL)f∥∥∥
L2(Bα)
∥∥ψ(s2mL∗)T ∗g∥∥
L2(Bα)
ds
s
.
Due to the weak off-diagonal estimates for {ψ(sL∗)T ∗}s>0 and Remark 3.8, we have for all s < t
and all α ∈ Ik0
∥∥ψ(s2mL∗)T ∗g∥∥
L2(Bα)
.
(
t
s
)n(
1 +
dist(Bα, B2)
2m
s2m
)−γ
‖g‖L2(B2) . (5.11)
On the other hand, as a result of Proposition 3.11, {ψ˜(tL)}t>0 and {ψ(tL)}t>0 satisfy off-diagonal
estimates in t of order β1 and β, respectively. Hence, Lemma 3.4 shows that {ψ˜(sL)Mbψ(tL)}s,t>0
satisfies off-diagonal estimates in max(s, t) of order β = min(β, β1). Together with assumption
(4.39), this yields for all s < t and all α ∈ Ik0∥∥∥ψ˜(s2mL)Mbψ(t2mL)f∥∥∥
L2(Bα)
. min
{(
1 +
dist(B1, Bα)
2m
t2m
)−β
,
(s
t
)2mδ}
‖b‖L∞(X) ‖f‖L2(B1)
.
(
1 +
dist(B1, Bα)
2m
t2m
)−εβ (s
t
)(1−ε)2mδ
‖b‖L∞(X) ‖f‖L2(B1) , (5.12)
for every ε ∈ (0, 1). Recall that we assumed the existence of some ε0 ∈ (0, 1) such that ε0β > n2m
and (1−ε0)δ > n2m+min(ε0β, γ). Since we also assumed γ > n2m , we therefore have min(ε0β, γ) >
n
2m . This enables us to apply Lemma 3.6 to get
∑
α∈Ik0
(
1 +
dist(B1, Bα)
2m
t2m
)−ε0β (
1 +
dist(Bα, B2)
2m
s2m
)−γ
.
(
1 +
dist(B1, B2)
2m
t2m
)−min(ε0β,γ)
,
(5.13)
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where we estimated the occuring s in (5.13) simply by t. Combining the estimates (5.11) and
(5.12) with (5.13), we therefore obtain
|J1| ≤
∑
α∈Ik0
∫ t
0
∥∥∥ψ˜(s2mL)Mbψ(t2mL)f∥∥∥
L2(Bα)
∥∥ψ(s2mL∗)T ∗g∥∥
L2(Bα)
ds
s
.
(
1 +
dist(B1, B2)
2m
t2m
)−min(ε0β,γ) ∫ t
0
(s
t
)(1−ε0)2mδ−n ds
s
‖b‖L∞(X) ‖f‖L2(B1) ‖g‖L2(B2)
.
(
1 +
dist(B1, B2)
2m
t2m
)−min(ε0β,γ)
‖b‖L∞(X) ‖f‖L2(B1) ‖g‖L2(B2) ,
where in the last step we used the fact that the integral is bounded by a constant independent of
s and t due to the assumption (1− ε0)δ > n2m . Therefore, the last line gives the desired estimate
for J1.
We now turn to the integral J2. As before, we cover X with balls of radius t and use the
Cauchy-Schwarz inequality to get
|J2| ≤
∫ ∞
t
∣∣∣〈ψ˜(s2mL)Mbψ(t2mL)f, ψ(s2mL∗)T ∗g〉∣∣∣ ds
s
≤
∑
α∈Ik0
∫ ∞
t
∥∥∥ψ˜(s2mL)Mbψ(t2mL)f∥∥∥
L2(Bα)
∥∥ψ(s2mL∗)T ∗g∥∥
L2(Bα)
ds
s
.
On the one hand, we again use the weak off-diagonal estimates for {ψ(sL∗)T ∗}s>0, applied to
balls of radius t by embedding them into larger balls of radius s, and get for s > t and α ∈ Ik0
∥∥ψ(s2mL∗)T ∗g∥∥
L2(Bα)
.
(
1 +
dist(Bα, B2)
2m
s2m
)−γ
‖g‖L2(B2) . (5.14)
In analogy to (5.12), on the other hand, we obtain by application of Proposition 3.11, Lemma
3.4 and assumption (4.39) for every s > t and every α ∈ Ik0∥∥∥ψ˜(s2mL)Mbψ(t2mL)f∥∥∥
L2(Bα)
.
(
1 +
dist(B1, Bα)
2m
s2m
)−ε0β ( t
s
)(1−ε0)2mδ
‖b‖L∞(X) ‖f‖L2(B1) .
(5.15)
Lemma 3.6 in turn yields that for all s > t
∑
α∈Ik0
(
1 +
dist(B1, Bα)
2m
s2m
)−ε0β (
1 +
dist(Bα, B2)
2m
s2m
)−γ
.
(s
t
)(n+ε)(
1 +
dist(B1, B2)
2m
s2m
)−min(ε0β,γ)
(5.16)
for arbitrary ε > 0. As above, the combination of (5.14), (5.15) and (5.16) provides us with
|J2| ≤
∑
α∈Ik0
∫ ∞
t
∥∥∥ψ˜(s2mL)Mbψ(t2mL)f∥∥∥
L2(Bα)
∥∥ψ(s2mL∗)T ∗g∥∥
L2(Bα)
ds
s
.
∫ ∞
t
(
1 +
dist(B1, B2)
2m
s2m
)−min(ε0β,γ)( t
s
)(1−ε0)2mδ−(n+ε) ds
s
× ‖b‖L∞(X) ‖f‖L2(B1) ‖g‖L2(B2) . (5.17)
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Finally observe that the integral in (5.17) can in view of the assumption dist(B1, B2) > t be
bounded by a constant times
(
dist(B1, B2)
2m
t2m
)−min(ε0β,γ) ∫ ∞
t
(
t
s
)−2mmin(ε0β,γ)( t
s
)(1−ε0)2mδ−(n+ε) ds
s
.
(
1 +
dist(B1, B2)
2m
t2m
)−min(ε0β,γ)
,
since we postulated (1− ε0)δ −min(ε0β, γ) > n+ε2m for sufficiently small ε > 0. 
Proof (of Lemma 4.24): We set M := [ n4m ] + 1. Then BMOL(X) = BMOL,M (X) according
to Definition 3.20.
We follow the proof of [41], Lemma 8.3, replacing the operator family {(tL)Me−tL}t>0 by the
operator family {ψ(tL)Mb}t>0. The corresponding term I1 can be handled with just the same
methods, once one has checked that {ψ(tL)Mb}t>0 satisfies quadratic estimates and off-diagonal
estimates of order β > n4m and that this are the only properties of {(tL)Me−tL}t>0 that are used
in [41], Lemma 8.3, for I1.
For the term I2, it needs a more careful treatment. What is essential for this part is the fact
that the operator family {(tL)Me−tL(tL)−k}t>0, now replaced by {ψ(tL)Mb(tL)−k}t>0, satisfies
off-diagonal estimates of order β − k > n4m for every 1 ≤ k ≤ M . If one can establish these
estimates, the proof for the second part I2 can be copied from the one of [41], Lemma 8.3.
Thus, let us show, in analogy to Lemma 4.22, that {ψ(tL)Mb(tL)−k}t>0 satisfies off-diagonal
estimates of some order larger than n4m . Let E,F be two open sets in X and let g ∈ D(L−k)
with supp g ⊆ E, h ∈ L2(X) with supph ⊆ F . Via the Calderón reproducing formula, we write
〈ψ(t2mL)Mb(t2mL)−kg, h〉 =
∫ ∞
0
〈ψ(t2mL)Mbψ(s2mL)ψ˜(s2mL)(t2mL)−kg, h〉 ds
s
.
Due to the Cauchy-Schwarz inequality, the uniform boundedness of {ψ(sL)(sL)−k}s>0 and as-
sumption (4.39) we then obtain∣∣∣〈ψ(t2mL)Mb(t2mL)−kg, h〉∣∣∣
≤
∫ ∞
0
(s
t
)2mk ∥∥∥ψ(s2mL)(s2mL)−kg∥∥∥
L2(X)
∥∥∥ψ˜(s2mL∗)Mb¯ψ(t2mL∗)h∥∥∥
L2(X)
ds
s
.
∫ ∞
0
min
(
s
t
,
t
s
)2mδ (s
t
)2mk ds
s
‖b‖L∞(X) ‖g‖L2(X) ‖h‖L2(X)
. ‖b‖L∞(X) ‖g‖L2(E) ‖h‖L2(F ) ,
where for the case s > t we take into account that δ > M and therefore δ > k for all 1 ≤ k ≤M .
This yields the desired estimate for dist(E,F ) ≤ t.
For the case ρ := dist(E,F ) > t, we define the sets G1 := {x ∈ X : dist(x, F ) < ρ2} and
G2 := {x ∈ X : dist(x, F ) < ρ4} and then split X into X = G¯2∪X \ G¯2. By construction G1, G2
are open with dist(E,G1) ≥ ρ2 and dist(F,X \ G¯2) ≥ ρ4 . Using that G¯2 ⊆ G1, this leads to∣∣∣〈ψ(t2mL)Mb(t2mL)−kg, h〉∣∣∣
≤
∫ ∞
0
(s
t
)2mk ∥∥∥ψ(s2mL)(s2mL)−kg∥∥∥
L2(G1)
∥∥∥ψ˜(s2mL∗)Mb¯ψ(t2mL∗)h∥∥∥
L2(G1)
ds
s
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+∫ ∞
0
(s
t
)2mk ∥∥∥ψ(s2mL)(s2mL)−kg∥∥∥
L2(X\G¯2)
∥∥∥ψ˜(s2mL∗)Mb¯ψ(t2mL∗)h∥∥∥
L2(X\G¯2)
ds
s
=: JG1 + JX\G¯2 .
For the term JX\G¯2 we get via Lemma 3.4, applied to {ψ˜(sL∗)Mb¯ψ(tL∗)}s,t>0, assumption (4.39)
and the uniform boundedness of {ψ(sL)(sL)−k}s>0
JX\G¯2 .
∫ ∞
0
min
((
1 +
dist(F,X \ G¯2)2m
max(s, t)2m
)−β
,min
(
s
t
,
t
s
)2mδ)(s
t
)2mk ds
s
× ‖b‖L∞(X) ‖g‖L2(E) ‖h‖L2(F ) . (5.18)
Since by construction dist(F,X \ G¯2) & dist(E,F ) > t, we can bound the integral in (5.18) in a
similar way as in the proof of Lemma 4.22 by a constant times
∫ t
0
min
((
1 +
dist(E,F )2m
t2m
)−β
,
(s
t
)2mδ)(s
t
)2mk ds
s
+
∫ ∞
t
min
((
1 +
dist(E,F )2m
s2m
)−β
,
(
t
s
)2mδ)(s
t
)2mk ds
s
.
(
1 +
dist(E,F )2m
t2m
)−β ∫ t
0
(s
t
)2mk ds
s
+
(
dist(E,F )2m
t2m
)−ε0β ∫ ∞
t
(
t
s
)−2mε0β ( t
s
)2m(1−ε0)δ−2mk ds
s
.
(
1 +
dist(E,F )2m
t2m
)−ε0β
for ε0 ∈ (0, 1) as given in the assumptions with (1− ε0)δ > ε0β + k for all 1 ≤ k ≤M .
It remains to estimate JG1 . Observe that {ψ(sL)(sL)−k}s>0 satisfies off-diagonal estimates of
order β − k due to Proposition 3.11. With the help of assumption (4.39), we therefore obtain
JG1 .
∫ ∞
0
(
1 +
dist(E,G1)
2m
s2m
)−(β−k)
min
(
s
t
,
t
s
)2mδ (s
t
)2mk ds
s
× ‖b‖L∞(X) ‖g‖L2(E) ‖h‖L2(F ) . (5.19)
Using the fact that dist(E,G1) & dist(E,F ) > t and the assumption δ > β, we can show that
the integral in (5.19) is bounded by a constant times
(
1 +
dist(E,F )2m
t2m
)−(β−k) ∫ t
0
(s
t
)2mδ (s
t
)2mk ds
s
+
(
dist(E,F )2m
t2m
)−(β−k) ∫ ∞
t
(
t
s
)−2m(β−k)( t
s
)2mδ (s
t
)2mk ds
s
.
(
1 +
dist(E,F )2m
t2m
)−(β−k)
.
In summary, the above estimates yield that the operator family {ψ(tL)Mb(tL)−k}t>0 satisfies
off-diagonal estimates of order min(β − k, ε0β) > n4m for every 1 ≤ k ≤M . 
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