Both unconditional mixed-normal distributions and GARCH models with fat-tailed conditional distributions have been employed for modeling financial return data. We consider a mixed-normal distribution coupled with a GARCH-type structure which allows for conditional variance in each of the components as well as dynamic feedback between the components. Special cases and relationships with previously proposed specifications are discussed and stationarity conditions are derived. An empirical application to NASDAQindex data indicates the appropriateness of the model class and illustrates that the approach can generate a plausible disaggregation of the conditional variance process, in which the components' volatility dynamics have a clearly distinct behavior that is, for example, compatible with the well-known leverage effect.
Introduction
Although Generalized Autoregressive Conditional Heteroskedastic Normal (GARCH) models and their numerous extensions can account for a substantial portion of both the volatility clustering and excess kurtosis found in financial return series, a GARCH-type model has yet to be constructed for which the filtered residuals consistently fail to exhibit clear-cut signs of nonnormality. On the contrary, it appears that the vast majority of GARCH-type models, when fit to returns over weekly and shorter horizons, imply quite heavy-tailed conditional innovation distributions. Moreover, there is a growing awareness of skewness in both unconditional and conditional return distributions. 1 A natural way of accommodating such stylized facts is to specify a GARCH-type structure driven by iid innovations from a fat-tailed and, possibly, asymmetric distribution. A sizeable and growing number of candidate densities exist, a number of which are considered in the application below. Moreover, building on work by Hansen (1994) , the studies of Paolella (1999) , Harvey and Siddique (1999) , Brännäs and Nordman (2001) , and Rockinger and Jondeau (2002) employ autoregressive-type structures to allow for time variation in the skewness and, in some cases, also kurtosis. Thus, while not as blatant as volatility clustering and heavy tails, time-varying skewness has emerged as another stylized fact of asset returns.
In this paper, we investigate a model which incorporates the original assumption of normal innovations, yet can still adequately capture all three aforementioned stylized facts. Specifi-
Unconditional Mixed Normal Distribution
A random variable Y is said to have a univariate (finite) normal mixture distribution if its unconditional density is given by f (y) = 
Owing to its great flexibility (see, for example, the various density plots in Marron and Wand, 1992) , the MN has also been found useful for describing the unconditional distribution of asset returns (cf. Fama, 1965; Kon, 1984; Akgiray and Booth, 1987; and Tucker and Pond, 1988) . Indeed, even a two-component mixture is rather capable of exhibiting the skewness and kurtosis typical of financial data. To demonstrate the skewness property, let Y be a kcomponent mixed normal random variable with mean µ = k j=1 λ j µ j . Since for constant a, (y − a) n φ(y; µ, σ 2 )dy = y n φ(y; µ − a, σ 2 )dy, we have
which shows that common component means, i.e., µ 1 = · · · = µ k = µ, imply symmetry. For k = 2, the above expression becomes
If µ 1 = µ 2 , then it is necessary and sufficient that λ 1 = λ 2 and/or σ 2 1 = σ 2 2 for Y to be asymmetric. 3 With regard to kurtosis, let Y be a k-component mixed normal random variable but with µ 1 = . . . = µ k = µ, so that E (Y ) = j λ j µ j = µ. Then, from Jensen's inequality, j λ j σ 4 j = j λ j (σ 2 j ) 2 > ( j λ j σ 2 j ) 2 , so that 4
An advantage of the MN model not shared by other distributional assumptions is that it lends itself to economic interpretation in several ways. A mixture of two or more normals could arise from different groups of actors, with one group acting, for example, more volatile than the other or, possibly, processing market information differently. Considering unconditional distributions, Kon (1984) , for example, argues that returns on individual stocks may be drawn from a noninformation distribution, a firm-specific distribution and a market-wide information distribution, i.e., a three component mixture.
The MN model can also be appropriate for samples where the components follow a repeating sequence in generating observations. As an example, day-of-the-week effects, as mentioned by Fama (1965) , are a possible source of mixture distributions. More specifically, political and economic news arrivals occur continuously, and, if they are assimilated continuously by investors, the variance of the distribution of price changes between two points in time would be proportional to the actual number of days elapsed (as in the Monday-effect). By analyzing corresponding subsamples, however, Fama (1965) found that the Monday-effect does not give rise to the observed departure from normality. However, the mixture may still be interpreted as representing trading days of different types: A component with relatively low variance, for example, could represent "business as usual"-typically associated with a large mixing weight-while components with high variances and smaller weights could correspond to times of high volatility caused by the arrival of substantive new information.
3 Necessity is rather obvious. Sufficiency follows from the fact that symmetry implies m 3 = 0. If
2 ) / (λ 1 − λ 2 ) =: µ ± λ 2 τ , then m 3 = 0 but the density is not symmetric. Symmetry, i.e., f (µ + y) = f (µ − y), would imply that, for all y,
which does not hold for any τ = 0 because the class of finite normal mixtures is identifiable (Teicher, 1963) .
That the density can only be symmetric about its mean is clear; see, e.g., Dudewicz and Mishra (1988, pp. 216-217) .
4 If, however, the means are far enough apart (so that the density is not highly peaked around its center), the kurtosis can actually be less than three.
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Conditionally Heteroskedastic MN Processes
Time series { t } is generated by a k-component Mixed Normal GARCH(p, q) process, or, in short, MN-GARCH, if the conditional distribution of t is a k component MN with zero mean, i.e.,
where Ψ t is the information set at time t; λ i ∈ (0, 1), i = 1, . . . , k,
where σ
and β j ≥ 0, j = 1, . . . , p, are assumed. 5 They correspond to the non-negativity conditions of Bollerslev (1986) for the Normal-GARCH model, although they may be unnecessarily strong (Nelson and Cao, 1992) . They are, however, necessary for the diagonal MN-GARCH(1,1) model, a useful special case introduced and employed below.
Using lag-operator notation, L q y t = y t−q , an MN-GARCH process can be written as
where
and I k is the identity matrix of dimension k. As is common, a mean equation can also be introduced to incorporate exogenous variables and/or lagged values via an ARMA(u, v) structure. In particular, an ARMA-MN-GARCH model for variable r t refers to a process with mean equation
with constant a 0 , AR parameters a 1 , . . . , a u , MA parameters b 1 , . . . , b v , and with t |Ψ t−1 given by (4) and (6).
Special Cases
Diagonal MN-GARCH
A particularly interesting special case for modeling asset returns arises by restricting matrix β (L) in (6) to be diagonal (subsequently referred to as a diagonal MN-GARCH process). In 5 In case of vectors and matrices, symbol ≥ indicates elementwise inequality.
addition to allowing for a clear interpretation of the dynamics of the component variances, we find-not only for the example reported below-that it tends to be preferred over the full model when employing various model-selection criteria.
Partial MN-GARCH
With the interpretation of different groups of actors in mind, it is conceivable that the market is driven by a mixture in which some components exhibit constant variance. Such components could be associated with informed traders, whereas the dynamic components could be due to noise traders, possibly overreacting to news. Below we consider diagonal partial models, where a model denoted by MN(k, g), g ≤ k, uses k component densities, g of which follow a GARCH process and k − g components are restricted to be constant. If, for example, models with g = 1 fit the data well, then the unconditional properties of the normal mixture (skewness and kurtosis) account for most of the improvement relative to the standard GARCH model with conditional normality, and volatility clustering is adequately captured by introducing one GARCH component.
Symmetric MN s -GARCH
We also entertain models for which all the component means are restricted to be zero, i.e.,
, which imposes a symmetric conditional error distribution. These are denoted by MN s (k, g) -GARCH. Because both the conditional innovations and the GARCH structure are symmetric, the unconditional error distribution will also be symmetric.
Relationship with Other MN-GARCH Specifications
To the best of our knowledge, Vlaar and Palm (1993) and Palm and Vlaar (1997) first suggested the normal mixture in a GARCH context. The model they proposed is restricted such that, for all t, σ 2 2t = σ 2 1t + δ 2 (cf. the parameterization in Ball and Torous, 1983) 6 and can be nested in (5). In our notation, it takes the form 
which permits skewness by allowing the component means to differ from zero. Bauwens et al. (1999a) 
It may be argued that the proportionality property is less appealing, since it implies that both components exhibit essentially the same dynamic behavior and does not allow for two (or more) differently acting groups of market participants having, for example, different speeds of adjustment. This feature also applies to the Palm and Vlaar specification.
Another special MN-GARCH model has been proposed in Lin and Yeh (2000) . Their model is also characterized by imposing the same dynamics on each component variance, i.e., only the constants α 0j , j = 1, . . . , k, in the GARCH equations are component-specific, while the coefficients of lagged squared error terms and variances are the same in each equation. For
Finally, it should be noted that MN-GARCH processes are related to the t-GARCH model (Bollerslev, 1987) in that the t distribution can be represented as an infinite gamma-mixture of normals.
3 Stationarity and Persistence 3.1 Weak Stationarity
The General Case
Given the existence of the unconditional expectation E σ
t , standard calculations using the law of iterated expectations show that E σ (2)
where (see Appendix A for derivation)
7 Alternatively, because σ 2 2,t−1 = τ σ 2 1,t−1 , we could define β = β 11 I 2 .
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As relationship (8) suggests and Appendix B shows, the necessary and sufficient condition for the existence of the unconditional variance is
An interpretation of (9) is provided in Appendix B. Condition (9) assumes a simple form in the special diagonal MN-GARCH case, which is discussed next.
The Diagonal Case
where matrix B (1) j is defined in (B.2). This last expression implies that it is not necessary
. . , k}, but rather for their weighted sum with the j th weight being given by λ j /β j and the weights not summing to one. 8 The mixing weight of each component is inflated by the component's contribution to the deterministic part of σ (2) t in (5). This condition is stronger than just
> 0 due to the feedback between the components. By writing requirement (10) as
we see that it is a direct generalization of the well-known stationarity condition stated in Bollerslev (1986) , which can be expressed as
Using (B.5), the unconditional variance of a diagonal MN-GARCH process becomes
. 8 Clearly, Q jβj > 0 must be assumed, since otherwise the deterministic part of difference equation (5) would be explosive. Bollerslev (1986) . According to (10), the process can have finite variance even though some components are not covariance stationary, as long as the corresponding weights are sufficiently small. This result is similar to the condition for strict stationarity given by Francq et al. (2001) for a regime-switching GARCH(1,1) model. They show that, in this model, the condition derived by Nelson (1991) for the single-regime GARCH model need not hold in each regime but for a weighted average of the GARCH-parameters in each regime, where the weights are the stationary probabilities of the Markov chain.
Measuring Volatility Persistence
As is demonstrated in Appendix B, the largest eigenvalue, ρ max , of matrix
with r = max {p, q} and 0 k denotes a k × k matrix of zeros, can serve as a measure of volatility persistence, since the impact of past variances declines geometrically at the rate ρ max . In the case of an MN-GARCH(1,1) model, this is the largest eigenvalue of the matrix β(1) + α(1)λ T .
Analogous to the expression for the single component case, i.e., a Normal-GARCH(1,1) model (Bollerslev et al., 1994) , the conditional expectation of future variances in this model is given
where, from (8),
and β (1) + α (1) λ T k tends to zero geometrically with rate ρ max .
Conditional Heteroskedasticity of NASDAQ Returns
We investigate the daily returns on the NASDAQ index from its inception in returns, r t = 100 (log P t − log P t−1 ), are considered, where P t denotes the index level at time t. Figure 1 shows a plot of the return series. While the usual stylized fact of strong volatility clustering is apparent from Figure 1 , it is not as obvious that the data are also negatively skewed. The usual measure for asymmetry involving the third moment of the data (let alone its asymptotically valid standard error under normality) is virtually meaningless to report, given that 3rd and higher moments of financial data may not exist. In this case, estimating an unconditional Student's t distribution resulted in 2.4 degrees of freedom (and approximate standard error 0.08). One possible way to infer if asymmetry is statistically significant is to use a flexible parametric density which allows for asymmetry and fit it both restricted and unrestricted, from which a likelihood ratio test for asymmetry can be constructed. This was done using the noncentral t distribution, as suggested for use in a financial modeling context by Harvey and Siddique (1999) ; the asymmetric generalized t distribution in ; and the stable Paretian distribution (see, e.g., Mittnik, Paolella and Rachev, 2000) .
The likelihood ratio values were 69, 73 and 66, respectively, which are clearly tremendously significant at any conventional testing level.
Sample autocorrelation plots of Normal-GARCH(1,1) residuals (not shown) suggest a low order AR model for the mean equation. The Bayesian Information Criterion (BIC) favors an AR(3), which will accompany all GARCH structures estimated below. 10
Estimation Issues
We estimate the ARMA-MN-GARCH model by conditional ML, conditioning, due to the ARMA structure (7), on the first u return observations and set the first v values of t to zero and, for the GARCH structure, set the initial values of σ
t and 2 t equal to their unconditional expectations given in (8). 11 Because it is not clear what the "typical" parameter values would be for the GARCH structure with k ≥ 2 components when applied to financial return series, we simply set the starting values to λ i = 1/k, α 01 = . . . = α 0k = 0.05, α 11 = . . . = α 1k = 0.1, β 1,11 = . . . = β 1,kk = 0.8 and the off-diagonal elements of β matrices to zero. For several real data sets including the one used below (as well as many simulated series), these proved adequate, with convergence occurring usually within 20 to 50 iterations. Use of other, even very unrealistic, starting values led in virtually all cases to the same estimates.
Bayesian inference via Markov Chain Monte Carlo methods such as the Metropolis Hastings algorithm (see Chib and Greenberg, 1996, and Bauwens et al., 1999b , and the references therein) is theoretically possible, but for the large sample sizes typically available in financial applications and the lack of strong prior information, conditional ML estimation should yield very similar results. Furthermore, obtaining the ML estimates is computationally easier, both in terms of programming effort as well as in run time and assessment of convergence. For the diagonal model discussed below, an EM algorithm could also be constructed, but would offer little, if any gain, given the slow convergence of the method, and because each M-step would itself require numerical optimization.
Determining the Number of Mixture Components
For mixture models in general, the number of required component densities is unknown and needs to be empirically determined. Unfortunately, standard test theory breaks down in this context; see, for example, Wolfe (1971) , Everitt and Hand (1981) , Aitkin et al. (1981) , Hartigan (1985) , Ghosh and Sen (1985) McLachlan and Peel (2000, Ch. 6), and Chen et al. (2001) . These authors perform and refer to simulation studies suggesting that the asymptotic distribution of the usual likelihood ratio test statistic mimics a χ 2 distribution with degrees of freedom larger than the number of fixed parameters under the null. This draws into question the results of Kon (1984) , in which standard theory is used to provide evidence that some stocks are best modeled by a mixture of four components. Similar criticism applies to Kim and Kon (1994) , although the values of the likelihood ratio statistics reported there (ranging from 423 to 1854) are high enough to keep their conclusions valid under more appropriate methods of model selection.
Standard model selection criteria such as the AIC (Akaike, 1973) and the BIC (Schwarz, 1978) are widely used in the GARCH literature and can be used to compare models with differing numbers of components. For a model with K parameters and log-likelihood, L, evaluated at the maximum likelihood estimator, AIC = −2L + 2K and BIC = −2L + K log T , with BIC being more conservative than AIC in that it favors more parsimonious models.
Because these measures rely on the same conditions employed in the asymptotic theory of the likelihood ratio test, their small and large sample properties are likewise not known. However, the literature on mixtures provides some encouraging evidence in the context of unconditional models, suggesting that the BIC provides a reasonably good indication for the number of components (see, in particular, Dasgupta and Raftery, 1998; Fraley and Raftery, 1998; Leroux, 1992; Roeder and Wassermann, 1997; and McLachlan and Peel, 2000, Ch. 6 ). According to Kass and Raftery (1995) , a BIC difference of less than two corresponds to "not worth more than a bare mention", while differences between two and six imply positive evidence, differences between six and ten give rise to strong evidence, and differences greater than ten invoke very strong evidence. The results of suggest that, with respect to out-of-sample prediction, these measures are indeed useful for choosing among GARCH-type models with competing distributional assumptions.
Goodness of Fit and Diagnostic Checking
In addition to the likelihood-based model selection via AIC and BIC, we examine the distributional properties of the residuals of the models. With the MN-GARCH model, it is not possible to directly evaluate the distributional properties of the estimated residualsˆ t because, even if the model were correctly specified, standardized residuals would not be identically distributed. To circumvent this, we transform the residuals by computing the corresponding value of the conditional cdf, that is,
Under a correct specification, the transformed residuals,û t , are iid uniform (Rosenblatt, 1952;  see also Diebold et al., 1998) . Thus, an inspection of the quantile fit can be based on the T u t -values. Below, we report for selected ξ-values the percentage ofû t -values, denoted by U ξ , for whichû t ≤ ξ; i.e.,
where I denotes the indicator function. For a correctly specified model, we expect U ξ ≈ 100×ξ. Palm and Vlaar (1997) . The test statistic is given by
where g is the number of (equally spaced) subintervals over the [0, 1]-interval; n i is the number of observations in interval i; and n * i is the expected number of observations under the null hypothesis of uniformity. Below, we will report the results for g = 100.
If (14) is used to test a simple hypothesis, the statistic has an asymptotic χ 2 distribution with g − 1 degrees of freedom under the null. However, if the hypothesis is composite, the X 2 -values tend to be smaller when evaluated at the estimated rather than the true parameter values. As a consequence, the asymptotic distribution of (14) is actually unknown, but is bounded between the χ 2 (g − K − 1) and χ 2 (g − 1) distributions, where K is the number of estimated parameters 12 (see Stuart et al., 1999, Ch. 25) . To reflect the uncertainty about the true asymptotic distribution of X 2 , we will act as if it were χ 2 (g − K − 1)-distributed, so that the test tends to favor models with less parameters resulting in similar fit.
A drawback of the above test is the degree of arbitrariness that is inherent in the choice of the number of classes, g. 13 In addition, one may wish to test whether the specified distribution captures some specific characteristics of the data such as (conditional) skewness and kurtosis. 14 This can be accomplished by the further transformation
where Φ is the standard normal cdf, such that the z t 's are iid N(0,1) distributed, if the underlying model is correct. Berkowitz (2001) shows that inaccuracies in the specified density will be preserved in the transformed data. 15 Thus, this transformation allows the use of normal probability plots or moment-based normality tests for checking features such as correct specification of skewness and kurtosis.
12 If the parameters are determined by minimizing (14), the exact asymptotic distribution is χ 2 (g − K − 1). 13 For example, the use of values between g = 50 and g = 150 gave rise to p-values below 0.01 in 1%, 2%, 1%, and 5% of the cases for models MN(2,2), MN(3,2), MN(3,3), and MN(4,4), respectively (for the model-notation, see Section 2.3).
14 As skewness and kurtosis of a mixture model are (complicated) functions of the model parameters, timevariability of the component variances implies time-varying skewness and kurtosis. 15 Use of values (15) was also advocated by Palm and Vlaar (1997) .
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Competing Models
In the following comparison, all models entertained share a common AR(3)-GARCH(1,1) specification, i.e., following the notation in Section 2.2, u = 3, v = 0 and p = q = 1. Within the MN-GARCH model class, for a given number of components, k, it turns out that the diagonal model was always preferred over the full model when using the BIC criterion. With respect to the AIC, only for k = 2 was the full model preferred. For this reason, we restrict our attention to the diagonal models in the following analysis. We briefly discuss the characteristics of the full model for k = 2 and k = 3 at the end of this section.
In addition to several MN-GARCH specifications, we also fit the AR(3)-GARCH(1,1) model assuming a variety of conditional innovation distributions. To save space, we do not reproduce the density specifications here and refer the reader to the corresponding citations provided. Along with the Student's t (Bollerslev, 1987) , two asymmetric generalizations are used, namely the non-central t distribution (Harvey and Siddique, 1999 ) and the so-called t 3 distribution used in . Further candidates include the hyperbolic (Eberlein and Keller, 1995; Küchler et al., 1999; Paolella, 1999) , the generalized logistic (or EGB2) distribution (Paolella, 1997 , Wang et al., 2001 ) and the asymmetric two-sided Weibull (Mittnik et al., 1998) , abbreviated ADW. Table 1 reports the likelihood-based goodness-of-fit measures for the fitted models and the rankings of the models with respect to each of the criteria. Not surprisingly, the worst performer is the standard Normal-GARCH model. For each criterion, the best model is among the MN-GARCH class. Furthermore, each of the chosen models is of the form MN(k, k)-GARCH, i.e., without suppression of any of the components' dynamics to a constant. When ranking according to the log-likelihood and the AIC, the top 5 models all belong to the MN-GARCH class, whereas, according to the BIC, 4 of the 5, including the top three, belong to that class. All symmetric MN s -GARCH models perform relatively poorly. This is not surprising, given the pronounced negative skewness of the unconditional distribution.
In view of these results, the models MN(3, 3) and MN(4, 4), as well as MN(2, 2) and MN(3, 2), are retained for further consideration. The estimated parameter values of interest along with their approximate standard errors 16 are shown in Table 2 . (Due to the GARCH(1,1) specification we simply write β for matrix β 1 and denote the typical element of β by β ij .) For comparison purposes, results for the standard Normal-GARCH model are also given.
In Table 2 , the components are ordered with respect to decreasing component means µ j ,
16 Standard errors were obtained by numerically computing the Hessian matrix at the ML estimates. The delta method was used to approximate the standard errors of functions of estimated quantities, namely, α1i +βii, i = 1, . . . , 4, as well as the weights and means of the last component of each of the models. shocks, while there is more inertia in σ 2 jt when shocks tend to be positive, as is reflected by the increasing values of β jj .
Another striking result is that the volatility dynamics are stable in the sense that α 1j +β jj < 1 when µ j ≥ 0 and unstable in the sense that α 1j + β jj > 1 for µ j < 0. However, all estimated models themselves are stationary, as can be seen from the respective volatility persistence measures, ρ max , reported in the last row of Table 2 . This is due to the fact that the unstable components have sufficiently small mixing weights. In model MN(3,3) , the first component is rather similar to the first component in model MN(2,2) and responds rather slowly to shocks. The second component, although just unstable (α 12 + β 22 = 1.032), is more similar to the Normal-GARCH model and has an intermediate position. The third component, however, tends to heavily "overreact" to shocks, as reflected by the large value of α 13 ; it is also characterized by a remarkably high value for constant α 03 and is highly unstable, with α 13 + β 33 = 1.870. Observe also that, in each model with two or more components, the higher the volatility (as measured by the estimate of α 1i + β ii and the unconditional component variances Eσ 2 i , i = 1, . . . , 4), the lower is µ i , i.e., negative means arise in conjunction with higher variance. This finding is compatible with the well-known leverage effect (Black, 1976) , which refers to the tendency for high volatility to coincide with negative returns (see, for example, Bekaert and Wu, 2000) . 17 The different responsiveness of the components to shocks is illustrated in Figure 2 Table 3 provides quantile values (13), skewness, kurtosis and the Jarque-Bera Lagrange multiplier test for normality for the "normalized" residuals,v t = Φ −1 (û t ), t = 1, . . . , 7678, of the four candidate MN and the symmetric MN s models. The corresponding histograms, with one-at-a-time (i.e., not simultaneous) 95% confidence intervals, and normal probability plots are displayed in Figure 4 . The graph for MN(4, 4) mimics that for MN(3, 3) and is not shown.
The quantiles U ξ of the asymmetric MN models match the target values ξ rather wellboth in the left and right tails-as can be seen from Table 3 and Figure 4 . Note, however, that the left-tail fit of the MN(2, 2) model is not as good as that for the models with k > 2; this coincides with the preferences of the AIC and BIC criteria for higher parameterized MN models and is especially evident from the skewness and kurtosis statistics reported in Table 3 . (8), and ρ max is the measure of volatility persistence, that is, the largest eigenvalue of matrix (11). While there is no significant skewness and excess kurtosis in the "normalized" residuals of the MN(3,3) and MN(4,4) models, the model MN(2,2) fails to adequately capture these properties.
However, all three models as well as the MN(3,2) pass the Pearson goodness-of-fit test at the 10% level. Note that the symmetric mixture models MN s (2, 2) and MN s (3, 3) are able to accommodate the excess kurtosis from the residuals, but clearly fail to capture the skewness.
Taken altogether, it appears that the asymmetric diagonal-MN(3, 3) and diagonal-MN(4, 4) models provide an adequate description of the NASDAQ series.
Using (1) and (2) which is explainable from (3) and the fact thatμ 1 ,μ 2 andμ 3 are relatively close in value. Table 2 ). Also, both processes give rise to quite similar unconditional variances. 
Empirical Results for the Non-diagonal Models
Extension to Fat-Tailed Components: The Mixed-t-GARCH
An extension of the MN-GARCH model which very naturally suggests itself is to replace the normal distribution with a fatter-tailed alternative. This would, in the NASDAQ case, help to accomodate the lack of fit of the MN(2,2)-GARCH(1,1) and potentially render unnecessary the MN(3,3) model, also resulting in a more parsimonious model. In this case, the component densities are characterized by an additional shape parameter, which may or may not differ across the components. As the conditional variance of t is affected by this shape parameter,
we have
where c is as in (8) It must be emphasized that these results are based on a single data set; the "mixed-t-GARCH" might indeed be useful in other contexts. However, its use ventures into the ad-hoc realm which we have endeavored to avoid. JB is the value of the Jarque-Bera (1987) Lagrange multiplier test for normality, i.e., JB = T γ
(cf. Lütkepohl, 1991, pp. 152-156) . Asterisks * , * * and * * * indicate significance at the 10%, 5% and 1% levels, respectively. with 95% confidence intervals and normal probability plots of cdf-values transformed by the inverse standard normal cdf.
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Conclusions
We have investigated the properties and the usefulness of a class of conditionally heteroskedastic models for financial return series which re-employs the normality assumption via a mixed normal structure. The model gives rise to rich dynamics including time-varying skewness and kurtosis, which is otherwise not encountered in GARCH models driven by innovations from the "usual" asymmetric fat-tailed distributions. When applied to the returns on the NASDAQ index, the model class fairs extremely well compared to commonly used competing distributional specifications. Moreover, it offers a disaggregation of the conditional variance process which is amenable to economic interpretation, including the well-known leverage effect.
There are several possible generalizations of the proposed model which might be worth future investigation. First, allowing for time-varying mixture weights, as proposed in Vlaar and Palm (1993) and implemented, for example, in Beine and Laurent (1999) to model exchange rates, with the weights depending on central bank interventions. Second, more general, asymmetric GARCH structures, such as those proposed by Ding et al. (1993); and Sentana (1995) , could be entertained. Third, the use of a weighted likelihood function, as employed in for achieving better out-of-sample forecasting performance, might also prove useful in this context. Finally, models with more general dynamics in the mean equation might be advantageous for modeling certain nonlinear time series. To this end, Wong 
where j,t = y t −γ j,0 − p j i=1 γ j,i y t−i and σ 2 j,t = α j,0 + q j i=1 α j,i 2 j,t−i . In modeling asset returns, however, the benefits of additional efforts in modeling the mean dynamics tend to be negligible, so that specification (5) may be preferable in the present context. Furthermore, in contrast to (17), the model structure adapted here allows a clear separation between the dynamics in the mean and in volatility, and, moreover, it leads to tractable stationarity conditions with insightful interpretations. 18
18 In (17), the dynamics in the means also account for conditional heteroskedasticity. The interaction between AR-and ARCH-dynamics leads to rather complicated stationarity conditions, especially for autoregressive orders exceeding one.
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Appendix
A Computation of Constant c in (8)
For Y ∼ MN λ 1 , . . . , λ k , µ 1 , . . . , µ k , σ 
B Derivation of Stationarity Condition (9)
By deriving a GARCH equation for the conditional variance of t ,
t + c, we show that the process is weakly stationary if the eigenvalues of matrix Φ, defined by (11), are less than one in absolute value or, equivalently, if the roots of the characteristic equation
are outside the unit circle. By use of the non-negativity conditions for the α i and β i , this is equivalent to condition (9).
Consider the MN-GARCH process (6). Using the fact that, for any invertible matrix C, C −1 = C + / det C, where C + denotes the adjoint matrix of C, (6) can be written as 
