An extension of Askey and Wilson's g-beta integral is evaluated as a sum of two double series. The formula is then used to find a #-analogue of AppelΓs F\ function via its integral representation as well as #-analogues of transformations of F\ to another F\ and F 3 functions.
Introduction.
AppelΓs F\ and F$ functions are defined by the infinite series [7, 10, 20] Equation (1.9) shows that, in a special case, the F\ function reduces to an ordinary hypergeometric function. This is not the case in general, otherwise the study of this function will not be of the same interest as such.
As has been the case with hypergeometric functions of one variable, AppelΓs functions have been extended to basic (or q-) analogues. The first to look into such analogues was F.H. Jackson [12, 13] who defined four ^-functions corresponding to AppelΓs and gave, among other things, a #-analogue of (1.3) using ^-integrals. Other studies on the subject include Agarwal's [1, 2], Jain's [14], Slater's [20, Ch. 9] and Andrews' [4, 5] who gave some summation and transformation formulas of Jackson's functions as well as showed that the first of these functions can be expressed as a multiple of a single series which is not the case with F\ as mentioned above. Yet, it remains true that the study of #-Appell functions has not exactly paralleled that of the ordinary ones (compare the above references with [10, Ch.9 and 20, Ch.8]). This may be because Jackson's functions are "direct" analogues rather than being "natural" ones.
In a recent study of basic hypergeometric polynomials [9] , Askey and Wilson gave a ^-analogue of the beta integral (see also Rahman It is not too hard to show from (1.14) that as q -• 1 - 2 , |w|, M < 1. Yet neither one of the right-hand sides of (1.15) and (1.17) seems to go to the same limit as in (1.20) for the same values of the parameters. In fact the r.h.s. of (1.15) would go to a multiple of the r.h.s. of (1.9) and that is what should happen because it is the case γ = β + β f . and show that for the same values of the parameters as in (1.20) , the r.h.s. of (1.21) will go to the same limit as in (1.20) when q -» 1-.
In the next section we derive (1.21). In §3 we shall show that as q -+ 1-, the r.h.s. of (1.21) indeed gives F x . Finally in § §4 and 5 we look at the transformations and special cases of this new g-Appell function giving ^-analogues of (1.4) and (1.7).
2. Derivation of (1.21). The starting point of our process is, as in [16] , Sears' formula for the sum of two balanced non-terminating 30 2 provided Y\ιδi = qaiβiyi to guarantee balancedness. The process here differs completely from that in [16] . Consider a product of (2.1) with itself, that is if we view (2.1) as an equation /,-= r z , say, then the product is l\l 2 = r { r 2 In this section we show that the r.h.s. of  (1.21) gives a ^-analogue of F\. To see this, substitute the values for the parameters as in (1.20) into (1.21) to get -β') n q m .
(/-Analogue of F\.
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Next we let q -> 1-in (3.1) and we get We have shown that lim^_i_ L = 0 by the above reasoning, because it does not seem possible at this stage to take the limit using LΉόpitaΓs rule. It would be much nicer if we can prove it directly.
Transformations of (1.21).
One of the advantages of the integral in (1.14) is the high degree of symmetry of the parameters. For example, if we interchange a and d, the l.h.s. of (1.21) does not change but the r.h.s. does. Doing so and using the same values for the parameters as in (1.20) , then equating the result to the r.h.s. of (3.1) lead to 5. g-Analogue of (1.7). To obtain a ^-analogue of the transformation (1.7) from F\ to 7% we make use of (4.3) by applying it to the r.h.s. of (1.21) and thus get a relation between four double sums which as q -• 1 -will give (1.7). It turns out that we do not actually need the four-term relation and that if we consider only the first double sum on the r.h.s. of (1.21) 
