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ABSTRACT
New challenges arise with advances in our understanding of two dimensional (2D) materials and their
functionalities. The reactivity of defects engineered to drive targeted reactions, such as those relevant to
sustainability, or to shape the electronic properties of the host material locally for new applications, such
as in nanoelectronics or quantum computing, brings about the need to control the environment of the
material and the defect. This is particularly important to advance fundamental studies of catalytic
processes to mimic the reaction pathways taking place in large scale reactors at various defect sites. With
atomic defects, this constitutes an outstanding challenge as it requires to develop tools that detect the
presence of defects, achieve nanoscale resolution to visualize the defects, and monitor the structural and/or
compositional changes taking place at defect sites under various environments. Such tools are not readily
available.
In this dissertation, we review the state of the art in catalytic reactions that have been reported on defectengineered 2D materials. We discuss the level of fundamental understanding of processes taking place at
defect sites reached with existing technology and detail the motivation of our work.
Next, we summarize the different methods of 2D materials growth and the associated advantages and
limitations for the targeted application of catalysis. Beside the most common techniques used for hexagonal
boron nitride (h-BN) and transition metal dichalcogenides (TMDs), we discuss our efforts to grow and
characterize zirconium disulfide (ZrS2) using chemical vapor deposition.
After the 2D materials are produced, we delve into the common methods of defect engineering that have
been reported, including those to achieve large scale production or those to control the defect and their
positions locally. We present our results in using ball milling defects in h-BN.
With defect-laden h-BN, we describe our approach to control the environment of the defect to monitor the
evolution of the defect under various environments including air, propene, propane, CO, CO2,
iii

H2, and O2 when activated with visible light. We explore in more details the synthesis for carbonaceous
microstructures resulting from the reaction of defect-laden h-BN and propene, which constitutes an
innovative approach.
Finally, we investigate a new approach to controllably introduce defects in h-BN at targeted locations using
AFM coupled with pulsed infrared light. We determine the effect of light, material of the tip, and thickness
of the material in getting controllable defects.
To conclude, we propose a perspective of the work and of potential near- and long-term applications of the
work. We also discuss opportunities for in situ nanoscale imaging and spectroscopy to unveil important
phenomena taking place at defect sites of catalysts and other functional materials that are often overlooked
today due to the lack in technology.
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1 – INTRODUCTION
1.1 Motivation
Important societal challenges such as challenges raised by the steadily increasing greenhouse gas emissions
[1], or the need to increase food [2], energy [3], and clean water production [4] to sustain human operations
in coming years brings out the need for new functional materials that will make these processes more
efficient.
Catalysis has an important role to play in this framework [5]. It has been estimated in a 2016 report [6] that
80% of all manufactured products involved in catalysis in at least one aspect of their processing, which
extends its reach far beyond chemical industries. It is commonly known that catalysts are essential
in exhaust converters to control air quality around the world. However, the potential for novel catalysts to
tackle

outstanding

societal

problems

such

as

clean

water,

more

efficient

antimicrobial

agents or more efficient energy production and storage devices is often overlooked. There are great
opportunities for new and improved catalysts to improve our sustainability. However, it is critical to identify
new design methods to tune the functionality of these catalysts for greater efficiency in their applications.
The ascent of two-dimensional (2D) materials [7-10] has led to the formulation of exciting fundamental
questions regarding the role defects play in their functionality. While research on graphene and metal
dichalcogenides have initially focused on applications to nano-electronics [11, 12], challenges arose such
as scalability of the growth process, loss in electron mobility due to intrinsic and extrinsic defects and
substrate interactions. Such challenges must be resolved before the full potential of 2D materials can be
realized. On the other hand, exciting properties have arisen from the defects present in graphene [13],
transition metal dichalcogenides (TMDs) [14-16] and hexagonal boron nitride (h-BN) [17-21] for catalysis.
To explore the fundamental questions posed by changes in functionality in presence of defects, properties
beyond morphology, transport and local charge distribution must be probed. Today, tools with sufficient
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spatial and temporal resolution are lacking, limiting our understanding of the role that defects play on the
mechanistic pathways and kinetics of the reactions observed on 2D materials. These can mostly only be
predicted with density functional theory (DFT) calculations. Thus, there is a critical need for new
experimental tools capable of identifying the contribution of selected defects and the subsequent molecules
forming on these defects. In the absence of such strategies, it will not be possible to accurately and rationally
develop systems that efficiently exploit 2D materials for catalysis.

1.2 Outline of Work
The purpose of this dissertation is to establish novel approaches for engineering and analyzing the properties
of defects in situ at the macro- and micro-scales and most importantly at the nanoscale. In developing these
in situ capabilities, we unveil the photocatalytic properties of a metal-free catalyst, defect-laden h-BN (dhBN), We also highlight several advances in scanning probe microscopy and spectroscopy tools to reach
information of defects that have not been considered extensively for defect engineering and
catalysis. Furthermore, we show that it is possible to use the tools as nanomanipulators to introduce
defects in layered materials.
In chapter 2, we discuss the key aspects and requirements for an effective catalyst, noting the limitations of
conventional structures. We then discuss some of the 2D materials that have received a lot of interest for
catalytic applications and describe notable progress that has been reported for their large-scale growth. We
study the effect of substrate selection on the formation of zirconium disulfide (ZrS2), where Atomic Force
Microscopy (AFM) is used to characterize the grown material for different substrates and varying
timepoints.
In chapter 3, we delve into the role defects play in engineering 2D materials for catalytic
applications. We determine the optimal milling conditions of h-BN for improved catalytic activity.
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Morphology, contaminants, and chemical changes are monitored for varying engineering conditions, until
an optimal configuration is identified.
In chapter 4, we establish the need for environmental control to allow the characterization of dh-BN
produced in chapter 3. The effect of air on the properties of dh-BN is illustrated by monitoring the evolution
of fluorescence of dh-BN over time. To prevent the passivation of defects in dh-BN in air,
we present a custom-made pressure cell developed for subsequent studies. With this cell, photocatalytic
activity of

dh-BN while pressurized

with

propene

and

illuminated

with

visible

light

is

demonstrated. The new functionality of dh-BN is accompanied by a new process for rapid synthesis of
carbon microcolumns at room temperature. We describe the formation of the structures, their morphology
and structure.
In chapter 5, we discuss recent advances in scanning probe microscopy (SPM) and spectroscopy that have
the potential of deepening our understanding of defects in 2D materials. We then demonstrate localized
defect formation and analysis using infrared light and the tip of an AFM. Lastly, we consider the role of
depth

resolution

on

observed

surface

variations and attempt

to

improve

the

technology

by designing a multifrequency-based SPM scheme for subsurface imaging.
We conclude in chapter 6 by summarizing the main takeaways and findings from our work.
Prospects and impact of the work are also discussed.

3

2 – 2D MATERIALS FOR CATALYSIS
2.1 Background
Catalysis is a chemical process in which a more favorable energy pathway is introduced by a material
known as the catalyst [5]. This makes it possible to reduce the energy necessary to form a given product,
which is particularly appealing for industrial processes. It can also be used to generate intermediates of the
reaction that offer properties of interest. Generally, the reactants first bind or interact at the catalytic
site(s), followed by the formation of intermediates before the final product is formed. Catalysts can be in
the same phase as the precursor materials, which is known as a homogeneous catalyst, or in different
phases, which is known as a heterogeneous catalyst [22]. Engineering new catalysts is tremendously
important to reach higher activity and selectivity, therefore increasing sustainability. In industrial practices,
this would significantly increase efficiency and reduce costs.
Most conventional heterogeneous catalysts are metals such as iron, platinum, palladium, and rare earth
metals, among others. Their effectiveness as electron donors and acceptors allows for different
molecules to bind and initiate catalytic processes. Other materials such as alloys and metal oxides have also
been shown to have favorable catalytic activity for various forms of reactions [23]. Semiconductors
are more recent materials being evaluated for catalytic applications like electrocatalytic and photocatalytic
reactions [24]. Their bandgap and band edges are critical to determine the favorable conditions of a
reaction. For effective materials, such as those needed for solar cells [25], the bandgap should be narrow
enough to match the absorption of the incident light from the sun, preferably in the visible range (380 to
700 nm). Similar considerations exist for other applications, which calls for more tunable catalyst designs
for complex reactions.
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2.2 2D materials for catalysis
Given the dwindling supply of precious metals such as palladium, and the need to achieve more
complex and tunable reactions, with value-added products, alternative catalytic materials are highly sought
after. Metal-free catalysts from abundant materials are particularly attractive. 2D materials have recently
received a lot of interest as host for important catalytic processes due to their unique electronic properties
[7, 8] and high surface to volume ratios compared to other bulk catalysts, which would allow to
significantly reduce the quantities of supplies needed while maintaining or improving efficiency of a
process. Since the initial mechanical exfoliation

of air-stable graphene monolayers

[26], numerous 2D

monolayers with unique properties have been isolated including: h-BN [27, 28], TMDs [29], and other
single atom-based systems such as borophene and stanene [30]. In time, and with a deeper understanding
of their capabilities and limitations, 2D materials are expected to revolutionize our fundamental
understanding of physical principles and boost the development of new functionalities, such as catalytic
mechanisms by design. In the following work, we focused on studying the properties of h-BN and TMDs,
such as ZrS2, in view of exploring new catalytic processes taking place on them, which will be discussed in
later chapters.

2.2.1 h-BN
h-BN structure and properties: h-BN is a well-known layered ceramic material [31], in which each layer
consists of a two-dimensional B-N honeycomb lattice. The structure is responsible for rich and tunable
electronic [32] and optical [33] properties. Nanostructures and heterostructures encompassing h-BN have
found exciting applications, particularly in nanoelectronics and catalysis [9, 10, 34, 35]. For instance, its
dielectric properties [36] are being exploited as an atomically thin electric insulator substrate in twodimensional (2D) heterostructures or as a tunneling dielectric barrier [37]. A study by Ikram et al. [38]
found Ni doped h-BN nanosheets can be used for treatment of industrial wastewater, causing degradation
of industrial dyes like methyl blue. h-BN is also viewed as a promising candidate for thermal management
5

in devices containing confined nanocomponents thanks to its high temperature stability, thermal shock
resistance and thermal conductivity [39-41]. Recent studies have been centered on engineering single
photon emitters with h-BN as well [42].
Growth of h-BN: h-BN is commonly grown from ammonia borane precursors using Chemical Vapor
Deposition (CVD), following the general principle shown in Figure 1a [27, 28]. Growth occurs when
several reactive gases are introduced into an environmentally controlled chamber, set with suitable pressure
and temperatures sufficiently high to trigger the desired reaction on the substrate surface. The resulting
solid product (i.e. the 2D material) coats the substrate while gas byproducts are pumped out of the chamber.
By adjusting the temperature, gas flow, gas mixture, and reaction time, the properties and thickness of the
films can be controlled. Many 2D materials have been synthesized using this method, but substrates, in
particular non-metal substrates, that are suitable for a given reaction can be limited due to the higher
temperatures needed [43]. For instance, h-BN is mainly grown on metal foils like copper [44], which
implies that additional steps will be required to transfer the film to the desired system [45]. We note that
CVD-grown materials are polycrystalline, and the role of grain boundary defects could affect the density
of states and participate in reactions in a way that is difficult to control. Though not a growth method per
say, mechanical exfoliation (Figure 1c) remains a common approach to isolate h-BN layers in
monocrystalline forms with low defect density. It consists in the physical cleavage of the bulk crystal using
an adhesive [46]. However, despite the relative simplicity of the mechanical exfoliation
method and usefulness for research-grade experiments, the process lacks the necessary viability for large
scale production and manufacturing. Overall, growth of 2D materials like h-BN has become an extremely
active field of research to reach large scale applications, while mechanical exfoliation remains very
appealing for fundamental studies, as the layers obtained with these methods exhibit a lower density of
defects and contamination.
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Figure 1: Growth methods for 2D materials. (a) For CVD, precursors interact with substrate and other precursors,
resulting in crystal growth. (b) For CVT, a material is converted to vapor and transferred to a desired substrate. (c)
For mechanical exfoliation, a layer of material is cleaved and transferred onto the desired substrate.

h-BN as a catalyst: It has been demonstrated that, in addition to affecting electronic properties, defects can
also influence the chemical reactivity of 2D materials [47]. These properties can be further tuned by
modifying the methods of defect formation [32, 48-50]. In fact, recent reports have shown that h-BN can
serve as a catalyst for reactions like propane dehydrogenation with comparable conversion rates to
traditional metals [51]. On the other hand, propene hydrogenation was demonstrated on mechanicallyintroduced defects in h-BN [21], as well as CO2 reduction [17]. This is particularly interesting given the
concerns of rising CO2 levels in the atmosphere and the lack of economically viable solutions to
overcome this harmful threat. Theoretical first principle models have been essential to improve the
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understanding of these processes [47]. Further optimization of defect types, engineering and optimizing
mechanically introduced defects in h-BN will be discussed in chapter 3.

2.2.2 TMDs
TMD structure and properties: TMDs [29] are a subset of semiconducting 2D materials comprised of
one transition metal atom to two chalcogen atoms (MX2). Molybdenum disulfide (MoS2) is the best known
and highly studied material from this group [52]. TMDs can be isolated as monolayers, which usually
exhibit properties that are very different from multi-layer TMDs. It has been found that as in several TMDs,
the monolayer form of the material exhibits a direct bandgap unlike the bulk with an indirect bandgap [12,
53, 54]. Mechanical separation of the layers is possible as they are held together by van der Waals
interactions [55]. TMDs have garnered interest as they can be thought of building blocks that can be
assembled to achieve unique properties by design, such as their thickness-dependent bandgap, strong spinorbit coupling and electronic properties.
Growth of TMDs: Thin film CVD growth of TMDs like molybdenum disulfide (MoS2) and tungsten
disulfide (WS2) have received a lot of attention to produce large sheets of monolayers for real-life
applications such as in transistors [53, 56]. Comparatively, other TMDs including ZrS2 have not been well
studied. ZrS2 has been shown, though, to grow on SiO2/Si or h-BN/SiO2/Si substrates by CVD to form
hexagonal mono- and few-layer crystals up to 30 µm in diameter[16, 57-59]. Substrate selection can
influence 2D material growth. TMDs are generally grown on metallic substrates and are very sensitive to
the surface conditions [60].
TMDs for catalysis: MoS2 has been extensively studied for its catalytic activity in reactions such as
ammonia synthesis [61] and hydrogen evolution reactions (HER) [62], where edge defects are considered
to be the catalytically active sites. CVD-grown ZrS2 has also shown favorable results in the photocatalytic
decomposition of 4-nitrophenol [63].
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2.3 Growth of ZrS2 on lithium niobate using chemical vapor deposition
CVD growth of ZrS2 has been previously reported on Si [57]. To expand the materials library of CVDgrown ZrS2, we sought to explore its growth on lithium niobate (LiNbO3 or LN). LN has grown in
prominence due to its unique ferroelectric properties as well as the various atomic configurations at its
surface. DFT studies by Dues et al. indicate that the +Z and -Z phase configurations have favorable catalytic
activity for water splitting reactions [64]. Additionally, direct growth of other TMDs like MoS2 onto LN
enabled the engineering of multifunctional devices, which possess both electrical and acousto-electric
responses [65, 66]. Utilizing this material may lead to enhanced catalytic activity or unique structures for
TMDs like ZrS2. Noting this, we evaluated the morphology and composition of ZrS2 grown on LN as a
function of reaction time using atmospheric thermal CVD. In this work we describe our attempt to grow
and characterize ZrS2 by CVD in collaboration with Dr. Jurca.

2.3.1 Growth conditions
Growth chamber: The CVD reactor used was comprised of two independently controlled heating zones,
which resulted in three controlled temperature zones where the precursors and substrates were placed during
synthesis (see Figure 2a). The quartz tube of 25 mm diameter was loaded with a quartz boat containing the
substrates, all oriented in the same direction, until the most-upstream substrate was centered in the furnace.
Next, a crucible containing 10 mg ZrCl4 powder was inserted into the tube until it was 16 cm from the mostupstream substrate (temperature zone 2). Finally, the crucible of 1 g sulfur powder was placed in heat zone
1, surrounded by heating tape. The tube was subsequently purged with Ar for 20 min. For all experiments,
a Lindberg/Blue M split tube furnace was utilized. ZrCl4 (98%, anhydrous) was obtained from Acros
Organics, and sulfur (99+%) from Strem Chemicals. Both were used as precursors. The substrates used in
the deposition were 5 x 5 x 0.5 mm LiNbO3 (0001) from MTI Corp and 10 x 10 mm diced Si wafers from
Ted Pella. Prior to deposition, three substrates were cleaned for 20 min using an Ossila UV ozone cleaner.
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Temperature and flow rate: During growth, the Ar gas flow, used as the carrier gas, was controlled by a
LabVIEW-based mass-flow controller (MFC) and was varied according to the growth phase (see Figure
2b). At the onset of the protocol, both heating zones ramped up to set temperatures from RT (21 °C):
heating zone 1 to 180 ˚C in 12 min (13.5 ˚C/min), and heating zone 2 to 800 ˚C in 15 min (52.1 ˚C/min).
These temperatures were chosen based on prior literature reports[57, 67]. At this time, Ar flowed at 0.500
LPM until the maximum temperature was reached to prevent incubation of material prior to desired
temperature, then the flow rate was lowered to 0.020 LPM for the duration of the reaction. Reaction hold
times of 10, 30, 40, 50, 60, 90 and 120 min were considered. After completion of the growth phase, the Ar
flow rate was increased to 0.100 LPM; the furnace was opened and left to cool to 400 ˚C, at which time the
quartz tube was opened for sample extraction. To validate the effects of sulfur and temperature on the
LiNbO3 substrate, a similar protocol as above was carried out for the 10 min hold time in the absence of
ZrCl4, both with and without sulfur.

Figure 2: (a) Heating zones and position of reactants and substrates in CVD reactor used. (b) Ramp rates for the
precursor and chamber heating, plus gas flow.

10

2.3.2 Characterization methods
Vibrational spectroscopy: Raman spectroscopy (see Figure 3) is a vibrational spectroscopy
characterization method, which provides information related to chemical bonds within the material. In our
measurements, the sample is excited by a 532-nm excitation laser. The interaction of incoming photons
with the sample results in both elastically scattered (Rayleigh scattering) and inelastically scattered photons
(Stokes and Anti-stokes, or Raman scattered) photons of higher or lower energy than the incident light.
Analyzing these inelastically scattered photons provides information of chemical vibrational modes
induced in the sample. These vibrations in turn can be associated with specific bonds present in the material,
leading to a chemical fingerprint of your sample. The spatial resolution is further improved with confocal
Raman microscopy, where the light is focused through a microscope objective, reducing the illuminated
region to the focal point of the system and the light collected is controlled by a pinhole. Studies were
performed on a HORIBA LabRAM confocal Raman microscope with 532 nm excitation. Pinhole size was
set to 50 m to limit the contribution of the substrate below the thin film in the signal collected. Spectra
presented were filtered with a Loess (0.05) in Origin.

Figure 3: Instrument configuration for Confocal Raman spectroscopy. A monochromatic laser (532 nm) is focused
through an optical objective and excites the sample, causing light scattering. Elastically scattered photons are filtered,
while inelastically scattered photons are analyzed by a spectrometer and CCD detector, providing information of
induced vibrational modes indicative of the chemical bonds present in the sample.
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Structural analysis: The morphology of the films obtained by CVD were evaluated by AFM imaging. In
AFM (see Figure 4), a cantilever with a nanometer-scale tip is rastered on the sample surface. A read-out
laser is aligned to the top side of the cantilever and reflected to a position-sensitive photodiode to monitor
the deflection of the cantilever as it moves across the sample. In contact mode using constant force
feedback, as the tip reaches a dip or a bump, a change in the laser deflection occurs, which is corrected by
a feedback loop mechanism by raising or lowering the position of the cantilever with respect to the sample.
For Tapping Mode (see Figure 4b), the cantilever is oscillated at a frequency near its resonance with a
predetermined amplitude. Surface morphology can then be obtained using the feedback on the amplitude.
Additional mechanical information can be obtained from the phase. Morphology of the structures formed
on the substrates was evaluated by Tapping Mode AFM. Imaging was carried out on a Bruker Multimode
IIIa with tip C from a XSC11/No Al probe. For each growth time, a minimum of 3 regions were
characterized. At each region, images for a 5 x 5 µm2 area, followed by a 1 x 1 µm2 area were acquired with
512 points x 512 points. An analysis of the individual structure areas was carried out on the 1 x 1 µm 2 AFM
images using the ImageJ Particle Analyzer plugin. The structure area range specified was from 2-10 μm2.

Figure 4: (a) General setup for AFM. (b) Motion of AFM tip for Contact and Tapping Mode.

Optical microscopy: Optical images of grown crystals at various timepoints were collected using a Leica
DM25000 M optical microscope. An analysis of the distribution of crystal sizes was carried out using
ImageJ (see Figure 7 and Figure 8). Crystal sizes varied from below 1 μm2 to 400 μm2.
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2.3.3 Results
Determining formation of ZrS2
The materials obtained were first characterized with Raman spectroscopy to identify the properties of the
grown material (Figure 5). The characteristic vibrational modes of ZrS2 [57, 68], E1g at 252 cm-1, A1u at 342
cm-1 and A2u around 318 cm-1, were observed for the flakes prepared on Si as reference (Figure 5a). For the
growth on LN, we found an overlap of some of the characteristic modes of LN and the ZrS2 modes (Figure
5b). Nonetheless, we were able to determine that the thin film deposited exhibits a strong peak centered at
252 cm-1, which corresponds to the E1g mode of ZrS2 present on the surface.

Figure 5: Raman spectroscopy of CVD grown ZrS2 on (a) Si and (b) LN.

Initial variations across LN substrate surface
AFM analysis of the control substrates shows that the surface heated LN (Figure 6a-b) exhibits small
varying features (50-100 nm range) covering the entire surface. Studies by Saito et al [69] and Sanna et al
[70], found that annealing the LiNbO3 for 1 to 5 h above 500 °C can result in surface restructuring. Given
our hold time of 10 min, the observed pattern could be due to the initial stages of this process. When
introducing sulfur (Figure 6c-d), the observed morphology does not appear to be significantly influenced
by the surface restructuring on the large scans (Figure 6c) but show some differences compared to the bare
substrate (Figure 6b). Lastly, for the deposition including both sulfur and ZrCl4 (Figure 6e-f), we find that
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the region is now covered in rod-shaped structures of various widths and lengths. Several holes are also
observed across the sample surface.

Figure 6: (a-b) 5 x 5 µm2 and 1 x 1 µm2 AFM images of heated LiNbO3. (c-d) 5 x 5 µm2 and 1 x 1 µm2 AFM image
of sulfur deposition (e-f) 5 x 5 µm2 and 1 x 1 µm2 AFM image of resulting deposition with both precursors. All
treatments or growth processes were obtained with a 10 min hold time.

Structure evolution over time:
Optical imaging of the resulting 30 min and 90 min growth conditions (Figure 7) shows the sample surface
covered in features of various sizes. The growth after 90 min results in larger, well-defined structures as
opposed to the smaller features found at 30 min. When analyzing the areas of these structures (Figure 8),
the most frequent crystal domain size ranges from 1-5 µm2 for both timepoints, with domains larger than
20 µm2 seen only after 90 min growth, including the largest crystals covering 200-400 μm2.
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Figure 7: Optical microscopy images of CVD grown ZrS2 on LiNbO3 with growth times of (a) 30 min and (b – d) 90
min. The images in (a-c) and (d) were aquired with and without polarized light, respectively.

Figure 8: Distribution of dimensions (in terms of their areas) of crystalline domains on LN after 30 (blue) and 90 min
[71] growth times. Images (a) and (c) from Figure 7 were used for the calculation.

Nanoscale structure evolution over time:
To better understand the growth process of the observed features, AFM analysis was carried out on several
growth timepoints (see Figure 9). For the 30 min growth, the rod-like structures are more defined and
organized as opposed to the 10 min growth. 60 min growth shows these rods are more closely packed
together and stacked. At 90 min, the rods are no longer as rounded. Larger features are also observed across
15

the sample. Lastly, for 120 min growth, we find a combination of smaller rods like those observed at <30
min growth, in addition to larger structures like those observed at 90 min.

Figure 9: 5 x 5 µm2 and 1 x 1 AFM µm2 images of grown ZrS2 at various timepoints (30, 60, 90 and 120 min). The
highlighted squares indicate the region analyzed for the 1 x 1 µm2 images.

Figure 10: Resulting distribution of rod area size for the growth timepoints.
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The particle analysis (see Figure 10) indicates that a larger number of rods have an area ranging between
2-3 µm2, independent of reaction time. As the reaction time was increased, distinction of individual rods is
reduced. Additionally, the observed rods appear to grow along preferential angles (see Figure 11), which
may indicate the presence of ferroelectric inversion microdomains formed as a result of heating the LiNbO3
to 800 ˚C; although, these are generally observed at higher temperatures, around 1000 °C [72]. Prior work
has also found the +z domains to be preferred for larger clustering of deposited materials, such as metals or
other TMDs [73, 74]. This preference to positive domains may influence the observed orientation,
morphology, and surface properties of our grown crystals, however electrostatic and magnetic force
microscopy did not resolve any such variation on LN. This should be explored further in continued work
by the team.

Figure 11: (a) 5 x 5 µm2 AFM height image of 90 min ZrS2 growth. (b) 1 x 1 µm2 closeup of the films shows that areas
with geometric shapes can be distinguished as a combination of the smaller rods.

2.4 Summary
The ability to grow or prepare high quality 2D materials on suitable substrates is a first critical step toward
achieving exciting targeted applications such as the development of highly effective and selective catalysts.
However, growth remains challenging for materials beyond h-BN or MoS2. Here we reviewed some stateof-the-art work centered on production of 2D materials for applications like catalysis. We also
explored CVD growth of TMD ZrS2. Though ZrS2 seems to have been successfully grown on both Si and
LN, the structure, thickness and effect of the various parameters used in the growth chamber remain to be
explored for a more comprehensive model of growth.
17

A sequential CVD growth study was carried out for ZrS2 on LiNbO3 substrates. All cases
exhibited similarly-sized rod structures covering the surface. In some regions, after longer reaction
times, geometrically- shaped assemblies could be observed in the film, which contain a combination of
smaller rods. The patterns observed during growth may be due to changes in the surface conditions of
LiNbO3 once heated to 800 ˚C. This work highlights the tremendous influence of substrate type on 2D
material growth and offers a new avenue for CVD-grown ZrS2.
However, further work on the CVD-grown ZrS2 will be needed to establish a more comprehensive model
of growth of the crystals before applications can be envisioned. This would include increasing the
variations in the parameters considered for the growth process (time, temperature, flow rates, etc.). Next,
given the challenges identified for characterization of this thin film on LN, which have overlapping Raman
bands, new approaches should be considered – probing the binding energies of the material with
XPS, possibly transfer to a TEM grid for analysis, or using focused ion beam (FIB) to determine the
thickness and structural properties. Determining the photoluminescence of the films could also help in
identifying the optoelectronic properties. Theoretical considerations could play a role in guiding the
discovery of the system as well. For instance, the interaction of ZrS2 with the substrate could be
investigated with DFT calculations and other modeling approaches to understand potential sources of
instabilities or strain in the system.
With a better understanding of the properties of the grown materials, the application of the material for
electronics or catalysis can be envisioned. In particular, activity of the grown ZrS2 for catalytic processes
of other devices will need to be explored.
Despite the challenges remaining for this project, we could not move forward with a full exploration of the
CVD-grown ZrS2 in chapters ahead, but the work will continue in future studies.
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3 – DEFECT ENGINEERING IN 2D MATERIALS
3.1 Background
A defect is a local change that breaks the symmetry of the crystalline lattice of the material. The presence
of defects can affect the mechanical, electronic, optical, or magnetic properties of 2D materials in relation
to their pristine layer. For 2D materials, defects are known to have a stronger impact on the properties than
in 3D materials. There exist several types of defects, which have different consequences for the properties
of the material. The change in the lattice can be as small as a single missing atom (vacancies) or a
substitution (dopant), or can be larger, such as a line of missing atoms. Here we review a few important
defects that have been found to be of interest in catalytic applications.

Figure 12: Examples of defects in 2D materials. (a) Annular dark field scanning tunneling electron microscopy (ADFSTEM) imaging of graphene edge defects. Insert shows stable C atom in the pristine lattice (green), C edge atom
(blue) & dangling C atom. Reprinted with permission from reference [75]. (b) High-resolution tunneling electron
microscopy (HRTEM) imaging of Stone-Wales defect on graphene with atomic configuration on the right. Reprinted
with permission from reference [76]. (c) HRTEM map of h-BN grain boundary. Blue spheres are nitrogen, yellow
spheres are boron, and red indicates locations of possible homonuclear (B-B or N-N) bonds. Reprinted with permission
from reference [50]. (d) High-angle annular dark-field scanning transmission electron microscopy (HAADF-STEM)
imaging of point defects present in monolayer 2H-MoS2. Reprinted with permission from reference [77].
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Edges: Edge defects refer to the termination that constitutes the end of the 2D monolayer. Bonds at edges
can be dangling bonds or can host specific atoms (see Figure 12a). Local properties of the material can be
affected by changes occurring at edges [75, 76]. For instance, Li et al. used DFT to infer that edges are the
primary active sites for HER in 2H-MoS2 [15], the semiconducting hexagonal phase of MoS2 that is the
most thermodynamically stable phase of MoS2 [78]. The configurations considered for their DFT
calculations showed that the sequences of reaction H+ +e- + * → H* followed by H* + H+ +e- → H2(g),
referred to as Volmer-Heyrovsky reaction, as well as the sequence of reaction H+ +e- + * → H* followed
by H* + H* → H2(g), referred to as Volmer-Tafel reaction, are both kinetically and thermodynamically
favorable. In addition, the desorption of H2(g) may play a role in the rate of the reaction.
Grain Boundaries: Grain boundaries (GBs) can be defined as the interfacial region between two crystalline
domains with different orientation or alignment. GBs are common in 2D materials obtained by CVD. Gibb
et al. characterized GBs in CVD grown h-BN using HRTEM (see Figure 12c) [50]. The presence of GBs
has also been characterized using Raman spectroscopy for a graphene bilayer [79], by monitoring the
intensity of the Raman D-band of graphene. GBs can modify the intrinsic electrical [80, 81], chemical [82],
and mechanical [83] properties of the 2D material, making it possible to tune a given material properties
for various applications. GBs can also improve the catalytic activity for TMDs in reactions like HER. He
et al. calculated the local HER activity of edges and GBs in 2H-MoS2, compared to the pristine lattice. Both
edge defects and grain boundaries had a hydrogen adsorption free energy ΔGH ranging between 0.44 eV
and 1.0 eV, which is much lower than that of the basal plane region (1.79 eV), indicating higher catalytic
activity. The higher performance of edges and GBs for HER was confirmed experimentally using a microelectrochemical cell setup above the 2D material in which the desired regions (defect edges, grain boundary
or unaffected basal plane) were isolated by opening a window in a PMMA protective layer deposited on
top of the 2H-MoS2 layer [84].
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Stone Wales: Stone Wales (SW) defects are the result of a 90° in-plane bond rotation of two atoms, where
the center of rotation is at the midpoint between them [85] (see Figure 12b inset). SW defects have been
observed in sp2 type lattices including graphene [76] and silicene [86]. The presence of these defects has
resulted in changes of intrinsic properties such as the strength [87] and electron mobility [88] of the
material. SW can also change the electronic structure of 2D layers locally. For instance, using first
principles calculations, Hamdi et al. [89] reported two new states in presence of SW defects in h-BN, one
+0.44 eV above the maximum point of the valence band (due to the newly formed B-B bonds) and the
second -0.40 eV below the minimum point of the conduction band (due to the newly formed N-N bonds).
This is of interest for applications such as the creation of UV emitters. Experimentally, the formation and
structure of SW in monolayer graphene grown on copper has been characterized in situ using HRTEM [76]
(see Figure 12b). SW in h-BN monolayers have not been thoroughly studied experimentally due to the large
formation energy for B-B and N-N bonds [90, 91].
Vacancies, dopants: Vacancies refer to one or multiple atoms missing from the lattice of the 2D monolayer
(see Figure 12d). Impurities or dopants [92, 93] can bind to the 2D structure, for instance to vacancies or
edges. The presence of a point defect in the lattice (i.e., vacancy or dopant) results in a local change in
chemical bonding and coordination environments at neighboring sites. The regions affected by the change
can be evaluated by DFT calculations and experimentally. For instance, Schuler et al. [94] demonstrated
that chalcogen vacancies and oxygen substitutions in TMDs can be resolved with non-contact AFM due to
the changes in force between the sample and the tip they introduce, and with scanning tunneling microscopy
(STM) due to the variation in tunneling current resulting from this local change in environment. In h-BN,
DFT calculations showed that the presence of nitrogen vacancies can be accompanied by new energy states
that are not present in the bandgap of pristine h-BN. These local changes of energy states have already been
exploited for exciting applications, including the formation of quantum emitters [95]. For catalysis, Yang
et al. [77] reported on the high catalytic activity of single atom vacancies in 2H-MoS2 (Figure 12d) for
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HER. The study introduced a protocol to estimate the activity of a single vacancy by relating the current
density of the catalytic reaction across the exposed area of the catalyst to the precise number of vacancies
per area in the material. The ability to estimate the impact of individual vacancies revealed that their
activity significantly varies with the density of vacancies present in the layer. At low vacancy
concentrations (≤2.6 × 1014 cm–2), the atomic structure remained unperturbed, validated by Raman
spectroscopy and transport measurements. When increasing the vacancy concentration, disorder-induced
scattering appeared in the Raman signature of the layer, accompanied with changes in photoluminescence
(PL) and transport signatures. With high concentrations of vacancies (5.7 × 1014 cm–2), a transition from
the semiconductor 2H-MoS2 to the metallic phase of MoS2 was observed. The presence of many vacancies
introduced local strain in the atomic structure, which increased the catalytic activity of the material.
In essence, controlling defect engineering in 2D materials could lead to the ability to create new functional
materials by design, in a similar way that doping is used to improve semiconductors for targeted
applications (n- or p-doped Si for instance). However, in the case of defect engineering in 2D materials,
there is still a significant gap between lab-scale discoveries and their implementations to industrial
applications, for instance in catalysis [94]. To address this, it is important to better understand the effect of
defects of different natures on the band structure of 2D materials, both locally (around the defect) and on
the overall material produced. This step will be essential for designing effective 2D material-based
catalysts.

3.2 Defect engineering methods
Experimentally determining the contribution of specific defects to the observed changes in a material’s
functionality is highly sought-after to support material by design efforts [96]. To produce defect-laden 2D
materials that are applicable to large scale industrial applications (powder, or large sheets of 2D materials),
several processes are being evaluated. However, when aiming to better understand defect formation in these
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systems, especially the nature and reactivity of the defects, it is critical to develop tools that can controllably
create and position defects in a pristine layer. The capabilities are currently lagging. Next, we will discuss
the prominent defect engineering processes of 2D materials, to date, as well as existing obstacles and
limitations to achieve controllable defect engineering.
Table 1: Defect engineering methods used with 2D materials
Engineering method

2D Material

Defect Types

CVT, CVD (in situ)

TMDs

vacancies, edges, dopants

Graphene
h-BN
TMDs
Graphene
TMDs
Graphene
Graphene
h-BN
TMDs
TMDs
TMDs
Graphene
h-BN
TMDs

SW, vacancies
vacancies, edges
vacancies, line defects
vacancies
vacancies
SW, vacancies
vacancies, folds
vacancies, GBs, folds
vacancies, dopants
vacancies
vacancies
edges, dopants
SW, vacancies, edge
edges

Electron beam irradiation
Ion bombardment
Nanoprobe (SPM)
Thermal treatments
Plasma irradiation
Laser irradiation
Mechanical ball milling

References
[94, 97101]
[76]
[102]
[103]
[104]
[77]
[105, 106]
[107]
[108, 109]
[110]
[111, 112]
[113, 114]
[115-117]
[21, 118]
[119]

Introduction of defects during growth: As mentioned in chapter 2, there are several growth processes
that are being used to obtain high quality 2D materials such as CVD. The 2D layers obtained by CVD
generally contain defects such as GBs [97]. However, by tuning the parameters of the CVD process, it is
possible to modify the characteristics of these GBs during the material growth. This process can be referred
to as in situ defect engineering. As an example, Bayer et al. found that reducing the pressure of a Ncontaining gas pretreatment during CVD growth of h-BN on an iron sheet resulted in wider GBs [98].
Introducing substitutional dopants has also been achieved using in situ defect engineering, including
with CVD and Chemical Vapor Transport (CVT) [120], which has a similar setup to CVD but the material
is only transferred to the substrate as opposed to the product of reactions between precursors diffused on a
surface following the general principle shown in Figure 1b. Suh et al. found that it is possible to introduce
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substitutional Nb dopants in 2H-MoS2 during CVT growth. This resulted in a restructuring of the MoS2
stacking from 2H (bilayer unit cell, inversion symmetry in bulk) to 3R (trilayer unit cell, no inversion
symmetry in bulk) [99], together with changes of the material’s band structure [100]. Stable substitutional
doping can also be obtained by CVD, as shown by Bai et al., who used an Er-doped Mo film as the metal
precursor for the growth resulting in Er-doped 2H-MoS2 [94, 101].
Introduction of local defects in pristine 2D materials by particle irradiation: Most defect engineering
methods are performed after the material is synthesized or grown. Particle irradiation, such as with electrons
or ions, have been successful in introducing atomic-scale defects locally [121]. Particle irradiation can be
used to generate vacancies or to modify edges. This can be extended to synthesize other nanostructures
[102]. Komsa et al. created sulfur vacancies in monolayer MoS2 with the electron beam of an aberration
corrected high resolution transmission electron microscope (AC-HRTEM). Prolonged irradiation resulted
in agglomeration of vacancies into line defects [103]. Yang et al. engineered atomic vacancies, both S and
Mo, in MoS2 using He ion bombardment. Defects obtained were all under 0.5 nm. The resulting MoS2
showed improved activity in the HER (Figure 12d) [77].
Introduction of local defects in pristine 2D materials using forces on a nanoprobe: Recent studies have
been carried out with the goal of introducing sub-100 nm defects using SPM-based tools. The ability to
control defect engineering locally would unlock many fundamental studies for catalysis and other
applications such as the formation of qubits. Popov et al. used DFT and MD simulations to model a rotating
Au SPM tip roughly 1.63 nm wide with pyramidal shape and single atom peak to demonstrate that it is
possible to create multi-atom vacancies in a suspended 5x5 nm2 graphene sheet. Tip approach and piercing
of the graphene layer led to bond breaks from a combination of extreme bond lengths (2 Å) and dihedral
angles (angle between planes exceeding 30°). Atomic configuration of defects was determined by the
positioning of Au atoms relative to neighboring C atoms. This positioning can be modified from tip
approach and rotation. Then, by withdrawing the tip and allowing the system to relax, other defect types
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such as SW were formed, demonstrating the ability of self-healing of the material [105]. Local defect
engineering has also been achieved experimentally by Li et al. With Tip-enhanced Raman Spectroscopy
(TERS), the electromagnetic field of a visible laser is enhanced at the tip of an AFM cantilever. This
enhancement led to the increase of the D band intensity, which indicates the presence (in this case the
formation) of defects in the graphene layer [106].
Introduction of defects adapted for manufacturing: The ability to produce defect-laden 2D materials for
industrial applications will require synthesis methods that can be scaled to large scale production. For
this, growth of large sheets of high quality 2D materials is the first step, as discussed in chapter 2. For the
defect engineering part, the methods mentioned above are limited to produce defects reproducibly on
large quantities of materials, especially on loose powder. Here we summarized the current methods
considered for large scale defect engineering.
Thermal annealing followed by rapid quenching, also referred to as sintering, can be used to introduce point
defects in TMDs [110] as well as h-BN [108], including in powder forms. At high temperature, large folds
have also been obtained on 2D materials deposited on substrates with different coefficients of thermal
expansion [107]. Oliveira et al. reported origami-like junctions in h-BN on Si. The folds were found to be
oriented along specific crystallographic directions of the h-BN lattice [109].
Oxygen plasma irradiation has been used to introduce vacancies and oxygen dopants in TMD monolayers
[110]. On the other hand, argon plasma was found to cause stacking order transitions [111], while UV
ozonation is another way to introduce oxygen dopants and vacancies into TMDs [112].
Beside thermal treatments and plasma, beams of light have been exploited for defect engineering. Light is
advantageous as it allows for patterning of the active region for device fabrication [122]. Liu et al. created
ripples of around 1 nm height and 50 nm period on MoS2 film by 532 nm illumination. The ripples appear
to originate from GBs due to a rearrangement of in-plane strains and the interfacial van der Waals
interactions between the monolayer MoS2 and sapphire substrate [113]. Nanopatterning and thinning of 2D
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materials was performed by Castellanos-Gomez et al. who used a 532 nm excitation source to reduce the
thickness of MoS2 flakes [114].
Bulk defect engineering (ball milling): Ball milling (see Figure 13) is a mechanical treatment for
introducing defects in 2D materials. It is becoming an important technique for defect engineering on large
amounts of layered materials in powder form. One limitation of ball milling is that the nature of defects
created cannot be controlled as strictly as with other techniques such as thermal treatments or laser
processes. Nonetheless, because of its high potential for industrial applications, ball milling is one of the
processes selected to produce defects in this work.
There exist several types of ball milling. Generally, the material in powder form is sealed in a vial with ball
bearings, which serve as the milling media [115]. The environment can be controlled during milling,
including for mechanochemistry, which uses the energy of the impacts to activate a chemical reaction.
Using controlled motions, the bearings collide with the material, generating compressive and shear forces
(Figure 13a) that provide the energy needed to break or modify bonds. The type of controlled motion varies
with type of ball milling used. Here we discuss some common milling methods being studied as well as
their applications in defect engineering.

Figure 13: Mechanical ball milling for defect engineering: (a) Forces acting in a mill (b) Planetary mill motion (c)
Attrition mill motion (d) Shaker mill motion.
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In a planetary mill (see Figure 13b) [123], the vial is placed on a rotating base along the edge of a larger
rotating disc. The vial’s base and the outer disc are rotating in opposite directions relative to each other
leading to sliding and collisions between the milling media and material. The force generated is mostly
shearing, but compressive forces from the collisions contribute to defect formation in the material. Using a
planetary mill, Jeon et al. produced graphene nanoplatelets with different functionalized edges from
graphite under hydrogen or carbon dioxide (CO2) environments [116].
In attrition milling (see Figure 13c) [124], the vial is stationary with respect to the milling media and sample.
The energy is provided by an axial shaft set along the center of the vial and spun (up to 700 RPM), stirring
the milling media and sample within. Graphene flakes have been successfully produced from bulk graphite
using attrition milling, including using deionized water [117] and methanol [125] as solvents.
The defect engineering approach that will be described in the present work was performed in a shaker mill.
For this type of milling, the vial is placed in a control arm which shakes it following a pattern of the shape
of an eight at around 1200 RPM, providing high-energy compressive forces on the material (see Figure
13d). As shown by Nash et al., compressive forces on h-BN powder in a shaker mill results in dh-BN,
which (unlike pristine h-BN) becomes a reactive heterogeneous catalyst for olefin and CO2 hydrogenation
under mechanochemistry conditions [17, 19, 21]. Although characterizing the defects produced during ball
milling is difficult, DFT calculations indicate that nitrogen vacancies are likely the most energetically
favorable active sites [47]. Overall, characterization of defects in materials obtained from these techniques
is in high demand to establish correlations between processes of fabrication and performances in
applications.

3.3 Optimizing defect density for milled h-BN powders
As discussed in the previous section, ball milling can be used to introduce defects in h-BN. Ball milling is
a facile process for large scale production. In the case of h-BN it provides a viable way to produce a metal
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free catalyst with demonstrated interesting performance for olefin hydrogenation [21] and CO2 capture and
conversion [17, 118].
Although ball milling is straightforward, various parameters can influence the nature of the defects formed
and their density, which can in turn affect the performance of the catalytic process. In this work, we evaluate
the effect of the material of the vial and bearings, the number of bearings used, their size and the duration
of the milling treatment. Here we study the effects of milling parameters on the morphology, structure, and
infrared signature of the h-BN. We also assess potential leaching of bearing material into the powder.
Finally, we carry out a first assessment of the performance of the milled powder by studying the mass
uptake of the milled powders when pressurized with propene.

3.3.1 Milling conditions
Pristine h-BN (Saint-Gobain Ceramic Materials, PCTF5 grade) was first dried for 12 h at 400 °C in vacuum
and then stored in an argon-filled glovebox.
Conditions tested for each milling media (yttrium- stabilized zirconia (ZrO2), 440C stainless steel and
tungsten carbide (WC), including ball bearing size (6.35 mm, 9.53 mm, 11.11 mm, 12.70 mm, 19.05 mm),
number of bearings (1 to 4) and milling time (15 min to 16 h) are listed in Table 2.
The three milling media were selected for their different densities (ZrO2: 6 g/cm3, 440C SS: 7.93 g/cm3,
WC: 14.95 g/cm3) and purchased from MSE Supplies. The material mass density is important because it
will affect the energy of the impacts during milling.
Approximately 2 g of dried h-BN were milled. Loading of the vial was done in the glovebox, and vials were
sealed in an argon environment before being transferred outside of the glovebox for milling. The argon
(i.e., inert) environment was necessary to prevent reactions during milling after formation of the
defects. After milling, the vial was returned to the glove box, where the powder was collected (~ 1.5 g).
Selected sets of samples were used for further analysis, as described in Table 2.
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Table 2: Ball milling conditions used in the course of this work
Mill Material

ZrO

ZrO

Mill Time

Bearing Size

Bearing #

Characterization

0.5 h

12.70 mm

4

Uptake, ZS

1h

12.70 mm

4

Uptake, ZS

1.5 h

12.70 mm

4

Uptake, ZS

2h

12.70 mm

4

Uptake, ZS

4h

12.70 mm

4

FTIR, Uptake, Raman

8h

12.70 mm

4

FTIR, Uptake, Raman

12 h

12.70 mm

4

FTIR, Uptake, Raman

16 h

12.70 mm

4

FTIR, Uptake, Raman

2h

6.35 mm

1

XRF, XRD, FTIR, Uptake, Raman, SEM

2h

12.70 mm

1

XRF, XRD, FTIR, Uptake, Raman, SEM

2h

19.05 mm

1

XRF, XRD, FTIR, Uptake, Raman, SEM

1h

12.70 mm

4

Uptake

4h

12.70 mm

4

FTIR, Uptake, Raman

8h

12.70 mm

4

FTIR, Uptake

12 h

12.70 mm

4

FTIR, Uptake,

16 h

12.70 mm

4

FTIR, Uptake, Raman

2h

6.35 mm

1

XRF, XRD, FTIR, Uptake, Raman, SEM

2h
2h
15 min

12.70 mm
19.05 mm
12.70 mm

1
1
4

XRF, XRD, FTIR, Uptake, Raman, SEM
XRF, XRD, FTIR, Uptake, Raman, SEM
FTIR, Uptake, Raman

30 min
45 min
60 min

12.70 mm
12.70 mm
12.70 mm

4
4
4

FTIR, Uptake, Raman
FTIR, Uptake, Raman
FTIR, Uptake, Raman

2h

9.53 mm

1

XRF, XRD, FTIR, Uptake, Raman, SEM

2h

11.11 mm

1

XRF, XRD, Uptake, SEM

2h

12.70 mm

1

XRF, XRD, FTIR, Uptake, Raman, SEM

2

2

440C SS

440C SS

WC

WC

3.3.2 Characterization methods
Elemental composition: Sample contamination from the milling media was evaluated using X-ray
Fluorescence (XRF) spectroscopy (PANalytical Epsilon 1 Range). In XRF, X-rays irradiation causes
transitions of core electrons, followed by a decay of outer electrons to fill the state. This transition results
in fluorescence of X-rays with an energy characteristic to a transition between orbitals of a given element.
Thus, analysis of these X-rays is used to detect trace elements in the ball milled powders, as indicated in
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Table 2. Pristine (unmilled) h-BN served as the control case. Five scans were collected and averaged for
each sample. The Omnian analysis process used by the instrument calculates the concentration of each
element based on the following function:
C=-L+D+E(RM)+F(RM)2 ,
where C is the diluted concentration of the analyte and R is the net intensity of the analyte. L is a line
overlap correction factor and M is a matrix correction factor, which are calculated based on the elements
monitored and calibration standards of the instrument.
Morphology: The morphology for the flakes was characterized before and after milling using Scanning
Electron Microscopy (SEM, Zeiss ULTRA-55 FEG) with a 5.7 mm working distance, a 5 kV beam energy
and a 20 μm electromagnetic lens aperture. Images were obtained from secondary electrons. Powders were
dispersed on silicon wafers by drop casting 0.1 g mixed in 5 mL of deionized water then sputter coated with
a gold-palladium layer to limit charging.
Structure: The crystallinity of the samples was determined with X-Ray Diffraction (XRD, PANalytical
Empyrean Multi-Purpose X-Ray Diffractometer) using a copper source (Cu Kα = 1.5405 Å).
Diffractograms were collected from 10 to 90° 2θ using 0.05° scan steps. Spectra were analyzed using the
Modified Scherrer equation method [126]. Starting from the Scherrer equation:
Kλ

L= βcosθ ,
which relates the crystallite size L to the broadening of the selected band in the diffraction pattern.
β=√β2 -β2i ,
where β is the full width at half maximum (FWHM) of the bands in the XRD spectrum, and β i is the
instrumental contribution. K is a dimensionless shape factor, λ the X-ray wavelength (1.5406 Å) and θ the
Bragg angle. We rearrange the function to determine crystallite size:
Kλ

1

ln(β) = ln ( L ) + ln (cosθ) ,
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Interlayer spacing was calculated using Bragg’s equation:
λ=2dsinθ ,
Where d is the interlayer spacing, λ the X-ray wavelength (1.5406 Å) and θ the Bragg angle.
We note that the selection of this method was done by evaluating the Williamson-Hall method first, which
proved to be unsatisfactory for the powders with poorer crystallinity after milling.
Infrared spectroscopy: Raman spectra were acquired using a confocal Raman microscope (WITec Alpha
300RA with 532 nm excitation source at 5.7 mW output power, an 1800 lines/mm grating (0.9 cm -1
resolution and a 50X objective lens (Zeiss, 0.7 NA)). 10 scans were averaged with 5 s integration time.
Measurements were carried out on samples sealed in argon-filled custom cells with sapphire
windows. Additional spectra were collected after exposure to air.
Fourier-transform infrared spectroscopy (FTIR) spectra of the powders were collected on a PerkinElmer
FTIR spectrometer (Perkin Elmer Corp, Spectrum 100 series) with an attenuated total reflection (ATR)
module [127]. In FTIR, the sample is illuminated with IR light modulated via a Michelson interferometer.
Some of the IR light is absorbed by the sample, when the energy of the photons matches the energy of the
molecular vibration of a bond in the sample. By monitoring the intensity of the transmitted light and
processing it by Fourier-transform, we then obtain a spectrum revealing the vibrational modes of the
material. The ATR module has a single reflection diamond/ZnSe crystal, which allows to study powders
by illumination using the evanescent wave principle. The spectrometer was set with an iris aperture of 8.9
mm and a scan range of 650-4000 cm-1. Four scans were collected and averaged for each sample with the
spectral resolution of 4 cm-1. Powders were sealed individually in airtight bags and opened at the time of
the scan to reduce the impact of ambient contamination.
Binding energies: Binding energies were studied using an X-ray photoelectron spectrometer (XPS,
Thermo Scientific Escalab Xi+) with an aluminum radiation source. In XPS, X-ray photons are used to
bombard the sample in an ultra-high vacuum (UHV) environment. This bombardment causes emissions of
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core-level electrons, following the photoelectric effect. Analysis of these electrons with a hemispherical
detector provides an elemental identification as well as the chemical state of a given sample. The spot size
was 200 µm, and the investigated energy range covered the range from 0 to 1350 eV. Charge compensation
was used for all scans. 3 scans were averaged for the survey spectra, with a step size of 0.5 eV and a dwell
time of 20 ms. The high-resolution (HR) XPS spectra were recorded using energy step of 0.05 eV and a
dwell time of 50 ms. 10 scans were averaged for each element range. Measurements were calibrated using
a gold sample with reference to the Au 4f7/2 and Au 4f5/2 lines respectively located at 84 and 87.67 eV (when
using the Al K radiation), [128] according to the Doniach-Sunjic method [129].
Assessment of catalytic performance of the milled powder: The mass of the initial sample of the powder
and of the empty cell used for pressurization were measured inside an argon-filled glovebox. Samples were
then sealed and pressurized under 275.79 kPa of propene for 48 h. A subsequent mass measurement was
carried out after pressurization to determine the mass uptake due to pressurization. Pristine h-BN was also
pressurized under the same conditions for reference.
Zeta potential: Changes in zeta potential for selected milled powders were studied on a Malvern Zetasizer
Nano ZS90 for selected samples. 5 mg of the selected powders were diluted in 10 mL of deionized water
then sonicated for 30 min prior to analysis. The refractive index was set to 1.8, with an absorption of 0.

3.3.3 Results
Evaluation of contamination of the h-BN during ball milling
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Figure 14: Effect of ball milling treatments on dh-BN color. (a) Effect of changing milling time on resulting dh-BN
while milling with four 12.70 mm bearings for all media. (b) Effect of changing bearing size on resulting dh-BN while
milling for 2 h for all media.

One of the interesting aspects of defect laden h-BN (dh-BN) having catalytic properties is the fact that it is
a metal-free material. During ball milling, high energetic impacts between the bearing, the vial and the
powder results in the formation of defects in the powder as has been demonstrated by Nash et al. and Ding
et al. [19, 21]. However, these impacts could also lead to contamination of the powder with elements from
the bearing and vial materials. Given that these bearings and vial media could themselves exhibit catalytic
properties, we evaluated the contamination of the h-BN powders after ball milling for a range of conditions
provided in Table 2.
Initial observations of the milled powders indicated a color change, particularly after long milling times
with four 12.70 mm bearings (see Figure 14a). For ZrO2, the powder appeared light brown color after 8 h
treatment, which darkened with increasing milling time. For 440C SS, the change in color was more drastic,
starting from gray after 4 h milling and darkening to a black powder after 8 h and 12 h milling. For these
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milling times, shards of stainless steel were found in the powder. Lastly, WC exhibited only a small color
change to light gray, likely due to the shorter milling times. When milling for 2 h with different bearing
sizes (Figure 14b), only a slight color change was observed for all cases.
To quantify the level of contamination in these powders, we used XRF spectroscopy as an elemental
analysis. The protocol used for XRF is described in the methods. As indicated in Table 2, we carried out
XRF measurements on selected sets of samples: milling for 2 h with 1 bearing for bearing sizes of 6.35
mm, 12.70 mm and 19.05 mm for ZrO2 and 440C SS. For WC, bearing sizes were 9.53 mm, 11.11 mm and
12.70 mm.
Table 3: XRF results for ZrO2 components present in ZrO2-milled dh-BN.
ZrO2
Bearing size
Pristine h-BN
6.35 mm
12.70 mm
19.05 mm

Concentration (μg/g)
Y
Zr
0.08
0.16
0.22
1.72
0.18
0.46
0.42
4.82

Table 3 shows the concentration of yttria-stabilized ZrO2 elemental components found in the resulting dhBN. The highest concentration found for yttrium and zirconium was after milling with a 19.05 mm bearing
for 2 h, resulting in 0.42 μg/g yttrium concentration and 4.82 μg/g zirconium concentration compared to
0.08 μg/g yttrium and 0.16 μg/g zirconium concentration for pristine h-BN. Nevertheless, this indicates that
very little contamination occurs when milling with the ZrO2 media.
Table 4: XRF results for 440C SS components present in SS-milled dh-BN
440C SS
Bearing size
Pristine h-BN
6.35 mm
12.70 mm
19.05 mm

Si
63.74
66.8
46.94
97.34

P
292.42
295.64
274.92
366.76

Concentration (μg/g)
Cr
Mn
Fe
Ni
1.98
5.66
20.2
1.56
12.26
0.52
39.88
1.54
8.54
1.24
48.26
0.94
835.58 76.74 2097.7 197.52

Cu
1.64
13.1
2.28
10.76

Mo
0.16
0.86
0.42
3.24

Table 4 shows the concentration of 440C SS elemental components (Si, P, Cr, Mn, Fe, Ni, Cu, No) present
in dh-BN. After milling with a 19.05 mm bearing, a large increase in the concentration of chromium (from
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1.98 μg/g to 835.58 μg/g), iron (from 20.2 μg/g to 2097.7 μg/g) and nickel (from 1.56 μg/g to 197.52 μg/g)
is noted. This increase of metal contaminants explains the color change of the powder. It may affect the
catalytic activity of dh-BN, which led us to discontinue this treatment for more in-depth characterization
studies.
Table 5: XRF results for WC components present in WC-milled dh-BN
WC
Bearing size
Pristine h-BN
9.53 mm
11.11 mm
12.70 mm

Concentration (μg/g)
Fe
Co
W
20.2
22
1.06
0
36.9
23.12
10.96 35.24
36.4
0.9
36.56 38.32

Lastly, Table 5 shows the concentration of WC elemental components (Fe, Co, W) present in the respective
dh-BN. After 2 h of milling, the concentration of tungsten (W) increased from 1.06 μg/g in pristine h-BN
to 38.32 μg/g after milling with a 12.70 mm bearing, while the concentration of cobalt (Co) was found to
increase from 22 μg/g to 36.56 μg/g. The concentration of elements found was lower than those observed
for stainless steel milling, but higher than those found after milling with ZrO2. This indicates that from the
milling media considered, ZrO2 resulted in the lowest contamination in the catalyst.

Flake reduction (SEM, XRD)

Figure 15: Scanning electron microscopy (SEM) imaging of dh-BN for all milling media after 2 h of milling with
various bearing sizes.
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The changes in morphology induced by changing the bearing size were evaluated with scanning electron
microscopy (see Figure 15). For the smallest bearing size of ZrO2 (6.35 mm. Figure 15a), dh-BN retained
the shape of flakes with smooth surfaces and lateral dimensions ranging from 1 to 3 μm width. With the
smallest bearing of 440C SS (6.35 mm) and WC (9.53 mm), the flake size was ~ 2 μm. Increasing the
bearing size to 12.70 mm (Figure 15b) resulted in a significant reduction in the number of large flakes
present for all media with dimensions below 200 nm. Lastly, for the largest bearing studied (Figure 15c),
the flakes resembled nanoparticle-like structures with dimensions below 100 nm, and with higher
aggregation than in the other powders. These results are in agreement with previous work by Ding et al.
where harsher milling conditions such as increasing milling time result in a reduction of dh-BN flake sizes
[19].

Figure 16: (a) XRD analysis of h-BN and defect laden h-BN (dh-BN) for increasing bearing size with ZrO2 and 440C
SS milling media. (b) Crystallite size and interlayer spacing for h-BN and dh-BN after analysis with Modified Scherrer
Equation method and Bragg’s Law.
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In addition to changes in the morphology, changes in the crystallinity of h-BN after milling with different
bearing sizes was evidenced from XRD spectra, for the cases ZrO2 and 440C SS milled samples (Figure
16). The XRD spectrum (see Figure 16a) of h-BN exhibits bands corresponding to the (002), (100), (101),
(102), (004), (103), (104), (110), (112) and (006) orientations, in agreement with the ICDD pattern ref. 01085-1068 and previous literature [130, 131]. Initial milling with a 6.35 mm bearing resulted in some
broadening of the (002) peak for ZrO2 and 440C SS. After milling with a 12.70 mm bearing, a decrease in
peak intensity for both milling media was observed, in addition to the broadening. Lastly, milling with the
19.05 mm bearing resulted in further peak broadening. The asymmetric broadening of the diffraction peaks
(as shown particularly for the two prominent peaks of the (002) and (100) reflection planes) indicates the
presence of ordered dislocations after milling [132].
The significant decrease in amplitude and peak broadening observed for the (002) band can be attributed to
loss in crystallinity due to milling [94]. We applied the Modified Scherrer equation method [94] to
determine the resulting crystallite size (Figure 16b). A decrease in the crystalline planar domains was
observed from L = 33.2 nm (strain of 0.43%) in pristine h-BN to L = 11.8 nm (strain of 1.42%) in dh-BN
after 2 h of ball milling. Milling with the 6.35 mm bearing led to a decrease in the crystallite size for both
media to a planar size of ~38 nm. Increasing the bearing size further reduced the crystallite size, consistent
with the observed reduction in diffractogram intensity. For the largest bearing, 19.05 mm, the crystallites
had a planar size around 5 nm.
In addition to the peak broadening and a decreased amplitude, the (002) peak appears to have an asymmetric
shape, shifting to a lower angle. This can indicate the presence of changes in interlayer spacing, internal
stresses or chemical heterogeneities [133]. We applied Bragg’s Law for the (002) peak (see Figure 16b) to
determine any changes to the interlayer spacing. For pristine h-BN, we find a spacing of 3.326 Å. Milling
with the 6.35 mm bearing led to a spacing of 3.325 Å for ZrO2 and 3.321 Å for 440C SS. When milling
with the 12.70 mm bearing, we found a small increase in spacing to 3.331 Å for ZrO2 and 3.356 Å for 440C
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SS. The largest change observed was with the 19.05 mm bearing, which led to an increase in spacing to
3.407 Å for ZrO2 and 3.448 Å for 440C SS. We note that this remains an estimation of the crystalline
domain size as other factors such as stress and strain or lattice imperfections and impurities can also affect
the observed peak width. It is possible that by changing the type and number of bearings used, some of the
systems approached the conditions to reach resonance frequency during milling, thus increasing the effect
on the reduction in size of the flakes. This aspect will have to be quantified in future work.

Molecular vibrations (Raman, FTIR)

Figure 17: Raman spectroscopy of pristine h-BN and effect of ball milling conditions. (a) Raman E 2g mode of h-BN
before and after milling with all milling media for the largest bearing size. (b-d) Effect of milling time on E2g position
and width after for ZrO2, 440C SS and WC. (e-g) Effect of bearing size on E2g position and width for ZrO2, 440C SS
and WC.

Changes to molecular vibrations of the chemical bonds within h-BN due to the introduction of defects were
evaluated using Raman and FTIR spectroscopy (See section 3.3.2 for methods). For pristine h-BN, the
vibrational E2g Raman mode, which corresponds to an in-plane phonon vibrations of the B and N atoms in
opposite directions [19, 134], was found at 1369 cm-1(see Figure 17a). Raman spectra were analyzed using
a Lorentzian fit to determine peak position and full width at half maximum (FWHM). With increasing
milling time for ZrO2 and steel, the peak position shows red shifting until 8 h of milling (Figure 17b-c)
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reaching 1357 cm-1 for ZrO2 and 1345 cm-1 for steel. Afterwards, continued milling shows a blue shift.
Monitoring the peak width showed an increase from 9.88 cm-1 to 95 cm-1 for ZrO2 and 85 cm-1 for steel
after the initial 4 h milling. The FWHM then varies between 110-120 cm-1 for ZrO2 and 60-80 cm-1 for
steel. For WC (Figure 17d), which had shorter milling times, only a red shift was observed with increasing
milling time, reaching 1262 cm-1 after 1 h milling, while the peak width shows increased broadening with
time, reaching 71.2 cm-1 after 1 h. When changing the bearing size with a fixed milling time (Figure 17ef), the peak position remained in the 1368-1370 cm-1 range for all cases, while the FWHM increased with
bearing size, reaching 33.2 cm-1 for ZrO2, 31.7 cm-1 for steel and 24.4 cm-1 for WC. The observed
broadening after milling can be attributed to the presence of defects and strain in the dh-BN [19], which
supports our findings from SEM (Figure 15) and XRD (Figure 16) analyses. For milling exceeding 4 h, the
broadening showed little change, indicating a possible limit or threshold for defect formation has been
reached. Further milling may lead to the observed contamination of the material, such as the darkened
powders observed in Figure 14.

Figure 18: Effect of air exposure on observed Raman spectroscopy of dh-BN with ZrO2 as the milling media.

Raman analysis was done under argon sealed cells to prevent the passivation of defects. Once the samples
were exposed to air (see Figure 18), a slight shift in peak position was observed. A drop in FWHM was
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also observed. This variation is likely related to molecules in air binding or passivating the defect sites, with
the potential of reducing the catalytic activity, which we will discuss further in chapter 4.

Figure 19: FTIR spectroscopy of pristine h-BN and effect of ball milling conditions. (a) IR A2u and E1u modes of hBN before and after milling with all milling media for the largest bearing size. (b-d) Effect of milling time on position
of A2u mode, E1u mode and Absorption(A2u)/Absorption(E1u) ratio for ZrO2, 440C SS and WC. (e-g) Effect of bearing
size on position of A2u mode, E1u mode and Absorption(A2u)/Absorption(E1u) ratio for ZrO2, 440C SS and WC.

The mid-IR spectrum of h-BN shows two vibrational modes related to h-BN: the A2u mode at 776 cm-1,
from out-of-plane bending vibrations of B-N-B bonds, and E1u at 1356 cm-1, from in-plane stretching
vibration of the B-N bonds [135-137] (see Figure 19a). As observed in prior work by Ding et al, the pristine
material exhibits additional bands around 2335 cm-1 and 2530 cm-1, attributed to impurities, in addition to
a band at 923 cm-1 attributed to B-O or B-N-O stretching modes [19]. These impurities were removed after
milling for all cases studied as the bands disappeared. When adjusting the milling time (Figure 19b-d), no
specific trend in peak shifting was observed for either mode, however the Absorption(A2u)/Absorption(E1u)
ratio dropped from 1.33 in pristine to 0.7-0.9 for ZrO2, 0.8-0.95 for steel, and 0.68 for WC after 1 h milling.
When changing the bearing size (Figure 19e-g), milling with the smallest bearing resulted in a red shift
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from pristine for both IR modes. Treatments with larger bearings however resulted in a blue shift for both
modes, which increased with bearing size. The Absorption(A2u)/Absorption(E1u) ratio decreased with
increased bearing size. These trends indicate a reduction in the out-of-plane vibrations in relation to the
harsher milling conditions. As the timepoints considered for ZrO2 and steel ranged from 4 h-16 h, the
harsher conditions led to a prominent decrease in the absorption ratio.

Nature of defects introduced by ball milling
The effect of milling on the B−N lattice was investigated further with XPS. The XPS survey scans of
untreated and milled h-BN powder are displayed in Figure 20a. For h-BN, one can distinguish prominent
lines corresponding to boron B and nitrogen N 1s core levels respectively at about 190 and 398 eV, as well
as KLL Auger transitions of B (1310 eV) and N (1105 eV) [128]. In addition, the h-BN spectrum displays
no signature of carbon but a weak feature of O 1s around 532 eV. After ball milling, the photoelectron
spectrum exhibits a significant increase of the O 1s intensity, and O KLL Auger transitions (978, 999, and
1015 eV). Table 6 summarizes the binding energies (BEs), the FWHMs, the area percentages (at.%) of B,
N, C and O (determined from survey spectra of Figure 20a using the peak area quantification approach) as
well as assigned functional bonds and sites.
The increase of oxygen content (from 1.6 to 7 at.%) in dh-BN could be interpreted as a result of the sole
contribution of adsorbed oxygen due to exposure to air during the cell transfer to the XPS analysis chamber
(and to a much lesser extent due to residual oxygen in the glovebox during the milling). However, the dhBN spectrum exhibits a very weak C 1s core level signal (~2 at.%) due to adsorbed carbon contaminants
(C−C and C−H bonds), also present in air during the sample transfer to the XPS chamber. Hence, the
increase of oxygen intensity observed for dh-BN is likely related to chemisorbed rather than adsorbed
oxygen. Finally, it is worth noting that the B/N atomic ratio slightly increased after ball milling from 1.1 to
1.7, suggesting that N vacancies are likely preferentially formed because of ball milling.
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Figure 20: XPS survey spectra (a) and HR spectra of B 1s (b), N 1s (c), C 1s (d), and O 1s (e) core levels for h-BN
(down spectra) and dh-BN obtained after 2 h of ball milling (upper spectra). The HR spectra were fitted with sums of
Voigt functions (solid black lines).

To gain better insight into the chemical properties of dh-BN, we performed narrow scans of B 1s, N 1s, C
1s, and O 1s photoelectron lines as depicted by the normalized intensities presented in Figure 20b−e (open
circles). These HR spectra were deconvoluted into sums of Voigt (Gaussian-Lorentzian) functions (solid
black lines) as presented in Table 6.
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Table 6: Binding energies (BEs), atomic fractions, FWHMs, area rates, and assigned functional bonds and groups of
B 1s, N 1s, O 1s and C 1s deconvoluted HR XPS signals (into sums of Voigt components) for h-BN and dh-BN
obtained after 2 h of ball milling. Atomic fractions of elements were estimated from survey spectra using the peak
area quantification.

Sample

h-BN

XPS
signal

Atomic
fraction
[%]

B 1s

51.90

N 1s

BE [eV]

FWHM
[eV]

Area rate
[%]

Functional
bond

Associated
site

188.8

1.47

27.5

B−B−N

B−BXN3-X

190.7

2.60

72.5

B−N

B−N3

396.5

1.57

33.8

BNB

N adatom

398.6

2.34

66.2

N−B

N−B3

46.50

C 1s

0

-

-

-

-

-

O 1s

1.60

532.6

3.59

100

O−H

O−H2

189.3

1.50

18.37

C−B−N

B−NXC3−X

190.9

2.52

25.21

B−N

B−N3

193.1

2.16

31.38

B−O−B

B−N2O

194.5

1.91

25.04

B−OH

B−N2(OH)

397.3

1.85

49.01

N−B−C

N−BXCY

398.9

1.54

14.98

N−B3

400.6

2.34

36.01

286.3

6.51

100

532.2

2.30

65.60

534.6

2.84

34.40

N−B
N−C
N−B−O
C−O
C−N
C−C/H
C−B
O−H
O−B
O−C

B 1s

dh-BN

Components

N 1s

48.15

42.80

C 1s

2.05

O 1s

7.00

N−BXCY

O−BxH2−X

The B 1s core level spectrum of h-BN (Figure 20b) is composed of a prevailing peak at ~190.7 eV, assigned
to B−N bonds of h-BN (B−N3 sites) [138-140], and a second peak at a lower binding energy (188.8 eV),
indicating that a fraction of B atoms is in an environment with more electropositive atoms than N atoms.
This peak could be assigned to B−B bonds given the low carbon signal (Figure 2d). However, the binding
energies of B−B in pure boron (i.e., relative to the B−B3 sites) reported in literature being in the 187−188
eV range [141, 142], the observed peak at 188.8 eV is likely related to an excess of B atoms on the surface
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[140], such as B−BN2 or B−B2N sites. The latter assertion is in line with the existence of B substitutions
for N atoms or Stones-Wales defects in the untreated powder. Finally, we note that no B−O signature (~193
eV) was observed [106]. The N 1s signal of h-BN exhibits two prominent components located at 398.6 and
396.5 eV. The first peak is attributed to N−B bonds related to N−B3 sites [140, 142]. The second peak at
396.5 eV is non-trivial. We ruled out nitride and N−B−C bonds [140], given that no such chemical
environment of nitrogen is present in the system. It has previously been reported that nitrogen-mediated
grown BN films exhibit a N 1s photoelectron signal at 396.2 eV that the authors ascribed to h-BN [143],
however this energy is much lower (−2 eV) than that of bulk h-BN. Interestingly, the peak at 396.5 eV
compares well with that of N adatoms in bridge sites on graphene found at 396.60.1 eV [144]. Thus, one
could interpret the detected signal at 396.2 eV as the signature of nitrogen surface atoms that are strongly
adsorbed on the B−B bonds (188.8 eV). The h-BN O 1s spectrum in Figure 20e shows a broad weak peak
at 532.6 eV which likely originates from surface hydroxyl group formed during exposure to air while
transferring the sample to the XPS chamber. After ball milling, the B 1s photoelectron spectrum comprises
four features at 189.3, 190.9, 193.1, and 194.5 eV. As observed for h-BN, the peak located at 190.9 eV is
attributed to B−N bonds of the B−N3 sites. The component at 189.3 eV presents a shift of 1.6 eV toward
lower energies with respect to the peak at 190.9 eV, which is consistent with C−B−N bonds corresponding
to B−NC2 or B−N2C groups [71, 138, 145]. The bands located at 193.1 and 194.5 eV refer to B−O−B and
B−OH bonds, respectively [106, 146]. The emergence of B−C and B−O bonds suggests that ball milling
induces changes in the chemical environment of B by creating nitrogen vacancies (VN) that are saturated
upon exposure of the sample to air. Correspondingly, the N 1s photoelectron spectrum of dh-BN comprises
three characteristic components: a peak at 398.9 eV corresponding to N−B bonds of h-BN, a peak at 397.3
eV ascribed to N−B−C bonds [145], and a broader peak at higher binging energy (400.6 eV), which is in
agreement with the reported values for N−C and N−B−O bonds [140, 142]. The observation of N−B−C,
N−C and N−B−O bonds is consistent with the presence of N−BXCY functional groups (X,Y<3), and
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substantiates the existence of VN in the sample after ball milling. Moreover, no sign of N−N bonds at
binding energies around 402.5 eV [142] makes it difficult to ascertain N substitutions for B. The C 1s core
level spectrum is more challenging to decompose rigorously due to its small content. Indeed, the peak is
centered at 286.3 eV, which is consistent with reported binding energies of C−N, C−N−B [142, 147] and
C−O bonds [148]. This peak is very broad (6.5 eV FWHM), and encompasses the characteristic peaks of
C−B, C−C/C−H, and C−N chemical environments located at about 283.5, 284.5, and 285 eV, respectively
[71, 138]. This suggests that several processes are likely taking place in the region. In agreement with
previous assignments, the O 1s spectrum shows a feature at 532.2 eV corresponding to O−B and O−H
bonds (associated with O−B2, O−H2, and B−O−H sites), and another feature at 534.6 eV related to O−C
bonds [148, 149] probably associated to oxidized species in the adventitious carbon (air contaminants).

Evaluation of catalytic performance of the defect laden powders

Figure 21: Propene mass uptake analysis of dh-BN for all milling media. (a-c) Effect of changing the milling time on
resulting propene uptake for ZrO2(a), 440C SS(b) and WC (c). (b) (d-f) Effect of changing bearing size on resulting
propene uptake for ZrO2(d), 440C SS(e) and WC (f).

The catalytic performance of the powders obtained after milling was evaluated by measuring the mass
uptake of each powder before and after pressurization with propene (See section 3.3.2 for methods).
Propene was selected based on prior work by Nash et al., which demonstrated that dh-BN can hydrogenate
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olefins due to the presence of new states near the Fermi level in the bandgap of h-BN in presence of
vacancies [21]. Under these conditions, first principles calculations predicted that propene chemisorption
is favorable at defect sites. Nash et al. demonstrated that such chemisorption resulted in an increase in mass
of the dh-BN powder when pressurized with propene. These findings were also confirmed by
thermogravimetric analysis (TGA) and Differential scanning calorimetry (DSC) [21]. Here, we followed
the protocol described by Nash et al. to determine the percentage in mass uptake after pressurization with
propene as a function of milling time (Figure 21a-c) and as a function of bearing size (Figure 21d-f). This
was done for the three milling media considered in this chapter: ZrO2 (black curve), 440C SS (blue curve),
and WC (green curve). The control measurement was done with pristine h-BN pressurized under the same
conditions, which resulted in an uptake of 0.9%. This corresponds to adsorption of propene on the h-BN
flakes, and possibly interaction of propene with intrinsic defects in the pristine powder.
In the powder milled for 15 min using four 6.35 mm bearings of ZrO2, the uptake was of 2.73%. When
increasing the milling time to 30 min, the uptake further increased to 5.26%. The highest uptake obtained,
8.10%, was with 1 h milling. Extending milling times for 2 h onward resulted in a steady decrease in uptake:
7.40% for the 2 h milled powder, 4.48% for the 4 h milled powder, 4.14% for the 8 h milled powder, down
to 2.29% and 2.49% for 12 h and 16 h milled powders, respectively. For 440C SS, a similar trend in uptakes
was found. Milling for 1 h resulted in an 8.00% uptake, followed by a decrease to 3.49% for a 4 h milled
powder and 2.25% for the 8 h milled powder. A slight improvement in uptake was observed at longer
milling time with 3.73% at 12 h and 4.67% at 16 h, possibly indicating a contribution from the milling
media contaminants. For WC, we note that the longest milling time considered was 1 h. 15 min of milling
resulted in a large uptake of 5.25%. Continued milling however, did not result in any significant
improvement with 5.51% for the 30 min milled powder, 4.09% for the 45 min milled powder and 5.45%
for the 1 h milled powder.

46

Overall, the highest uptake was obtained for the 1 h milled powder using ZrO2 (8.10%) followed by the 1
h milled powder using 440C SS (8.00%), although the XRF data indicated that milling with 440C SS was
more likely to lead to contaminants interfering with the reaction (Table 4). The performance of the powder
obtained with WC was the lowest. We note that the uptake of powders with high level of contaminants
(Figure 14) remains inconclusive as it is not possible to determine whether the uptake comes from dh-BN
or from the metallic contaminants The findings indicate that milling time should be optimized for increased
performance, and that higher density of the milling media (in this case WC) does not necessarily result in
better defect-laden materials for catalysis applications.
Next, we studied the effect of bearing size on the performance of the material. In this case a single bearing
was used, and milling time was fixed at 2 h. For ZrO2, when milling with 6.35 mm bearing, a 2.00% uptake
was obtained. Milling with a 12.70 mm bearing led to a 3.63% uptake. The highest uptake for ZrO 2 was
found with the 19.05 mm bearing, which led to a 9.65% uptake. For 440C SS, milling with 6.35 mm bearing
led to a 4.77% uptake, while milling with a 9.70 mm bearing led to a higher uptake of 5.92%. Lastly, as
was found for ZrO2, the highest uptake was achieved when milling with a 19.05 mm bearing, which led to
8.17% uptake. For WC, we note that bearing sizes considered were only up to 12.70 mm. When milling
with a 9.53 mm bearing, an uptake of 5.19% was obtained. The uptake increased to 5.60% when milling
with a 11.11 mm bearing which increased further to 6.65% when milling with a 12.70 mm bearing.
The effect of bearing number during milling must also be considered, as we found that using a single 19.05
mm ZrO2 bearing led to a higher uptake (9.65%) than when using four 6.35 mm bearings for the same
milling time of 2 h (7.4%). While fewer bearings provide a lower rate of collisions within the vial,
increasing the size results in higher energy provided per collision[150]. These results indicate that of the
cases considered, the optimal milling conditions for higher catalytic activity with the least contamination is
milling for 1 h with a single 19.05 mm ZrO2 ball bearing. In subsequent work, milling with the 19.05 mm
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ZrO2 bearing for milling times 0.5 h, 1 h, 1.5 h and 2 h showed the highest propene mass uptake with 1.5 h
milling, while the highest mass uptake when pressurizing dh-BN with CO2 was obtained after 1.5 h.
Overall, increasing the bearing size is beneficial for the creation of defects that are favorable for propene
uptake, as shown with the high uptakes obtained with the 19.05 mm ZrO2 bearing (9.6%), 19.05 mm 440C
SS bearing (8.10%) and the 12.70 mm WC bearing (6.60%). The resulting mass uptakes obtained in this
study are higher than previously reported performance [19].
The higher uptakes for short time intervals between the milling media are likely due to the higher density
of WC (14.95 g/cm3) compared to ZrO2 (6 g/cm3) and 440C SS (7.93 g/cm3), which results in higher energy
per impact, introducing more defects. On the other hand, contaminants likely limit the activity of the powder
(Figure 14). Another possible effect explaining the decrease in uptake after longer milling time is the
aggregation of the delaminated and broken h-BN flakes, as observed in the SEM images (Figure 15). We
evaluated the potential for h-BN particles to form aggregates by studying their Zeta potential (see Table 7).
For short milling times, the potential was found at (-35.6 mV). This was found to decrease after 60 min and
then 90 min reaching (-27 mV). For the powder milled for 120 min, the potential was found to increase to
(-27.7 mV). The reduction in Zeta potential indicates a higher likelihood of agglomeration of the milled
particles compared to h-BN. However, this is difficult to determine with higher accuracy due to the rapid
settling of the powder during the measurement.
Table 7: Zeta potential analysis of dh-BN at various milling times with 1 19.05 mm ZrO2 bearing.
Milling Time
(min)
30
60
90
120

Zeta Potential
(mV)
-35.6
-27.4
-27
-27.7

Size
(r/nm)
703
808.7
679.5
860.2

3.4: Summary
We reviewed effective defect engineering processes that have been considered to introduce catalytically
active sites in the basal plane of 2D materials like h-BN and TMDs. Though selectively introducing specific
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defect types to better characterize their role in a reaction would be ideal, we demonstrated that ball milling
led to improved propene and CO2 capture. We determined the effect of various milling conditions on the
resulting morphology and activity of the dh-BN.
This study shows how adjusting the milling conditions is likely to impact the catalytic performance of dhBN by changing the amount of molecules being adsorbed on the defect-laden powder. The best conditions
were obtained as 90 min milling time with a 19.05 mm ZrO2 bearing, which also showed limited
introduction of impurities in the powder for elements to ensure that these would not participate in the
reactions of interest in work described in chapter 4. IR spectroscopy and XPS confirmed the presence of
defects after milling with preferential formation of N vacancies, although multiple types are likely present
in the dh-BN stacks. In the future, additional work could be carried out on the optimization of the milling
conditions to maximize gas adsorption, including considering the effect of bulk powder ratio, evaluating
additional combinations of bearing diameters and time of milling, identifying the resonance frequency of
the powder-bearing-reactor system during milling. However, we found that the 10% mass uptake would be
acceptable to pursue our proof-of-concept studies for in-situ catalysis reactions. We will examine the
interaction of dh-BN with various environments in chapter 4.
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4 – IN-SITU CATALYTIC REACTIONS ON DH-BN
4.1 Background
The interaction of defects formed in dh-BN with gaseous molecules is currently mostly studied with firstprinciple calculations or experimental methods probing large quantities of materials [17, 47, 51, 151, 152].
Jian et al. used ab initio DFT calculations to study how different defect types in dh-BN interact with several
molecules like CO and CO2 and the resulting changes to the electronic structure and vibrational modes [47].
While ex situ experimental analysis of the catalysts and adsorbed moieties remaining at their surface can
help establish their activity, they fail to provide a comprehensive picture of the mechanistic pathways of a
catalytic event. For this, instruments and protocols to monitor reactions in-situ are required. By monitoring
and characterizing the reactions, including the properties of the catalysts, intermediates and products as
they form, it becomes possible to further refine reaction pathways and to identify the preferred active sites.
As previously mentioned, mechanistic pathways are currently mostly determined by first-principles
calculations, which simplifies the environment of the defects significantly, leaving some uncertainty on the
real processes taking place in a catalytic reactor. This has led to the development of new instrumentation
and analytical approaches for large scale and localized in situ characterization [153].
One of the recent advances that has been developed is near ambient pressure XPS (NAP-XPS), developed
for analysis of these catalytic processes under low pressure of a desired gaseous environment [154] as
opposed to the ultra-high vacuum required for traditional XPS. A study by Lee et al. used NAP-XPS to
study and optimize the growth of MoO3 from chemical oxidation of MoS2 [155]. The study detailed how
chemical and electronic properties are changing during the reaction. More traditional instruments like
infrared spectroscopy are also being used for active in situ analysis. Recent work by Hu et al. used diffuse
reflectance infrared spectroscopy (DRIFTS) to monitor the hydrogenation of CO2 for production of

50

methanol using MoS2 as the catalyst [14]. DFT calculations indicate that sulfur vacancies were acting as
the catalytically active sites in the system considered.
For improved spatial resolution and localized analysis, instruments like confocal Raman microscopy are
available. Environmental cells are being developed more and more to allow in situ studies. Nair et al.
developed an algorithm-based high-speed imaging method to reduce the likelihood of sample damage from
excitation source exposure [156]. To push the resolution further, advanced SPM based instruments should
be considered. Light enhanced instruments such as TERS [157] and other tools to reach nanoscale chemical
information of the samples including nanoscale infrared spectroscopy [158] hold a great potential to support
in situ studies. However, the ability to control the environment of the tip in commercial systems is limited.
Additionally, electrochemical AFM (EC-AFM) has also been developed for direct analysis of
electrocatalytic reactions like water splitting with improved spatial resolution [159] but lack the infrared
spectroscopy capability. Other localized SPM applications such as for the nanomanipulation and defect
engineering will be discussed in chapter 5.
In this chapter, we focus on the interaction of dh-BN with various molecules, first in air at ambient
conditions and next with propene, CO2 and other controlled environments.

4.2 Evolution of dh-BN when exposed to air
4.2.1 Evolution of fluorescence
Our initial evaluations of dh-BN were carried out in air at ambient conditions. However, we rapidly noticed
the evolution of the fluorescence background when collecting Raman spectra. This indicated that the
interaction of molecules comprised in air with the defect sites of dh-BN modify the properties of the powder.
We investigated this further using in-situ fluorescence spectroscopy.
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4.2.1.1 Methods
Fluorescence spectroscopy over time: We employed time-dependent fluorescence spectroscopy to
monitor the evolution of dh-BN when exposed to air. Fluorescence emission spectra were obtained using a
microplate reader (Tecan Infinite® M200 PRO) with excitation wavelength selected at 255 nm and
emission scanning window from 280 nm to 850 nm. The same mass of powders (0.025 g) was transferred
to several microplate wells (500 µl Nunc™ 96 Well polypropylene black round-bottom) for each
measurement. Samples were sealed in argon for transfer to instrument, while measurements were carried
out in ambient conditions. Fluorescence emission intensity spectra were captured on h-BN and dh-BN
powders after exposure to air for up to 120 min.

4.2.1.2 Results

Figure 22: Fluorescence intensity for pristine h-BN flakes with corresponding peak deconvolution with a Gaussian fit.
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Table 8: Fitting band results for h-BN
Band
UV2
UV1
V1

Peak
Peak 1
Peak 2
Peak 3
Peak 4
Peak 5
Peak 6
Peak 7
Peak 8

Position (nm)
297
313.7
327
346
368
413
465.7
503.4

Intensity (a.u.)
10745
4032
8507
8066
7873
1497
200
130

Width (nm)
18
15
15
16
25.5
43.7
18.7
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The fluorescence emission of the powder was plotted as a function of wavelength in this work. It was
measured at 15 min time intervals for h-BN and no time-dependent intensity change was observed for
pristine h-BN powders (Figure 22). We note that the excitation energy around 255 nm (~ 4.8 eV) was close
to the band gap energy of h-BN (~ 5 eV), which made it difficult to detect near band-gap high energy
emissions. Instead, we focused on the defect- or impurity-related intraband luminescence of BN.
Luminescence in the UV and visible region has been attributed to the radiative donor-acceptor
recombination process. For example, impurity atoms occupying boron or nitrogen vacancies can give rise
to additional energy levels within BN bandgap. The intra-band energy levels can then act as charge carrier
traps during the recombination process [160, 161]. Following the work by Museur et al., deconvolution
with 8 Gaussian lineshapes was used to track the evolution of the luminescence peaks which belong to: (1)
the UV2 band, which includes 4 peaks (labeled as peak 1, 2, 3 and 4); (2) the asymmetric UV1 peak (labeled
as peak 5) located near 370 nm and (3) broad visible V band peaks (peak 6-8) above 400 nm. The
deconvolution was done using plots as a function of wavelength. For pristine h-BN, the intensity and
positions of the fitted peaks are compiled in Table 8. The UV2 band peaks, shown in Figure 22, is consistent
with previous work by Museur et al. that assigned the four band peaks as impurity-band transition. The
three peaks at higher wavelengths (peak 2, 3, 4) correspond to phonon replicas of the zero phonon line
(peak 1) for the TO mode [162]. In the case of h-BN, we assigned the UV2 band luminescence to the
transitions between conduction band of h-BN and the additional acceptor energy levels introduced by
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impurities such as oxygen and carbon substitutional nitrogen vacancies ON, CN [160, 161, 163]. This
assumption is consistent with the presence of a small band corresponding to a B-O vibration at 923 cm-1 in
the FTIR spectra (see Figure 19). When h-BN was exposed to air, we found that the fluorescence remained
constant over time (see Figure 23a), probably due to the fact that all intrinsic vacancies are saturated with
adsorbed molecules from air which accumulated during storage of the unmilled powder.

Figure 23: Time-dependent fluorescence intensity spectra for (a) h-BN and (b) dh-BN.

Figure 24: Time dependent fluorescence intensity for the 8 peaks fitted by Gaussian for ball milled dh-BN powder.
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Figure 25: FTIR spectra of dh-BN powder with propene uptake before air exposure (blue), dh-BN powder with
propene uptake after several weeks of exposure to air (pink), and dh-BN after several weeks of exposure to air (red).

Next, we considered the evolution of fluorescence intensity of dh-BN immediately after its exposure to air.
Emission spectra were collected at 15 min intervals after opening the argon-sealed cell. Deconvolution was
carried out on each spectrum to compare the evolution of each peak (1-8) as a function of exposure to air.
The data is presented in Figure 24. UV1 (peak 5) was found to the have to greatest increase as a function
of air exposure. The four peaks of UV2 seem to have similar increases although peak 3 and 4 increased
more than peak 1 and 2.
An increase in VN defects together with the higher density of edges, maybe some stacking defects, seem to
be the most likely defects in dh-BN based on aforementioned considerations. We surmised that the
intensities of the UV2 band increased upon interaction of oxygen molecules. Further, since the
concentration of VN is finite, the sites available for oxygen molecules are limited. Hence the increase in
fluorescence intensity is indicative of the nature of the defect-molecule interaction as well as of the quantity
of sites available after ball milling. This explanation is supported by the time-depended fluorescence
intensity changes for UV2 band peaks where saturation of the fluorescence intensity can be seen.
As for the UV1 band fluorescence peak, which was linked to the formation of a boron oxidation layer on
the surface of the material by Kanaev et al [164], we found that after exposure to air, oxygen molecules
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interacted with nitrogen vacancies, leading to the increase of the UV1 band peak intensity. Furthermore, it
has previously been demonstrated that B-O forms a very strong bond, which is thought to be more favorable
than adsorption of O2 on a VN defect. Theoretical considerations support that the molecular oxygen
gradually dissociated oxygen molecules to form ON. As time goes, boron oxidation continues until all
nitrogen vacancies are occupied and saturation of fluoresces intensity of UV1 band peak is reached. This
assignment is also supported by the FTIR spectra of dh-BN powder with air exposure (Figure 25), where
B-O bands can be observed around 1120 cm-1.
A careful analysis of the rate of increase of fluorescence reveals some information on the kinetics of
adsorption. As shown in Figure 24, the increase rate for UV1 band peak intensity is higher than that for
UV2 band, this indicates that it is preferred for absorbed energy migrate in the form of excitons to the boron
oxide layer (UV1) than to be trapped by the shallow traps (UV2). For V1 band peaks (peak 6-8), their origin
was assigned by Museur et al. [162, 165] to be from the surface nitrogen vacancies (VN) free of oxygen
molecule adsorption.

4.2.2 Role of environmental control
Following the observed interaction between the dh-BN and air, a custom environmental chamber (see
Figure 26) was designed by Dr. Blair to pressurize samples under a desired gas (propene, CO, propane,
CO2, H2) and monitor other molecular interactions of dh-BN in-situ. The environmental chamber was
designed with a sapphire window to allow optical imaging and Raman spectroscopy measurements.
Pressure and temperature can be monitored throughout the experiment. Temperature control was achieved
using a heater with 0.1 °C precision, operating in the temperature range between 24 ˚C (referred to as room
temperature (RT) below) and 80 ˚C, inserted in the body of the chamber in proximity of the chamber
containing the powder.
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Figure 26: (a) Schematic of the custom-made environmental cell designed by Dr. Blair to control the environmental
gas, temperature and pressure during the reaction. (b) Representation of the environmental-controlled setup used to
evaluate the properties of dh-BN.

4.3 dh-BN and propene
4.3.1 Evidence of visible photocatalytic activity of dh-BN with propene
First, we describe our discovery of the photocatalytic activity of dh-BN under propene atmosphere in the
visible range. Propene hydrogenation and CO2 reduction over dh-BN have been recently achieved with
mechanochemistry [17, 21]. DFT calculations indicated that both nitrogen and boron vacancies, boron
substitution and Stone-Wales defects can weaken olefin bonds, although N vacancies were found to be
more active [21, 47]. Few studies considering propane dehydrogenation have also been reported on dh-BN
[20, 151, 152, 166]. However, the photocatalytic activity of dh-BN has not been thoroughly

considered, especially in the visible range.
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4.3.1.1 Methods
Sample preparation: h-BN and dh-BN powders were packed into 2×2 mm2 wells of 1 mm depth, in the
glovebox before being sealed in a custom flow cell to maintain inert conditions. Once transferred out of the
glovebox, the cell was pressurized with the desired gas (propene, CO, propane, and CO2) at 276 kPa.
In-situ Raman spectroscopy: Measurements were performed on confocal optical microscopes (WITec
Alpha 300RA for excitation at 532 nm and HORIBA LabRAM for excitation at 473, 633, 785 and 1064
nm).
Photoreaction: When illuminating with visible light to study the photocatalytic reactions, laser light was
focused on the powder using a 10X objective (Zeiss, N.A. = 0.2). The effect of varying the objective (10X,
20X, 50X) was also considered. During illumination, Raman spectra were collected for about 60 min under
laser power of 25 mW.
Region analysis: For analysis of the illuminated regions, the excitation laser was maintained at a low laser
power of 5.7 mW to prevent activating any reaction in the chamber during the measurement. A 50X long
distance objective (Zeiss, N.A.= 0.55) was used to focus the excitation laser and collect the scattered light.
After being dispersed by the grating (600 lines/mm), photons were collected for an integration time of 5 s
with the charge coupled device (CCD) detector. 10 scans were averaged for each measurement. Curve
fitting to evaluate the spectral components was carried out with Fityk 1.3.1 after background removal of
the constant noise (581 cts) and Gaussian smoothing with standard deviation of 2 [144].
Cluster analysis: k-means cluster analysis was carried out in the WITec Project Four software. The
algorithm computes the distance from each spectrum to each centroid and assigns it to its closest centroid.
We used the clustering to partition the spectra collected in the hyperspectral image into 4 clusters by
considering the intensity of their fluorescence background as it is important to the reaction process. For
this, we did not normalize the dataset. Each cluster was extracted as a field mask. The masks were overlaid
with 4 different colors to represent the spatial variation of the data. The masks were also used to calculate
the average spectrum of each cluster for comparison.
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4.3.1.2 Results
Vibrational modes of photocatalytic reaction on dh-BN

Figure 27: Comparison of the Raman signature of h-BN pressurized with propene before [71] and after light exposure
(yellow), and dh-BN pressurized with propene before (blue) and after light exposure (green).

Figure 28: (a) Optical image of a dh-BN region after 532 nm illumination in presence of propene. The k-mean (k = 4)
cluster map overlaid on the optical image indicates the spatial variations of the fluorescence background of the Raman
spectra collected from the center up to 70 μm away from the center. The average spectrum of each cluster is presented
below the image. The variation of the maximum intensity of the spectrum is plotted as a function of distance (white
curve above the cluster map) and compared to the laser beam profile (green curve). (b) Raman spectra collected at
four points in the reacted region, exhibiting signs of soot-like formation, are deconvoluted using D1, D3, D4 and G
bands as detailed in Table 9. The presence of an additional band at 1450 cm−1, indicating the presence of CH2 groups,
is marked by black arrows.
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Figure 29: (left) Powder of dh-BN after propene dehydrogenation by mechanochemistry and (right) soot formation on
dh-BN pressurized with propene after illumination with visible (532 nm) laser light.

Representative spectra of h-BN and dh-BN, pre- and post-exposure to the 532-nm-laser light, are provided
in Figure 27. The Raman mode of h-BN pressurized with propene remained unchanged under exposure: a
single narrow peak at 1368 cm−1 corresponding to the E2g mode. On the other hand, a significant change in
the Raman spectrum was observed when illuminating dh-BN with 532 nm light in presence of propene.
The fluorescence background of the spectra increased over time until the single band at 1368 cm −1 could
not be distinguished, followed by the apparition of two prominent bands around 1329 cm−1 and 1580 cm−1
indicative of a carbonaceous material. Accordingly, the visual inspection of the area under illumination
revealed a significant darkening of the powder (Figure 28 and Figure 29). We note that previously reported
propene hydrogenation on dh-BN resulted in a slight change in color, but not the same darkening of the
powder obtained under visible illumination (Figure 29a).

Figure 30: Laser beam profile showing the Gaussian shape in horizontal and vertical direction.
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The laser beam profile plotted in Figure 28a (adapted from the beam profile of the laser displayed in Figure
30) shows the Gaussian-like power distribution at the surface of the sample during the reaction. In the same
graph, we plotted the radial profile of fluorescence maximum intensity extracted from each spectrum along
the radius of the region to illustrate the luminescence change with the distance to the center of the reacted
region. Accordingly, Raman spectra collected along the radial direction of the reacted region exhibited
different signatures indicative of the progress of the reaction. This can be seen on the Raman map rendered
by k-means cluster analysis of the spectra collected in the region, 70 µm from the center of the dark region
(Figure 28a). This variation with distance from the center indicates that the progress of reaction (i.e., the
nature of products the reaction yields as it evolves) is affected by the laser intensity. Though this is not a
direct monitoring of the reaction intermediate, it nonetheless reveals the different stages of the reaction.
Thus, spectra collected at the periphery of the dark region exhibited very different fingerprints than those
collected at the center of the region (Figure 28). Furthermore, we found that dh-BN was affected by the
photo-induced process beyond the change in color, and even beyond 200 µm from the edge in some cases.
Initial analysis of the Raman spectra suggests that the center of the dark region exhibits a signal with two
prominent bands around 1329 cm−1 and 1580 cm−1, consistent with the D and G bands of carbonaceous
material, respectively. Coking and soot arise from the formation of complex carbonaceous materials
commonly described as the product of incomplete combustion or dehydrogenation of hydrocarbons, and
can be composed of agglomerated small particles, domains with various levels of crystallinity, and
amorphous domains. Raman spectroscopy has been extensively used to characterize soot and coking
products present in atmospheric, astrophysics and combustion systems, though applied deconvolution
processes have a significant impact on the calculated parameters [167, 168]. Finer analysis of Raman
spectra of carbon species was performed following previously reported deconvolution procedures, [167]
using one Lorentzian line shape for the G center at ~1590 cm−1 (representing the E2g mode of graphitic-like
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structure), and three lineshapes to deconvolute the D (“defect”) band centered around 1355 cm−1 (activated
by the presence of defects in the sp2 aromatic network for carbon structures) as shown in Figure 28b. We
labelled the three sub-bands D1, D3 and D4 modes. As described in Table 9, D1 and D4 are related to the
A1g symmetry of the lattice and indicate disordered graphitic lattice. D1 has been reported to relate to
disorder at graphene layer edges while D4 is related to polyenes and impurities. D2 was not observed in the
data presented here. D2 is generally reported at ~1620 cm−1 and also indicates disordered graphitic lattice
but relative to the E2g mode, indicative of surface graphene layers. This suggests that the crystallites are
likely too small to observe this type of structural disorder. D1 and D4 were fitted with Lorentzian functions.
D3 has been ascribed to amorphous carbon. It was fitted with a Gaussian line shape to represent the
statistical distribution of the amorphous carbon in the system.
Table 9: Raman bands and vibrations used for curve fitting of the Raman spectra collected at different points of the
reacted region of illuminated propene-exposed dh-BN.
Band

Initial position

Line shape

Vibrational mode

[rel. cm−1]
G

1580

Lorentzian

D1

1335

Lorentzian

E2g mode, indicative of the ordered graphitic lattice
vibration[167, 169, 170]
A1g mode, indicative of disordered graphitic lattice (layer
edges)[106, 171-173]
E2g mode, accounting for structural disorder in graphitic

D2

1620

Lorentzian

lattice (surface layers), indicative of surface to volume ration
of graphitic domains[169, 171, 174, 175]

D3

1500

Gaussian

D4

1220

Lorentzian

Indicative of amorphous carbon[152, 175]
A1g mode, indicative of disordered graphitic lattice (polyenes,
impurities)

The lateral dimensions of the graphitic crystalline domains (La), the percentage of amorphous domains and
the level of hydrogenated carbon were estimated from the deconvolution results. Calculation of La from
Raman spectra has been the subject of numerous works in the literature. Herdman et al. discussed the two
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regimes to consider when calculating La from the intensity ratio ID/IG of D and G bands.[176] Here we use
Knight and White’s formula to estimate the crystallite size of graphitic domains from the area ratio of G
and D1 bands La = 4.4 AG/AD1, following previous work discussed by Je Seong et al. [168], which showed
that values obtained from this calculation were in good agreement with the size of crystallites measured by
TEM.
Amorphous domains are mostly composed of polycyclic aromatic hydrocarbons (PAHs), which can serve
as precursors to graphene layer growth. The amount of amorphous carbon can be estimated from the
intensity ratio ID3/IG though we note some reports indicating a lack of consistency with this parameter. The
luminescence background is indicative of hydrogenated carbon [177, 178]. It originates from the radiative
combination of electron-hole pairs in localized states by sp2 clusters. The intensity ratio IPL/IG of PL signal
and G band has been used to determine the variation in hydrogenated carbon content in soot. Here we
estimate IPL by measuring the highest intensity in the spectra in the 2800−3500 cm−1 range.
As shown in Figure 28a, the chemical map rendered by k-means analysis of the hyperspectral map of the
region using 4 clusters clearly shows the progression of the reaction. The fluorescence background of the
spectra obtained in the reacted region increased significantly compared to the signature of dh-BN. The
fluorescence was consistently the highest at the edge of the dark region (yellow spectrum in Figure 28a).
In this region, the high level of fluorescence was accompanied by the disappearance of D and G bands. The
spectra exhibited features comparable to previously reported signatures of small PAHs such as anthracene
[179].
Comparison of spectra collected at increasing distances from the center (Raman spectra of Figure 28b)
shows that the size of the crystallite decreases slightly from 2.5 nm at the center to 2.3 nm at 10 µm, 2.2
nm at 20 µm and 2.1 nm at 30 µm away from the center. We also note the increase of a small band at 1450
cm−1 when getting closer to the edge, corresponding to the presence of CH2 groups. At 40 µm (i.e., the edge
of the dark region) and beyond, the D and G bands were no longer present, similar to the blue region in
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Figure 28a. This is in agreement with the estimated content of amorphous carbon of 17% at the center of
the dark region and of 43% in the outer layer of the region (at 30 µm and 40 µm). As seen from the evolution
of amorphous compounds as a function of distance from the center, hydrogenated carbon evolves into small,
disordered structures, which continue to grow to form crystallites with lateral dimensions up to few nm in
the condition of the experiments considered in this work. We confirmed that 500 µm away from the center
of the powder, where dh-BN retained its white color, the Raman signature corresponding to dh-BN was
retrieved (Figure 31).

Figure 31: Raman spectra of the white powder collected about 500 μm from the center of the dark region showing the
signature of dh-BN is maintained some distance away.

Binding energies:
We analyzed the composition of the region further with XPS. Figure 32a shows the corresponding XPS
survey spectra for propene-exposed dh-BN before and after illumination. These survey spectra were used
to extract the atomic percentages summarized in Table 10.
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Figure 32: XPS survey spectra (a) and HR spectra of B 1s (b), N 1s (c), C 1s (d), and O 1s (e) of dh-BN after exposure
to propene (bottom spectra) and dh-BN exposed to propene after laser illumination (532 nm, 25 mW) for a duration
of 30 min (upper spectra). The HR spectra were fitted with sums of Voigt functions (solid black lines).

After exposure to propene, the XPS survey spectrum is quite similar to that of dh-BN (see Figure 20 in
chapter 3). However, the B 1s HR spectrum shown in Figure 32b exhibits three peaks at 189.2, 190.1, 191.4
eV. The peak at 190.1 eV corresponds to B−N bonds associated with B−N3 sites with a slight shift toward
low binding energies (with respect to the value of dh-BN before exposure to propene), probably due to the
presence of more carbon atoms in the surrounding of B−N3 groups. The peaks located at 189.2 and 191.4
eV can be ascribed to C−B−N and B−N−C chemical environments of boron, respectively [147].
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Table 10: BEs, FWHMs, area rates and assigned functional bonds and sites of B 1s, N 1s, O 1s and C 1s deconvoluted
XPS signals for dh-BN after exposure to propene and then after laser illumination (532 nm, 25 mW) for a duration of
30 min. The HR spectra were deconvoluted using Voigt functions. Atomic fractions of elements were estimated from
survey spectra using the peak area quantification.

Sample

XPS
signal

B 1s

C3H6exposed dhBN

N 1s

C 1s

50.10

40.95

6.45

B 1s

38.30

C 1s

O 1s

Components
BE [eV]

FWHM
[eV]

Area rate
[%]

Functional
bond

Associated site

189.2

1.88

20.11

C−B−N

B−NXC3−X

190.1

1.41

59.69

B−N

B−N3

191.4

1.44

20.20

B−N−C

B−NXC3−X

396.5

1.61

16.40

N−B−C

N−BXCY

397.9

1.50

69.83

N−B

N−B3

399.1

1.47

13.77

N−C

N−B2C

283.6

1.67

42.79

C−B

285.3

2.63

57.21

C−N
C−C/H

532.8

2.51

100

O−H

189.6

2.06

74.30

C−B−N

191.3

2.02

25.70

B−N−C

397.3

2.01

64.91

N−C
N−B−C

N−BXCY

398.7

2.6

35.09

N−B

N−B3

283.0

1.45

29.68

C−B
C−B−N

C−BXC3−X

284.3

2.18

35.14

C−C/H

C−CXH3−X

2.50

O 1s

N 1s

Illuminated
C3H6exposed dhBN

Atomic
fraction
[%]

34.10

18.70

8.90

286.5

3.05

35.18

C−N
C−N−B
C=C/O
C−OH

530.2

2.19

12.34

O=C−C

531.7

2.47

62.65

O=C

533.3

2.63

25.01

O−C
O−H

O−H2
B−NXC3−X

Quinone O

Hydroquinone
+ adsorbed O

Accordingly, the N 1s narrow scan yields the spectrum of Figure 32c which highlights N−B−C bonds at
396.5 eV [148] and N−B bonds at 397.9 eV in agreement with the B 1s spectrum. Indeed, for the propeneexposed dh-BN, the difference between the binding energy of this component (397.9 eV) and that ascribed
66

to B−N bond (190.1 eV) is consistent with the value for BN which remains at about 207.7 eV.[145] In
addition, the N 1s spectrum shows a peak at 399.1 eV presenting a shift of +1.2 eV with respect to the N−B
binding energy and hence can be associated to N−C bonds from N−BC2 or N−B2C sites.[71]
The C 1s spectrum displayed in Figure 32d shows two major peaks located at 283.6 and 285.3 eV. The first
peak (283.6 eV) corresponds to C atoms bonded to B (in agreement with the deconvolution of the B 1s
photoelectron spectrum) while the second peak (285.3 eV) is consistent with C−N bonds (in agreement
with the N 1s spectrum). However, the latter is quite broad (2.6 eV FWHM), which is likely the result of
contributions of C−C and C−H bonds from air adsorbed contaminants. These XPS measurements evidence
that the nature of the catalytic reaction under visible illumination is different from the behavior observed
when dh-BN is only exposed to propene, for which the chemical environments remain similar to nonexposed dh-BN, except for the saturation of dangling bonds mainly with carbon species (from propene)
instead of oxygen ones (for air). In addition, no obvious signatures of the propene were revealed by XPS
for propene-exposed dh-BN, which means that such an exposure yields adsorbed propene molecules on the
surface of dh-BN, which are then evacuated under the UHV of the XPS chamber.
After illumination of propene-exposed dh-BN using the 532-nm-laser (~25 mW), the XPS survey spectrum
depicted in Figure 32a shows a clear increase of the carbon and oxygen signatures when compared to
propene-exposed dh-BN. In addition to the B−N−C peak located at 191.3 eV, the B 1s HR spectrum of
Figure 32b shows a prominent increase of the C−B−N peak (189.6 eV) corresponding to a larger amount
of carbon atoms bonded to boron. The N 1s HR spectrum (Figure 32c) is composed of two major peaks
located at 397.3 and 398.7 eV. The binding energy of the first peak (397.3 eV) is consistent with that of
N−C bonds relative to the graphitic and pyridinic N atoms (N−C3 and N−C2 sites) [180, 181] as well as that
of N−B−C bonds which can arise from graphitic carbon bonded to BN. The second peak (398.7 eV) refers
to N−B bonds of h-BN. Thus, the N 1s spectrum suggests that, after laser illumination, the nitrogen atoms
have three different surrounding chemical environments: an environment consisting of boron atoms (i.e.,
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N−B3 sites of h-BN), an environment consisting of carbon atoms (i.e., graphitic N−C3 and pyridinic N−C2
sites), and an environment composed of both boron and carbon atoms (i.e., N−BXCY sites).
The deconvoluted C 1s HR spectrum (Figure 32d) highlights three features at 283, 284.3, and 286.5 eV.
The first band (283 eV) originates from C−B environments, in agreement with the B 1s photoelectron
spectrum. The peak at 284.3 eV can be assigned to the C−C bonds originating from graphitic carbon (C−C3
sites in sp2 graphite) [138, 182] and most likely from a contribution of C−H bonds from air contaminants.
The broad peak at 286.5 eV could arise from the contributions of nitrogen atoms surrounding environments
(i.e., C−N and C−N−B bonds revealed by the N 1s spectrum), of carbon surrounding atoms due to the C=C
bonds with the sp2 hybridization [183, 184], and of oxygen surrounding atoms corresponding to carbonyl
C=O (in the range 287.4−288 eV) and hydroxyl C−O bonds (around 286.5 eV) [106, 144, 146, 184].
However, it should be noted that due to the broad width of this peak (286.5 eV) and the small corresponding
carbon content, one cannot completely rule out the existence of a small contribution of sp2 hybridized C=N
bonds,[142, 146] although such a contribution (of sp2 C=N) would be insignificant since its signature was
not observed on the N 1s spectrum. The O 1s HR scan (Figure 32e) can be decomposed into three peaks:
one peak located at 530.2 eV related to O=C−C bonds and which is described as a characteristic peak of
quinone oxygen,[185] a second peak located at 531.7 eV which can be ascribed to O=C bonds, and a third
peak at 533.3 eV which can be attributed to O−C bonds of hydroquinone and O−H bonds of hydroquinone
and adsorbed water. As mentioned above, the oxygen species predominantly result from exposure to air
during the samples transfer to the XPS chamber. Thus, the formation of C=O and C−OH bonds is an
indication of the existence of carbon defect atoms (C*) within the formed graphitic domains prior to
exposure of samples to air. Indeed, these carbon defects bring about the emergence of C−C* bonds with a
peak located at about 285.5 eV.[142, 186] This is confirmed by observations made in Raman confocal
spectroscopy (Figure 33).
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Figure 33: Raman spectrum collected at the same location under propene (signal is comparatively too low to resolve
the D and G features) and after pumping out propene from the chamber.

Thus, XPS measurements of illuminated propene-exposed dh-BN clearly confirm the results of the Raman
study exposed above since they revealed an averaged signature of the different intermediate products of the
reaction (that were locally probed with Raman spectroscopy). The identified quinone compounds suggests
that the light-induced activation of propene dehydrogenation upon dh-BN defects brings about the
formation of benzene molecules with carbon defect sites. As a result, the unsaturated benzene molecules
form growing polycyclic aromatic hydrocarbons exhibiting enhanced PL, which in turn yield the formation
of carbon domains for which the Raman spectra show a decreasing fluorescence background and more
resolved G and D graphitic bands as the distance to the reaction center decreases.
We found that the reaction site is affected by laser exposure time and that increasing the laser power allowed
the reactions to progress faster with slightly increased area of the dark region, and more intense D and G
bands at the center of the area. For instance, the formation of soot was observed in a few minutes when
illuminating the powder with the 532-nm-light at a power of 100 mW focused on the sample with a 10x
objective compared to about 30 to 60 min with 25 mW. We note that without focusing the light, the
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formation of soot could not be observed, even after overnight exposure. This suggests that a threshold
fluence of photons is needed to enable the photocatalytic reaction. On the other hand, the reaction can be
activated at 532 nm or 473 nm illumination corresponding to an excitation above 2.33 eV (Figure 34),
meanwhile no signs of reaction were observed under 633, 785 or 1024 nm illuminations (i.e., for excitations
below 2 eV). This indicates that the reaction also requires a sufficient photon energy to occur (the energy
threshold is then between 2 and 2.33 eV). These findings suggest that the catalytic reaction might consist
of a multiple-photons (two photons at least) assisted process for which transformations have activation
energies above 2 eV. Increasing the temperature of the chamber to 80 ˚C reduced the time it took for the
reaction to occur to ~10 min, but the Raman signature of the center of the dark region was similar to that of
the reaction carried out at room temperature (24 ˚C) (Figure 34).

Figure 34: Role of temperature on the reactions observed under 473 nm and 532 nm illumination.
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4.3.2 Photocatalytically-driven synthesis of carbonaceous microstructures at room temperature
When studying the dark reacted regions formed on the dh-BN by sweeping the laser using finite step size
~ 50 μm to expand the area of the reacted region (required to collect enough material for most conventional
analysis techniques), we noticed a reflection of light that suggested the formation of arrays of structures.
Further investigation of the regions was performed using nanoscale imaging and other spectroscopies. In
Figure 35a-b we show the morphology of the structures formed in the dh-BN powder. The high-resolution
image in (b) reveals the well-aligned array of fibers with diameter below 10 m and length from 10 to 150
m. The structures can be printed is well organized arrays of carbon fibers with pitch below 150 m. Further
studies have shown that the diameter and the length of the structures can be tuned by changing the objective
to focus the light and the duration of light exposure. The pitch can also be varied by controlling the steps at
which the laser position is maintained fixed.

Figure 35: (a) SEM image of the dh-BN powder positioned in a well, including a region treated with the laser light.
(b) zoom on the region marked by the box in (a) revealing the presence of aligned fibers in the powder. (c) image of
the powder at the base of the fibers. (d) SEM image of a fiber extracted from the well and dispersed on a clean
substrate.
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Further analysis of the columns was carried out with Raman spectroscopy, as shown in Figure 36. A part
of the array containing four adjacent fibers was isolated and deposited on a clean substrate. The fibers were
imaged with optical and electron microscopy (Figure 36a-b, respectively). The same area was mapped with
Raman spectroscopy. The hyperspectral map collected was analyzed to extract the intensity of the
fluorescence signal collected on the material surrounding the columns, which corresponds to activated
carbon molecules with dh-BN. The image shows the distribution of the high fluorescence around the fibers.
Raman spectra collected in the core of the columns exhibited the representative D and G bands of carbon
materials with a band centered at 1335 cm-1 and the second centered around 1600 cm-1. The D+G band was
also observed in the 2500-3100 cm-1 range.

Figure 36: Study of the composition of the fibers. (a) Optical image, (b) SEM image, (c) Raman map presenting the
variations in fluorescence intensity (with being the highest signal). (e,f) Corresponding Raman spectra collected in the
surrounding (e) and core of the fiber (f).
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4.4 Evaluation of the photocatalytic behavior of dh-BN in presence of other molecules
We considered different gaseous environments to examine the conditions of the photo-induced process.
First, exposing dh-BN to air prior to the pressurizing with propene prevented the reaction (Figure 37a). The
absence of reaction with propene in this case confirmed that one or more of the molecules in air passivate
the reactive defects, as proposed by Nash et al [21]. Next, we studied the effect of replacing propene by
propane (Figure 37b), CO2 (Figure 37c), and CO (Figure 38). Propane is the alkane counterpart to propene,
and has been shown to undergo oxidative dehydrogenation in catalytic processes promoted by h-BN [18,
20, 51]. However, within the conditions investigated, no significant change in the h-BN or dh-BN Raman
signatures was observed when replacing propene by propane in the reaction chamber with the 532 nm
illumination. This confirms that our process is selective for the activation of unsaturated sp2 carbon−carbon
bonds and not towards oxidative dehydrogenation reactions at sp3 carbons.

Figure 37: Raman spectra pre- and post-exposure of dh-BN to laser illumination (532 nm, 25 mW) under air (a),
propane (b), and CO2 (c).

Interestingly, CO yields interactions similar to the ones observed in presence of propene (Figure 38). Raman
spectra of the region confirmed the formation of a carbonaceous material at the site of illumination with
characteristic D and G bands in the 1000−1800 cm−1 range. Two small bands at 1795 cm−1 and 3460 cm−1,
indicative of C=O and O−H stretching vibrations, respectively, suggest the formation of carboxylic acid,
though the signal is much lower in intensity than that for the soot-like material. Deconvolution of the Raman
bands (Figure 38) reveals graphitic domains with dimensions La ~ 2.5 nm at the center of the area.
73

Amorphous carbon was estimated at 27%. We note the presence of hydrogen in the Raman band assignment
which indicates residual hydrogen in dh-BN despite our best efforts to control the environment. Under the
same conditions, CO2 did not display the same reaction to light, with no detectable D or G band forming at
the illuminated site and no color change of the powder.

Figure 38: Raman spectra collected in the dark region formed after illumination at 532 nm of dh-BN under CO
atmosphere. (a) Two spectra collected at the center (i) and slightly off-center (ii) in the dark region. The presence of
additional bands at 1795 cm−1 (C=O) and 3460 cm−1 (O−H) are marked by black arrows. (b) Analysis of the 900–1800
cm−1 region of the spectra containing the D and G bands of the carbonaceous material using deconvolution with the
D1, D3, D4 and G bands as detailed in Table 9. The presence of an additional band at 1450 cm −1, indicating the
presence of CH2 groups, is marked by the black arrow.

In view of the results, one can reasonably assume that ball milling of h-BN results in point defects (nitrogen
vacancies) and “poly-vacancies areas” (peeled off parts that were detached from the BN sheet under ball
milling). Thus, upon exposure to air, the oxygen bonds preferentially to boron atoms in the VN sites or in
the B-terminated edges of poly-vacancies areas [187], which gives rise to B−O−B and B−OH bonds (as
shown in Table 6 of chapter 3), thus preventing any reaction with propene or CO. However, when
maintaining inert environments, milling-induced defects in h-BN act as reaction sites for propene, activating
C=C under visible light. After initially stimulating the dehydrogenation of propene (with an activation
energy smaller than 2.33 eV), products including poly(alkene) compounds (e.g. poly(propene)) or defects74

containing benzene-like compounds form, in agreement with recent work by Schulz et al. [127], and
continue to grow yielding graphitic domains (possibly inserted in BN).
In addition, the photocatalytic reaction was shown to be laser-power- and wavelength-dependent. Thus, this
reaction is most probably the result of two (or more) transformations involving the absorption of two (or
more) photons, with sufficient energy (above 2 eV). Indeed, increasing the laser power corresponds to
increasing the incoming photons flux. This was further validated by changing the objectives from 10x or
20x to 50x, which yields faster reactions (Figure 39). We infer that the first transformation occurs after the
absorption of the first photon and generates an intermediate product with a given lifetime. If a second
photon is absorbed within this duration (i.e., within the intermediate product lifetime), the following
transformation takes place, and such a sequential multiple-photon-assisted process generates the final
carbonaceous product.

Figure 39: Effect of light magnification of the time required for the formation of the carbonaceous material exhibiting
the Raman bands described in Figure 28 and Table 9. Highest magnification (50x objective) decreased the time in
half. Magnification also impacts the dimension of the dark area.
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4.5 Summary
We have demonstrated the first photocatalytic processes in the visible range on dh-BN. Exposing dh-BN to
illumination with photon energy above 2 eV results in the activation of molecules such as propene and CO
followed by the formation of a heterogeneous carbonaceous material across the surface. Given that this
process was not observed with h-BN, we find that the defect sites generated by ball milling likely introduce
new states in the bandgap, such that photoactivation becomes possible. Other molecules such as propane
and CO2 did not exhibit signs of reaction in the conditions considered for this work. While the process
observed was confirmed to originate from photo-activation rather than from a thermal effect, the impact of
higher temperature on the reaction rate should be investigated further. The dehydrogenation of propene
demonstrated here could become a source of hydrogen (H2) production without the need for the high
temperatures used in methane pyrolysis. Overall, our work lays the foundation of a sustainable, metal-free
photocatalytic process under visible light to furnish value-added products. However, significant work lies
ahead. Work is currently underway to design a photoreator that will make it possible to evaluate the gaseous
intermediate and products of the reactions following more conventional photocatalysis protocols.
Furthermore, the structure, composition, electrical, thermal and optical properties of the microstructures
formed on the dh-BN-propene composite will be investigated. The ability of controlling their size and shape
will be studied. We will also investigate whether the same process takes place upon reactions of CO or
other molecules. This method paves the way for new opportunities of metal-free photocatalysis and
microfabrication at room temperature.
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5 – ADVANCING NANOSCALE CHARACTERIZATION
FOR CATALYTIC PROCESSES
5.1 Background and outstanding challenges
As discussed in chapter 3, defects in 2D materials can be introduced during or after growth. Bayer et al.
found that the width of grain boundaries in h-BN can be manipulated by reducing the pressure of a Ncontaining gas pretreatment during chemical vapor deposition (CVD) growth [98]. Processes involving
plasma etching or patterning with ultrafast lasers have been reported to modify materials after growth.
These methods provide the ability to create lattice deformations such as vacancies, few-nanometer holes,
or atomic substitution in the lattice, in large quantities of powder or wafer-scale layers of 2D materials.
However, the position of defects with properties of interest, cannot be controlled with such engineering
approaches. Random distribution and lack of control of the distance between adjacent functional defects
constitute significant drawbacks in view of scalable manufacturing for targeted applications, which can go
beyond the application of catalysis discussed in this work. Furthermore, the nature of the defects obtained
using these methods remains poorly understood, especially on samples handled in ambient conditions.
UHV makes it possible to better control the environment of defects. For instance, particle irradiation with
electron or ion beams under UHV have been used to position defects with more control. By thinning a fewlayer thick suspended h-BN flake by electron beam, Jin et al. were able to account for the types of defects
present in the remaining monolayer [188]. At the single-atom vacancies level, only boron vacancies could
be found. Despite its advantage to develop fundamental understanding of the material, the requirements of
UHV are impractical for large scale production.
Strain has been reported as a mean to introduce local doping in 2D layer, which makes it possible to work
under ambient conditions (see Figure 40). Carmen Palacios-Berraquero et al. demonstrated that placing
monolayers of tungsten diselenide (WSe2) and tungsten disulfide (WS2) on top of a silica nanopillar of
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diameter ~150 nm provides the deformation needed to generate the quantum confinement of excitons in the
material, which is needed to form single photon emitters (Figure 40a) [189]. By designing an array of
nanopillars using common nanofabrication processes, it is then possible to control to positions and density
of quantum emitters in the 2D layers. With h-BN, Mendelson et al. demonstrated that controlling the strain
in CVD grown h-BN provides a tuning window of 65 meV in the optical properties of the single photon
emitters, which is superior to other quantum emitters obtained from 2D materials (Figure 40b) [190].
However, there are limitations in producing controlled strain locally. There are only a few reports to date
using sub-100 nm nanotips to introduce strain in 2D materials [191].

Figure 40: Local doping of 2D materials introduced by strain. (a) AFM scan of 1L-WSe2 on a nanopillar for use as
quantum emitters. Reprinted with permission from reference [189]. (b) Schematic of applied tensile strain on h-BN
supported by PDMS and resulting change in energy states. Reprinted with permission from reference [190]. (c)
Thermomechanical nanoindentation process for strain nanopatterning of 2D materials. Reprinted with permission
from reference [191]. Further permissions related to Figure 36 (c) should be directed to ACS.

Another challenge arises with the creation of sub-20 nm defects in 2D materials, namely the ability to study
their local properties (structure, electronical and composition), especially when the density of defects in the
layer is low. Conventional characterization methods such as XRD, XPS or infrared spectroscopy require a
fairly large amount of material or large surface with a sufficiently high density of the defects of interest to
detect the signature of the defect. However, this means that the signals detected from these instruments are
always the superposition of the non-defected and defected regions of the sample. In cases where individual
defects are created in the material, the characterization tools available to probe the defect properties and the
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properties of the region around the defect are limited, specifically for defects below 50 nm. SPM tools are
amongst the only tools offering sufficient spatial resolution and sensibility to provide some information on
such defects. Vibrational modes of the lattice could in principle be resolved at and around the defect site
with nanoscale infrared (nano-IR) spectroscopy or TERS. However, pristine h-BN does not provide
sufficient scattering at the excitation available for TERS (633 nm and 785 nm mostly), which has limited
work performed on this system. Nano-IR has been used to study h-BN, but mostly to study surface
polaritons and using the tip as a nanoantenna while the information relative to the infrared excitation are
collected using an optical detector in the far field [192-194]. To the best of our knowledge, defects in h-BN
have not yet been studied at the nanoscale with nano-IR photothermal spectroscopy.
Furthermore, after characterizing the defects themselves, the ability to monitor structural and molecular
alterations occurring at the different steps of a reactions at the surface of a catalyst, under conditions that
are similar to those of the actual application, is highly sought after [195]. The reactivity of catalysts is
generally assessed using standard analytical methods such as optical spectroscopy (infrared, UV-Visible,
fluorescence), XPS or mass spectrometry. While these techniques provide important information on the
chemical bonds and electronic transitions changing in the system, the readings correspond to an average of
the system properties in the micrometer-size (or larger) volume probed by the instrument for the duration
of the measurement. In cases where lattice distortions affect the electronic structure close to the Fermi level
in the density of states (DOS) to promote reactivity, resulting adsorption, chemisorption or chemical
reactions cannot readily be monitored due to the local nature and the limited number of molecules available
to probe. There is currently no experimental report considering chemical changes taking place locally, at
an active site such as a single atom or a sub-10 nm defect. Tools with nanoscale resolving power such as
TEM can provide a ultrahigh resolution view of the structural changes and lattice structure of the materials,
but their application for in-situ analysis and chemical analysis of systems such as 2D catalysts has been
rather sparse [196]. In addition, elemental analysis in electron microscopy does not suffice to provide the
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chemical picture of reactions taking place in the system. SPM studies of catalysts have been limited to
morphology, leaving functional analyses untouched. Scanning Tunneling Microscopy (STM) has been used
to identify the nature of defect sites and their density of states. In this case, the limitation holds in the fact
that the measurements must be carried out under vacuum conditions and require to satisfy requirement for
electron tunneling. The former critically limits in-operando studies, while the latter restricts the study of
wide bandgap 2D materials to configurations involving a metallic support, which has been demonstrated to
affect the reactivity of the material [197]. Advances in functional SPM (Figure 41), such as nano-IR [198]
combined to AFM, can be implemented in controlled environment and temperature, but has not yet been
exploited to determine the intermediate steps of catalytic reactions as they lack the time resolution.

Figure 41: Recent advances in functionalized SPM for nanoscale characterization. Light-assisted AFM systems like
TERS and nano-IR can be used for sub-50 nm chemical analysis of a surface. Nano-TA can be used to determine
thermal properties, like phase transitions, or as a thermal probe for possible defect engineering. Conductive probes
like the ones used in conductive AFM (c-AFM) can be used to analyze electrical properties of a structure or introduce
biases locally. Mode-synthesizing AFM (MSAFM) combines acoustic actuatios with AFM detection schemes to
collect mechanical and chemical properties of a surface and subsurface of a material with enhanced sensitivity.
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5.2 Nanoscale characterization of defects in h-BN.
5.2.1 Methods:
Mechanical exfoliation: Few-layer h-BN flakes were mechanically exfoliated from bulk high purity single
crystals (HQ Graphene) using conventional tape cleavage method before being transferred onto a substrate.
Several substrates were used: a freshly cleaned silicon (Si) substrate covered with 250 nm thermally grown
SiO2 layer, a Si substrate with no SiO2 coating, an infrared transparent zinc sulfide (ZnS) crystal and a Aucoated Si substrate. All substrates were characterized for their nanoscale infrared signature. Initial screening
of the h-BN layers was performed with optical microscopy (Olympus BX51, 100X objective).
Nanoscale chemical analysis: Nanoscale measurements were performed on a commercial NanoIR2
platform (Bruker, Santra Barbara, CA). The IR source was an optical parametric oscillator (OPO) laser
pulsed at ~1 kHz (~10 ns width) emitting between 1800 and 1000 cm-1. The alignment of the laser, obtained
through top-side illumination using a succession of Au-coated mirrors, was optimized for the focal spot to
be aligned with the cantilever tip (PR-EX-nIR2). Optimization of the alignment indicated a lateral beam
size of the IR focal point of about 50 μm (Figure 52b). Despite the micrometer-size laser spot, the cantilever
tip makes it possible to detect local variations below 100 nm, as discussed in previous studies [198]. The
IR spectra were collected at a fixed point by measuring the amplitude of the contact resonance of the
cantilever while scanning the illumination wavelength from 900 cm-1 to 1800 cm-1 in 4 or 2 cm-1 steps,
depending on the part of the study. Spectra presented were filtered with a Loess (0.05) in Origin. Chemical
maps were acquired by fixing the illumination wavelength and scanning the area of interest. Measurements
were performed in air, nitrogen, or oxygen, as indicated in the results, at room temperature. In air, the
relative humidity was ~30%. To create the nitrogen or oxygen environment, the AFM chamber was flushed
with a constant flow of gas, which was optimized not to disturb the measurements. The relative humidity
decreased to ~5%. Once, the relative humidity reached ~5%, sufficient time (~20-30 min) was provided for
the system to equilibrate prior to carrying out the measurements.
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5.2.2 Results
In this study, we explored to capabilities offered by SPM tools to study the properties of local defects
formed in 2D materials. In doing so, we identified a new approach to controllably create defects in 2D
materials.
First, we surveyed the morphology of pristine h-BN flakes by AFM and identified sites that could be
considered as defects, including edges, folds, and steps, marked with arrows in Figure 42a. Exfoliated flakes
are laterally too small to be individually characterized by conventional infrared spectroscopy. So are the
steps, folds or wrinkles found within the flakes. The spatial resolution imposed by optical diffraction limit,
which is several micrometers in the case of mid-infrared light, prevents from accessing the effect localized
defects have on lattice vibrations. To overcome this limitation, we used nano-IR spectroscopy, the scheme
of which is presented in Figure 41, to probe the variations in the h-BN IR fingerprint in presence of lattice
distortions.
In nano-IR, the material is excited with a pulsed infrared laser focused on the surface sample underneath
the AFM tip engaged in contact mode with constant force feedback. The infrared laser can either be a
quantum cascade laser (QCL) or an OPO laser. In the case of the QCL laser, the laser pulse is turned with
the cantilever resonance. In the case of the OPO laser, the pulse was set to 1 kHz, which is well below the
cantilever free air and contact resonances (>10 kHz). In both cases, the cantilever oscillatory vibrations
resulting from the sample’s photothermal expansion under illumination is monitored in the time domain
and processed by Fourier transform to analyze the amplitude of the cantilever resonance in contact with the
sample. The motion of the cantilever is recorded using the read-out laser aligned at the top of the cantilever
and reflected to the position sensitive detector (PSD). Seminal work by Dazzi et al. showed that monitoring
the amplitude of the contact resonance as a function of wavenumber of illumination makes it possible to
recreate an infrared spectrum of the material in contact with the tip of the cantilever, which is comparable
to the FTIR spectrum of the material [199].
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We note that due to the mechanism of detection (i.e., photothermal expansion of the material), the relative
intensity of the bands can differ from those commonly observed in spectra obtained with FTIR. Although
this has not yet been quantified in the literature, our observations suggest that this is partly due to the thermal
coefficient of the materials.
As we focus on the fingerprint of h-BN and small defects within it, it is not possible to obtain the
information by characterizing small, exfoliated flakes of h-BN with FTIR due to the lateral dimensions of
the crystals obtained by mechanical exfoliation, generally below 100 m laterally.
Examples of mechanically exfoliated flakes are represented in Figure 42a. The selected topography images
shown in the figure illustrate the types of defects most commonly observed in exfoliated 2D materials:
folds, cracks, edges, and steps. We collected the nano-IR spectra of the various defects, which are presented
in Figure 42b. When collecting the spectra, a few decisions were made on the data acquisition setup. The
frequency content of the cantilever signal S(t), analyzed by performing a Fast Fourier Transform (FFT),
revealed several frequencies corresponding to contact resonances of the cantilever. The amplitude and the
position of the first contact resonance of the cantilever were monitored in this study. Nano-IR spectra of
the volume below the cantilever tip were acquired by recording the amplitude of the first contact resonance
as a function of wavenumber between 1000 and 1800 cm-1 (Figure 42) at a laser power < 1 mW.
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Figure 42: Overcoming limitation of conventional characterization methods with SPM based instruments. (a) AFM
imaging of defects present in exfoliated h-BN. The green dot in the second AFM image is the approximate size of the
focal point of a confocal Raman microscope, while the red dot on the asymmetric fold is approximately the AFM tip
diameter. (b) Nano-IR point spectra for the basal plane of h-BN and various defect types.

As shown in the spectrum labeled ‘flat’ in Figure 42, the IR spectrum of pristine h-BN in the region studied
consists of a single band at 1367 cm-1 corresponding to the in-plane transverse optical (TO) phonon mode
[193, 194, 200]. The nano-IR spectra collected on the pristine regions of a 2-nm thin flake also displayed a
band at 1367 cm-1. The position of the center of the band remained unchanged at different positions in the
center region of the flakes. However, the full width at half maximum (FWHM) was found to significantly
increased with increasing thickness (Figure 43).
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Figure 43: Effect of thickness of the IR band centered at 1367 cm-1 measured by nano-IR spectroscopy. (a)

AFM topography image on a flake of ~ 50 nm thickness (flake 1) and (b) corresponding height profile. (c)
AFM topography image on a flake of ~ 32 nm thickness (flake 2) and a flake of ~ 2 nm thickness (flake 3).
(d) Height profile corresponding to flake 3. Note that the height profile for flake 2 is provided in figure
2(a). (e) Deconvolution of the nano-IR spectra collected at the center of flakes 1, 2 and 3. The deconvolution
is provided to demonstrate that the asymmetry of the band for the thicker layer can only be explain by the
presence of several bands, with the bend centered at 1367 cm-1 exhibiting a broader width.

Next, we acquired the spectra of the different ‘defect’ sites identified in Figure 42. The spectra, presented
in Figure 42b, reveal a shift to lower wavenumber of the TO band when approaching an edge. At the edge,
a band shift of ~9 cm-1 to 1356 cm-1, was observed. It was previously shown that electron density is lower
near the edge of the basal plane of thin 2D material layers, resulting in variations of the Raman spectra in
this region [201]. On folds, the TO band also exhibited a slight shift to 1368 cm-1 but the asymmetry of the
band was attributed to the smaller bands on each side of the TO band at 1356 cm -1 and 1379 cm-1 (Figure
44).
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Figure 44: Deconvolution of the nano-IR spectra acquired on the fold presented in Figure 1 indicating six

Gaussian functions.

Similar observations were reported by Lyu et al [192], where exfoliated h-BN layers were heat
treated, which generated defined wrinkles in the layers, as also previously observed by our team [202]. The
distortion was attributed to compressive strain (less than 0.1%) in the case of the fold [192], while Huang
et al. found with that strain of 0.4% in MoS2 exhibited little influence on lattice vibration [201]. The shift
observed near the edges is likely due to tensile strain, which would be around 0.15% according to
predictions described by Lyu et al. [192], which results in a slight change in B-N bond length. Two broader
bands with lower amplitude centered at 1308 cm-1 and 1445 cm-1 correspond to the different regions of
compressive and tensile strain in the fold, which can be detected in the photothermal response of the
material as the tip is positioned at the top of the fold.
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Beside the TO mode in the nano-IR spectrum of the basal plane of h-BN, a significant difference between
the thick (>20nm) and thin flakes (below 5 nm) was noted in the 1100-1150 cm-1 range. Direct comparison
of the spectra reveals that the intensity of the band, centered at 1120 cm-1, with respect to that of the TO
mode is the highest for the thin layer, while the band is not observed in the spectra of the 50 nm thick layer
(Figure 45).

Figure 45: Comparison of the signal in the 1080 -1150 cm-1 range on the h-BN layers of different thicknesses.

The nano-IR band measured on the bare Si substrate with a thin layer of native oxide revealed a band
centered at ~1106 cm-1 (Figure 46), which is not observed in conventional FTIR spectra (Figure 50a)
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This is due the fact that nano-IR probes a small volume of the sample surface, which in this case is mainly
composed of SiO2, while the light beam used in FTIR spectroscopy probes a larger volume encompassing
the bulk of the substrate, which is predominantly composed of Si.

Figure 46: Nano-IR spectra collected on the Si/SiO2 substrate.

Nevertheless, we imaged a region encompassing both a thick and a thin layer (Figure 47), fixed the
illumination wavelength at 1120 cm-1 and acquired a nano-IR chemical map (Figure 47b). Chemical maps
are formed by measuring the amplitude of the contact resonance at each point and representing the array in
a color map.
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Table 11: Summary of the IR bands of substrates and tape considered in this study measured between 900 and 1800
cm-1.
Substrate
Si/SiO2
Si
ZnS
Au
Tape

Position (cm-1)
1108
1260
1700
1700
1020 (weak)
1700
1060
950
1110

Nature of the mode
Si-O, TO
Si-O, LO
C=O
C=O
C=O
C-O, Si-O
C-O
C-O-C

Ref
[203, 204]
[203, 204]

[205]

Figure 47: Evidence of edge passivation of exfoliated h-BN detected with nano-IR chemical mapping. (a) AFM
topography imaging of exfoliated h-BN. (b) Chemical map of IR response for 1120 cm -1 excitation. (c) Nano-IR
spectra from 1050-1200 cm-1 of identified points across exfoliated h-BN.

A strong signal at the edges and corners of the flakes could be resolved, which was predominant in the
thinner flake. Nano-IR spectra were then collected at different points of the edges and on the Si/SiO 2
substrate. The amplitude recorded at the edges of the h-BN pristine flake was significantly stronger and
exhibited a different pattern than both the h-BN layer, the SiO2/Si substrate and tape residues. Nano-IR
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spectra collected at different points along the edge (marked 2, 3 and 4 in Figure 47b) revealed significant
differences in vibrational modes compared to the spectra collected on the pristine basal plane (Figure 47c).
The spectra collected along the edges, likely related to B-OH bonds (IR band of B-OH at ~1115 cm-1 in
boric acid [206]) resulting from the passivation of the edges, could be fitted with up to four Gaussian
functions centered around 1115 cm-1, 1120 cm-1, 1125 cm-1 and 1131 cm-1 (not shown here). While the
current spatial resolution of nano-IR spectroscopy is not sufficient to resolve atomic arrangements, it
suggests that edges of the exfoliated flakes are passivated with B-OH bonds, though with local
environments that vary from point to point, especially at non-linear cleavage (point 3) and corners (point
4) of the flake. Theoretical models have considered numerous potential edge confirmation in h-BN, which
seems to be supported by the present results [207, 208].
Overlay of the AFM height image and the nano-IR signal (Figure 48) clearly indicates that the strong
signature is located within the flake, which supports our claim that the signal corresponds to edge
passivation, and such passivation may participate in the shift of the TO mode mentioned earlier. To the best
of our knowledge, this is the first report of nanoscale chemical analysis of local defects (edges) on h-BN
with chemically resolved details of passivation within 20-70 nm of the edge of the flake. However, this
raises the concern of potential interference of the substrate with our nanoscale chemical fingerprint study.
Though the Si/SiO2 substrate is preferred to obtain a stronger optical contrast of the exfoliated flakes to
identified thinner layers, it is not ideal of the nano-IR measurements as the numerous bands could interfere
with the band relative to the h-BN defects or reactions taking place on these defects.
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Figure 48: 3D view of the 4 nm thick flake in Figure 47 using an overlay of height image and nano-IR data

We investigated this issue further and collected the nano-IR spectra of Si, ZnS and Au. The spectra are
presented in Figure 49 and the bands are summarized in Table 11. The spectra show that Si and ZnS
substrates are likely the best suited samples for characterization of h-BN and defects in h-BN as the
spectrum is mostly featureless between 1200 and 1600 cm-1. This could be improved by using freshly
cleaned samples, as contamination from the samples stored in a gel-pack for a few days is likely responsible
for the bands between 1600 and 1780 cm-1. In addition to the bands observed in the spectrum of Au on Si,
another limitation of the Au substrate is the difficulty to exfoliate 2D layers without pealing the Au coating
off.
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Figure 49: Nano-IR spectra of substrates commonly considered to support thin materials: Si wafer with a thin SiO 2
top coat, Si wafer with native oxide only, Au substrate and ZnS substrate.

The signature of the tape used to exfoliate h-BN was also characterized by nano-IR and FTIR (Figure 50).
The signature reveals strong bands at ~1040-1230 cm-1, and weaker bands centered at 1450 cm-1 and 1710
cm-1.

Figure 50: (a) FTIR spectra of the Si/SiO2 substrate and tape and (b) Nano-IR spectra of the tape.

On h-BN flakes exfoliated on ZnS substrates, the effect observed at the edges on the SiO2/Si substrate (shift
and high signal in the 1000-1150 cm-1 range) was lessened (Figure 51).
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Figure 51: Comparison of the h-BN signature after exfoliation on SiO2/Si and on ZnS.

Despite the issues of substrates, we demonstrated that nano-IR spectroscopy can be used to detect localized
changes in lattice or new bands binding to h-BN.

5.3 Novel approach for controlled defect creation at the nanoscale
5.3.1 New approach for localized defect formation on h-BN
Here, we demonstrate the introduction of local defects in h-BN using the tip of the AFM microcantilever
as the nanomachining tool. In doing so, we aim to overcome the existing technological gap in controlling
the size and nature of the defects, as well as their positioning on the flake at scales below 50 nm. This has
not been reported in the literature to date – to the best of our knowledge.
The choice of mechanical exfoliation and gentle cleaning procedures was made to limit the introduction of
defects, which could themselves play the role of reaction centers. It has previously been shown that h-BN
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grown by CVD results in the presence of grain boundaries and residues from the transfer process. These
constitute defects of different structures and composition, which are not well understood in terms of their
density of states and their effect on the pristine lattice. Such defects could behave differently under the laser
treatment used in this work.

5.3.1.1 Methods
The mechanically exfoliated h-BN flakes on Si or ZnS used were about 5 to 200 nm in thickness. Samples
were cleaned by thermal annealing to remove glue residues, before being placed in the AFM chamber.
As shown in Figure 52, the approach consists of using the pulsed OPO laser focused at the nanoscale tip of
a microcantilever. Local treatment of h-BN was done by engaging the cantilever in contact with the h-BN
sample surface and turning the laser on for exposure time of a few seconds.
The measurements were carried out under nitrogen and in air at room temperature. The laser power for
defect creation was varied from 0.003 to 1.338 mW. Laser power to collect nanoscale infrared spectra was
maintained below 0.5 mW. For each power, the tip was moved to a new location.

Figure 52: Controlled defect formation on exfoliated h-BN. Sufficient power is supplied with a fixed IR excitation at
the h-BN mode. Localized defects are formed at the tip-sample interaction point.
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5.3.1.2 Results
We first evaluated the defects created in h-BN by sweeping the energy of the light emitted by the OPO laser
from 900 to 1800 cm-1 in steps of 4 cm-1 with a co-average of 128, which sets the time of exposure for each
wavelength. Each region was imaged before illumination (Figure 53a, left column) and after illumination
(Figure 53a, right column). The nano-IR spectra were recorded during illumination.
At laser power of 0.612 mW, no deformation was observed in the flake at the scale considered. After
increasing the laser power to 0.842 mW, the first signs for deformation were observed in the lattice. A
profile across the highest region of the bump revealed a width at the base of 57 nm and height of 6 nm. The
region affected by the deformation increased when using laser powers of 1.073 and 1.338 mW. The largest
bump observed at 1.338 mW exhibited a width at the base of 76 nm and a maximum height of about 7 nm.
Width values were determined by performing the first derivative of the profile extracted across the highest
point of the bump and recording of position of largest slope for each curve. Overall, the data reveals a
nonlinear increase of the strain introduce in the material with increasing power beyond laser power of 1.073
mW, as shown in the inset of Figure 53b. The images were further analyzed using thresholding in ImageJ
to estimate the area of the deformed regions. The contours obtained for each nanobump is provided as inset
in Figure 53c. The area of the features increased significantly with laser power but resulted in more irregular
shapes.

95

Figure 53: Localized defect formation on exfoliated h-BN under nitrogen. (a) Effect of laser power on defect size and
morphology, (b) Height profile of defect regions for all laser powers considered. (c) Defect region shape and total
surface area for laser power considered.

We collected nano-IR spectra during each event of defect formation. The spectra revealed a broadening of
the band at 1367 cm-1 when illuminating the flake at a power > 0.6 mW (i.e., 6% of the laser power)
compared to the same process at laser power of < 0.2 mW (i.e., 5% of the laser power) (Figure 54). At high
laser power, new bands appeared in the spectra. Deconvolution of the spectra showed the presence of
multiple bands, which we attribute to different levels of tensile or compressive strain in h-BN. The position
of the bands and their amplitude are summarized in Table 12.
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Figure 54: Evolution of nano-IR bands of resulting spots with increased laser power.

Table 12: IR bands identified in the deconvolution of the different bands of spectra presented in Figure 54. The color
scheme is used to indicate the amplitude of the peaks, dark green being the strongest band and light green the lightest.
Strain*
(%)
-1.0
-0.5
0.0
unknown
+0.5
unknown
+1.0
+1.5

Exp
pristine

1369

1316

Experimental
0.612 mW
1389
1370

1314
-

Experimental
0.842 mW
1413
1389
1370
1353
1335
1311
1293
1276

Experimental
1.338 mW
1413
1389
1370
1353
1338
1307
1318
1277

*strain indicated here is a rough estimation from previous work by Liu et al. [207].

This is one of the first reports demonstrating the creation of sub-100 nm defects in h-BN at the nanoscale
with precise positioning. The effect of the defect on the lattice vibration indicates important distortions due
to tensile and compressive strains in the layer(s) engendered by the energy from the illumination [192]. Due
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to the size of the IR focal volume illuminating the h-BN layers, it is possible that increasing the laser power
induces strain beyond the first layer imaged at the surface.
Several questions arose from these preliminary observations, including:
1) Are the defects formed at any wavelength or specific wavelength?
2) How does the time of exposure affect the morphology/composition of the defect?
3) How does laser power affect the morphology/composition of the defect?
4) Does the substrate play a role in the defect formation?
5) Does the environment play a role in the morphology and nature of the defect?
To address these questions, we carried out a number of control measurements.
We first evaluated the effect of illumination wavelength on the defect creation. To do this, we compared
the morphology of h-BN after treatment to at different wavelengths. We slightly modified the illumination
scheme and turned the laser on at a fixed wavelength for exposure time varying from 30 to 60 s at different
locations of the h-BN flake. We compared the morphology of the region before and after laser treatment.
The wavelength used were selected based on the nano-IR spectra obtained on the flake and the substrate,
to test excitations matchings absorption bands of the system (1092 cm-1, 1256 cm-1, 1368 cm-1, 1700 cm-1)
and others (988 cm-1, 1528 cm-1) for which no absorption was detected in the spectra (Figure 55). We found
that only the illumination at 1368 cm-1, i.e. the TO mode of h-BN, created identifiable defects on h-BN
under the conditions considered.

Figure 55: (a) AFM topography image of h-BN and surrounding Si substrate. The points treated using the AFM-laser
scheme are indicated with corresponding wavenumbers used for the laser illumination. Laser power was 0.612 mW.
(b) AFM topography image of the same region after AFM-laser treatment showing the formation of small defects on
h-BN at location where illumination was 1368 cm-1.
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We also repeated the same test on the substrate (in this case Si, Figure 56) and found that only the
illumination at 1092 cm-1 led to the formation of deposits on the substrate, which corresponds to the
development of an oxide region on the substrate, likely facilitated by the heat generated by the illumination
of the native oxide and the presence of a thin film of water on the surface of the sample under ambient
conditions (Figure 56b). Similar oxide regions can also be observed when heating a thermal cantilever on
a Si substrate (data not shown here). Based on these observations, we carried out all other measurements to
avoid excitation of any glue residues (1700 cm-1, 1110 cm-1) by limiting the illumination range from 1250
to 1600 cm-1, region in which neither the substrate nor potential residues were detected.

Figure 56: (a) AFM topography image of h-BN and surrounding Si substrate. The points treated using the AFM-laser
scheme are indicated with corresponding wavenumbers used for the laser illumination. Laser power was 0.393 mW.
(b) AFM topography image of the same region after AFM-laser treatment showing the formation of small oxide
regions on the Si substrate.

Next, we evaluated the effect of time of exposure and laser power on the morphology of the defects. In
Figure 57, we show the effect of varying the exposure time from 60 s to 10 s on the morphology of the
defect created under nitrogen using illumination at 1368 cm-1 at two different laser powers 0.25 mW and
0.24 mW. The results show that both laser power and exposure time affect the morphology of the defects
created. On freshly created defects, we found that imaging the defects in contact mode or tapping mode
revealed two different topographies: a bump in contact mode and a hole in tapping mode. This is unusual
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and could be due to a repulsive force between the tip and the defect when the distance between them is
smallest – i.e., in contact mode. This should be evaluated further.
The topography images obtained in tapping mode revealed the presence of two small holes within each
treated region. The distance between the two holes varied with time of exposure. In some cases, such as
with the optimization marks, a single hole was obtained. This suggests that the morphology of the hole is
dependent on the nature of the interaction and positioning between the AFM tip and the light. Double-tip
artifact of the AFM is unlikely from images collected with the same tip in other regions of the sample. We
confirmed that the effect of defect creation is dependent on light-tip interaction by repeating the sample
measurement with a silicon nitride cantilever without any Au coating. No notable defect was created using
the range of laser power and exposure time used for the rest of the study with the Au tip. Hence, the reported
effect is likely due to the plasmonic enhancement of the field at the tip, which can also explain the presence
of the two small holes around the tip: the hot spot of the enhanced field corresponds to the first sites where
the holes appear.

Figure 57: (a) Tapping mode topography image of h-BN treated with different parameters of illumination. The time
of exposure and power of the laser used for each point are indicated on the image. Height profile of the section
indicated in the image (bottom row) is provided under the AFM image. (b) Contact mode topography image of the
same region with profile of the same hole. The defects were formed under N2.
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Similar measurements were repeated on h-BN deposited on Si, Au and ZnS. We concluded that the effect
is not dependent on the substrate. However, as seen in Figure 42, the presence of oxide on Si could interfere
with the measurements due to the presence of strong band at ~1120 cm-1.
Finally, we evaluated the effect of environment on the creation of defects. The results are presented in
Figure 58 and Figure 59. We setup a measurement to compare the nature of the defects formed in ambient
conditions (air) and after purging the AFM chamber with N2 with laser power of 0.842 mW. The defects
are presented in Figure 58 (AFM images). We note that although the defect formed under N2 appears as a
bump when imaged in contact mode, it is possible that it reflects the same phenomenon as described in
Figure 57. Interestingly, the defects formed in air already appear as a hole when imaged in contact mode,
which could be due to the role of the water meniscus in the reaction.

Figure 58: Effect of environment on resulting defect morphology. (left) nanohole created in air and (b) defect created
in N2. The laser power used in 0.842 mW.

Lastly, we investigated changes in the chemical signature detected at a defect site formed in N2, as a function
of exposure time to air. We first acquired a spectrum with illumination power of 0.842 mW (Figure 59).
Next, we acquired the spectrum at the same location with a power of 0.2 mW (below the threshold at which
defects are created) as air starts flowing in the AFM chamber. The most notable change is the apparition
of a band at 1250-1290 cm-1 in the spectrum, which can be attributed to the formation of B-OH, B-C, C-N
or C-O [148, 206, 208-210] but further analysis will be needed to determine what is forming.
101

Figure 59: Nano-IR spectra acquired at the defect site immediately after formation under N2 atmosphere, and over
time (10 min, 30 min and 120 min) after air enters the chamber.

In summary, this work illustrates a new approach to create defects locally with various morphology and
vibrational properties by tuning parameters including laser power, duration of exposure, environment and
potentially the shape of the AFM tip (i.e. shape of the field enhancement around the tip).
However, some challenges remain, such as the ability to distinguish the strain in the surface layer compared
to those below the surface. This constitutes a limitation of the technology of nano-IR spectroscopy. We
explore ways to improve this aspect of the technique in the next section 5.3.2.

5.3.2 Determining contribution of probing depth
As mentioned above, we evaluated new ways to distinguish the signature of the surface from that of the
volume (Figure 60). To achieve this, we designed model samples to evaluate the probing depth of an
advanced AFM technique suitable for subsurface imaging, i.e. multi-frequency AFM.
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Figure 60: Schematics of the volume contribution to nano-IR measurements.

5.3.2.1 Methods
Sample design: We designed a sequence of samples of constant total thickness (330 nm) composed of a
Ni thin layer positioned in the volume of a Au matrix. The depth at which the Ni layer was located varied
from 50 nm to 200 nm (sample 1: 200 nm, sample 2: 150 nm, sample 3: 100 nm, sample 4: 50 nm), as
shown in Figure 61 (a). The fabrication procedure consisted of depositing an initial Au layer with thickness
varying from 50 nm to 200 nm on a freshly cleaned silicon substrate, followed by depositing of 80 nm of
Ni, before the last Au layer (sample 1: 200 nm, sample 2: 150 nm, sample 3: 100 nm, sample 4: 50 nm) to
reach a total thickness of 330 nm. The samples were freeze-dried and sectioned to confirm the thicknesses
deposited were consistent with the predictions (Figure 61). The roughness of the top Au layer characterized
by AFM was calculated with the Statistical Quantities function in Gwyddion on the resulting topography
images.
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Figure 61: (a) Sample design with thermally evaporated 80nm Ni layer between two Au layers. The thickness of the
bottom and top Au layers are such that the total thickness of the sample equals 330 nm: Sample 1: 50 nm/80 nm/200
nm, Sample 2: 100 nm/80 nm/150 nm, Sample 3: 150 nm/80 nm/100 nm, Sample 4: 200 nm/80 nm/50 nm. (b-c)
SEM images of stack of layers in samples 1 and 4 confirm the structure of the sample.

Single piezo-actuator analysis: A conventional Multimode AFM with Nanoscope IIIa controller (Bruker)
was used to collect topography images. The system was customized by introducing piezo-actuators for
sample and cantilever excitation. The tip of the soft cantilever (k=0.06 N/m) was engaged in contact mode
(~1V differential at tip engage). The piezo-actuators were connected to a function generator (Tektronix
AFG 3022C) set at specified amplitudes and frequencies controlled using LabVIEW. The signal from the
AFM’s PSD was accessed via the Signal Access Module (SAM, Bruker), which was used as the input of
the lock-in detection (SRS 844 Lock-In Amplifier) referenced at the actuation frequency (Figure 62).
Amplitude measurements were measured using LabVIEW interfacing. To minimize experimental
variations, samples were all mounted on the same piezo-actuator, the same cantilever was used, and the
same force was applied on the sample for all measurements. Frequency spectra were collected by varying
the actuation frequency from 25 to 300 kHz in steps of 0.5 kHz with a constant driving amplitude. For all
measurements, careful optimization of the lock-in amplifier parameters (time constant, sensitivity) was
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performed. The driving amplitudes used were 1V, 3V and 5V. A minimum of 4 points per sample were
tested for each sample. The measurements were repeated after withdrawing the cantilever and re-engaging
multiple times. Once the resonance frequencies were determined, amplitude shift studies were performed
by varying the amplitude of the actuation from 1 V to 10 V in steps of 1 V while maintaining the frequency
constant.
Dual piezo-actuator analysis: For the MSAFM[211, 212] study, the cantilever piezo-actuator was fixed
to 3 MHz frequency, while the amplitude was maintained at 1 V and later 3 V. Frequency spectra were now
obtained from varying the sample actuator frequency from 3.025 MHz to 3.1 MHz in steps of 0.1 kHz. Both
the cantilever and sample signals were passed through a mixer and low-pass filter, with the resulting
difference signal being used as the reference frequency for the lock-in amplifier (resulting difference was
from 25 kHz to 100 kHz). The driving amplitudes for the sample actuator were 1 V, 3 V and 5 V for the
study.

Figure 62: Custom AFM experimental design used for single or multi piezo-actuation using a piezo crystals. All
samples were glued onto the same piezo to minimize the variations in the measurement. A lock-in amplified referenced
at the actuation frequency was used to record the amplitude signal from the cantilever deflection.

Mechanical properties: Lorentz Contact Resonance (LCR) [15,18,19] measurements were carried out on
a NanoIR2 AFM system (Bruker). A thermaprobe cantilever (Bruker, Thermalever Probe AN2-200) was
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actuated at its resonance by applying an AC current through the U-shaped probe in presence of a magnet,
forming the conditions for Lorentz force applied onto the cantilever[213, 214]. The contact resonance of
the cantilever was identified by varying the frequency of the actuation from 200 to 600 kHz at 1 kHz steps
and measuring the amplitude of the cantilever oscillation. A driving strength of 20% and deflection setpoint
of 0.3 V were set for the measurements. Spectra were acquired at 18 locations for each sample.
Force-distance curves: Force-distance curves [215] were obtained by using a standard cantilever (PR-EXnIR2-10) and recording the cantilever deflection as the tip-sample distance is varied. Deflection setpoints
of 0.25V was set. 18 force curves were acquired for each sample.
Statistical analysis: One-way Analysis of Variance (ANOVA) was used to test the statistical significance
of any variations measured for all methods described above. The confidence interval was set at 95% (Pvalue = 0.05). The test was conducted comparing the samples two by two, to identify if the detected shifts
were statistically significant. For instance, sample 1 was compared with sample 2, then with sample 3, and
finally with sample 4. This was done for all possible pair combinations between the four samples.

5.3.2.2 Results
Sample surface and mechanical properties:
The roughness of the top Au layer was characterized by AFM (Figure 63) to ensure that no variation would
incur from the surface profile of the samples. Homogeneous surfaces with roughness below 1.5 nm were
found for all samples (mean at ~1.2 nm with standard deviation of about 0.3 nm). This indicates that
roughness should not play a role in signal variations here.

106

Figure 63: Topography of samples 1-4 obtained with contact mode AFM. All images are 5x5 μm and have a roughness
below 1.5 nm.

The mechanical properties of the surface layer were then studied using two conventional methods, namely
force curve measurements and Lorentz Contact Resonance (LCR) AFM. We first acquired force-distance
measurements (Figure 64 (a-b)). The results for the retract curves indicate slopes of -8.5 mV.nm-1 for sample
1, - 8.5 mV.nm-1 for sample 2, - 8.4 mV.nm-1 for sample 3 and -7.6 mV. nm-1 for sample 4. Only the change
in slope between sample 1 and 4 was significant. Previous studies have shown that film thickness can
influence the mechanical properties of Au thin films [216, 217]. The thinnest layer of Au (50 nm) seemed
to have a lower indentation modulus than the other three films. Commonly, even a large plastic deformation
of the material when carrying out force measurements would indent a thickness inferior to 20 nm,
suggesting that even for the 50 nm Au layer, the deformation induced by the AFM tip would remain in the
Au and not affect the Ni layer. When using LCR, which requires a stiffer cantilever, the average contact
resonance measured on the four samples was comprised between 421 and 423 kHz and did not exhibit any
significant difference (Figure 64 c). The results indicate that there is a potential change in mechanical
property of the thinnest Au layer in sample 4, compared to samples 1-3. However, the change could only
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be probed when deforming the layer and not when monitoring the contact resonance of the cantilever in
LCR.

Figure 64 (a,b) Withdraw curve of AFM force-distance curves collected on samples 1-4 with (b) slope of the curves
in the box indicated in (a). (c) Average contact resonances measured on samples 1-4 using conventional LCR protocol.
Inset shows representative frequency spectra.

AFM detection of single frequency sample actuation:
To investigate the effect of the Ni layer position on the propagation of waves launched from beneath the
sample using a piezo-ceramic element connected to a function generator (Figure 62). The deflection of the
cantilever engaged in contact mode with the Au surface was recorded and analyzed using a lock-in amplifier
referenced at the actuation frequency. The amplitude was recorded as a function of actuation frequency,
which was swept from 75 to 110 kHz with a fixed amplitude at 1 V for each sample, as shown in the inset
of Figure 65a. The frequency spectrum indicated a higher amplitude in the 90-92 kHz range, which we
attributed to the contact resonance of the cantilever used. We noted some variations from point to point
measured on the same sample. These could be due to the crude piezo mount used for actuation or to local
variations in the samples. To take these variations into account in our comparisons, we collected 4 spectra
per sample and averaged the frequencies at which the contact resonance occurred. The variations observed
from one sample to the next were evaluated using an analysis of variance (ANOVA) to determine their
statistically significance.
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Figure 65: (a-c) Frequency spectra and average contact resonances measured on samples 1-4 resulting from sample
actuation at driving amplitude of (a) 1V, (b) 3V, and (c) 5V.

At driving amplitude of 1 V (Figure 65a), the contact resonance measured on sample 3 (92.00 kHz ± 0.41)
was found to be statistically different from the contact resonance measured on sample 4 (89.88 kHz ± 1.65).
However, the difference between sample 1 (90.88 kHz ± 0.25) and samples 2 (91.00 kHz ± 0.71) was not
significant. We repeated the measurement after increasing the driving amplitude to 3 V (Figure 65b) and 5
V (Figure 65c). In both cases, only the difference between sample 4 and the remaining samples exhibited
statistical differences. The spectra collected at driving amplitude of 3 V indicated a shift in contact
resonance from 91.38 kHz± 0.48 for sample 1 to 87.75 kHz ± 0.29 for sample 4 (Figure 65b). When using
a driving amplitude of 5 V, the contact resonance shifted from 91.31 kHz ± 0.38 to 87.38 kHz ± 0.25 (Figure
65 c). We note that at a driving amplitude above 5 V, the variations of the readings on a given sample
increased, which suggests instabilities in the measurement at high driving amplitudes.
We then studied the effect of increasing driving amplitudes further, focusing on one near resonance and
one-off resonance actuation frequencies (Figure 66). Results showed an increase of the detected signals, as
the driving amplitude was increased. The increase was not linear. In Figure 66 a, we see that when driving
the piezo-component at 72 kHz, the increase was close to linear for driving amplitudes between 1 and 3 V
but the slope of the increase significantly changed above 3 V. In Figure 5.22b, when driving the piezocomponent at 88 kHz, the increase observed is nonlinear as well, but does not observe the same transition
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around 3 V. However, when analyzing higher driving amplitudes, such as 10 V, the instabilities of

the tip-sample interaction and risk of damaging the sample and tip are higher.

Figure 66: Evolution of the detected amplitude of when increasing the driving amplitude of the excitation frequency
at (a) 72 kHz and (b) 88 kHz.

AFM detection of multifrequency sample actuation:
Seeing that the single actuation could only differentiate sample 1 from sample 4, we considered
simultaneous tip and sample actuations using MSAFM. As shown in Table 13, when fixing the tip actuator
amplitude to 3 V, a shift from 56.8 kHz for sample 1 to 58.3 kHz for sample 4 at 1 V sample actuator
amplitude was observed. A similar shift from 56.9 kHz for sample 1 to 57.4 kHz for sample 4 was found at
3 V and 57 kHz for sample 4 at 5 V. Additional cases considered, such as fixing the tip actuator amplitude
to 1V are shown in Table 13.
Table 13: Change in observed modes for MSAFM setup using various driving amplitudes.
FTip

Δfsample

ATip

3.025-3.1 MHz

1.0 V

3.025-3.1 MHz

3.0 V

3.0 MHz

ASample
1.0 V
3.0 V
5.0 V
1.0 V
3.0 V
5.0 V

Δf14
5.6 kHz
2.0 kHz
0.1 kHz
1.5 kHz
0.5 kHz
0.2 kHz

Our studies have shown that significant frequency shifts are observed across several samples with equal
total thickness, all which have an embedded structure of known size and depth. LCR and Force-distance
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measurements also confirm a change in the mechanical properties possibly due to the inner variations of
the samples. While using a single actuator can identify these shifts, variations in the readout can be reduced
by introducing an additional actuator. These findings also indicate features at a depth within 100 nm can
influence the detected properties of a sample surface. Additional thicknesses and materials must also be
studied to confirm our present findings and to improve depth resolution, but our studies grant an approach
on how subsurface imaging with nanoscale lateral resolution can be achieved by using mechanical
actuators.

5.4 Summary
Our work demonstrates new capabilities to probe and create defects in h-BN at the nanoscale. The
sensitivity and spectral resolution of nano-IR spectroscopy makes it possible detect changes in the lattice
due to compressive and tensile strain in the system during laser illumination. Under specific condition, it is
possible to create plasmonically-guided defects and to tune their properties by adjusting exposure time and
laser power. Environment also plays a significant role in the nature of the defect obtained.
Some limitations of the technology linger such as the ability to differentiates the properties of the surface
layer compared to that of the volume underneath the surface. We aimed to assess the limit of existing
techniques and were able to differentiate model systems with different stacks but did not provide spatial
resolution of one atomic layer. Additional work will be required to improve this technique.
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6 – CONCLUSION AND PERSPECTIVES
Our work illustrates the complexity and challenges associated with establishing new defect engineering
schemes toward the development of effective functional catalysts based on 2D materials.
Growth processes themselves are complex, as demonstrated by our work in developing a new CVD process
to produce a continuous film of ZrS2 on Si or LN. The characterization of the films indicates that ZrS2 was
produced successfully for various timepoints, with a rod-like pattern growth on LN. However, additional
work will be needed to determine the optimal conditions to produce a material and defects that will enable
catalytic activity. Before real-life applications can be considered, determining thickness of the film, the
density of defects resulting from our growth method and the role these defects have in the catalytic activity
of the material should be studied. A clearer understanding of this approach will lead the way to tailoring
new TMDs to support the advancement of catalysis.
The main body of this work focuses on the reactions taking place on h-BN after the introduction of defects.
Ball milling was used to tune defect density for reactor-scale analysis of reactions. We evaluated the effect
of changing milling media, size and number of bearings and duration of treatment on the performance of
dh-BN and showed that milling of about 60-90 min is desired to maximize propene or CO2 adsorption. We
find that extended milling can be detrimental to the catalytic effect due to aggregation of the small powder
grains and increased risk of contamination. Further optimization of defect density will be important to fully
realize the potential of dh-BN as a metal-free catalyst. Next, due to rapid passivation of the engineered dhBN when exposed to air, subsequent work was carried out on a custom-made pressure cell for in situ
analysis of dh-BN under selective environments. We presented the first evidence of photocatalytic activity
of dh-BN under visible light. The properties of the reaction resulting from the activation of propene was
explored in detail, including the formation of carbon micro-columns at room temperature and a possible
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pathway towards sustained hydrogen production. We also demonstrated that other molecules can be
activated by dh-BN under visible light, including CO.
Lastly, we explored new avenues enabled by using SPM tools to probe and nanomachine defects in 2D
materials. We demonstrated that variations in lattice vibrations introduced by the presence of defects in hBN can be resolved with nano-IR spectroscopy. We related the shifts in IR bands to strain in the system.
We also showed that different defects exhibit significantly different signatures as compared to the basal
plane of h-BN. Next, using the probe of the AFM and infrared light, we created nanoscale defects and tuned
their morphology by varying the time of exposure, environment, and laser power. The effect is found to the
specific to Au-coated tip, suggesting the process is plasmonically-activated. This provides new ideas on the
ability to control the morphology and properties of the defects by changing the material and shape of the
tip to excite hot spots with different shapes around the tip.
Though our findings reveal several important new phenomena, they also highlight technological gaps that
will need to be addressed, such as the need to control the environment of the AFM tip to explore the
interaction of defects with selected molecules (such as propene or CO) under visible light. We must also
consider depth resolution for nano-IR to distinguish surface reactions from bulk or substrate contributions.
These aspects will be to subject of future work. Lastly, another limitation we identified is the lack of time
resolution of nano-IR spectroscopy, which only provides one IR spectrum every few minutes, thus
overlooking the formation of intermediates. Time resolution and in-situ analysis would unlock important
studies as nano-IR spectroscopy should be sufficiently sensitive to detect low concentrations of molecules
adsorbed at the defect sites.
Nonetheless, while centered on catalyst development, these analytical approaches and instruments can be
implemented for other novel 2D material applications. For instance, the ability to control local properties
of materials at the nanoscale is currently of great interest for quantum computing and nanoelectronics.
Optimization and identifying new catalytic processes and materials will be pivotal for reduction of
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greenhouse gas emissions, energy production and energy storage. The tools described here are amenable to
investigate defect engineering and analysis for these and more applications.
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