The existence of the nontrivial periodic solutions for the nonautonomous first order delay differential equation (2N -1) ))] is investigated, where f ∈ C(R × R, R) is 2N-periodic in t and odd in x, N is a positive integer. We prove several new existence results by some recent critical point theorems.
Introduction
It is well known that critical point theory is a powerful tool that deals with the multiplicity of periodic solutions to ordinary differential systems as well as partial differential equations (see [-] ). In , Li and He [] firstly applied the critical point theory to study the multiplicity of periodic solutions to delay differential equations. Especially, in , Guo and Yu [] established a variational framework for autonomous systems. In the past several years, some results on the existence of periodic solutions for the functional differential equation were obtained by critical point theory (see [-] ).
In , Fei [, ] considered the following autonomous functional differential equation:
( * ) x (t) = -f x(t -) + f x(t -) + · · · + f x t -(n -) ,
where f is odd and n ≥  is an integer. Using the Yorke-Kaplan technique, ( * ) is changed into a Hamiltonian system. Periodic solutions of the Hamiltonian systems are still obtained as critical points of a function ϕ over a Hilbert space E. However, instead of finding critical points of ϕ over E directly, the author worked on a subspace of E which has a symmetric structure. When n is even, the function ϕ is invariant and ϕ is equivariant about a compact group. This allows one to find critical points of ϕ on a subspace of E which is invariant under the mentioned group action. Then one can apply the pseudo-index theory [] to obtain periodic solutions in this subspace, which surely have the required symmetric structure and give solutions to ( * ). When n is odd, the function ϕ is still invariant about a similar compact group. However, ϕ is not equivariant about this compact group action anymore. Therefore one cannot directly apply the same idea as in the case when n is even. In order to overcome the difficulty, one has to construct equivariant pseudo-gradient vector fields and prove a new deformation theorem. Then one can combine a Galerkin approximation with the S  -index theory ([], Chapter ) to obtain critical points of ϕ with the required symmetric structure (for details see [] ). But most of these functional differential equation are autonomous, and the results on the nonautonomous functional differential equation are relatively few (see [, -]).
Motivated by the work of [-, -], we consider a class of nonautonomous first order delay differential equations,
where f ∈ C(R × R, R) is N -periodic in t and odd in x, N ∈ Z + and Z + is the set of all positive integers. More precisely, if the solution x(t) of (.) satisfies x(t) = -x(t -N), let
i.e., A N is a N × N skew symmetric matrix, and
T satisfies the following symmetric structure:
In this paper, we have the following conditions on f .
(f) There exist two N -periodic and continuous functions α, β such that
where
Denote m -(t) =  if all t < ; m -(t) =  otherwise.
Theorem . Assume that f satisfies (f)-(f -) with
Then (.) possesses at least m pairs N -periodic solutions with x(t) = -x(t -N), where
Theorem . Assume that f satisfies (f)-(f + ) with
In this paper, the main purpose is to study the multiplicity of periodic solutions for the systems (.) via some recent critical point theorems for strongly indefinite functionals. In order to achieve this, some preliminaries are necessary. Let X and Y be Banach spaces with X being separable and reflexive, and set E = X ⊕ Y . Let S ⊂ X * be a dense subset. For each s ∈ S, there is a semi-norm on E defined by
We denote by T S the topology on E induced by a semi-norm family {p s }, and let ω and ω * denote the weak topology and weak * topology, respectively. Clearly, the T S topology contains the product topology on E = X ⊕ Y produced by the weak topology on X and the strong topology on Y . For a functional ∈ C  (E, R) we write a = {u ∈ E : (u) ≥ a}. Recall that is weakly sequentially continuous if u k u in E, and one has
is sequentially continuous. For c ∈ R we say that satisfies
, c is T S -closed for every c ∈ R, and :
The following critical point theorem will be used later (see [, , ]). 
Preliminaries
It is easy to see that A N is a nonsingular skew symmetric Hamiltonian matrix, and (.) becomes a classical Hamiltonian system,
where ∇H(t, z) denotes the gradient of H(t, z) with respect to the z variable, and 
Since A N is a nonsingular skew, so is A - N . We define an operator L by extending the bilinear form
By (f), one can show that H(t, z) ∈ C  (R × R N , R) and there exist two continuous func-
By using similar arguments as in [], Chapter , let
Thus the critical points of ϕ(z) in H / are classical solutions of (.).
Let T N be the N × N matrix given
where β j = π N (j -) and
Then we have the following lemma by using similar arguments [] .
Lemma . If z(t) is a critical point of ϕ in E, then z(t) is a critical point of ϕ in H
Proof By (.) and direct computation, we have
Combing these with (.) and the fact that any z(t) ∈ E is N -periodic, one can easily verify that
i.e., ϕ is G-invariant, and ϕ is G-equivariant. The conclusion follows directly.
Remark . By Lemma ., the function ϕ is invariant and ϕ is equivariant about the compact group G. This allows to find critical points of ϕ on a subspace of E which is invariant under the group G. Then we can apply Theorem A to obtain periodic solutions in this subspace, which surely have the required symmetric structure and give solutions to (.).
Moreover, we also denote by M + (·), M -(·) and M  (·) the positive definite, negative definite, and null subspaces of the self-adjoint linear operator defining it, respectively. Then E has an orthogonal decomposition
(j -)t) (j = , , . . .), a j and b j are defined in Lemma ., we have
So we have
. Therefore, we get
Proofs of theorems
In this section, c i stand for different positive constants for i ∈ Z + .
By direct computation, (f) implies that H(t, z) is even and satisfies
Remark . Here we prove that (.) and (.) hold. By (.) and (f ± ), we have
Lemma . Suppose that f satisfies (f)-(f ± ). Then the function ϕ satisfies the (C) c condition for any c ∈ R.
Proof First, we need some notations. For any z, y ∈ E, define an operator B by extending the bilinear form
β(t)z(t), y(t) dt.
By direct computation, B is a bounded self-adjoint linear operator on E. Thus L + B is also a self-adjoint linear operator on E. Let
Also there exists σ  >  such that
Let {z k } ⊂ E be any sequence such that
We first prove that {z k } is bounded. Since z k ∈ E, we have
By (.), we have
. This means that, for any ε > , there exists M >  such that
This implies
By (.) and (.), we have
Here we used the fact that M  (L + B) is finite dimensional. By (.), (.), and (.), we
But this implies the following contradiction:
This implies (.) and (.). Thus { z k } must be bounded.
So we see that {z k } is bounded, and going if necessary to a subsequence, we can assume
In view of (.) and z
This yields z
isfies the (C) c condition. Thus ϕ satisfies the (C) c condition. The proof of Lemma . is complete.
Proof of Theorem
where ϕ(z) and ψ(z) are defined in Section . In order to obtain this theorem, we will apply Theorem A to the functional (z). Let
The proof of this theorem is divided into the following three steps.
Step . satisfies (  ). We first check that c is T S -closed for any c ∈ R. Let {z k } be any sequence T S -converging to some z ∈ E. Write z k = z 
∇H(t, sz), z ds dt
which implies that is bounded from below on E. Consequently, combining z k ∈ c and
It follows from (.) and (.) that {z 
that is, z ∈ c and hence c is T S -closed. Next, we prove that : ( c , T S ) → (E * , ω * ) is continuous. To achieve this, it is sufficient to demonstrate that has the same property. Suppose z k u in E, then {z k } converges uniformly to z on [, N]. Hence, for every given y ∈ E, we see that (∇H(t, z k (t)), y(t)) converges to (∇H 
