Introduction
Rolling bearing is one of the most widely used machinery components. It directly influences the operation of the whole machinery. Unexpected bearing failures can interrupt the production, cause unscheduled downtime and economic losses. So development of proper conditional monitoring and fault diagnosis procedure to prevent malfunctioning and failure of rolling bearings during operation is necessary. As a result, the fault diagnosis of rolling element bearings has been the subject of extensive research in recent years. To identify the most probable faults leading to failure, many methods are used for data collection, including vibration monitoring, thermal imaging, oil particle analysis, etc. Vibration analysis has been proved as the most effective and reliable method in diagnose. This article will apply the vibration signal to diagnose roller bearing faults. Then, the next step is signal processing.
Modern signal processing methods can be divided into two categories, one is the direct signal analysis or decomposition, such as short-time fast Fourier transform (STFT), wavelet transform, principal component analysis (PCA), blind source separation, which are mainly used on the signal basis processing or preprocessing, for instance, the time-frequency domain analysis, feature extraction, noise reduction and others. The other is the processing based on intelligence algorithms, such as artificial nerve networks (ANN), support vector machines (SVM), Bayes classification, decision tree, etc. The second class algorithms, artificial intelligence, are classifiers for fault diagnosis and decision.
Two types of signal processing methods combined with organic is now the development trend of fault diagnosis field. This paper presented principal component analysis and multi-class support vector machines methods for signal processing and fault recognition.
The signal processing scheme as the follows;
(1) Calculating the parameters which discussed above for each sample to obtained an observed X. 
Signal data parameters
The formula 1-3 illustrated that frequency is principal parameters used in bearing diagnose.
fb, fi and fo are respectively outer race fault frequency, Inner race fault frequency, Balls spin frequency. Therefore, to accurately reflect the bearing fault type, it needs extract information form time domain and frequency domain.
Consequently, the parameters applied in experiment were mean, standard deviation, sample variance, kurtosis, and skewness, peak-peak value and frequency [1] .Some complicated parameters and formulas were explained as following.
(1) Peak-peak value
Standard deviation is a measure of the efficient energy or power content of the vibration signal and clearly indicates deterioration in the bearing condition. Kurtosis coefficient of the formation of substantial value that fault pulse the probability, kurtosis coefficient of the impulse response amplitude of the 4th power to determine the basis for improved signal to noise ratio, accuracy greatly enhanced when the bearing surface of the work of fatigue failure, The impact of face defect pulse, the greater the failure, the greater the impulse response amplitude, the more obvious faults.
Skewness is a measure of the degree of asymmetry of a distribution. If the left tail is more pronounced than the right tail, the function is said to have negative skewness. If the reverse is true, it has positive skewness. If the two are equal, it has zero skewness.
In the signal frequent domain, frequency is principal parameter for signal analysis, which contains the bearing fault frequent information. Frequency1 was the frequency which was corresponds with the maximum amplitudes in power spectrum. Consequently, the vibration signal needed Fast Fourier Transform (FFT) in the first to obtain power spectrum. The steps of PCA as follows:
principal component analyses
(1) Standardize the sample observed matrix X to get standardized X*.
(2) Calculate the covariance matrix R. 
multi-class SVM algorithms
Support vector machine (SVM), an excellent algorithm used for classification and regression, was relatively new computational learning method based on the statistical learning theory, which developed by Vapnik. SVM classifier is better than ANN because of the principle of risk minimization. In ANN traditional empirical risk minimization was used on training data set to minimize the error.
But in SVM, structural risk minimization (SRM) was used to minimize an upper bound on the expected risk. The SRM structure makes SVM good performance for reliable and accurate. Moreover, the algorithm sample requirement is small-scale. Therefore, SVM is very suitable for bearing fault diagnose. This article does not discuss the mathematical theory, it can be found in related books or papers conveniently. With the passage of time, SVM has been successfully applied to several filed such as detection, recognition, prediction, regression, fault diagnose, etc.
The original SVM algorithm is a binary classification where the class labels can take only two values:1 and -1, but in fact, the classify problems usually have more than two classes, take the bearing fault diagnose for example, there are inner race fault，outer race fault, balls fault and retainer fault [4] .
Consequently, the multi-class SVM classification strategy will be utilizing for bearing multi-fault diagnoses. There have three strategy of multi-class SVM: one against one (OAO), one against all (OAA) and direct acyclic graph (DAG).
This article applied OAO binary SVM to diagnose the fault types.
One-against-one classifiers structure has n*(n-1)/2 Classifiers and it employs the method of majority voting scheme to combine classifier and to evaluate classified result. Its principle was illustrated by formula 10-12 [5] [6] [7] . 
features selection using principal component analysis
The original statistical features presented in chapter 2.1 were peak-peak value, mean, standard deviation, sample variance, skewness, kurtosis, frequency1. 
Finally, principal component analysis was pre-processing stage for multi-class SVM.
data process and fault diagnose utilizing multi-class SVM
Based on the characteristics of three bearing faults types, OAO strategic multi-class SVM algorithm was developed in this identification experiment. In this part, four parameters, selected by principal component analysis, were used for multi-class SVM, and every type fault contained 60 samples. Therefore, there were 180 samples used in training stage.
Z= [Prin1 Prin2 Prin3 Prin4] T (15)
Matrix Z was 180×4, contain the train information. Table 2 presented the setting of SVM training. 
Conclusions
The paper presented the principal component analysis used in bearing fault features selection for reducing dimensions and the performance was efficient.
As a result, obtained four principal components and its Accumulative
Contribution Ratio nearly contain all original parameters information. Fault recognition using multi-class SVM, the correct ratio of classification totally is impressive. It is observed that the recognition performance of multi-class SVM technology is enhanced by PCA per-processing stage.
