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Abstract
In Virtual Reality environments, real humans can meet
virtual humans to collaborate on tasks. The agent Max is
such a virtual human. In construction tasks, he is standing
face-to-face to a human partner as a co-situated compan-
ion. To maintain a social conversation, Max has to perceive
the user’s engagement and to solicit the user’s engagement,
he needs to demonstrate engagement himself. This paper
presents ongoing work on the development of a model that
describes interacting levels of engagement. We present how
the agent’s perceptive, cognitive, and expressive capabili-
ties interact on these levels ranging from observing the hu-
man partner, to taking her goals, mental state or emotions
into account when making decisions on how to interact and
intervene.
1. Introduction and Motivation
During the last years, the anthropomorphic agent Max
[4] has been developed at Bielefeld University’s A.I. Group
in cooperation with the Collaborative Research Center SFB
360 (Situated Artificial Communicators). Our research aims
to investigate aspects of situated communication and collab-
orative, mixed-initiative discourse in a changing environ-
ment. Max meets the human user in a CAVE-like VR en-
vironment where he is supposed to assist in building com-
plex aggregates out of the Baufix toy-kit (see Fig. 1). The
user, who is equipped with stereo glasses, data gloves, op-
tical position trackers, and a microphone, can issue natural
language commands along with coverbal gestures to trigger
construction steps or to interact with Max. Or she can di-
rectly grasp and manipulate the 3D Baufix models to carry
out assembly actions. At any time, the user can address Max
and ask him how to go on with the assembly of an aggregate.
Max is able to guide the user interactively through assembly
procedures, combining capabilities of performing construc-
tion steps himself with capabilities of mixed-initiative di-
alogs in which he employs speech, gaze, facial expression,
and gesture (see [5] for the generation of multi-modal be-
havior). While the overall discourse is guided by the user’s
wish to build a certain assembly, the interaction is open in
that the roles of instructor and constructor may switch ac-
cording to the competences of the interaction partners, i.e.,
both may assemble by themselves or instruct the other to
perform an action.
Figure 1. Max encourages the user to engage
in the interaction.
With his perceptive, cognitive, and expressive capabil-
ities becoming more developed and powerful, Max has
turned into what can be considered a social presence, i.e.,
an (artificial) interaction partner that recognizably possesses
and is led by cognitive qualities such as beliefs, goals, de-
sires, or emotions. At this point, it becomes more and more
apparent that we must generally draw our attention towards
the social aspects of the task-oriented collaboration both
partners are pursuing. What are the crucial ingredients for
a successful joint activity of two partners with human (or
human-like) characteristics? We focus here on engagement,
the degree to which the human and the artificial interaction
partner take part and are actively involved in their collabo-
rative task and in the ongoing conversation.
We define engagement in construction dialogs according
to Sidner et al. [10]: ”Engagement is the process by which
two (or more) participants establish, maintain and end their
perceived connection during interactions they jointly un-
dertake.” In our case, the joint interaction lies in the as-
sembly realm. In this paper, we propose a model which
to account for the processes and the connections engage-
ment both brings about and relies on in cooperative assem-
bly tasks. We present ongoing work on using this model as
a basis to enable Max to create and maintain bonds with
his human construction partner through engagement. In the
next section, we first describe the model and then discuss
requirements and challenges that arise from simulating en-
gagement in collaborative construction tasks with an artifi-
cial agent. In the following sections, we address in a more
detailed way the agent’s abilities affording engagement be-
havior and how they connect to the different levels of our
model. First, the agent’s perception and recognition abili-
ties needed to classify and understand the user’s behavior
are presented.
How all of these aspects affect the agent’s decision and
the behavior generation process, is then shown in Section
(3.5). These discussions lead into interaction examples in
Section (4), presenting first achievements of engagement
behavior. The last Section (5) finishes our paper with a con-
clusion and our plans for future work.
2. Collaboration and Engagement - Require-
ments
The realization of an embodied conversational agent as a
both engaging and engaged collaborator poses a lot of chal-
lenges. We conceive of the engagement that is taking place
between two interactants as arising out of a complex in-
terplay between several interacting processes. Fig. 2 shows
our process model of engagement which is meant to cap-
ture the relevant processes from the perspective of one agent
in the interaction. At first, it distinguishes between the per-
ception and the generation of engagement-relevant behav-
iors. To act successfully in a shared environment, the agent
must be able to closely monitor both the environment and
the user, and he must interpret all percepts to understand the
situational context - the shared (virtual or physical) environ-
ment, in which complex reference to objects or events and
joint manipulations of objects are carried out. As engage-
ment is a bidirectional process, the agent does not only need
to look out for engagement cues, but also needs to demon-
strate engagement in the interaction himself to make the hu-
man user feel accepted and equally involved. The percep-
tion layer comprises all processes that are concerned with
how the agent perceives the behaviors of the user which may
indicate and influence the user’s engagement in the collab-
oration. Likewise, the generation layer involves the actions
the agent carries out in order to engage in the interaction






Figure 2. Interacting levels of engagement.
Orthogonal to this two-layer structure, the model distin-
guishes between three levels at which engagement behavior
can take place. The first level accounts for conversational
engagement; these processes take place on a lower level
and consist mainly of reactive behaviors including gaze and
glance behavior and the production of immediate feedback
signals to insure the interlocutor that one is following the
conversation. Then, on a higher level, interactional engage-
ment can be classified. Turn-taking behaviors and social
rules for beginning and disengaging from a conversation be-
long to the interactional engagement repertoire. These rules
also incorporate the agent’s conversational obligations and
expectations. The third level accounts for task-level engage-
ment which deals with the impact certain actions and inter-
actions have with respect to the establishment and progress
of a joined task.
At each of these levels, perception and genera-
tion are closely interwoven by feedback loops that ensure
the agent’s reaction to respective cues from the user. For ex-
ample, when the user references an object, the agent should
immediately show that he is listing and following the con-
versation, e.g. by glancing at the referred object. At the
interaction level, the agent should immediately demon-
strate his willingness to interact, e.g. by nodding when the
user asks him for help. Finally, the agent must also en-
gage on the task level, by adopting the user’s goal, car-
rying out the required reasoning processes to determine
a proper answer, and possibly even committing him-
self to long-term behavior, e.g., to guide the user through a
complex procedure.
Indicated by the inner loops at each level, all of these
processes involve perceiving the user’s action or wants, and
reacting with behavior that demonstrates the agent’s will-
ingness to collaborate and desire for a successful interac-
tion. In addition, just like the three levels of conversation
interaction, and task depend on and rest upon each other, do
the processes trigger and influence each other across these
levels. On the perception layer, the direction of inter-level
interaction is thereby from conversation to interaction to
task, whereas it is the other way around for generation pro-
cesses.
Based on our model, we can derive several requirements
for successful engagement. Sidner et al. [10] point out that
“engagement is supported by the use of conversation (that
is spoken linguistic behavior), the ability to collaborate on
a task (that is, collaborative behavior), and gestural behav-
ior that conveys connection between participants.” In light
of out model, gestural behavior and the production of multi-
modal utterances can be used to express engagement on the
conversational and interactional level, whereas spoken lin-
guistic behavior or multi-modal utterances and the perfor-
mance of collaborative actions are forms of expression for
interactional and task-level engagement. As collaboration
and thus engagement evolves over time perceived informa-
tion needs to be integrated into some form of a memory
playing a connecting role between the perception and gener-
ation processes. Different information needs to be collected
and interpreted to account for the different levels of engage-
ment.
On the task level, the agent needs to maintain a form of
behavior that guides him to accomplish the overall goal of
the collaboration, and that affects his decision process on
how and when to interact. To appear thereby committed to
mutual support, requires the agent to keep records of open
tasks and task achievements.
Interactional engagement accounts for initiating a con-
versation, maintaining it, or even disengaging from it. To
this end, the agent needs to maintain a model of the current
conversational state including the last conversational func-
tions, e.g. turn-taking functions, expressed by his interlocu-
tor.
Concerning the conversational engagement, it is of par-
ticular importance to keep track of what the user is attend-
ing to and to link these percepts with verbal messages in or-
der to establish joint, shared reference. As Nakano et al. [9]
point out, to achieve engagement in a situated conversation,
the agent “should be able to be aware of the user’s attention
in the environment, and establish a communication channel
by connecting the user’s attention with the linguistic context
of the conversation”. Likewise, Whittaker and colleagues
[12, 13] claim that attention to a shared reference indicates
that the interlocutor is engaged in a task as well as in a con-
versation. Knowing the communication partner’s attention
focus is thus a prerequisite to resolve references and inter-
pret user actions in the appropriate context and to process
engagement more generally.
3. Realization in Max
We now turn to the models and methods that are needed
to meet the aforementioned requirements. In the following
Section (3.1), we first focus on Max’s perception and in-
terpretation abilities enabling him to follow and manage the
conversation. Concerning the measurement of the user’s en-
gagement in the current conversational process, Max needs
to watch out for subtle engagement cues, revealing whether
the user is paying attention and is following the conversa-
tional flow and whether the user wants to interact. In this
context feedback and turn-taking signals play an important
role which are processed by the the agent’s perception mod-
ule.
Max, who is obliged to assist the user, engages on the
task level by adopting the goal, planning the requested as-
sembly explanations, and then demonstrating the construc-
tion procedure in a step-by-step manner, sometimes com-
mitted to initiate actions himself when the user refuses or
hesitates to do so. As all of these aspects crucially depend
on the interaction context, Max needs to build up two situa-
tional models:
• he needs to maintain a task model to find out whether
and in what way a communicative move or environ-
mental manipulation contributes to the overall goal;
• he needs to have a user model to relate the user’s ac-
tions to her goals and intentions, which enables him to
get an impression of the user’s engagement at the task
level.
The required models and their effects are described in the
Sections (3.2) and (3.3). Other important cues that occur
perpetually and in parallel with informational components
are emotional aspects, which hint to the arousal and va-
lence of engagement. They influence the way utterances
are interpreted by the communication partner and provide
some insight into her mood and attitude, which in turn are
strongly related to the disposition and willingness to coop-
erate. These aspects are covered in Section (3.4). The way
the agent’s overall behavior and his decision process are in-
fluenced by all these aspects is then discussed in Section
(3.5).
3.1. Perception
Max is supposed to engage in highly situated interac-
tions and to recognize engagement cues ranging from task-
level engagement to interactional and conversational en-
gagement. He thus needs to pay close attention to the chang-
ing environment as well as to his human interaction partner.
Visual perception of the environment is emulated by vir-
tual sensors attached to his eyes, simulating his point of
view and calculating the virtual objects sighted in a view
frustum. Information about the environment is needed to
know which objects are present and which assemblies have
been performed so far. In addition, the agent relies on infor-
mation about the success or failure of construction actions
emanating from the underlying assembly simulation system
[3]. All this information helps Max to analyze and evaluate
the human partner’s actions and to keep his task model (see
Section 3.2) up to date which thereby provides information
needed to measure the user’s engagement on the task-level.
Perception of the human partner in the real world is
achieved by an infrared tracking system that detects the po-
sitions and orientations of the user’s head and hands, as well
as data gloves for gathering information about hand pos-
ture. The collected data are interpreted by detectors using
the PrOSA framework [6]. Diverse detectors are realized
using compute nodes which can be combined in hierarchi-
cally organized compute networks. The calculation of these
real-world detectors runs in parallel with the perception of
the virtual scene.
By focusing on subtle cues, these detectors concentrate,
on the one hand, on calculating the engagement of the user
on the conversational level and are responsible for discov-
ering the user’s focus of attention. These engagement cues
are calculated via tracking the position and orientation of
the user’s head. The tracking results can then be used to es-
timate the user’s gaze direction and the objects lying in her
attention focus. Max is thus able to keep track of what the
human partner is focusing at, e.g., when a verbal reference
must be resolved.
On the other hand, detectors are used which are re-
sponsible for turn-taking signals. In the current implemen-
tation, detectors are available for signals of various turn-
taking functions: Wanting-Turn (facing the agent and rais-
ing a hand), Taking-Turn (raising a hand and saying halt),
and Giving-Turn (facing the agent, a metaphoric giving ges-
ture, and spoken key words like “okay”). These detectors
account for the gestural part of engagement on the interac-
tional level.
The perception of spoken linguistic behavior is achieved
by feeding the verbal input from the user into the agent’s
framework through a speech sensor that encapsulates a
speech recognizer, which operates on a vocabulary appro-
priate for the Baufix construction scenario. The interpreted
utterances can be used to additionally measure the interac-
tional engagement of the user as rules are applied to recog-
nize whether the user wants to initiate a conversation, main-
tain a conversation, transition the topic, or disengage from
an interaction. Each dialog move of both Max and the user is
memorized in a dialog history to allow for a temporal anal-
ysis of task-level and interactional engagement. Likewise,
the perceptions about the user’s behavior and her conversa-
tional engagement are fed into the user model to affect the
agent’s forthcoming interaction behavior.
3.2. Task Model
To collaborate with the user in a joint task and to be able
to measure her engagement in the task, the agent needs to
construct a task model which guides his supportive behav-
ior in a goal-directed way. First of all, to create such a task
model, the task must be known to the agent. If it not explic-
itly given, the agent must be able to perform some sort of in-
tention recognition to find out the task. In our case, he needs
to understand what the user wants to build which becomes
clear either from explicit verbal statements of the user or im-
plicitly from the sequence of assembly actions taken. Max
disposes of long-term assembly knowledge that allows him
to “conceptualize” the aggregates being constructed and to
search for possible assembly goals along these lines. There-
upon, he constructs a task model by composing an assembly
plan for the goal aggregate. This plan is suited to the situ-
ational context, e.g. the state of assembly and the concrete
parts built in, and it is a shared plan in that it provides infor-
mation about potential possibilities for collaboration.
Then, if Max and his human partner are working along
a joint plan, the agent tries to relate every user action to
the shared plan assuming a close engagement as a default.
To keep the construction task as open as possible and to al-
low for flexible cooperation, Max uses an under-specified
representation of individual construction steps. These steps
are specified in terms of constraints, which result from the
agent’s construction knowledge or from the previous dis-
course and negotiation processes. By this means, the agent
tries to analyze whether the user is engaged in the task by
contributing to it in an active manner or is working on some-
thing else or even being counterproductive.
By way of refining single constraints, Max is able to
adapt his plans to the ongoing joint task to be able to engage
himself in a cooperative way. If he recognizes a conflict aris-
ing out of an assembly step performed by the user, he pro-
vides (partly emotional) feedback and informs his construc-
tion partner about the reason for the failure.
3.3. User model
The user model relies on both, perceptions of conversa-
tional and interactional engagement cues, and the delibera-
tive analysis of user actions, thereby accounting also for en-
gagement on the task level.
Concerning the interactional and conversational engage-
ment the detected conversational functions and feedback
signals the user has used are time-stamped and memorized
in a stack-like manner to allow for retrospective analysis.
Turn-taking gestures can be interpreted as indicative of en-
gagement because the choice to take the turn presents an ac-
tive way to participate in conversation. We want to use this
information to calculate an engagement value which inte-
grates the amount of engagement the user has shown over
time and can be used to trigger interactional behaviors.
To deal with the user’s focus of attention, a list of fo-
cused objects is acquired over time and is kept in a stack,
carrying time-stamps. Furthermore, it should be possible to
set an attention focus for certain time intervals to recog-
nize whether the user has focused on a specific object dur-
ing that time. This information can be used in the agent’s
decision process to recognize whether or when the conver-
sational partner is paying attention or is unobservant. Ad-
ditionally the information can be used for reference resolu-
tion.
With respect to the task-level, Max remembers the shared
goals and plans that have been brought up and that were
agreed upon. He also uses a simple form of intention recog-
nition, trying to integrate the user’s utterances and actions
with context. If, for example, the shared goal consists of the
construction of a propeller and the human partner puts a bolt
into the middle hole of a bar, Max recognizes this as an at-
tempt to build a rotor blade and thereby resolves the user’s
intention behind the construction step.
3.4. Emotions
Concerning the generation side of engagement, the dis-
play of emotions helps to make the agent appear more life-
like and engaged. Emotions reflect the status and progress
of the agent’s inner processes in the sense that they represent
records of success and failure in goal attainment and thereby
reveal the agent’s involvement and engagement in a task.
Max comprises of a dynamic emotional system [1] which
simulates his emotional state and its continuous evolvement
over time. It modulates his facial expression, speech, sec-
ondary behaviors, as well as his cognitive functions. On
the one hand, the current discrete emotion category, modu-
lated by a continuous intensity value, is used to trigger emo-
tional expressions of the face as well as to influence delib-
erative reasoning in the cognitive architecture. On the other
hand, involuntary facets of Max’s observable behavior e.g.,
his simulated breathing rate, eye blink frequency, as well as
pitch level and rate of speech are modulated by the contin-
uous emotional values like valence and intensity of arousal.
Having a symmetric system in which the human part-
ner’s emotional state is perceived and analyzed by Max as
well would make the bonds between the interactants much
closer. While work on emotion recognition is underway,
right now we have only started to scan the user’s utterances
for verbal expressions that may count as emotional cues.
These results will then be provided to and used in Max’s
decision processes.
3.5. Behavior Generation
The agent needs to adapt his behavior to the actual as
well as the desired state of his own engagement, to that of
his task partner, and to the situational context. In general,
the engagement cues Max is supposed to provide in sup-
port of the joint task are inspired by the rules proposed in
[10]. To create the prerequisites for conversation, the agent
has to account for the following interactional engagement
rules which are responsible for initiating and ending a con-
versation in socially accepted ways:
• to gaze at the human partner at first sight to engage
her to interact, possibly followed by a conversational
greeting
• to notice but not disengage when the human either fails
to take the turn to speak and to possibly encourage her
once more
• to ascertain, via dialog, the human’s desire to disen-
gage when the human is not watching Max or the scene
for a long period of time and fails to take the turn
• to disengage quickly when the conversational partner
desires to end the conversation
• to end the conversation with a normal conversational
closing when there are no more overall goals left to
discuss.
Once the interlocutors have started a conversation, the fol-
lowing rules need to be applied in order to evoke some form
of conversation engagement.
• to briefly look away, when beginning to speak
• once the human has responded to the initiation of en-
gagement, to look at the human partner when she takes
the turn to speak in the conversation,
• to mainly look at the conversational partner or at the
objects being referred to during the speaking turn
To know when to apply these rules, the agent relies on the
perceptions and models described in the previous sections.
The implementation of the different engagement cues poses
several demands on the agent’s underlying architecture. The
architecture needs to support parallel, concurrent process-
ing and generation of behavior [8] at different time scales.
Concerning the generation of interactional engagement
cues, Max is able to produce synchronized multi-modal ut-
terances [5]. He also uses turn-taking behaviors to inform
the human partner about his intention to actively contribute.
Upon deciding to show a turn-wanting behavior, reactive
behaviors are instantiated that automatically adapt to the
environment, for example, gazing at the user and tracking
her if she moves. On the other hand, when Max detects a
Taking-Turn or Wanting-Turn signal, the deliberative plan
in charge of interpreting it, must take into account the men-
tal state of the agent, the goal he pursues, and the domi-
nance relationship between the interlocutors accounting for
the agent’s own current engagement. For example, depend-
ing on the performative Max is using, it is more or less
likely that he will allow an immediate interruption even be-
fore he has analyzed the content of the interlocutors interac-
tion move. To handle such situations, a turn-taking model is
used [7] that combines concepts of the FMTB architecture
[2] with dialog management layers as proposed in [11]. It
consists of two steps: First, a rule-based, context-free eval-
uation of the possible turn-taking reactions taking into ac-
count the current conversational state and the performative
of the user’s utterance. These rules are incessantly applied
and integrated using data-driven plans, and they aim to en-
sure cooperative dialog behavior. The second step is the
context-dependent decision upon different response plans,
possibly leading to new intentions.
Additionally and as a form of conversational engage-
ment, Max uses gaze and glance gestures to lead the user’s
attention to certain objects. In important cases, he also uses
pointing gestures to make sure his construction partner is
able to resolve a reference correctly. These glance gestures
are produced when Max is the speaker and is referring him-
self to a certain object, but also when the user is talking and
Max has been able to resolve the user’s reference. In this
case, the glance behavior can then be seen as a form of pro-
viding immediate feedback.
We consider reaction time to be an important measure-
ment of engagement. Max has to notice how long the user
needs until she responds to his efforts, and he may encour-
age her if she does not react at all. To this end, the inter-
action model underlying Max’s deliberative behavior takes
explicit account of the agent’s expectations about how the
user is obliged to react. If Max asks a question, he expects
an answer or reaction in some way; if he requests the user to
perform a certain action, he expects that the user either per-
forms the action, or otherwise informs him that he is not
willing or able to do so. These conversational obligations
ensure a natural coherent interaction, because Max will in-
sist on a reaction if he does not get one. If that does not help,
he may even abort the conversation. The time he leaves the
human partner to react should thereby depend on the con-
textual factors like the mood of the agent as well as the im-
portance of the conversational goal. Additionally, if Max
notices that the user shows engagement cues while think-
ing about an answer, he should be more patient than when
he does not notice any such cues.
In addition to the bonds between interactants that evolve
through face-to-face engagement, personal bonds can be
created by aligning the vocabulary and the utterances with
the conversational partner’s preferences. Therefore Max
adapts in his utterances to the synonyms the communica-
tion partner uses.
4. Examples of Engagement
In this section we want to present some examples show-
ing how Max, on the one hand, tries to signal engagement,
and on the other hand, how he perceives and evaluates the
user’s engagement.
User: We could insert this bolt [gazes at right bolt] into a
bar.
Max: [gazes at right bolt, then focuses on user] Okay.
Figure 3. Reference resolution
The first two examples show the perception and gener-
ating of conversational engagement cues. The first exam-
ple (Fig. 3) presents how reference resolution needs to ac-
count for the user’s gaze behavior and how Max shows his
engagement and inner thoughts by focusing on the refer-
enced object the user proposes to use. By this means, the
user can get an impression whether Max has resolved the
reference correctly. In addition, Max appears engaged dur-
ing the time he thinks about the proposal because he shows
interest in the referenced object.
User: Insert the blue bolt...
Max: [gazes at blue bolts]
User: ... into the middle hole of a bar!
Max: [nods]
User: And then turn the bars crosswise.
Figure 4. Immediate feedback during refer-
enced resolution
The next example (Fig. 4) accounts for the production of
engagement cues while listening, and thereby revealing in-
formation about inner ongoing processes and showing the
interlocutor that one is still engaged in the conversation.
The first glance gesture produced by Max indicates, that he
has resolved the reference. The second feedback signal, the
nodding gesture, goes even a step further and expresses that
he has been able to resolve the complete instruction. But
as the user is still keeping the turn, he keeps on listing and
waits to perform the assembly until the user has finished her
turn.
The third example (Fig. 5) shows how Max handles in-
teractional engagement. It deals with a situation in which
Max notices the user’s disengagement. To recognize that the
user is unobservant, Max’s user model is consulted which
includes a history of the user’s conversational and interac-
tional engagement cues. In the beginning, Max tries to en-
courage the user to re-engage. But then after a while, he
disengages himself following the interactional engagement
rules of social norms.
Max: Insert this bolt into a bar.
User: [gazes in opposite direction (neither at Max, nor at
the objects)]
Max: [strong turn-taking gesture, repeats] Insert this bolt
into a bar.
User: [no reaction]
Max: [turn-giving gesture, waits] Okay then we leave it
like that. Bye!
Figure 5. Disengaging from a conversation
The last example (Fig. 6) accounts for task-level engage-
ment. It is shown, how Max agrees to engage in the task
of building a propeller. He builds up a task model, and ex-
plains the first assembly step which needs to be performed.
As the user proposes an object, he relates the utterance to
the situational context and interprets it as engaging in the
task. He agrees and engages himself in the task by perform-
ing the construction step.
User: Let us build a propeller.
Max: Okay, let’s do it together. We need to insert a bolt in
the middle of a three-hole-bar.
User: The yellow one?
Max: Okay [inserts the yellow bolt into a bar].
Figure 6. Engagement in construction tasks
5. Conclusion and Future Work
We have presented our work towards the development
of an engaging and engaged collaboration partner. To ad-
dress the issue of different forms of engagement, we have
presented an analytical model to act as a foundation for our
discussions. The model provides a basic structure to which
engagement phenomena can be allocated, covering differ-
ent skills of engagement. The implementation of these skills
shows first promising behavior. Still, a lot of work remains
to be done to make the agent appear convincing and equal,
but first steps have been taken to successfully cope with as-
pects of engagement. Future extensions will cover the de-
tection of more gestural cues and the consideration and in-
vestigation of appropriate time frames in which the engaged
conversational partner has to react to account for the con-
versational obligations imposed by communicative acts. For
example, an engaged and cooperative user will not hesitate
to answer a question Max has asked.
Finally, and very importantly, we are planning evalua-
tion studies to find out how well Max is perceived and
accepted as a conversational partner and a first evaluation
study on the social interactions with Max in a public mu-
seum is underway. In this context, our proposed engage-
ment model can be used as an analytical basis to provide
lines along which the measurement and classification of en-
gagement behavior can be performed. Certainly, the results
from such studies will be used to gradually adjust and en-
hance our models, ultimately yielding a better understand-
ing of the underlying mechanisms of engagement in collab-
orative tasks.
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