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RELATIVE BENDING ENERGY FOR WEAKLY PRESTRAINED
SHELLS
SILVIA JIME´NEZ BOLAN˜OS AND ANNA ZEMLYANOVA
Abstract. In this paper, we derive a dimensionally reduced model for a thin
film prestrained with a given incompatible Riemannian metric:
Gh(x′, x3) = I3 + 2h
γ S(x′) + 2hγ/2 x3B(x
′) + h.o.t, γ > 2,
where 0 < h≪ 1 is the thickness of the film. The problem is studied rigorously
by using a variational approach and establishing the Γ-convergence of the non-
Euclidean version of the nonlinear elasticity functional. It is shown that the
residual nonlinear elastic energy scales as O(hγ+2) as h→ 0.
1. Introduction.
The present study is concerned with the derivation of dimensionally reduced
models for limiting behavior of thin films prestrained with a family of incompatible
metrics Gh. The motivation behind this study comes from applications for thin
objects with internal prestrain such as growing tissues and various manufactured
phenomena (for instance, polymer gels, atomically thin graphene layers, and plasti-
cally strained sheets). Shape formation driven by internal prestrain is a very active
area of research which has been tackled before by various analytic and numerical
arguments; see for instance [31, 11, 5, 10, 9, 12, 13, 23, 24].
The dimension reduction problems for thin plates and shells consist of minimizing
a nonlinear elastic energy functional representing a mismatch between the defor-
mation of the film and the target Riemannian metric G. In [14, 15], the authors
considered the case G = Id3 and derived nonlinear membrane models, for planar
membranes and shells, from the variational formulation of the three-dimensional
nonlinear elasticity. They showed that the deformations that minimize, or almost
minimize, the total energy weakly converge in a Sobolev space towards deforma-
tions that minimize a nonlinear membrane energy, as the thickness of the body goes
to zero. The limiting nonlinear membrane energy was obtained by Γ-convergence
of the sequence of three-dimensional energies. The notion of Γ-convergence, intro-
duced by Ennio De Giorgi in a series of papers published between 1975 and 1983
[4], has become the standard notion of convergence for variational problems [3].
In the fundamental papers [7, 8], the authors derived the hierarchy of limiting
theories of thin plates which arise as Γ- limits of three dimensional nonlinear theory
in the classical elasticity. In particular, they were able to show that von Ka´rma´n
equations can be obtained rigorously from variational formulation of the nonlinear
elasticity. The limiting theories differ in their scaling as powers of the thickness h
of the plate or shell depending on the scaling of the applied external forces.
Key words and phrases. non-Euclidean plates; nonlinear elasticity; gamma convergence; cal-
culus of variations.
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The work in this area has been further extended to limiting theories for thin
shells in [15, 6, 18, 20, 25, 19, 21, 17]. The first results for thin nonlinear elastic
shells were obtained in [15] for the scaling β = 0. The case β = 2 was investigated
in [6]. The nonlinear theory for shells with varying thickness with external loading
was studied in [18]. In [20], the authors studied higher order β ≥ 4 energy scaling
for thin nonlinear elastic shells. The paper [16] further extends the results of [20], by
proving that the equilibria of nonlinear energy functional for a thin shell converge
to the equilibria of the von Ka´rma´n functional. The intermediate case of 2 < β < 4
was studied in [19]. Finally, the results were summarized and the conjecture about
the infinite hierarchy of limiting two-dimensional models was made in [21]. The
problem for thin shells has been revisited in [17] to study the Γ-limit for thin
shells with certain scaling of the applied forces. In the papers mentioned above,
the deformation of the plate or shell has been activated due to an application of
external forces and not due to the prestrain.
In the context of the prestrain-driven response, the parallel theories are differ-
entiated by the embeddability properties of the target metrics and, a-posteriori,
by the emergence of isometry constraints on deformations with low regularity. In
turn, results on thin limit models have ramifications for the three dimensional
original model with regard to energy scaling laws, understanding of the role of cur-
vature in identifying the material’s mechanical properties, and in the consequences
of the symmetry and the symmetry breaking in the solutions to the resulting Euler-
Lagrange equations. The first work to rigorously study non-trivial configurations
of thin prestrained flat films was produced in [30]. In this paper, the variational
formulation of the problem was introduced by using a nonlinear elasticity functional
and the necessary and sufficient conditions for existence of a W 2,2 isometric immer-
sion were obtained. The targeted metric in [30] does not depend on the thickness
variable of the plate. Further results for quantization of the elastic energy for the
case of thickness-independent metric have been obtained in [1] and [29]. A survey of
available models for the thickness-independent prestrain is given in [28]. The ques-
tion of immersability for a thickness-dependent Riemann metric satisfying certain
general conditions has been decisively answered in [23]. In [24], the dimension re-
duction for oscillatory metrics was obtained. The prescribed incompatibility metric
in this paper exhibits a nonlinear dependence on the transversal variable. Asymp-
totic theories for shallow shells prestrained with a growth tensor linearly dependent
on the transversal variable were studied in [26]. A survey of results available in
prestrained elasticity can be found in [22].
In our paper, as in [32, 25, 27], the prestrain metrics Gh (see (2.6)) are perturba-
tions of the flat I3 metric. In particular, in [27] the authors derived a new variational
model consisting of minimizing a biharmonic energy of the out-of plane displace-
ment v ∈W 2,2(Ω,R), satisfying the Monge-Ampe`re constraint det∇2v = f, where
f = −curlT curlS2×2 is the linearized Gauss curvature of the Riemannian metrics
in (2.6). The work in [27] was done in the parameter range 0 < γ < 2, whereas the
case γ = 2 was treated in [25], leading to the derivation of the Fo¨ppl-von Ka´rma´n
equations accounting for the presence of the prestrain. The main contribution of
our paper is to develop the analysis for the parameter range γ > 2. We identified
the asymptotic behavior of the minimizers of IhW (u
h) as h→ 0 (see (2.2)), through
deriving the Γ-limit of the rescaled energies
1
hγ+2
IhW (u
h). These new outcomes are
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presented in Theorem 3.1 and Theorem 3.2. A generalization of the current re-
sults to the growth tensors Ah(x′, x3) = I3+h
αS(x′)+hγ/2x3B(x
′), with arbitrary
powers α and γ, is currently in preparation [2].
This paper is organized as follows. In Section 2, we give the problem formula-
tion. In Section 3, we present the main results of this paper, which are stated in
Theorem 3.1 and Theorem 3.2. Finally, in Section 4 and Section 5, we present the
proofs of Theorem 3.1 and Theorem 3.2, respectively.
2. Problem formulation: non-Euclidean elasticity model.
Let the smooth invertible growth tensors Ah = [Ahij ] : Ω
h → R3×3, detAh > 0,
be defined by:
Ah(x′, x3) = I3 + h
γS(x′) + hγ/2x3B(x
′), (2.1)
where the scaling exponent γ > 2 and In is the n× n identity matrix. Consider a
family of three-dimensional thin plates:
Ωh = ω × (− h/2, h/2) ⊂ R3,
where ω is an open bounded set of R2 and 0 < h ≪ 1, viewed as the refer-
ence configurations of thin elastic films. A typical point in Ωh is denoted by
x = (x1, x2, x3) = (x
′, x3), where x
′ ∈ ω and |x3| < h/2. The “stretching” and
“bending” tensors S,B : ω → R3×3 are two given smooth matrix fields.
For a deformation uh : Ωh → R3, its elastic energy IhW (uh), defined by:
IhW (u
h) =
1
h
ˆ
Ωh
W (F )dx
=
1
h
ˆ
Ωh
W (∇uh(Ah)−1)dx ∀uh ∈ W 1,2(Ωh,R3), (2.2)
is given in terms of the elastic tensor F = ∇uh(Ah)−1 (see [31]) accounting for the
reorganization of Ωh in response to Ah.
The elastic energy density W : R3×3 → R+ is assumed to satisfy the standard
conditions of normalization, frame indifference with respect to the special orthogo-
nal group SO(3) of proper rotations in R3, and second order nondegeneracy given
by:
∃ c > 0 ∀F ∈ R3×3 ∀R ∈ SO(3) W (R) = 0, W (RF ) = W (F ),
W (F ) ≥ c dist2(F, SO(3)). (2.3)
We also assume that there exists a monotone nonnegative function ν : [0,+∞] →
[0,+∞] which converges to zero at 0, and a quadratic form Q3 on R3×3, with:
∀F ∈ R3×3 ∣∣W (I3 + F )− 1
2
Q3(F )
∣∣ ≤ ν(|F |)|F |2. (2.4)
If W is C2 regular in a neighborhood of SO(3), then condition (2.4) is satisfied
and, in that case, we have Q3 = D2W (I3). Note that (2.4) implies that Q3 is
nonnegative, is positive definite on symmetric matrices, and Q3(F ) = Q3(sym F )
for all F ∈ R3×3 (see [27] for a proof).
Recall that in (2.2), IhW (u
h) = 0 is equivalent, via (2.3) and the polar decompo-
sition theorem, to:
(∇uh)T∇uh = (Ah)T (Ah) and det∇uh > 0 in Ωh; (2.5)
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which is equivalent to: IhW (u
h) = 0 if and only if uh is an isometric immersion of
the Riemannian metric Gh = (Ah)T (Ah). Therefore, the quantity:
eh = inf
{
IhW (u
h); uh ∈ W 1,2(Ωh,R3)}
measures the residual energy at free equilibria of the configuration Ωh that has been
prestrained by Gh. This is consistent with Theorem 2.2 in [30], which observes that
eh > 0 whenever G
h has no smooth isometric immersion in R3, i.e. when there is
no uh with (2.5) or, equivalently, when the Riemann curvature tensor of the metric
Gh does not vanish identically on Ωh.
Observe now that Ah in (2.1) yields:
Gh(x′, x3) = (A
h)T (Ah)
= I3 + 2h
γsym S(x′) + 2hγ/2x3sym B(x
′)
+ 2h3γ/2x3symS(x
′)TB(x′)
+ h2γS(x′)TS(x′) + hγx23B(x
′)TB(x′). (2.6)
2.1. Notation. For a matrix F , Fn×m denotes its n×m principal minor. Ifm = n,
the symmetric part of a square matrix F is denoted by symF = (F + FT )/2. The
superscript T refers to the transpose of a matrix or an operator.
Also, for any F ∈ R2×2, we denote by F ∗ ∈ R3×3 the matrix for which F ∗2×2 = F
and F ∗i3 = F
∗
3i = 0, for i = 1, 2, 3. By ∇tan we denote taking derivatives ∂1 and ∂2
in the in-plate directions e1 = (1, 0, 0)
T and e2 = (0, 1, 0)
T . The derivative ∂3 is
taken in the out-of-plate direction e3 = (0, 0, 1)
T .
Finally, we use the Landau symbols O(hα) and o(hα) to denote quantities which
are of the order of, or vanish faster than hα, as h→ 0. By C we denote any universal
constant, depending on ω and W , but independent of other involved quantities, so
that C = O(1), and it can change values from line to line.
2.2. Formal discussion about scaling. Consider the deformations uh : Ωh → R3
of the shell Ωh given by:
uh(x′, x3) = (x
′, 0)T + hγ/2V (x′) + x3Nh(x
′) + h.o.t.,
where Nh(x
′) is the unit normal to the midplate and V : ω → R3. Notice that we
have:
∇uh(x′, x3) = (I3)∗ + hγ/2∇V +Nh ⊗ e3 + x3∇Nh + h.o.t.,
and, since F = ∇uh(Ah)−1, we have that:
√
FTF = I3 − hγsymS − x3hγ/2symB + hγ/2 sym∇V
+
hγ
2
∇V T∇V + x3sym
([
I3 + h
γ/2∇V T
]
∇Nh
)
+ h.o.t. (2.7)
Now, by (2.7) and using the Taylor expansion for W , we can go back to (2.2) to
obtain:
IhW (u
h) =
1
h
ˆ
Ωh
W (
√
FTF )dx′dx3 =
1
h
ˆ
Ωh
(
1
2
Q3(⋆) + h.o.t.
)
dx′dx3, (2.8)
where Q3(⋆) = D2W (Id)(⋆, ⋆), and ⋆ is given by:
⋆ = −hγsymS − x3hγ/2symB + hγ/2 sym∇V
+
hγ
2
∇TV∇V + x3sym
([
I3 + h
γ/2∇V T )
]
∇Nh
)
+ h.o.t.
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Thus, we can rewrite (2.8) as:
IhW (u
h) =
ˆ
ω
1
2
Q3(−hγsymS + hγ/2 sym∇V + h
γ
2
∇V T∇V )dx′
+
h2
24
ˆ
ω
Q3(−hγ/2symB − hγ/2∇2V3 + hγD)dx′ + h.o.t.
=
h2γ
8
ˆ
ω
Q3(−2symS +∇V T∇V )dx′
+
hγ+2
24
ˆ
ω
Q3(−symB −∇2V3 + h
γ
2D)dx′ + h.o.t.,
where the matrix D is given by:
D =
(
V3,1V1,11 + V3,2V2,11 V3,1V1,12 + V3,2V2,12
V3,1V1,21 + V3,2V2,21 V3,1V1,22 + V3,2V2,22
)
.
Since γ > 2, we observe that IhW (u
h) ≈ C hγ+2 and hence, we expect the Γ-limit of
1
hγ+2
IhW (u
h) to be only the first order change in the linear bending energy:
1
24
ˆ
ω
Q3(B +∇2V3) dx′.
3. The variational limit in the case γ > 2.
As explained before, the main goal of this paper is the identification of the
asymptotic behavior of the minimizers of IhW (u
h) as h → 0, through deriving the
Γ-limit of the rescaled energies
1
hγ+2
IhW (u
h).
In [27] the authors derived a new variational model consisting of minimizing a
biharmonic energy
ˆ
ω
|∇2v|2 dx′ of the out-of plane displacement v ∈ W 2,2(ω,R),
satisfying the Monge-Ampe`re constraint det∇2v = f, where f = −curlT curlS2×2
is the linearized Gauss curvature of the Riemannian metrics in (2.6). This work
was done in the parameter range 0 < γ < 2, whereas the case γ = 2 was treated
in [25], leading to the derivation of the Fo¨ppl-von Ka´rma´n equations accounting
for presence of the prestrain. In what follows, we carry out the analysis for the
parameter range γ > 2.
We now state the main results of this paper:
Theorem 3.1. Let Ah be given as in (2.1), with an arbitrary exponent γ > 2.
Assume that a sequence of deformations uh ∈W 1,2(Ωh,R3) satisfies:
IhW (u
h) ≤ Chγ+2, (3.1)
where W fulfills (2.3) and (2.4). Then, there exist rotations R¯h ∈ SO(3) and
translations ch ∈ R3 such that, for the normalized deformations:
yh ∈W 1,2(Ω1,R3), yh(x′, x3) = (R¯h)Tuh(x′, hx3)− ch, (3.2)
the following hold (up to a subsequence that we do not relabel):
(i) yh(x′, x3)→ x′ in W 1,2(Ω1,R3)
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(ii) The scaled displacements
V h(x′) =
1
hγ/2
 1/2
−1/2
yh(x′, t)− x′dt (3.3)
converge to a vector field V of the form V = (0, 0, V3)
T . This convergence
is strong in W 1,2(ω,R3). The only non-zero out-of-plane scalar component
V3 of V belongs to W
2,2(ω,R).
(iii) Moreover:
lim inf
h→0
1
hγ+2
IhW (u
h) ≥ Iγ(V3), (3.4)
where Iγ :W 2,2(ω)→ R¯+ is given by:
Iγ = 1
24
ˆ
ω
Q2(∇2V3 + (symB(x′))2×2) dx′, (3.5)
and the quadratic non-degenerate form Q2, acting on matrices F ∈ R2×2
is given by:
Q2(F ) = min
{
Q3(F˜ ) : F˜ ∈ R3×3, F˜2×2 = F
}
. (3.6)
Now, for the optimality of the energy bound in (3.4) and of the scaling (3.1):
Theorem 3.2. Assume (2.1), (2.3), and (2.4). Moreover, assume that ω is simply
connected and that γ > 2. Then, for every V3 ∈ W 2,2(ω,R), there exists a sequence
of deformations uh ∈ W 1,2(Ωh,R3) such that the following hold:
(i) The sequence yh(x′, x3) = u
h(x′, hx3) converge in W
1,2(Ω1,R3) to x′.
(ii) V h(x′) =
1
hγ/2
 h/2
−h/2
(
uh(x′, t)− x′) dt converge inW 1,2(Ω,R3) to (0, 0, V3)T .
(iii) Recalling (3.5), one has:
lim
h→0
1
hγ+2
IhW (u
h) = Iγ(V3).
As a result of Theorem 3.1 and Theorem 3.2 we have:
Theorem 3.3. Assume (2.1), (2.3), and (2.4). Moreover, assume that ω is simply
connected and that γ > 2. Then there exist a uniform constant C ≥ 0 such that:
eh = infI
h
W ≤ Chγ+2.
Under this condition, for any minimizing sequence uh ∈ W 1,2(Ωh,R3) for IhW , i.e.
when:
lim
h→0
1
hγ+2
(
IhW (u
h)− infIhW
)
= 0, (3.7)
the convergences (i), (ii) of Theorem 3.1 hold up to a subsequence, and the limit V3
is a minimizer of the functional Iγ defined as in (3.5).
Moreover, for any (global) minimizer V3 of Iγ , there exists a minimizing sequence
uh, satisfying (3.7) together with (i), (ii), and (iii) of Theorem 3.2.
4. Proof of Theorem 3.1.
Proof. This proof will be separated in different sections. In Section 4.1, we obtain
the rotations R¯h required by Theorem 3.1. In Sections 4.2, 4.3, and 4.4 we present
the proof of statements (i), (ii), and (iii) respectively.
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4.1. Construction of the rotations R¯h. First, we quote the following approx-
imation result (Theorem 4.1), which can be directly obtained from the geometric
rigidity estimate found in Theorem 1.6 in [7], in view of the following bounds:
V ar(Ah) =
∥∥∇t(Ah∣∣x3=0)
∥∥∥
L∞(ω)
+
∥∥∂3Ah∥∥L∞(Ωh) ≤ Ch γ2 ,∥∥Ah∥∥
L∞(Ωh)
+
∥∥(Ah)−1∥∥
L∞(Ωh)
≤ C.
Theorem 4.1. Let uh ∈ W 1,2(Ωh,R3) satisfy lim
h→0
1
h2
IhW (u
h) = 0, which is, in
particular, implied by (3.1). Then, there exist matrix fields Rh ∈ W 1,2(ω,R3×3),
such that Rh(x′) ∈ SO(3) for a.e. x′ ∈ ω, and:
1
h
ˆ
Ωh
∣∣∇uh(x) −Rh(x′)Ah(x)∣∣2 dx ≤ Ch2+γ ,
ˆ
ω
∣∣∇Rh∣∣2 dx′ ≤ Chγ . (4.1)
In order to achieve the proof of compactness in Theorem 3.1, we outline similar
arguments as in [27], emphasizing the differences and new outcomes of this paper.
Assume (3.1) and let Rh ∈ W 1,2(ω,R3×3) be the matrix fields given by The-
orem 4.1. Define the averaged rotations: R˜h = PSO(3)
 
ω
Rh. These projections
of
 
ω
Rh onto SO(3) are well defined for small h since, by (4.1) and Poincare´’s
inequality, we have:
dist2
( 
ω
Rh, SO(3)
) ≤ C
 
ω
∣∣∇Rh∣∣2 dx′ ≤ Chγ ,
which together with Poincare´’s inequality, deliver:ˆ
ω
∣∣∣Rh − R˜h∣∣∣2 ≤ C(
ˆ
ω
∣∣Rh −
 
ω
Rh
∣∣2 + dist2(
 
ω
Rh, SO(3)
)) ≤ Chγ . (4.2)
Now, let:
Rˆh = PSO(3)
 
Ωh
(R˜h)T∇uh, (4.3)
which is well defined for small h because:
dist2
(  
Ωh
(R˜h)
T∇uh, SO(3))
≤ C(
 
Ωh
∣∣∇uh −RhAh∣∣2 +
 
Ωh
∣∣Ah − I3∣∣2 +
 
Ωh
|Rh − R˜h|2)
≤ Chγ , (4.4)
where we used (4.1), (2.1), and (4.2). Consequently, using the fact that I3 =
PSO(3)I3, we also obtain:
|Rˆh − I3|2 ≤ C
(
dist2
(  
Ωh
(R˜h)T∇uh, SO(3))+ ∣∣
 
Ωh
(R˜h)T∇uh − I3
∣∣2)
≤ Chγ . (4.5)
We may now define:
R¯h = R˜hRˆh. (4.6)
By (4.2), (4.5), and (4.1), it follows that:ˆ
ω
∣∣Rh − R¯h∣∣2 ≤ C(
ˆ
ω
|Rh − R˜h|2 +
ˆ
ω
|R˜h(I3 − Rˆh)|2
)
≤ Chγ . (4.7)
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Now, consider:
∥∥(R¯h)TRh − I3∥∥2W 1,2(ω) =
ˆ
ω
∣∣Rh − R¯h∣∣2 +
ˆ
ω
∣∣∇Rh∣∣2 ≤ Chγ , (4.8)
and observe that from (4.8) we conclude:
lim
h→0
(R¯h)TRh = I3 in W
1,2(ω,R3×3). (4.9)
Lemma 4.2. There exist vectors ch ∈ R3 such that, for the re-scaled averaged
displacement V h defined as in (3.3):
V h(x′) =
1
hγ/2
 1/2
−1/2
(R¯h)Tuh(x′, ht)− ch − x′dt,
it holds: ˆ
ω
V h dx′ = 0, skew
ˆ
ω
∇V h dx′ = 0. (4.10)
Proof. To ensure the first statement in (4.10), we can take:
ch =
1
|ω|
ˆ
ω
 1/2
−1/2
[
(R¯h)Tuh(x′, ht)− x′] dtdx′.
For the second statement in (4.10), we observe that:
∇V h = 1
hγ/2
 1/2
−1/2
[
(R¯h)T∇tanuh(x′, ht)− (I3)∗
]
dt. (4.11)
In view of (4.6), we obtain that:
(R¯h)T
 
Ωh
∇uh = (Rˆh)T
 
Ωh
(R˜h)T∇uh;
and, because of (4.3) and (4.4), (R¯h)T
 
Ωh
∇uh is symmetric. Hence:
skew
 
ω
∇V h = h−γ/2skew
 
Ωh
(R¯h)T∇uh = 0.
In particular, we see as well that (4.6) is equivalent to:
R¯h = PSO(3)
 
Ωh
∇uh.
The above result is true since for a matrix F sufficiently close to SO(3), its pro-
jection R0 = PSO(3)F coincides with the unique rotation appearing in the polar
decomposition of F , that is, F = R0U with skewU = 0. 
4.2. Proof of (i) in Theorem 3.1. We use (3.2), (4.6), (4.4), and (4.5), to obtain:∥∥∥(∇yh − I3)3×2
∥∥∥2
L2(Ω1)
≤ 1
h
ˆ
Ωh
∣∣(R¯h)T∇uh − I3∣∣2
≤ C
( 1
h
ˆ
Ωh
∣∣(R˜h)T∇uh − I3∣∣2 + 1
h
ˆ
Ωh
∣∣Rˆh − I3∣∣2
)
≤ Chγ , (4.12)
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and also, by (4.1), we get:
∥∥∂3yh∥∥2L2(Ω1) = h
ˆ
Ωh
∣∣∂3uh∣∣2
≤ Ch
(ˆ
Ωh
∣∣∇uh −RhAh∣∣2 +
ˆ
Ωh
∣∣Ah∣∣2 )
≤ Ch2. (4.13)
By the first statement in (4.10), we have:ˆ
Ω1
yh(x) − x′ dx = hγ/2
ˆ
ω
V h dx′ = 0;
hence, using Poincare´’s inequality, (4.12), and (4.13), we have:
∥∥yh(x) − x′∥∥2
L2(Ω1)
≤ C
ˆ
Ω1
∣∣∇yh − I3∣∣2
≤ C
(ˆ
Ω1
∣∣∇yh − I3∣∣23×2 +
ˆ
Ω1
∣∣∂3yh∣∣2
)
≤ Ch2, (4.14)
and therefore, we obtain the convergence of yh to x′ in W 1,2(Ω1).
4.3. Proof of (ii) in Theorem 3.1.
Lemma 4.3. V h converges (up to a subsequence) weakly in W 1,2(ω,R3).
Proof. Observe that, using the first statement in (4.10) and Poincare´’s inequality,
we have: ∥∥V h∥∥2
L2(ω)
≤ C
∥∥∇V h∥∥2
L2(ω)
.
Also, by Jensen’s inequality and (4.12), we obtain:
∥∥∇V h∥∥2
L2(ω)
=
∣∣∣
∣∣∣ 1
hγ/2
 1/2
−1/2
[
(R¯h)T∇tanuh(x′, ht)− (I3)∗
]
dt
∣∣∣
∣∣∣2
L2(ω)
≤ C
hγ
ˆ
Ω1
∣∣(R¯h)T∇tanuh(x′, ht)− (I3)∗∣∣2
≤ C.
Therefore: ∥∥V h∥∥2
W 1,2(ω)
=
∥∥V h∥∥2
L2(ω)
+
∥∥∇V h∥∥2
L2(ω)
≤ C.
Hence, V h is a bounded sequence in the norm ofW 1,2(ω,R3), which implies the V h
is weakly convergent (up to a subsequence, still called V h) to V inW 1,2(ω,R3). 
Consider the matrix fields Dh ∈W 1,2(ω,R3×3):
Dh(x′) =
1
hγ/2
 h/2
−h/2
(R¯h)TRh(x′)Ah(x′, t)− I3 dt
= hγ/2(R¯h)TRh(x′)S(x′) +
1
hγ/2
(
(R¯h)TRh(x′)− I3
)
. (4.15)
Lemma 4.4. The sequenceDh converges (up to a subsequence) weakly inW 1,2(ω,R3×3).
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Proof. Since S is smooth and by (4.7), we have that:∥∥Dh∥∥2
L2(ω)
=
ˆ
ω
∣∣hγ/2(R¯h)TRh(x′)S(x′) + 1
hγ/2
(
(R¯h)TRh(x′)− I3
) ∣∣2 dx′
≤ C
(
hγ
ˆ
ω
|S(x′)|2 dx′ + 1
hγ
ˆ
ω
∣∣(Rh(x′)− R¯h)∣∣2 dx′
)
≤ C.
Also, by (4.1), we have that:∥∥∇Dh∥∥2
L2(ω)
=
ˆ
ω
∣∣hγ/2(R¯h)T∇ (Rh(x′)S(x′))+ 1
hγ/2
(R¯h)T∇Rh(x′)∣∣2 dx′
≤ C(hγ
ˆ
ω
∣∣∇Rh(x′)∣∣2 |S(x′)|2 dx′
+ hγ
ˆ
ω
|∇S(x′)|2 dx′ + 1
hγ
ˆ
Ω
∣∣∇Rh∣∣2 )
≤ C.
Therefore
∥∥Dh∥∥2
W 1,2(ω)
≤ C and so, up to a subsequence still called Dh, we obtain:
lim
h→0
Dh = D weakly in W 1,2(ω,R3×3) (4.16)

The following limit:
lim
h→0
1
hγ/2
((
R¯h
)T
Rh − I3
)
= D in Lq(ω,R3×3), (4.17)
for all q ≥ 1, is obtained by noticing that:∣∣∣∣∣∣ 1
hγ/2
(
(R¯h)TRh − I3
)−D∣∣∣∣∣∣
Lq(ω)
≤
∣∣∣
∣∣∣ 1
hγ/2
(
(R¯h)TRh − I3
)−Dh∣∣∣
∣∣∣
Lq(ω)
+
∥∥Dh −D∥∥
Lq(ω)
≤ hγ/2
∥∥(R¯h)TRh(x′)S(x′)∥∥
Lq(ω)
+
∥∥Dh −D∥∥
Lq(ω)
. (4.18)
Since SO(3) is a bounded set, we know that
∥∥(R¯h)TRh∥∥
L∞(ω)
≤ C for some C > 0;
and since S is smooth, we have that ‖S‖Lq(ω) is also bounded. Then, the first term
on the right hand side of (4.18) is bounded by Chγ/2. For the second term, by
Lemma 4.4, the Rellich-Kondrachov theorem, and since ω is bounded, we have that
Dh converges strongly in Lq(Ω) to D, for q ≥ 1 . Therefore we have proven (4.17).
Lemma 4.5. The limiting matrix field D has skew-symmetric values:
symD = lim
h→0
symDh = 0. (4.19)
Proof. For all R ∈ SO(3), we have:
(R− I3)T (R− I3) = 2 I3 − 2 symR = −2 sym(R − I3). (4.20)
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Now, using (4.20), (4.7), and (4.1), we obtain:
1
hγ/2
∥∥sym((R¯h)TRh − I3)∥∥L2(ω)
=
1
2hγ/2
∥∥∥((R¯h)TRh − Id)T ((R¯h)TRh − I3)
∥∥∥
L2(ω)
≤ C 1
hγ/2
∥∥Rh − R¯h∥∥2
W 1,2(ω)
≤ Chγ/2.
Then, it follows that:
1
hγ/2
∥∥sym((R¯h)TRh − I3)∥∥L2(ω) → 0
as h→ 0; and, as a result, D has skew-symmetric values. 
By (4.20), we observe that:
1
hγ/2
symDh = sym
[
(R¯h)TRh(x′)S(x′) +
1
hγ
(
(R¯h)TRh(x′)− I3
)]
= sym
[
(R¯h)TRh(x′)S(x′)
]
− 1
2hγ
(
(R¯h)TRh − I3
)T (
(R¯h)TRh − I3
)
. (4.21)
First, since S is smooth, we have:
∥∥(R¯h)TRh(x′)S(x′)− S(x′)∥∥
Lq(ω)
=
∥∥[(R¯h)TRh(x′)− I3]S(x′)∥∥Lq(ω)
≤ C ∥∥(R¯h)TRh(x′)− I3∥∥Lq(ω) . (4.22)
Using (4.8) and the Rellich-Kondrachov theorem, it follows that the limit, as h→ 0,
of the right hand side of (4.22) is zero, for q ≥ 1.
Also, observe that:
∣∣∣
∣∣∣ 1
hγ
(
(R¯h)TRh − I3
)T (
(R¯h)TRh − I3
)
+D2
∣∣∣
∣∣∣
Lq(ω)
≤
∣∣∣
∣∣∣ 1
hγ/2
(
(R¯h)TRh − I3
)T [ 1
hγ/2
(
(R¯h)TRh − I3
)−D]∣∣∣
∣∣∣
Lq(ω)
+
∣∣∣
∣∣∣[ 1
hγ/2
(
(R¯h)TRh − I3
)−D]TD∣∣∣
∣∣∣
Lq(ω)
(4.23)
approaches 0, as h→ 0, by (4.17).
Therefore, by (4.21), (4.22) and (4.23), we obtain:
lim
h→0
1
hγ/2
symDh = lim
h→0
sym
[
(R¯h)TRh(x′)S(x′)
]
− 1
2hγ
(
(R¯h)TRh − I3
)T (
(R¯h)TRh − I3
)
= symS +
1
2
D2 in Lq(ω,R3×3), ∀q ≥ 1.
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As for the convergence of V h, we have by (4.11) and (4.15) that:[∇V h(x′)−Dh(x′)]
3×2
=
1
hγ/2
(R¯h)T
 h/2
−h/2
[∇tanuh(x′, t)−Rh(x′)Ah(x′, t)]3×2 dt, (4.24)
which, together with (4.1), imply that:∥∥∥[∇V h(x′)−Dh(x′)]3×2
∥∥∥2
L2(ω)
≤ C
hγ+1
ˆ
Ωh
∣∣∇uh(x′, t)−Rh(x′)Ah(x′, t)∣∣2 dx
≤ Ch2, (4.25)
and therefore, by (4.16), the sequence ∇V h converges in L2(ω,R3×2) to D. Observe
that:
∇tanV = D3×2, (4.26)
and D ∈ W 1,2(ω,R3×3) by (4.16). Then, we obtain V ∈ W 2,2(ω,R3).
Finally, we use (4.19) to conclude that sym(∇tanV )2×2 = 0, and so, by Korn’s
inequality: ˆ
ω
|(∇tanV )2×2|2 dx′ ≤ C
ˆ
ω
|sym(∇tanV )2×2|2 dx′ = 0,
which implies Vtan must be constant and, hence, equal to 0 in view of (4.10). Then
V = (0, 0, V3). This ends the proof of (ii) in Theorem 3.1.
4.4. Proof of (iii) in Theorem 3.1. To prove the lower bound (3.4), we define
the rescaled strains P h ∈ L2(Ω1,R3×3) by:
P h(x′, x3) =
1
hγ/2+1
(
(Rh(x′))T∇uh(x′, hx3)
(
Ah(x′, hx3)
)−1 − I3
)
.
Lemma 4.6. The rescaled strains P h converge (up to a subsequence) weakly in
L2(Ω1,R3×3).
Proof. Observe that, since Ah is smooth, Rh ∈ SO(3), and using (4.1), we have:
∥∥P h∥∥2
L2(Ω1)
≤ C
hγ+3
ˆ
Ωh
∣∣∇uh(x′, t)−Ah(x′, t)∣∣2 dx′dt ≤ C. (4.27)
Then, up to a subsequence, we get:
lim
h→0
P h = P weakly in L2(Ω1,R3×3). (4.28)

We follow similar steps as in [25] to obtain a useful property of the limiting strain
P . First, by (3.2), we obtain:(
∂3y
h − he3
)
hγ/2+1
=
1
hγ/2
(R¯h)T
[∇uh(x′, hx3)−Rh(x′)Ah(x′, hx3)] e3
+
1
hγ/2
(R¯h)TRh(x′)
[
Ah(x′, hx3)− I3
]
e3
+
1
hγ/2
[
(R¯h)TRh(x′)− I3
]
e3. (4.29)
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Let’s study all three terms on the right-hand side of (4.29). For the first term,
using (4.1), we get:
1
hγ
ˆ
Ω1
∣∣(R¯h)T [∇uh(x′, hx3)−Rh(x′)Ah(x′, hx3)] e3∣∣2 dx′dx3
≤ 1
hγ+1
ˆ
Ωh
∣∣∇uh(x′, t)−Rh(x′)Ah(x′, t)∣∣2 dx′dx3
≤ Ch2.
For the second term, we have:
1
hγ
ˆ
Ω1
∣∣(R¯h)TRh(x′) [Ah(x′, hx3)− I3] e3∣∣2 dx′dx3
≤
ˆ
Ω1
∣∣∣hγ/2S(x′) + hx3B(x′)
∣∣∣2 dx′dx3
≤ Ch2.
And finally, for the third term, using (4.17), we have that it converges to De3 in
L2(ω). Therefore:
lim
h→0
1
hγ/2+1
(
∂3y
h − he3
)
= De3 in L
2(Ω1,R3). (4.30)
For each small s > 0, we define the sequence of functions f s,h ∈ W 1,2(Ω1,R3):
f s,h(x) =
1
hγ/2+1
1
s
(yh(x+ se3)− yh(x)− hse3). (4.31)
Clearly, (4.31) is equivalent to
f s,h(x) =
1
hγ/2+1
 s
0
(∂3y
h(x+ te3)− he3)dt,
and, by (4.30), we have that:
lim
h→0
f s,h = De3 in L
2(Ω1,R3). (4.32)
Also, observe that ∂3f
s,h(x) =
1
s
1
hγ/2+1
(
∂3y
h(x+ se3)− ∂3yh(x)
)
. Then:
∥∥∂3f s,h(x)∥∥L2(Ω1) ≤ 1|s|
∥∥∥∥ 1hγ/2+1
(
∂3y
h(x+ se3)− he3
)−De3
∥∥∥∥
L2(Ω1)
+
1
|s|
∥∥∥∥ 1hγ/2+1
(
∂3y
h(x)− he3
)−De3
∥∥∥∥
L2(Ω1)
goes to 0 as h→ 0, by (4.30). In other words:
lim
h→0
∂3f
s,h = 0 in L2(Ω1,R3). (4.33)
Further, for any α = 1, 2, we have:
∂αf
s,h(x) =
1
s
(R¯h)TRh(x′)
[
P h(x′, x3 + s)A
h(x′, hx3 + hs)
− P h(x′, x3)Ah(x′, hx3)
+
1
hγ/2+1
(
Ah(x′, hx3 + hs)−Ah(x′, hx3)
) ]
eα;
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which, in view of (4.28), (4.9), and since Ah → I3 strongly in L2(ω,R3×3), yields
the weak convergence in L2(Ω1,R3×2) of ∂αf
s,h(x):
lim
h→0
∂αf
s,h(x) =
1
s
(P (x′, x3 + s)− P (x′, x3)) eα
+
1
s
lim
h→0
1
hγ/2+1
(
I3 + h
γS(x′) + hγ/2+1(x3 + s)B(x
′)
−(I3 + hγS(x′) + hγ/2+1x3B(x′))
)
eα
=
1
s
(P (x′, x3 + s)− P (x′, x3)) eα +B(x′)eα. (4.34)
Consequently, by (4.32), (4.33), and (4.34), we see that f s,h converges weakly in
W 1,2(ω,R3) to De3. Hence, the left-hand side in (4.34) equals ∂α(De3):
∂α(De3) =
1
s
(P (x′, x3 + s)− P (x′, x3)) eα +B(x′)eα.
Also, we notice that:
(∂3P )eα = lim
s→0
(P (x′, x3 + s)− P (x′, x3)
s
)
eα = ∂α(De3)−B(x′)eα;
and consequently:
P (x)3×2 = (∇(D(x′)e3)−B(x′))3×2 x3 + P0(x′)3×2, (4.35)
for some P0 ∈ L2(ω,R3×3).
We can now finish the proof of Theorem 3.1. Observe that, from (2.4), and using
the Taylor expansion of the function W (F ) close to F = I3, we obtain:
1
hγ+2
W
(∇uh(x)(Ah(x))−1)
=
1
hγ+2
W
(
(Rh(x))T∇uh(x)(Ah(x))−1)
=
1
hγ+2
W
(
Id+ hγ/2+1P h(x)
)
=
1
2
Q3(P h(x)) + ν
(
hγ/2+1|P h|
)
O(|P h(x)|2). (4.36)
Consider the sets Uh =
{
x ∈ Ω1 : h
∣∣P h(x′, x3)∣∣ ≤ 1}. Note that, using Ho¨lder’s
inequality and (4.1), we have:
ˆ
Ω1
|hP h|dx
=
1
hγ/2+1
ˆ
Ωh
∣∣∣(Rh(x′))T∇uh(x′, t) (Ah(x′, t))−1 − Id
∣∣∣ dx
≤ C
hγ/2+1
( ˆ
Ωh
∣∣∇uh(x′, hx3)−Rh(x′)Ah(x′, hx3)∣∣2 dx
)1/2
≤ Ch1/2. (4.37)
Since, by (4.37), hP h converges to 0 in L1(Ω1) as h → 0, then there exists a
subsequence (which we call again hP h) such that hP h converges to 0 pointwise a.e.
RELATIVE BENDING ENERGY FOR WEAKLY PRESTRAINED SHELLS 15
Now, for that subsequence observe that, by (4.37), we obtain:ˆ
Ω1
|χUh − 1|2dx =
ˆ
Ω1\Uh
1dx
≤
ˆ
Ω1\Uh
|hP h|dx ≤
ˆ
Ω1
|hP h|dx ≤ Ch1/2.
And therefore, χUh converges to 1 in L
2(Ω1) as h→ 0.
Since lim
t→0
ν(t) = 0, using (4.36), and the properties of Q3, we get:
lim inf
h→0
1
hγ+2
IhW (u
h)
≥ lim inf
h→0
1
hγ+2
ˆ
Ω1
χUhW
(
∇uh(x′, hx3)
(
Ah(x′, hx3)
)−1 )
dx
= lim inf
h→0
(1
2
ˆ
Ω1
Q3(χUhP h(x))dx + o(1)
ˆ
Ω1
|P h(x)|2dx
)
≥ 1
2
ˆ
Ω1
Q3(symP (x))dx, (4.38)
where the convergence to 0 of the term o(1)
ˆ
Ω1
|P h(x)|2dx as h → 0 follows from
(4.1); and since, by (4.28), χUhP
h(x) converges weakly to P in L2(Ω1,R3×3).
Further, by (3.6) and (4.35):
1
2
ˆ
Ω1
Q3(symP (x))dx
≥ 1
2
ˆ
Ω1
Q2(symP2×2(x))dx
=
1
2
ˆ
Ω1
Q2(x3 sym (∇De3 −B(x′))2×2 + symP0(x′)2×2)dx
≥ 1
24
ˆ
Ω
Q2(sym(∇De3)2×2 − (symB(x′))2×2) dx′. (4.39)
Now, in view of Theorem 3.1 (ii), (4.19), and (4.26) we have:
(De3)
T = 〈D1,3, D2,3, 0〉T = 〈−D3,1,−D3,2, 0〉T = −〈∂1V3, ∂2V3, 0〉T ,
in other words:
(∇De3)2×2 = −∇2V3,
which yields the claim in Theorem 3.1 (iii), by (4.38) and (4.39). 
5. Proof of Theorem 3.2.
Proof. Recalling (3.6) the definition of Q2, let c(F ) ∈ R3 be the unique vector so
that:
Q2(F ) = Q3(F ∗ + sym(c⊗ e3)).
The mapping c : R2×2sym → R3 is well-defined and linear, by the properties of Q3.
Also, for all F ∈ R3×3, we denote by l(F ) the unique vector in R3, linearly depend-
ing on F , such that:
sym(F − (F2×2)∗) = sym(l(F )⊗ e3).
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Let the out-of-plane displacement V3 be as in Theorem 3.1. By the Rellich-
Kondrachov embedding theorem, since V3 ∈ W 2,2(ω,R), we have V3 ∈ W 1,q(ω,R)
for all 1 ≤ q < ∞. We first prove the result under the additional assumption of
V3 being smooth up to the boundary in Section 5.1. In Section 5.2, we prove the
result for V3 ∈W 2,2(ω,R).
5.1. Case: V3 ∈ C∞(ω¯,R). Define the recovery sequence:
uh(x′, x3)
=
[
x′
0
]
+
[
0
hγ/2V3(x
′)
]
+ x3
[−hγ/2(∇tanV3(x′))T
1
]
+
1
2
hγ/2x23d
1(x′), (5.1)
for (x′, x3) ∈ Ωh, where the smooth warping field d1 : Ω¯→ R3 is given by:
d1 = l(B) + c
(−∇2V3 − (symB)2×2) . (5.2)
Calculating the deformation gradient, we obtain:
∇uh = I3 + hγ/2V − hγ/2x3
(∇2tanV3)∗ + hγ/2 [ 12x23∇tand1 x3d1] ,
where the skew-symmetric matrix field V is given by
V =
[
0 −(∇tanV3)T
∇tanV3 0
]
.
The convergence statements in (i) and (ii) of Theorem 3.2 are verified by a straight-
forward calculation:
For (i): ∥∥yh(x′, x3)− x′∥∥W 1,2(Ω1,R3) ≤ Ch.
For (ii): ∥∥∥V h(x′)− [0 0 V3]T
∥∥∥
W 1,2(Ω,R3)
≤ Ch2.
To prove (iii), we need to estimate the energy of the sequence uh. In order
to do this, we shall use an auxiliary SO(3)-valued matrix Rh = eh
γ/2V . Clearly,
Rh = I3 + h
γ/2V + hγ2 V2 + h.o.t and (Rh)T = I3 − hγ/2V + h
γ
2 V2 + h.o.t. Also,
recall that (Ah)−1 = Id− hγS − hγ/2x3B + h.o.t. Hence, we obtain:
(Rh)T (∇uh)(Ah)−1
= I3 + h
γ
(
− 1
2
V2 − S
)
+ hγ/2x3
(
− (∇2V3)∗ −B + d1 ⊗ e3
)
+ h.o.t.
Using the definition of the quadratic form Q3(F ), Taylor expanding the energy
density W around the identity, and taking into account the uniform boundedness
of all the involved functions and their derivatives, we get in (2.2):
IhW (u
h) =
1
h
ˆ
Ωh
W ((Rh)T (∇uh)(Ah)−1)dx
=
h2γ
2
ˆ
Ω
Q3
(
sym
(− 1
2
V2 − S))dx′
+
hγ+2
24
ˆ
Ω
Q3
(
sym
(
− (∇2V3)∗ −B + d1 ⊗ e3
))
dx′ + h.o.t. (5.3)
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In view of (5.3), it follows that:
1
hγ+2
IhW (u
h)
=
1
24
ˆ
Ω
Q3
(
sym
(
− (∇2V3)∗ −B + d1 ⊗ e3
))
dx′ +O(hγ−2).
Observe that, from (5.2),we get that:
sym
(
− (∇2V3)∗ −B + d1 ⊗ e3
)
=
(−∇2V3 − (symB)2×2)∗ + sym ((d1 − l(B))⊗ e3)
=
(−∇2V3 − (symB)2×2)∗ + sym ((c (−∇2V3 − (symB)2×2))⊗ e3) ,
which implies:
1
hγ+2
IhW (u
h) = If (V3) +O(hγ−2), (5.4)
which, in turn, proves (iii) for smooth displacement V3.
5.2. Case: V3 ∈ W 2,2(ω,R). We now consider a sequence V n3 ∈ C∞(ω,R) such
that:
‖V n3 − V3‖W 2,2(ω,R) → 0, as n→∞. (5.5)
Define the sequence uh,n as in (5.1) using V n3 instead of V3:
uh,n(x′, x3)
=
[
x′
0
]
+
[
0
hγ/2V n3 (x
′)
]
+ x3
[−hγ/2(∇V n3 (x′))T
1
]
+
1
2
hγ/2x23d
1,n(x′),
where the smooth warping field d1,n : ω¯ → R3 is given by:
d1,n = l(B) + c
(−∇2V n3 − (symB)2×2) .
Calculating the deformation gradient, we first obtain:
∇uh,n = I3 + hγ/2Vn − hγ/2x3
(∇2V n3 )∗ + hγ/2 [ 12x23∇d1,n x3d1,n] ,
where the skew-symmetric matrix field Vh is given by:
Vn =
[
0 −(∇V n3 )T
∇V n3 0
]
.
Let the sequence {n(h)} be such that n(h)→∞ when h→ 0, and define:
uh(x
′, x3) := u
h,n(h)(x′, x3).
Observe that:∣∣∣∣ 1hγ+2 IhW (uh)− If (V3)
∣∣∣∣
≤
∣∣∣∣ 1hγ+2 IhW (uh)− If (V
n(h)
3 )
∣∣∣∣ +
∣∣∣If (V n(h)3 )− If (V3)
∣∣∣ . (5.6)
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We will study the two terms on the right hand side of (5.6). As above, we use an
auxiliary SO(3)-valued matrix Rh,n(h) = eh
γ/2Vn(h) . Hence, we obtain:∥∥∥I3 − (Rh,n(h))T (∇uh)(Ah)−1
∥∥∥
L∞(Ωh,R3×3)
≤ C hγ/2+1
(
1 +
∣∣∣∣∇V3n(h)∣∣∣∣L∞(ω) +
∣∣∣∣(∇2V3n(h))∗∣∣∣∣L∞(ω)
+
∣∣∣∣∇3V3n(h)∣∣∣∣L∞(ω)
)
.
Let ǫ > 0, we can always find h1 > 0 such that for all h ≤ h1:
hγ/2+1
(
1 +
∣∣∣∣∇V3n(h)∣∣∣∣L∞(ω) +
∣∣∣∣(∇2V3n(h))∗∣∣∣∣L∞(ω)
+
∣∣∣∣∇3V3n(h)∣∣∣∣L∞(ω)
)
<
ǫ
2C
, (5.7)
by reparameterizing the sequence V
n(h)
3 , in order to slow down the rate of conver-
gence to V3.
Then, in a similar way to (5.4), we obtain:
1
hγ+2
IhW (uh)
= If (V n3 (n)) +O
(
min(hγ−2, h2)F
(∇V3n(h), (∇2V3n(h))∗,∇3V3n(h))
)
,
where the quantity F
(
∇V3n(h),∇2V3n(h),∇3V3n(h)
)
depends only on L∞(ω)-norms
of ∇V3n(h),
(
∇2V3n(h)
)∗
and ∇3V3n(h).
As above, we can always find h2 > 0 such that for all h ≤ h2:
O
(
min(hγ−2, h2)
∣∣F (∇V3n(h), (∇2V3n(h))∗,∇3V3n(h))∣∣
)
<
ǫ
2
,
which is possible by slowing down the rate of convergence of the sequence V
n(n)
3
(by reparametrizing the sequence). Take h3 = min(h1, h2). Then, for the first term
on the right hand side of (5.6), we have:∣∣∣∣ 1hγ+2 IhW (uh)− If (V
n(h)
3 )
∣∣∣∣ < ǫ2 ,
for all h ≤ h3.
Also, by (3.5) and (3.6), we obtain for the second term on the right hand side of
(5.6): ∣∣∣If (V n(h)3 )− If (V3)
∣∣∣ ≤ 1
24
ˆ
ω
∣∣∣Q2(∇2V n(h)3 + (symB(x′))2×2)
−Q2(∇2V3 + (symB(x′))2×2)
∣∣∣ dx′
=
1
24
ˆ
ω
∣∣∣Q3
((−∇2V n(h)3 − (symB)2×2)∗
+ sym
((
c
(−∇2V n(h)3 − (symB)2×2))⊗ e3
))
−Q3
((−∇2V3 − (symB)2×2)∗
+ sym
((
c
(−∇2V3 − (symB)2×2))⊗ e3)
)∣∣∣ dx′.
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Define:
T n(h) =
(−∇2V n(h)3 − (symB)2×2)∗
+ sym
((
c
(−∇2V n(h)3 − (symB)2×2))⊗ e3
)
,
and:
T =
(−∇2V3 − (symB)2×2)∗
+ sym
((
c
(−∇2V3 − (symB)2×2))⊗ e3) ,
and notice that: ∥∥∥T n(h)
∥∥∥
L2(ω)
+ ‖T ‖L2(ω) ≤ C.
Then, using Ho¨lder’s inequality and properties of Q3, we obtain:∣∣∣If (V n(h)3 )− If (V3)
∣∣∣
≤ 1
24
ˆ
ω
∣∣∣Q3(T n(h))−Q3(T )
∣∣∣ dx′
≤ C∣∣∣∣T n(h) − T ∣∣∣∣
L2(ω)
(∣∣∣∣T n(h)∣∣∣∣
L2(ω)
+
∣∣∣∣T ∣∣∣∣
L2(ω)
)
≤ C∣∣∣∣T n(h) − T ∣∣∣∣
L2(ω)
,
Now, by (5.5), there exists h4 > 0 such that∥∥∥T n(h) − T
∥∥∥
L2(ω)
=
∣∣∣∣(∇2V n(h)3 −∇2V3)∗
+ sym
((
c
(∇2V n(h)3 −∇2V3))⊗ e3)∣∣∣∣L2(ω)
≤
∣∣∣∣(∇2V n(h)3 −∇2V3)∗∣∣∣∣L2(ω)
+
∣∣∣∣sym((c(∇2V n(h)3 −∇2V3))⊗ e3)∣∣∣∣L2(ω)
<
ǫ
2C
,
for all h ≤ h4. Finally, taking h∗ = min(h3, h4), we obtain that for all h ≤ h∗ we
have: ∣∣∣ 1
hγ+2
IhW (uh)− If (V3)
∣∣∣ < ǫ.
This concludes the proof of (iii) in Theorem 3.2. 
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