In contrast with software-generated randomness (called pseudo-randomness), quantum randomness is provable incomputable, i.e. it is not exactly reproducible by any algorithm. We provide experimental evidence of incomputability -an asymptotic property -of quantum randomness by performing finite tests of randomness inspired by algorithmic information theory. PACS numbers: 03.67.Lx, 03.65.Ta, 03.67.Ac, 03.65 the ratio between the circumference and the diameter of an ideal circle, or Champernowne's constant); (iii) Turing incomputable, but not algorithmically random; (iv) algorithmically random [5] [6] [7] . One can ask: in which of these four classes do we find quantum randomness?
algorithmic randomness.
Quantum randomness produced by quantum systems which have no classical interpretation is provable [4] Turing incomputable. More precisely, if the experiment would run under ideal conditions "to infinity," the resulting infinite sequence of bits would be Turing incomputable; i.e., no Turing machine (or algorithm) could reproduce exactly this infinite sequence of digits. This result has many consequence; here is one example. The experiment could produce a billion of 0s, but not all bits produced will be 0. A stronger form of incomputability holds true: every Turing machine (or algorithm) can reproduce exactly only finitely many scattered digits of that infinite sequence. Yet this proof stops short of showing that the sequence produced by such a quantum experiment is algorithmically random; i.e., it is unknown whether or not such a sequence is or is not algorithmically random. One of the strategies toward answering this question is to empirically perform tests "against" the algorithmic randomness hypothesis.
Our (more modest) aim is to present tests capable of distinguishing computable from incomputable sources of "randomness" by examining (long, but) finite prefixes of infinite sequences. Such differences are guaranteed to exist by [4] , but, because computability is an asymptotic property, there was no guarantee that finite tests can "pick" differences in the prefixes we have analyzed.
II. TESTS OF EXPERIMENTAL QUANTUM INDETERMINACY
Based on Born's postulate, several quantum random number generators based on beam splitters have recently been proposed and realized [8] [9] [10] [11] [12] [13] [14] [15] . In what follows a detailed analysis of bit strings of length 2 32 obtained by two such quantum random number generators will be presented -the first analysis of a set of quantum bits of this size (the size correlates well with the square root of the cycle length used by cyclic pseudo-random generators; randomness properties of longer strings generated in this way are impaired). We will compare the performance of quantum random number generators with software-generated number generators on randomness inspired by algorithmic information theory (which complement some commonly used statistical tests implemented in "batteries" of test suites such as, for instance, diehard [16] , NIST [17] , or TestU01 [18] ). The standard test suites are often based on tests which are not designed for physical random number generators, but rather to 3 quantify the quality of the cyclic pseudo-random numbers generated by algorithms. As we would like to separate "truly" random sequences from software-generated random sequences, the emphasis is on the former type of tests.
The tests based on algorithmic information theory directly analyze randomness, and thus the strongest possible form of incomputability. They differ from tests employed in the standard randomness batteries as they depend on irreducible algorithmic information content, which is constant for algorithmic pseudo-random sequences. Some tests are related to each other, as for instance sequences which are not Borel normal (cf. below) could be algorithmically compressed; the analysis of results helps understanding subtle differences at the edge of incomputability/algorithmic randomness. All tests depend on the size of the analyzed strings; the legitimacy of our approach is given by the fact that algorithmic randomness of an infinite sequence can be "uniformly read" in its prefixes (cf. [7] ).
III. DATA SOURCES
The analyzed quantum data consist of 10 quantum random strings generated with the commercially available Quantis device [19] , based on research of a group in Geneva [11] , as well as 10 quantum random strings generated by the Vienna IQOQI group [20] . The pseudo-random data consist of 10 pseudo-random strings produced by Mathematica 6 [21] , and 10 pseudo-random strings produced by Maple 11 [22] , as well as 10 strings of 2 32 bits from the binary expansion of π obtained from the University of Tokyo's supercomputing center [23] .
The signals of the Quantis device are generated by a light emitting diode producing photons which are then transmitted toward a beam splitter (a semi-transparent mirror) and two successive single-photon detectors (detectors with single-photon resolution) to record the outcomes associated with the symbols "0" and "1," respectively [19] . Due to hardware imbalances which are difficult to overcome at this level, Quantis processes this raw data by un-biasing the sequence by a von Neumann type normalization: The biased raw sequence of zeroes and ones is partitioned into fixed subsequences of length two; then the even parity sequences "00" and "11" are discarded, and only the odd parity ones "01" and "10" are The signals of the Vienna Institute for Quantum Optics and Quantum Information (IQOQI) group were generated with photons from a weak blue LED light source which impinged on a beam splitter without any polarization sensitivity with two output ports associated with the codes "0" and "1," respectively [10] . There was no pre-or post-processing of the raw data stream, in particular no von Neumann normalization as discussed for the Quantis device; however the output was constantly monitored (the exact method is subject to a patent pending). In very general terms, the setup needs to be running for at least one day to reach a stable operation. There is a regulation mechanism which keeps track of the bias between "0" and "1," and tunes the random generator for perfect symmetry. Each data file was created in one continuous run of the device lasting over hours.
We have employed the extended cellular automaton generator default of Mathematica 6's pseudo-random function. It is based on a particular five-neighbor rule, so each new cell depends on five nonadjacent cells from the previous step [21] . Maple 11 uses a Mersenne Twister algorithm to generate a random pseudo-random output [22] .
IV. TESTING INCOMPUTABILITY AND RANDOMNESS
The tests we performed can be grouped into: (i) two tests based on algorithmic information theory, (ii) statistical tests involving frequency counts (Borel normality test), (iii) a test based on Shannon's information theory, and (iv) a test based on random walks.
In Tables containing the experimental data and the programs used to generate the data can be downloaded from our extended paper [27] .
A. Book stack randomness test
The book stack (also known as "move to front") test [28, 29] is based on the fact that compressibility is a symptom of less randomness.
The results, presented in Figure 1 and Table I , are derived from the original count, the count after the application of the transformation, and the difference. The key metric for this test is the count of ones after the transformation. The book stack encoder does not compress data but instead rewrites each byte with its index (from the top/front) with respect to its input characters being stacked/moved-to-front. Thus, if a lot of repetitions occur (i.e., a symptom of non-randomness), then the output contains more zeros than ones due to the sequence of indices generally being smaller numerically.
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Vienna Π 2. 10 The second algorithmic test, based on the Solovay-Strassen probabilistic primality test, uses Carmichael (composite) numbers which are "difficult" to factor, to determine the quality of randomness by computing how fast the probabilistic primality test reaches the verdict "composite" [30, 31] . All Carmichael numbers less than 10 16 have been used [32, 33] .
To test whether a positive integer n is prime, we take k natural numbers uniformly distributed between 1 and n − 1, inclusive, and, for each one i, check whether the predicate
If this is the case we say that "i is a witness of n's compositeness". If W (i, n) holds for at least one i then n is composite; otherwise, the test is inconclusive, but in this case if one declares n to be prime then the probability to be wrong is smaller than 2 −k . This is due to the fact that at least half i's from 1 to n − 1 satisfy W (i, n) if n is indeed composite, and none of them satisfy W (i, n) if n is prime [30] . Selecting k natural numbers between 1 and n − 1 is the same as choosing a binary string s of length n − 1 with k 1's such that the ith bit is 1 iff i is selected. Ref. [31] contains a proof that, if s is a long enough algorithmically random binary string, then n is prime iff Z(s, n) is true, where Z is a predicate constructed directly from conjunctions of negations of W [34] .
A Carmichael number is a composite positive integer k satisfying the congruence b k−1 ≡ 1(mod k) for all integers b relative prime to k. Carmichael numbers are composite, but are difficult to factorize and thus are "very similar" to primes; they are sometimes called pseudo- Figure 2 and Table II 
C. Borel normality test
Borel normality -requesting that every binary string appears in the sequence with the correct probability 2 −n for a string of length n -served as the first mathematical definition of randomness [25] . A sequence is (Borel) normal if every binary string appears in the sequence with the right probability (which is 2 −n for a string of length n). A sequence is normal if and only it is incompressible by any information lossless finite-state compressor [36] , so normal sequences are those sequences that appear random to any finite-state machine.
Every algorithmic random infinite sequence is Borel normal [37] . The converse implication is not true: there exist computable normal sequences (e.g., Champernowne's constant).
Normality is invariant under finite variations: adding, removing, or changing a finite number of bits in any normal sequence leaves it normal. Further, if a sequence satisfies the normality condition for strings of length n + 1, then it also satisfies normality for strings of length n, but the converse is not true.
Normality was transposed to strings in Ref. [37] . In this process one has to replace limits with inequalities. As a consequence, the above two properties, which are valid for sequences, are no longer true for strings. 
for every 1 ≤ j ≤ 2 m . In Ref. [37] it is shown that almost all algorithmic random strings are Borel normal.
In the first test we count the maximum, minimum and difference of non-overlapping occurrences of m-bit (m = 1, . . . , 5) strings in each sample string. Then we tested the Borel normality property for each sample string and found that almost all strings pass the test, with some notable exceptions. We found that several of the Vienna sequences failed the expected count range for m = 2 and a few of the Vienna sequences were outside the expected range for m = 3 and m = 4 (some less then the expected minimum count and some more than the expected maximum count). The only other bit sequence that was outside the expected range count was one of the Mathematica sequences that had a too big of a count for k = 1. Figure 3 depicts a box-and-whisker plot of the results. This is followed by statistical (numerical) details in Table III . 
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D. Test based on Shannon's information theory
The next test computes "sliding window" estimations of the Shannon entropy L 1 n , . . . , L t n according to the method described in [38] : a smaller entropy is a symptom of less randomness. The results are presented in Figure 4 and Table IV . 
E. Test based on random walks
A symptom of non-randomness of a string is detected when the plot generated by viewing a sample sequence as a 1D random walk meanders "less away" from the starting point (both ways); hence the max-min range is the metric.
The fifth test is thus based on viewing a random sequence as a one-dimensional random walk; whereby the successive bits, associated with an increase of one unit per bit of the x-coordinate, are interpreted as follows: 1 ="move up," and 0 ="move down" on the y-axis.
In this way a measure is obtained for how far away one can reach from the starting point (in either positive or negative) from the starting y-value of 0 that one can reach using successive bits of the sample sequence. Figure 5 and Table V This test has the advantage of making no prior assumption about the distribution of data;
i.e., it is non-parametric and distribution free.
The Kolmogorov-Smirnov test returns a p-value, and the decision "the difference between the two datasets is statistically significant" is accepted if the p-value is less than 0.05; or, stated pointedly, if the probability of taking a wrong decision is less than 0.05. Exact p-values are only available for the two-sided two-sample tests with no ties.
In some cases we have tried to double-check the decision "no significant differences between the datasets" at the price of a supplementary, plausible distribution assumption.
Therefore, we have performed the Shapiro-Wilk test for normality [40] and, if normality is not rejected, we have assumed that the datasets have normal (Gaussian) distributions. In order to be able to compare the expected values (means) of the two samples, the Welch t-test [41] , which is a version of Student's test, has been applied. In order to emphasize the relevance of p-values less than 0.05 associated with Kolmogorov-Smirnov, Shapiro-Wilk and
Welch's t-tests, they are printed in boldface and discussed in the text. The results of the Kolmogorov-Smirnov test associated with the "book-stack" tests are enumerated in Table VI . Statistically significant differences are identified for Quantis versus
Mathematica and π.
As more compression is a symptom of less randomness, the corresponding ranking of samples is as follows: Quantis = 89988.9 > Vienna = 53863.8 > Maple = 53411.6 > π = 41277.5 > Mathematica = 27938.3. The Shapiro-Wilk tests results are presented in Table VII .
Since normality is not rejected for any string, we apply the Welch's t-test for the comparison of means. The results are enumerated in Table VIII The Kolmogorov-Smirnov test results for this test are presented in Table IX , where no significant differences are detected.
The Shapiro-Wilk test results are presented in Table X . Since there is no clear pattern of normality for the data, the application of Welch's t-test is not appropriate.
C. Borel test of normality
The results of the Kolmogorov-Smirnov test are presented in Table XI . Statistically 2. Quantum strings pass the Borel normality test only for "much larger numbers" of counts ( Quantis = 207200, Vienna = 337100).
As a result, the Borel normality test detects and identifies statistically significantly differences between all pairs of computable and incomputable sources of "randomness."
D. Test based on Shannon's information theory
The results of the Kolmogorov-Smirnov test are presented in The Kolmogorov-Smirnov test results associated with test based on random walks are presented in Table XIV . Statistically significant differences are identified for: (i) Quantis versus all other sources (Maple, Mathematica, Vienna and π); (ii) Vienna versus Mathematica, Vienna (as already mentioned) and π; and (iii) Maple versus π.
Quantum strings move farther away from the starting point than the pseudo-random strings; i.e., Quantis > Vienna > Maple > Mathematica > π .
Note that quantum strings move farther away from the starting point than the pseudo- 
VI. SUMMARY
Tests based on algorithmic information theory analyze algorithmic randomness, the strongest possible form of incomputability. In this respect they differ from tests employed in the standard test batteries, as the former depend on irreducible algorithmic information content, which is constant for algorithmic pseudo-random generators. Thus the set of randomness tests performed for our analysis could in principle be expected to be "more sensitive" with respect to differentiating between quantum randomness and algorithmic types of "quasi-randomness" than statistical tests alone.
All tests have produced evidence -with different degrees of statistical significance -of differences between quantum and non-quantum sources. In summary:
1. For the test for Borel normality -the strongest discriminator test -statistically significant differences between the distributions of datasets are identified for (i) Quantis versus Maple, Mathematica and π; (ii) Vienna versus Maple, Mathematica and π; and (iii) Quantis versus Vienna.
Not only that the average number of counts is larger for quantum sources, but the increase is quite significant: Quantis is 3.5 − 5 times larger than the corresponding average number of counts for software-generated sources, and Vienna is 5 − 8 times larger than those values.
2. For the test based on random walks, statistically significant differences between the distributions of datasets are identified for: (i) Quantis versus all other sources (Maple, Mathematica, Vienna and π); (ii) Vienna versus Mathematica, Vienna and π. Quantum strings move farther away from the starting point than the pseudo-random strings;
i.e., Quantis > Vienna > Maple > Mathematica > π .
3. For the "book-stack" test, significant differences between the means are identified for the following sources: (i) Quantis versus all other sources (Maple, Mathematica, Vienna, π); and (ii) Vienna versus Mathematica and Maple.
4. For the test based on Shannon's information theory, as well as for the Solovay-Strassen test, no significant differences among the five chosen sources are detected. In the first case the reason may come from the fact that averages are the same for all samples. In the second case the reason may be due to the fact that the test is based solely on the behavior of algorithmic random strings and not on a specific property of randomness.
We close with a cautious remark about the impossibility to formally or experimentally "prove absolute randomness." Any claim of randomness can only be secured relative to, and with respect to, a more or less large class of laws or behaviors, as it is impossible to inspect the hypothesis against an infinity of -and even less so all -conceivable laws. To rephrase a statement about computability [42, p. 11] , "how can we ever exclude the possibility of our presented, some day (perhaps by some extraterrestrial visitors), with a (perhaps extremely
