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Time difference of arrivalAbstract This paper investigates the problem of target position estimation with a single-observer
passive coherent location (PCL) system.An approach that combines anglewith time difference of arri-
val (ATDOA) is used to estimate the location of a target. Compared with the TDOA-only method
which needs two steps, the proposed method estimates the target position more directly. The
constrained total least squares (CTLS) technique is applied in this approach. It achieves the
Cramer–Rao lower bound (CRLB) when the parameter measurements are subject to small Gauss-
ian-distributed errors. Performance analysis and the CRLB of this approach are also studied. Theory
veriﬁes that the ATDOA method gets a lower CRLB than the TDOA-only method with the same
TDOAmeasuring error. It can also be seen that the position of the target affects estimating precision.
At the same time, the locations of transmitters affect the precision and its gradient direction.
Compared with the TDOA, the ATDOAmethod can obtain more precise target position estimation.
Furthermore, the proposedmethod accomplishes target position estimation with a single transmitter,
while the TDOA-onlymethod needs at least four transmitters to get the target position. Furthermore,
the transmitters’ position errors also affect precision of estimation regularly.
ª 2014 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
Passive coherent location has been discussed repeatedly over the
last decade in the aerospace and electronic systems community.During the last few years, both experimental systems and tech-
nological demonstrators have been developed by research
institutions, universities, and industries.1 Compared with con-
ventional mono-static radar, passive coherent location (PCL)
systems have various advantages, including smaller size, no
additional demand on spectrum resource, immunity to elec-
tronic countermeasures (ECMs), and potential capability of
detecting ‘stealth’ targets because of bistatic geometry and lower
operating frequency. In recently years, different types of illumi-
nators have beenwidely used, ranging fromanalogFM-radio,2,3
analog TV over digital broadcasters,4 digital audio broadcast
(DAB),5 digital video broadcast-terrestrial (DVB-T),6 to
Fig. 1 Illustration of the ATDOA-based location estimation
system model.
914 J. Li et al.cell-phone base stations,7 and Wi-Fi transmitters are also
considered.8
A variety of localization techniques have been proposed for
passive coherent radar, which differ in the type of information
and system parameters used. The received signal strength
(RSS),9 angle/direction of arrival (DOA),10 and signal propa-
gation time11 are applied in PCL systems representatively.
RSS algorithms use the received signal power for object posi-
tioning, but the accuracy is limited by the fading of wireless
signals.9 DOA algorithms require several observers, which
can’t be exploited with single-observer passive location.12
Propagation-time-based algorithms estimate an object’s
position by using the time when a signal travels from a trans-
mitter via the target to an observer and from the transmitter to
the observer. Combined with high-precision timing measure-
ment techniques, those algorithms can achieve target position-
ing accurately. However, the variance of location estimation
would be large, if the time difference of arrival (TDOA) mea-
surement is not accurate. Propagation-time-based algorithms
need two steps to estimate the location of a target. Firstly,
assume the four elements, x; y; z;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2 þ z2
p
, are indepen-
dent of each other, and then obtain temporary results for the
target location based on the assumption. Secondly, remove
the assumption, and then update the estimation results.13 To
ﬁll this gap, a novel method that combining angle with TDOA
(ATDOA) measurement is presented. In the paper, we are
interested in the single-observer and multi-transmitter passive
location model. A joint TDOA with angle measurement posi-
tion ﬁnding method is used to locate the emitter’s position with
multiple observers, which can get more precise emitter position
estimation than TDOA-only methods and DOA-only meth-
ods.14 Unfortunately, because of the difference of models,
the algorithm in Ref.14 can’t be used in this paper. On the
other hand, the exploitation of TDOA and DOA measure-
ments is a good way to enhance the estimating precision.
There are several key contributions in this paper. The ﬁrst
one is that a novel method combining angle with TDOA for pas-
sive location estimation is proposed. Then the constrained total
least squares (CTLS) algorithm is used to obtain a target’s posi-
tion. Furthermore, Cramer–Rao lower bounds (CRLB) of
TDOA- and ATDOA-based position ﬁnding methods are ana-
lyzed. Theoretical results reveal that the CRLB of ATDOA is
lower than that of TDOA on typical situations, and geometrical
dilution of precision (GDOP) ﬁgures show that the position of
the target affects estimating precision, and the locations of
transmitters affect the precision and its gradient direction.
Finally, simulations show that, compared with the TDOA-only
method, theATDOAmethod estimates the target positionmore
precisely and needs fewer transmitters.
The subsequent part can be divided into four subchapters.
Speciﬁcally, Section 2 presents the architecture of a target loca-
tion estimation system. Section 3 derives the estimation of tar-
get locations with the CTLS algorithm, followed by the
performance and CRLB analysis of ATDOA algorithms in
Section 4. Section 5 displays the simulation results.
2. Architecture of localization system
In this section, the system of individual target localization with
a single observer and multiple transmitters is focused on.
In the PCL radar system considered here, N transmitters
are used to transmit signals, one observer with one surveillanceantenna is used to obtain the echo signals, and one reference
antenna is used to receive the direct signals transmitted by
opportunistic illuminators.15 Compared with a traditional
PCL radar system which has many receivers, the single-obser-
ver PCL system location has the merits of having less equip-
ment and lower cost.16
The 3-D passive location estimation model is illustrated in
Fig. 1.
It should be noted that the multipath in Fig. 1, though
annoying, is also an important signal path. The effect of the
multipath on the reference channel has been analyzed in
Ref.17, where possible algorithms for its removal have been
presented. In PCL radar, because the weak target echo is usu-
ally embedded in strong ground clutter and the direct signal,
clutter suppression algorithms such as those proposed in
Ref.18 should be used.
Suppose that the target locates at [x,y,z]. Without loss of
generality, let the location of the observer be [0,0,0] and the
locations of transmitters be [xk,yk,zk](k= 1, 2, . . . , N). The
transmitters transmit a signal, and the observer subsequently
receives direct and reﬂected signals from the target. Let the
TDOA (the time difference between the signal from the kth
transmitter via the target to the observer and the signal from
the kth transmitter to the observer directly) be sk, and then
csk ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2 þ z2
p
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx xkÞ2 þ ðy ykÞ2 þ ðz zkÞ2
q

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2k þ y2k þ z2k
q
ðk ¼ 1; 2; . . . ;NÞ ð1Þ
where c= 3 · 108 m/s is the propagation velocity of electro-
magnetic wave. The deﬁnition of the TDOA in this paper is
different from that in Ref.13, in which the TDOA means the
time difference between signals from an emitter to two
observers.
For further use, deﬁne R ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2 þ z2
p
; rk ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx xkÞ2 þ ðy ykÞ2 þ ðz zkÞ2
q
, and dk ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2k þ y2k þ z2k
p
.
Substitute R and rk into Eq. (1), which can be simpliﬁed as
csk þ dk ¼ Rþ rk ð2Þ
h and u represent azimuth and elevation of the echo signal
from the target to the observer, respectively. They can be
Accurate single-observer passive coherent location estimation based on TDOA and DOA 915ﬁgured out through the relationship between [x,y,z] and h, u as
follows:
h ¼ arctan y
x
ð3Þ
u ¼ arctan zﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2
p ð4Þ
3. Constraint total least squares method of passive localization
In this section, the equations for the passive location system
are set up ﬁrstly. Then the least squares (LS) algorithm, total
least squares (TLS), and CTLS are used to solve the equations.
Finally, Newton’s method is applied in CTLS to ﬁnd the posi-
tion of the target.
3.1. Equations of passive location
The LS algorithm has been used to ﬁt lines to points in a plane
and hyper planes to points in higher-dimensional spaces.
Given a data vector b and a data matrix H, then seek to solve
the over-determined system of equations HX= b. Assume
that in the absence of noise this system is consistent, however,
this is not so when noise is present in H and b. Then the LS
solution is obtained by minXiHX  bi, where ii is the 2-norm.
Assuming that X= [x,y, z]T is the location of a target, X can
be solved with the LS algorithm. In this paper, TDOA and
angle measurements are used to structure H and b.
Linearize Eqs. (3) and (4),
x tan hþ y ¼ 0
x tanu
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ tan2 h
p
þ z ¼ 0

ð5Þ
Because R ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2 þ z2
p
and
rk ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx xkÞ2 þ ðy ykÞ2 þ ðz zkÞ2
q
, an equation can be
got
ðRþ rkÞðR rkÞ ¼ 2xkxþ 2ykyþ 2zkz x2k  y2k  y2k ð6Þ
Move R+ rk to the other side, and then substitute Eq. (2) into
Eq. (6),
R rk ¼ 2xkxþ 2ykyþ 2zkz x
2
k  y2k  z2k
Rþ rk
¼ 2xkxþ 2ykyþ 2zkz x
2
k  y2k  z2k
csk þ dk
ð7Þ
Adding Eqs. (2)–(7), we can get
R ¼ xkxþ ykyþ zkz
csk þ dk 
x2k þ y2k þ z2k
2ðcsk þ dkÞ þ
csk þ dk
2
ð8Þ
Substitute Eq. (4) into Eq. (8), then
z
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ tan2 u
p
tanu
¼ xkxþ ykyþ zkz
csk þ dk 
x2k þ y2k þ z2k
2ðcsk þ dkÞ
þ csk þ dk
2
ð9Þ
Based on Eqs. (5) and (9) respectively, the equation of the esti-
mation model is expressed as
HX ¼ b ð10Þ
whereb¼ 0;0;x
2
1þ y21þ z21
2ðcs1þ d1Þ 
cs1þ d1
2
;
x22þ y22þ z22
2ðcs2þ d2Þ 
cs2þ d2
2
; . . . ;

x
2
Nþ y2Nþ z2k
2ðcsNþ dNÞ 
csNþ dN
2
T
H¼
 tanh 1 0
 tanu
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ tan2 h
p
0 1
x1
cs1þ d1
y1
cs1þ d1
z1
cs1þ d1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ tan2u
p
tanu
x2
cs2þ d2
y2
cs2þ d2
z2
cs2þ d2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ tan2u
p
tanu
..
. ..
. ..
.
xN
csNþ dN
yN
csNþ dN
zN
csNþ dN
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ tan2u
p
tanu
266666666666666664
3777777777777777753.2. CTLS for location estimation
If there is no noise in H and the noise in b is zero mean Gauss-
ian, the LS solution bXLS is identical to the maximum-likeli-
hood19, and the solution isbXLS ¼ ðHTHÞ1HTb ð11Þ
where bXLS denotes the estimated value of XLS.
However, when H is also noisy, XLS is no longer optimal
from a statistical point of view and it suffers from bias and
increased covariance due to the accumulation of noise in
HTH.20 Due to the errors in measuring DOA and TDOA, H
and b have errors too. Assuming that h= [h,u,s1,s2, . . . ,sN]
T
is the true value, hm ¼ ½hm;um; sm1 ; sm2 ; . . . ; smN T is the measured
value, and n ¼ ½nh; nu; ns1 ; ns2 ; . . . ; nsN T is the error vector, the
relationship between those parameters is expressed as
hm ¼ hþ n ð12Þ
Rewrite Eq. (10) as
HðhmÞX ¼ bðhmÞ ð13Þ
Performing Taylor expansion of H(hm) and b(hm) at h, Eq.
(13) can be rewritten as
ðHþ DHÞX ¼ bþ Db ð14Þ
where DH= [F1n,F2n,F3n], Db= F4n, and
Fiðj; kÞ ¼ @Hji
@hk
ði ¼ 1; 2; 3; j; k ¼ 1; 2; . . . ;Nþ 2Þ ð15Þ
F4ðj; kÞ ¼ @bj
@hk
ðj; k ¼ 1; 2; . . . ;Nþ 2Þ ð16Þ
where Hji is the jth row and ith column element of H.
F1,F2,F3,F4 can be got from Eqs. (15) and (16) as
F1 ¼
 1
cos2 h
0 01N
 sin h tanu
cos3 h
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ tan2 h
p 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ tan2 h
p
cos2 u
01N
0N1 0N1 Q1
2666664
3777775;
F2 ¼ 0
22 02N
0N2 Q2
" #
;F3 ¼ 0
22 02N
Q3 Q4
" #
;
916 J. Li et al.F4 ¼ diag 0; 0; x
2
1 þ y21 þ z21
2ðcs1 þ dÞ2
c 1
2
c; x
2
2 þ y22 þ z22
2ðcs2 þ dÞ2
c
 
 1
2
c; . . . ; x
2
N þ y2N þ z2N
2ðcsN þ dÞ2
c 1
2
c
!
where
Q1 ¼ diag 
cx1
ðcs1 þ d1Þ2
; cx2ðcs2 þ d2Þ2
; . . . ; cxNðcsN þ dNÞ2
 !
Q2 ¼ diag 
cy1
csc1 þ d1ð Þ2
; cy2
csc2 þ d2ð Þ2
; . . . ; cyN
cscN þ dNð Þ2
 !
Q3 ¼
0
1
cos2 u tan2 u
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ tan2 u2
p
0
1
cos2 u tan2 u
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ tan2 u2
p
..
. ..
.
0
1
cos2 u tan2 u
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ tan2 u2
p
2666666666664
3777777777775
Q4 ¼ diag 
cz1
ðcs1 þ d1Þ2
; cz1ðcs2 þ d2Þ2
; . . . ; czNðcsN þ dNÞ2
 !
:
In order to correct for noise present in H and b, the TLS solu-
tion is obtained by perturbing H and b while simultaneously
keeping the sum of the norms squares of the perturbation at
a minimum. Formally, XTLS is derived from
min
DHb ;X
kDHbk2F
subject to ðHb þ DHbÞ
X
1
 
¼ 0
8><>: ð17Þ
where Hb= [H, b], DHb = [DH, Db], and iiF stands for the
Frobenius norm of a matrix that is deﬁned by
kDHbk2F ¼ trfDHTbDHbg, where ‘‘tr’’ is the trace of a matrix.
XTLS can be derived using Lagrange multipliers or the sin-
gular value decomposition (SVD) of Hb, as follows.
21 Let the
SVD of Hb be Hb= URV
T with U and VT unitary matrices
and R a diagonal matrix. Expressing VT = [v1,v2, . . . ,vN+1]
and R ¼ diagðr1; r2; . . . ; rNþ1Þ; bXTLS is obtained21 as
bXTLS ¼ 1
vNþ1ð1Þ ½vNþ1ð2Þ; vNþ1ð3Þ; vNþ1ð4Þ
T ð18Þ
In several instances, the noise component DHb may be alge-
braically related, i.e., linearly dependent. Then, the TLS solu-
tion may no longer yield optimal statistical estimation.
Let DHb be written in terms of its columns as DHb ¼
½Dhb1 ;Dhb2 ;Dhb3 ;Dhb4 , and let n ¼ ½nh; nu; ns1 ; ns2 ; . . . ; nsN  be
the minimal algebraic set of linearly independent random
variables so that
Dhbi ¼ Fin ði ¼ 1; 2; 3; 4Þ ð19Þ
If n is not a white random vector, we can perform whitening by
an appropriate transformation. Suppose R= E(nnT) = PPT
(its Cholesky factorization), and then we deﬁne u as
u ¼ P1n ð20Þ
so that u is now a white noise vector. Dhbi can be expressed as
Dhbi ¼ FiPu ¼ Giu ði ¼ 1; 2; 3; 4Þ ð21ÞMathematically, the CTLS problem can be rephrased as20
min
u;X
kuk2
s:t ðHb þ ½G1u;G2u;G3u;G4uÞ
X
1
 
¼ 0
8><>: ð22Þ
The objective function can also be obtained by the maximum
likelihood (ML) algorithm, as shown in Appendix.
According to the theorem from Ref.20, the CTLS solution
can be obtained by ﬁnding X that minimizes the function
FðXÞ ¼ X1
 T
HTb W
y
X
 	T
WyXHb
X
1
 
ð23Þ
where WX= xG1 + yG2 + zG3  G4 and WyX is the pseudo
inverse of WX.
It is difﬁcult to obtain the minimum of F(X) in analytic
means, so Newton’s method is used in this paper. The sec-
ond-order Taylor formula of F(X) is written here as
FðXÞ ¼ FðX0Þ þ @FðX0Þ
@X
ðX X0Þ
þ 1
2
@2FðX0Þ
@X
ðX X0Þ2 þ oðX X0Þ2 ð24Þ
where X0 is the initial value of Taylor formula, and o(X  X0)2
donates the high order term of (X  X0)2.
Let oF(X)/oX= 0, and the Newton’s method formula can
be obtained, i.e.,
@FTðXÞ
@X
þ @
2FTðXÞ
@X2
ðX X0Þ þ oðX X0Þ ¼ 0 ð25Þ
Let A ¼ @F
TðXÞ
@X
;B ¼ @
2FTðXÞ
@X2
, so
Aþ BðX X0Þ þ oðX X0Þ ¼ 0 ð26Þ
Ignoring the higher-order term, then X can be solved as
X ¼ X0  B1A ð27Þ
which is the Newton’s method formula, where
A¼ @FðXÞ
@X
¼ @FðXÞ
@x
;
@FðXÞ
@y
;
@FðXÞ
@z
 
¼ 2ðUTHbI43UTT1ÞT ð28Þ
B¼ @
2FðXÞ
@X2
¼ 2ðHbT1T2ÞTðWXWXÞ1ðHbT1T2Þ2TT3T3
ð29Þ
where I43 ¼ I33013
 
; I33 is a unit matrix, T1 ¼ WXGT1UW;


WXG
T
2UW;WXG
T
3UW;UW¼ WXWTX
 	1
Hb
X
1
 
;T2¼ G1½ WTX
UW;G2W
T
XUW;G3W
T
XUW, and T3 ¼ ½GT1UW;GT2UW;GT3 UW.
The process of calculation can be found in Appendix.
4. Performance analysis and CRLB of this model
4.1. Performance analysis
First-order perturbation analysis is implemented to derive the
bias and covariance of the CTLS solution. From this perturba-
tion, the approximate mean square error (MSE) solution of the
CTLS can be calculated.
Assuming that the noise in Hb is zero, it is easy to get a con-
sistent solution,
Hb0
X0
1
 
¼ 0 ð30Þ
Accurate single-observer passive coherent location estimation based on TDOA and DOA 917According to Eq. (A8) in Appendix, ignoring the higher-order
terms in DX and DHb, we obtain
DX
0
 
HTb0 WXW
T
X
 	1
Hb0 I43þ
X0
1
 
DHTb WXW
T
X
 	1
Hb0 I43  0
ð31Þ
and then we can get
DX ¼  HT WXWTX
 	1
H
h i1
HT WXW
T
X
 	1
DHb
X0
1
 
ð32Þ
The covariance of DX is equal to
EðDXDXTÞ ¼ HT WXWTX
 	1
H
h i1
HT WXW
T
X
 	1
DHb
X0
1
" #

X0
1
" #T
DHTb WXW
T
X
 	1h iT
H HT WXW
T
X
 	1
H
h i1T ð33Þ
It follows from Eq. (22) that
DHb
X
1
 
¼WXu ð34Þ
hence
E DHb
X
1
 
X
1
 T
DHTb
( )
¼WXEðuuTÞWTX ¼WXIWTX ¼WXWTX
ð35Þ
Substituting this result into Eq. (33), the covariance matrix can
be achieved
EðDXDXTÞ ¼ HT WXWTX
 	1
H
h i1
ð36Þ4.2. CRLB of this model
In this part, the CRLB of the ATDOA method is the key
point. The localization error CRLB of the ATDOA method
is a function of error variances of TDOA and angle measure-
ments, and this CRLB is different from the localization errors
in radars whose localization error is a function of signal noise
ratio (SNR) and waveform.22
The CRLB is related to the 3 · 3 Fisher information matrix
(FIM). According to Eq. (12), assuming that h= [h, u,s1,s2, -
. . . ,sN] is the measurement vector, n is the error vector of mea-
surements. Each variable of n is zero mean Gaussian-
distributed, and Pn ¼ diag r2h; r2u; r2s ; . . . ; r2s
 
is the covariance
matrix of n. Thus, the probability density function (PDF) of h
with given X is
pðh;XÞ ¼ 1
ð2pÞNþ22 Pnj j
1
2
 exp  1
2
½h hðXÞTP1n ðh hðXÞÞ
 
ð37Þ
Then
@ ln pðh;XÞ
@Xk
¼ @hðXÞ
@Xk
 T
P1n ðh hðXÞÞ ð38Þ
Therefore, the components of the FIM are deﬁned as follows½JðXÞkl ¼ E
@ ln pðh;XÞ
@Xk
@ ln pðh;XÞ
@Xl
 
¼ E @hðXÞ
@Xk
 T
P1n ðh hðXÞÞðh hðXÞÞTðP1n Þ
T @hðXÞ
@Xl
 " #
¼ @hðXÞ
@Xk
 T
ðP1n Þ
T @hðXÞ
@Xl
 " #
ð39Þ
where
hðXÞ ¼
h1ðXÞ
h2ðXÞ
h3ðXÞ
h4ðXÞ
..
.
hNþ2ðXÞ
26666666664
37777777775
¼
arctan
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x
arctan
zﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2
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ðRþ r1  d1Þ=c
ðRþ r2  d3Þ=c
..
.
ðRþ rN  dNÞ=c
26666666666664
37777777777775
ð40Þ
According to h(X), the ﬁrst-order derivative is
@hðXÞ
@X
¼
y
ðx2þ y2Þ
x
ðx2þ y2Þ 0
 xz
R2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2þ y2
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Assuming that
J ¼
Jxx Jxy Jxz
Jxy Jyy Jyz
Jxz Jyz Jzz
264
375 ð42Þ
is the FIM, we can get from Eq. (40)
Jxx ¼ y
2
r2hðx2þy2Þ2
þ ðxzÞ
2
r2uR
4ðx2þy2Þþ
XN
k¼1
1
c2r2s
x
R
þxxk
rk
 2
ð43Þ
Jxy¼ xy
r2hðx2þy2Þ2
 xyz
2
r2uR
4ðx2þy2Þþ
XN
k¼1
1
c2r2s
x
R
þxxk
rk
 
y
R
þyyk
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ð44Þ
Jxz ¼ xz
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
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r2uR
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z
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2
r2hðx2þy2Þ2
þ ðyzÞ
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r2uR
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XN
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1
c2r2s
y
R
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Jyz¼ yz
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2þy2
p
r2uR
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2þy2
p þXN
k¼1
1
c2r2s
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z
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Jzz¼ x
2þy2
r2uR
4
þ
XN
k¼1
1
c2r2s
z
R
þ z zk
rk
 2
ð48Þ
Table 1 Locations of transmitters.
Coordinate axis Tr1 Tr2 Tr3 Tr4 Tr5 Tr6
x (km) 20 20 0 0 20 20
y (km) 0 0 20 20 20 20
z (km) 0.5 0.8 0.5 0.8 0.8 0.8
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ATDOA method, and the relationship between the CRLB and
the variance can be expressed as
E½ðx^ xÞ2 þ ðy^ yÞ2 þ ðz^ zÞ2P trðJ1Þ ð49Þ
where x^; y^; z^ are the estimated values of x,y,z respectively.
5. Simulation
Trying to use multiple transmitters with the ATDOA and
TDOA-only methods to estimate the target position is the
aim of the following section. The CRLBs of the TDOA-only23
and ATDOA methods are compared in Fig. 2. Then the
performance analysis of the ATDOA with CTLS algorithm
is also indicated in Fig. 3. Furthermore, to verify the theoret-
ical analysis in this paper, three different system conﬁgurations
are simulated. Figs. 4–7 show the effects of TDOA, DOA
error, the number of transmitters, and transmitters’ positionFig. 2 CRLBs of the proposed method and the TDOA-only
method.
ig. 3 GDOP of the ATDOA method with z= 1000 m and
= 10000 m.F
zerrors on target position estimation precision, respectively.
Locations of transmitters are given in Table 1.
The observer is at [0, 0, 0] for all tests. Six transmitters are
used in the posterior simulation and the transmitter positions
are listed in Table 1. In each test, 5000 trials are simulated
and the estimation variances are compared to the CRLB.
The target locates at [10000, 10000, 10000] m. The measure-
ments of DOA and TDOA are assumed to be disturbed by
independent Gaussian noise. We set the standard deviations
of DOA errors between 0.5–10 according to Ref. [24].
Assume that the azimuth and elevation have same error vari-
ances. It can be found that the TDOA accuracy of an FM sig-
nal ranges between 50 ns and 150 ns25. In order to observe the
performance of the method in this paper, the standard devia-
tion of DOA measurement is considered as 1 ns–1000 ns.
5.1. CRLB of PCL system
Four transmitters, Tr1–Tr4, are taken into account in the loca-
tion estimation system here. In Fig. 2(a), the effect of the
TDOA measurement error on the CRLB of the target position
ﬁnding system is analyzed. The error standard deviation of
angle measurement is 1 and the TDOA errors are 1 ns 
Fig. 4 MSEs of the target position as functions of the TDOA error standard deviation (rh ¼ 1	; rs ¼ 1 ns1000 ns; Tr1Tr4 are taken
into account).
Fig. 5 MSEs of the target position as functions of the DOA error standard deviation (rh ¼ 0:5	10	;rs ¼ 100 ns; Tr1Tr4 are taken
into account).
Fig. 6 MSEs of the target position as functions of the number of transmitters (rh ¼ 1	;rs > 100 ns; Tr1Tr6 are taken into account).
Accurate single-observer passive coherent location estimation based on TDOA and DOA 9191000 ns. The TDOA-only method is the TSE method explained
in Ref.13. And the target locates at [10000, 10000, 10000] m. In
this ﬁgure, the CRLB is shown as a function of the errorstandard deviations of TDOA and DOA measurements, which
can be seen in Eq. (49). As shown in this paper, the CRLB of
the proposed method approximately equals to that of the
Fig. 7 Effect on target position estimation accuracy of the transmitters’ position errors (rh ¼ 1	;rs > 100 ns; Tr1Tr4 are taken into
account).
920 J. Li et al.TDOA-only method when rs < 100 ns. Whereas, the CRLB
of the proposed method is lower than that of the TDOA-only
method when rs > 100 ns.
In Fig. 2(b), the effect of the DOAmeasurement error on the
CRLB of the target position ﬁnding system is analyzed. The
error standard deviation of DOA measurement is 0.5–10,
the TDOA error is 100 ns, and the target locates at [10000,
10000, 10000] m. Here, the locations of the transmitters and
the target are the same as in the previous ﬁgure. The ﬁgure
shows that the CRLB of the proposed method is always lower
than that of the TDOA-only method when the TDOA errors
are the same. The smaller the DOA error is, the lower the
CRLB of the proposed method is. Meanwhile, the CRLB is
close to that of the TDOA-only method when rh > 5 and
almost equals to that of the TDOA-only method when
rh = 10.5.2. Performance of ATDOA method
Target position is also an important factor affecting PCL pre-
cision, because it is related to the bistatic ambiguity function of
PLC systems and can have a signiﬁcant effect on resulting
range resolutions. The GDOP is used to analyze their location
precision, which is deﬁned as
GDOPX ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2x þ r2y þ r2z
q
ð50Þ
where r2x; r
2
y; r
2
z denote the location error variances in the x, y,
and z directions. From Eq. (36), deﬁningPX ¼ EðDXDXTÞ ¼ ðHÞT WXWTX
 	1
H
h i1
ð51Þ
the GDOP of the ATDOA method can be expressed as
GDOPX ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
PXð1; 1Þ þ PXð2; 2Þ þ PXð3; 3Þ
p
ð52Þ
Here again, four transmitters, Tr1  Tr4, are used to ﬁnd
the target position. In Fig. 3, the effect of the target location
on the GDOP of the ATDOA method is analyzed. In those ﬁg-
ures, the error covariance matrix is shown as functions of the
target coordinates, x-axis, y-axis and z-axis. In order to ﬁgure
the result, z-axis is considered as a constant. The error stan-
dard deviations of DOA and TDOA equal to 1 and 100 ns,
respectively. In Fig. 3(a), the target locates at a 1000 m high
position, while it is 10000 m in Fig. 3(b). Comparing these
two ﬁgures, two conclusions can be summarized.
When the plane coordinate (x, y) of the target are the same,
the higher the target position, the smaller the target position
estimation error and the inﬂuence of the emitter location in
target position estimation.
From the receiver to the transmitter is the direction where
the target position estimation error increases quickly.
5.3. Target position ﬁnding simulation
The CRLB and GDOP of the ATDOA method are analyzed in
Sections 5.1 and 5.2. In this part, the ATDOA method is used
to estimate the target position, and the results are ﬁgured out.
Fig. 4 shows the effect of the error standard deviation of
TDOA. The LS and CTLS algorithms are used to solve the
Accurate single-observer passive coherent location estimation based on TDOA and DOA 921ATDOA method, and the TSE algorithm in Ref.13 works out
the target position with the TDOA-only method. The CRLB
of the ATDOA method is also compared with previous results.
In this ﬁgure, the error standard deviation of DOA is a con-
stant rh = 1. The error standard deviations of TDOA are
from 1 ns to 1000 ns. The target locates at [10000, 10000,
10000] m. Four transmitters, Tr1–Tr4, are used to estimate
the target position. Figure out the MSE of 3-D coordinates,
separately, of target position estimation. It can be observed
that:
With the CTLS algorithm applied to estimate the target
position of the ATDOA system, the MSE of x-axis and y-axis
are close to the CRLB, but it is only so in z-axis when
rs > 100 ns. While rs < 100 ns, the MSE of z-axis is not close
to the CRLB and almost the same. In other words, if rh/rs is
big, z-axis of the target position has a big error. We can ﬁnd
that the ﬁrst column of the matrix, F3, has N elements which
are all the same. Therefore, if rh/rs is big, the error of z-axis
can’t be dealt well, so the MSE is not close to the CRLB.
The MSE of target position estimation with the LS are always
larger than those with the CTLS, and with decreasing of the
TDOA error, they are almost the same. The ATDOA method
gets more precise target position than the TDOA-only method.
The effect of the error standard deviation of DOA is
revealed in Fig. 5. All conditions are the same as in Fig. 4
except that the error standard deviation of TDOA is a constant
rs = 100 ns and the error standard deviations of DOA are
from 0.5 to 10. From the ﬁgure, it can be concluded that:
When DOA has a small error, the MSE of the target posi-
tion are close to the CRLB. They are higher than the CRLB
while DOA has a large error. The ATDOA method does not
always get more precise target position than the TDOA-only
method, only when rh < 2.7 in x-axis and y-axis and when
rh < 3.4 in z-axis. The ATDOA system with the LS algorithm
can estimate the target position, but has low precision.
Fig. 6 shows the effect on position estimation precision of
the number of transmitters. In this ﬁgure, both the error stan-
dard deviations of TDOA and DOA are constant, rh = 1, rs
= 100 ns. The number of transmitters changes from 1 to 6. Tr1
is used when the system has only one transmitter, and Tr1–Tr6
are all applied when it have six transmitters. Fig. 6 can con-
clude that:
The ATDOA system can estimate the target 3D position
when it has only one transmitter, while the TDOA-only sys-
tem, at least, has four transmitters with the TSE algorithm.
With the increasing of the number of transmitters, the
ATDOA system gets lower CRLB and more precise target
position. When the number of transmitters is more than three,
the MSE of the ATDOA system with the CTLS can be close to
the CRLBs in x-axis and y-axis, while that in z-axis is always
larger than the CRLB.
The effect on position estimation precise of the transmit-
ters’ position errors is showed in Fig. 7. The error standard
deviations of TDOA and DOA are constant as in Fig. 6.
Assume that the transmitters’ position errors are same in all
transmitters and the same in all axes. According to Ref.26,
the positioning accuracy of global position system (GPS) is less
than 10 m.
In order to research the relationship between target
estimation accuracy and the transmitters’ position errors,
100 m– 100 m are considered. Tr1–Tr4 are applied in this
simulation. From the ﬁgure, we can conclude that:When the transmitters have position errors, the mean of
target position estimation deviates from its mean with no
transmitters’ position errors. When the transmitters’ posi-
tion errors are smaller than zero, the mean of target posi-
tion estimation is smaller than the mean with no
transmitters’ errors in x-axis and y-axis, but it is adverse
in z-axis. Compared with the transmitters’ position errors
smaller than zero, it is adverse when the transmitters’ posi-
tion errors are larger than zero. When the transmitters’
position errors deviate from zero, the target position esti-
mation MSE ﬂuctuate around the target error variance with
no transmitters’ position errors. However, in a word, the
target position estimation MSE with smaller than zero
transmitters’ position errors is smaller than that when the
transmitters’ position errors are larger than zero.
6. Conclusions
(1) This paper reveals that the CRLB of the ATDOA
method is lower than that of the TDOA while the
TDOA has a large measurement error.
(2) GDOP contour line ﬁgures show that the error variance
of the ATDOA method is related to the position of the
target, and the positions of transmitters also affect the
target position estimation error.
(3) Simulations show that the CTLS algorithm approaches
the CRLB closely, and that the errors of the ATDOA
method are smaller than those of the TDOA method
with small DOA and TDOA estimation errors.
(4) The ATDOA method can estimate the target position
with only one transmitter, while the TDOA-only method
must have four with the TSE algorithm.
(5) Those results in this paper thus demonstrate the poten-
tial advantage of using PCL systems in passive object
localization, and furthermore provide a practical tool
to exploit this potential to its extent.
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2012AA7031015).Appendix. The posteriori probability function of X has been
got from Eq. (37),pðh;XÞ ¼ 1
ð2pÞNþ22 jPnj
1
2
 exp  1
2
½h hðXÞTP1n ðh hðXÞÞ
 
ðA1Þ
The ML algorithm obtains X when the previous function
gets the maximum value. Therefore, the ML solution of X
can be gotbXML ¼ argðmax
X
pðh;XÞÞ ðA2Þ
922 J. Li et al.where ‘arg’ denotes to obtain X when p(h,X) gets the maximum
value. Therefore, the objective function is
max
X
pðh;XÞ ðA3Þ
According to Eqs. (A1) and (A3) is equivalent to
min
X
ð½h hðXÞTP1n ½h hðXÞÞ ðA4Þ
Because h  h(X) = n, Pn= E(nnT) = PPT, and P1n= u,
the objective function is written as
min
X
ðnTP1ðPTÞ1nÞ ¼ min
X
ððP1nÞTP1nÞ ¼ min
X
ðuTuÞ
¼ min
X
kuk2 ðA5Þ
The expression of F(X) can then be simpliﬁed by noting
that, when N+ 2> 3,
WyX ¼WTX WXWTX
 	1 ðA6Þ
so that
FðXÞ ¼ X1
 T
HTb WXW
T
X
 	1
WXW
T
X WXW
T
X
 	1
Hb
X
1
 
¼ X1
 T
HTb WXW
T
X
 	1
Hb
X
1
 
ðA7Þ
From Eq. (A7), the ﬁrst partial derivative of F(X) can be got as
@FðXÞ
@Xi
¼ 2eTi HTb WXWTX
 	1
Hb
X
1
 
 2 X1
 T
HTb WXW
T
X
 	1
GiW
T
X WXW
T
X
 	1
Hb
X
1
 
ðA8Þ
where ei is an unit row vector that its ith element is 1.
Let U ¼ WXWTX
 	1
Hb
X
1
 
and T1 ¼ G1WTXU;G2WTXU;


G3W
T
XU, we get
A ¼ @FðXÞ
@x
;
@FðXÞ
@y
;
@FðXÞ
@z
 T
¼ 2 UTHbI43 UTT1
 	T
ðA9Þ
The two-order partial derivative of F(X) is as follows,
@2FðXÞ
@Xi@Xj
¼ 2eTi HTb WXWTX
 	1ðGjWTX þ GTj WXÞU
þ 2eTi HTb WXWTX
 	1
Hbej  2eTj HTb WXWTX
 	1
GiW
T
XU
 2UTGiWTX WXWTX
 	1
Hbej þ 2UTðGjWTX þ GTj WXÞ
WXW
T
X
 	1
GiW
T
XUþ 2UTGiWTX WXWTX
 	1
GjW
T
X þ GTj WX
 
U 2UTGiGTj U ðA10Þ
Therefore, the Hessian matrix of F(X) at Xn isB¼ @
2FðXÞ
@Xi@Xj
 
33
¼2I34HTb WXWTX
 	1ðT1þT2Þ
þ2I34HTb WXWTX
 	1
HbI43
2I34HTb WXWTX
 	1
T12T2 WXWTX
 	1
HbI43
þ2TT2 WXWTX
 	1ðT1þT2ÞþTT1 WXWTX 	1ðT1þT2Þ
2TT3T3 ¼ 2ðHbI43T1T2ÞTðWXWTXÞ
1ðHbI43T1T2Þ2TT3T3
ðA11Þ
where
T2 ¼ G1WTXU;G2WTXU;G3WTXU

 
;T3 ¼ GT1U;GT2U;GT3U

 
.
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