Abstract-The classical alternating current optimal power flow problem is highly nonconvex and generally hard to solve. Convex relaxations, in particular semidefinite, second-order cone, convex quadratic, and linear relaxations, have recently attracted significant interest. The semidefinite relaxation is the strongest among them and is exact for many cases. However, the computational efficiency for solving large-scale semidefinite optimization is lower than for second-order cone optimization. We propose a conic relaxation obtained by combining semidefinite optimization with the reformulation-linearization technique, commonly known as RLT. The proposed relaxation is stronger than the second-order cone relaxation and nearly as tight as the standard semidefinite relaxation. Computational experiments using standard test cases with up to 6515 buses show that the time to solve the new conic relaxation is up to one order of magnitude lower than for the chordal relaxation, a semidefinite relaxation technique that exploits the sparsity of power networks.
G k
Set of generators connected to bus k, L Set of branches, p Dk /q Dk Active/reactive power demand at bus k, g
Conductance/susceptance of shunt element at bus k, c g2 , c g1 , c g0
Generation cost coefficients of generator g, y Total shunt susceptance of branch ℓ, t ℓ
Turns ratio of branch ℓ.
D. Variables
p Gg /q Gg Active/reactive power generation by generator g, v k
Complex (phasor) voltage at bus k, p f ℓ /q f ℓ Active/reactive power flow injected along branch ℓ by its from end, p tℓ /q tℓ Active/reactive power flow injected along branch ℓ by its to end.
I. INTRODUCTION
T HE optimal power flow (OPF) problem, introduced by Carpentier in 1962 [1] , seeks to find a network operating point that optimizes an objective function such as generation cost subject to power flow equations and other operational constraints. A broad survey of the history of the problem and the related optimization methods appears in [2] - [4] .
According to [3] , the general OPF problem may be modelled using linear, mixed-integer linear, nonlinear, or mixed integer nonlinear optimization. We focus on the nonlinear version, also called alternating current optimal power flow (ACOPF) problem. The ACOPF problem is nonconvex and NP-hard [5] , [6] . One way to tackle it is to use convex relaxations of the nonconvex constraints.
A conic optimization problem is a class of convex optimization problem that consists in optimizing a linear function over the intersection of an affine subspace and a convex cone. When the cone is the nonnegative orthant, the second-order cone, or the positive semidefinite matrices set, the conic optimization problem is a linear, a second-order cone or a semidefinite program respectively. A large theory can be found in [7] on convex optimization or in [8] on semidefinite optimization.
Since the ACOPF problem can be cast as a quadratically constrained quadratic program (QCQP), two principal conic relaxations have been proposed in the last decade: the second-order cone programming (SOCP) relaxation [9] and the semidefinite programming (SDP) relaxation [10] . These two relaxations offer several advantages. First, they can lead to global optimality. Second, because they are relaxations, they provide a bound on the global optimal value of the ACOPF problem. Third, if one of them is infeasible, then the ACOPF problem is infeasible.
We should note that the SDP relaxation is stronger than the SOCP relaxation but requires heavier computation. Therefore, a chordal relaxation was proposed in [11] in order to exploit the fact that power networks are not densely connected, thus reducing data storage and increasing computation speed. A full literature review on these three relaxations can be found in [12] , [13] . Other convex relaxations have been developed in [14] - [18] .
For radial networks, the SOCP relaxation is tantamount to the SDP relaxation. In this case, one would normally solve the first one rather than the second one due to the difference in computation time. For general meshed networks, it would be interesting to develop a relaxation as fast as the SOCP relaxation and as strong as the SDP relaxation. For example, three strong SOCP relaxations were developed in [19] that are very close in quality to the SDP relaxation and are faster to solve.
In this paper, we present a new conic relaxation that offers a favourable trade-off between the SOCP and the SDP relaxations for large-scale instances of ACOPF in terms of optimality gap and computation time. This relaxation is obtained through a combination of semidefinite optimization and the reformulation-linearization technique, known as RLT.
The remainder of this paper is organized as follows. In Section II, we define the mathematical model of the ACOPF problem (without loss of generality). In Section III, we describe principal conic relaxations of the ACOPF problem, especially semidefinite and second-order cone relaxations. In Section IV, we present the new conic relaxation, and we present computational results in Section V. Section VI concludes the paper.
II. ACOPF: FORMULATION
Consider a typical power network P = (N , L), where N = {1, . . . , n} and L ⊆ N ×N denote respectively the set of buses and the set of branches (transmission lines, transformers and phase shifters). Each branch ℓ ∈ L has a from end k (on the tap side) and a to end m as modeled in [20] . We note ℓ = (k, m). The ACOPF problem is given as:
v ∈ C |N | , subject to
• Power balance equations:
• Line flow equations:
• Generator power capacities:
• Line thermal limits:
• Voltage magnitude limits:
• Reference bus constraint:
The objective function (1a) is the cost of conventional generation as commonly used in the literature. Constraints (1b)-(1e) are derived from Kirchhoff's laws and represent power flows in the network. Constraint (1i) specifies bus k = 1 as the reference bus. We assume that v k > 0 for all k ∈ N in (1h), and that generation cost c g2 p
2
Gg + c g1 p Gg + c g0 is a convex function for all g ∈ G.
Due to the nonconvex constraints (1d)-(1e), (1) is highly nonconvex and NP-hard [5] , [6] . Applying local methods to this problem provides no guarantee on the optimality of any solution found. Moreover, it is intractable to solve to global optimality for large-scale instances.
III. ACOPF: CONIC RELAXATIONS

A. Semidefinite relaxation
With V = vv H , the ACOPF problem (1) can be reformulated as follows
The nonconvexity of (2) is captured by the constraint (2f). We can show that V = vv H if and only if V 0 and rank(V) = 1. The semidefinite relaxation (SDR) in Model 1 is obtained by dropping the rank constraint. It was first introduced in [10] and later, a dual relaxation was developed in [21] .
Model 1 Semidefinite relaxation (SDR)
Variables:
If the optimal solutionV of SDR is a rank-one matrix, then there exists a complex vectorv, global optimal solution of (1). In the literature, there are numerous examples where SDR is exact. However, its exactness is only guaranteed for a few classes of problems under some assumptions [13] .
On the other hand, solving SDR for large-scale power systems (more than a thousand of buses) is computationally very expensive. In order to reduce data storage and increase computational speed, [11] proposes to exploit in SDR the sparsity of the OPF problem. This methodology, as we explain in Section III-B, suggests to replace the positive semidefinite matrix V by less-sized positive semidefinite submatrices defined on a chordal extension of the power network [11] , [12] , [19] .
B. Chordal relaxation
Let us interpret the network P = (N , L) as a connected, simple and undirected graph G = (N , E) where N = {1, . . . , n} represents the set of vertices and E = {{k, m} : (k, m) or (m, k) ∈ L}, the set of edges. The power flow equations (1b)-(1e) in (1) depend only on V kk := |v k | 2 , k ∈ N , and V km := v k v * m , {k, m} ∈ E. In other words, except for the constraint V 0, SDR depends only on a partial matrix V G . A partial matrix means a matrix in which only some of the entries are specified [12] , [22] .
A subset K ⊆ N is a clique if every two distinct ver-
where γ ≥ 3 is the length of the cycle. A chord of a cycle
G is chordal if every cycle of 4 and more vertices has a chord. A chordal extension of G is a chordal graph
It was proved in [22] that the constraint V 0 in SDR is equivalent to V K 0 for every maximal clique K of a chordal extension G ′ of G . V K is the submatrix of V in which the set of row indices that remain and the set of column indices that remain are both K. Thus, the chordal relaxation (CHR) is given in Model 2. 1) Order nodes with heuristic algorithm "approximate minimum degree" provided by MATLAB-function amd.
Model 2 Chordal relaxation (CHR)
The optimal valueυ CHR of CHR is not affected by the choice of the chordal extension G ′ . However, the optimal choice that minimizes the complexity of CHR is NP-hard to compute. Given a positive definite real matrix A of size n such that A km = 0 if {k, m} / ∈ E, let A = LL T be its Cholesky decomposition, where L is a lower triangular matrix.
The fillin in the Cholesky decomposition depends on the ordering of the nodes k ∈ N . The problem of finding the ordering that corresponds to the minimum fill-in is known to be NPcomplete. See [12] , [23] , [24] for more details. Besides, [11] , [25] - [27] have developed effective techniques to solve the chordal relaxation of the ACOPF problem and we observe a significant speed-up factor computationally for large-scale power systems compared to the standard SDP relaxation.
C. Second-order cone relaxation
If we relax the constraint V 0 in SDR by |L| constraints of the form
we obtain the standard second-order cone relaxation (SOCR) in Model 3. In fact, (4) represents a rotated second-order cone constraint in the (Re( SOCR is of significant interest because it is computationally more efficient than SDR, and is thus more amenable for largescale instances. It was first proposed in [9] for radial networks, and was extended in [28] to meshed networks by including a trigonometric functional constraint for the voltage angle spread on each line in the network. Later, [19] proposed three strong SOCP relaxations and showed their computational advantages over SDR.
IV. NEW CONIC RELAXATION
For two real variables x, y such that x ≤ x ≤ x, y ≤ y ≤ y where x, x, y, y ∈ R and x < x, y < y, if z = xy then
Inequalities (5) are called reformulation-linearization technique (RLT) inequalities. They describe the convex hull of {(x, y, z) ∈ R 3 : x ≤ x ≤ x, y ≤ y ≤ y, z = xy} [29] . For a general nonconvex QCQP with bounded real variables, it has been shown in [30] that the use of SDP and RLT constraints together can produce better optimal bounds than either technique used alone. Earlier, it has been proven in [31] that the convex hull of {(x, X) ∈ R 2 × H 2 : X = xx T , x ≤ x ≤ x} is given by the SDP constraint X xx T together with the RLT inequalities on X 11 , X 12 , X 22 . Hence, one might be tempted to transform ACOPF Problem (1) with complex variables v into a problem with real variables v r := Re(v), v i := Im(v) and consider a relaxation based on SDP and RLT. Such a relaxation would not be as effective as might be expected due to nonrectangular bounds on v [32] .
On the other hand, it has been shown in [33] that relaxing nonconvex constraints of the ACOPF problem before converting from complex to real variables is more advantageous than doing the operations in opposite order. Thus, assuming |∠v k − ∠v m | ≤ π/2 for every branch (k, m) ∈ L in the network, equivalent valid inequalities have been proposed in [32] , [34] to strengthen the SDP relaxation.
A. Tight-and-cheap relaxation
Moreover for all k ∈ N , V kk := |v k | 2 , and thus we also have
All RLT inequalities (6) are nonconvex, except the constraint (6e) corresponding to the reference bus k = 1:
Therefore, we define a new formulation of the SDP relaxation in Model 4. We denote nSDR. To the best of our knowledge, it is the first time that nSDR with V vv H is proposed for the ACOPF problem.
Model 4 New semidefinite relaxation (nSDR)
In particular, when α =
Proof: Let x ∈ C n and y = Bx ∈ C m . Therefore,
Proposition 2. nSDR is equivalent to SDR.
Proof: Every feasible solution V of nSDR is also feasible for SDR because V vv V k1 . In particular, v 1 = √ V 11 ∈ R and from Lemma 1,
I n ∈ R n×(n+1) , where I n is the identity matrix of size n. From Lemma 2,
Recall that SOCR is obtained from SDR by replacing the constraint V 0 in SDR by |L| smaller positive semidefiniteness constraints, each one corresponding to a branch of the network. Now we replace the constraint V vv H in Model 4 by |L| constraints of the form
to obtain the relaxation given in Model 5. We will refer to this relaxation as "tight-and-cheap relaxation" (TCR). Clearly TCR dominates SOCR and is dominated by SDR.
Model 5 Tight-and-cheap relaxation (TCR)
Variables: (3), v ∈ C |N | . Minimize: (1a) Subject to: (1f), (1g), (2a)-(2e), (7), (8) .
B. Strengthening
Considering k = 1 as the reference bus, if the constraint V 0 in SDR holds, then
We define another relaxation given in Model 6. We call this relaxation "strong tight-and-cheap relaxation" (STCR). Like TCR, STCR dominates SOCR and is dominated by SDR.
Model 6 Strong tight-and-cheap relaxation (STCR)
Variables: (3). Minimize: (1a) Subject to: (1f), (1g), (2a)-(2e), (9) .
Proposition 3. STCR is stronger than TCR.
Proof: We show that for every V feasible solution of STCR, there exists v ∈ C n such that (v, V) is feasible for TCR. For all k ∈ N , let v k = 1 √ V11 V k1 . In particular, v 1 = √ V 11 ∈ R and from Lemma 1, (9) holds, then by Lemma 2, Proof:
∈ E}. Since G − {1} has no cycle, every cycle in G ′ contains vertex k = 1. Also, since for all m ∈ N \{1}, {1, m} ∈ E ′ , every cycle 1−m 1 −m 2 −m 3 −1 of 4 vertices has a chord {1, m 2 }. Thus, G ′ is a chordal extension of G . On the other hand, since G − {1} has no cycle, every maximal clique K of G ′ contains vertex k = 1 and has at most 3 vertices, i.e. K = {1, k, m} for all {k, m} ∈ E. Then the constraint V 0 in SDR is equivalent to V {1,k,m} 0 for all {k, m} ∈ E.
V. COMPUTATIONAL RESULTS
In this section, we evaluate the accuracy and the computational efficiency of TCR and STCR as compared to SOCR, CHR and SDR.
We tested the models 1, 2, 3, 5 and 6 on standard test cases available from MATPOWER [20] , [35] , [36] . It is important to note that, unlike what was done in [21] , [25] - [27] , we did not make any modification or simplification to the data.
We solved all the relaxations in MATLAB using CVX 2.1 [37] , [38] with the solver MOSEK 8.0.0.60 and default precision (tolerance ǫ = 1.49 × 10 −8 ). All the computations were carried out on an Intel Core i7-6700 CPU @ 3.40 GHz computing platform. When solving SOCR for instances with at least 1000 buses, MOSEK ended its computation with message Mosek error: MSK_RES_TRM_STALL(). For these test cases, we replace constraints (4) by equivalent ones
We considered two objective functions: the generation cost [$/h] (1a) and the active loss [MW] where c g2 = 0, c g1 = 1 and c g0 = 0 for all g ∈ G in (1a). Both objective functions of test cases from [36] are the same. We denote υ the best lower bound which is the maximum value amongυ SOCR ,υ T CR , υ ST CR ,υ CHR ,υ SDR , respective optimal values of SOCR, TCR, STCR, CHR and SDR. The optimality gap is measured as 100(1−υ R /υ), where υ is the upper bound provided by the MATPOWER-solver "MIPS" andυ R is the relaxation optimal value. For some test cases: 1888rte, 1951rte, 2848rte, 2868rte, 6468rte, 6470rte, 6495rte and 6515rte, MIPS failed to find a local optimal solution, so we considered the upper bounds reported in [36] . Table I and Table II summarize the optimality gaps of the five relaxations for cost minimization and loss minimization, respectively. The results support the following key points: 1) CHR is equivalent to SDR as predicted by Proposition 1.
2) TCR and STCR are stronger than SOCR. When compared to SOCR, TCR reduces the optimality gap from 0.17% to 0.06% on average for large-scale instances in Table II. 3) Optimality gaps of TCR and STCR are very close to CHR or SDR. We observe significant optimality gaps of TCR and STCR when the optimality gap of CHR or SDR is not close to zero, e.g. case5 and case_ACTIV_SG_500 instances in Table I . 4) STCR is stronger than TCR as predicted by Proposition 3.
For example, STCR reduces substantially the optimality gap of TCR from 12.75% to 5.22% on case5 instance in Table I .
The computation times reported by MOSEK are shown in Table I and Table II . The time CVX took to pre-compile a model is not included. For CHR, the computation time does not take into account the time of building the chordal extension of an instance's graph. We did not solve SDR for the extra large-scale instances (those with at least 6 000 buses) because of the high computational cost. In Tables I and II, we note: 1) Among all relaxations, SOCR is the fastest and SDR is the slowest. 2) CHR is on average around 30 times faster than SDR for large-scale instances. 3) TCR is on average around 30 times faster than CHR for large-scale instances and 55 times for extra large-scale instances. 4) TCR is on average around 3 times faster than STCR for large-scale instances and 7 times for extra large-scale instances.
VI. CONCLUSION
We proposed a new formulation of the semidefinite relaxation for the ACOPF problem. This formulation is based on a positive semidefiniteness constraint combined with reformulation-linearization technique (RLT) constraints defined on the reference (slack) bus. We proved that it is equivalent to the standard SDP relaxation. Thereafter, we derived a tight-and-cheap semidefinite relaxation (TCR) stronger than the standard SOCP relaxation. Experiments on unmodified MATPOWER instances show that the proposed relaxation offers an interesting trade-off between the standard SDP and SOCP relaxations for large-scale power systems because it is very close to the SDP relaxation in terms of optimality gap, but computationally it is much faster than the chordal relaxation (which is equivalent to the SDP relaxation).
A strong TCR (STCR) was also proposed. We showed that, under some assumption, it is tantamount to the standard SDP relaxation. Although faster than the chordal relaxation, it is not as fast as TCR.
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