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Abstract 
A numerical method is presented for the time optimal control of the race car. The method 
is then used to perform the role of the driver in numerical simulations of manoeuvres at the 
limit of race car performance. The method does not attempt to model the driver but rather 
replaces the driver with methods normally associated with numerical optimal control. The 
use of constraints on the method is then considered to represent the performance limits of 
the human driver. The method simultaneously finds the optimal driven line and the driver 
control inputs (steer, throttle and brake) to drive this line in minimum time. The method is 
in principle capable of operation with arbitrarily complex vehicle models as it requires only 
limited access to the vehicle model state vector. It also requires solution of the differential 
equation representing the vehicle model in only the forward time direction and is hence 
capable of simulating the full vehicle transient response. The impact of various vehicle 
parameters on minimum manoeuvre time, driven line and vehicle stability is shown for a 
number of representative manoeuvres using a quasi-steady state vehicle model. A similar 
process is then carried out to analyse the effect of suspension springs and dampers using a 
fully dynamic sprung vehicle model. The presented transient time optimal control method 
is then compared with results obtained from a traditional quasi-steady state manoeuvre 
time simulation method. A thermodynamic tyre model is developed and the time optimal 
control algorithm is used to evaluate dynamic tyre temperature effects on lap time and 
vehicle stability. 
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Chapter 1 
Introduction 
Motor racing is a sickness and the only way you can 
get over it is to die 
Ken Tyrrell 1924-2001 
1.1 Introduction 
The general problem in motor racing is to design and set-up a vehicle so as to allow it 
to complete a given manoeuvre or set of manoeuvres in the minimum possible time. It 
is common practice in the motor racing industry to construct mathematical models of 
racing vehicles and use numerical optimization methods to estimate minimum manoeuvre 
time. This is commonly referred to as lap time simulation. It will be referred to here 
as the minimum time manoeuvring (MTM) problem. The principal challenge faced by 
these methods are to emulate those functions normally performed by the driver. The main 
purpose of this work is to develop methods capable of carrying out this function. It is not the 
intention to model the actual processes carried out by a human driver but rather to replace 
the driver with techniques usually associated with optimal control problems. Constraints 
on vehicle state can be added to emulate driver performance limits. Milliken [36] reports 
that manoeuvre time simulation is believed to date back to Mercedes Benz in 1954-55 and 
possibly as far back as 1937-1939. In [36] Milliken describes the development of a series 
of computer codes for Quasi-steady-state (QSS) lap time simulation beginning in 1982. 
Any manoeuvre time simulation code will face a compromise between accuracy and speed 
of computation. Lap time simulators are typically used at trackside by engineers making 
vehicle set-up choices during a racing event. In a practical trackside code, the time to 
compute a solution must be counted in minutes and not hours. Typically, QSS simulators 
require signficantly less computer time than current transient methods in order to reach 
useful solutions. For this reason, the published work in the last century relates mainly to 
QSS methods. Around the turn of the century the power of the readily available personal 
9 
10 
computer had reached the point where numerical optimal control methods could be used 
with transient vehicle models. 
1.1.1 QSS manoeuvre time simulation 
A detailed description of a quasi-steady-state manoeuvre time simulation is provided in 
Appendix D and in [4]. We summarise here the limitations of the QSS method in order to 
explain the motivation for the development of more sophisticated transient methods. 
. Throughout the solution, the vehicle is at all times in a steady state trim with no 
unbalanced forces or moments. Vehicle transient behaviour such as 'turn in' cannot 
be simulated. Operation of the vehicle over bumps and kerbs on the road surface 
cannot be simulated. 
. Suspension elements are at all times stationary with respect to the vehicle chassis. 
Hence suspension dampers cannot be simulated. 
" The driven line is pre-specified hence changes in ideal line with vehicle set-up cannot 
be studied. 
" The QSS method can be considered as a series of boundary value problems with the 
boundary conditions consisting of the vehicle state at the apex of each corner. QSS 
methods approach this problem by operating in both the forward and reverse time 
direction from each boundary value. Since it is necessary to pre-specify the vehicle 
state at possibly several boundary points along the manoeuvre, it is difficult to solve 
an initial value problem with a QSS method. This makes it difficult to model features 
such as a tyre model with thermal effects. Since in this case, it would be necessary 
to pre-specify the thermal state of the tyre at several points along the manoeuvre. 
Despite the fact that it is quite a mature technology, there is very little published in the 
area of QSS manoeuvre time simulation. A recognised standard approach to the problem has 
not been published. Several commerical software packages are available with inbuilt QSS 
simulators. The general level of secrecy in the motor racing industry and the commercial 
nature of the available codes goes some way to explain the paucity of literature. At the 
highest levels of motorsport, teams use in house developed codes. Appendix D discusses 
this further. 
1.1.2 Transient manoeuvre time simulation 
The task of the racing driver can be viewed as one of constrained time optimal control. 
The driver must complete a given manoeuvre in minimum time, subject to a number of 
constraints. The constraints consist of: 
. The spatial constraints that define the manoeuvre (the track boundaries) 
" The performance limits of the car 
The process by which the driver achieves this can be viewed as one of two stages [44J: 
11 
entreline used to 
pute distance travelled 
ilong manoeuvre 
Driven Line 
Figure 1.1: Example objective and constraints 
" Plan a trajectory (The racing line and speed profile) 
" Produce the necessary car controls to drive the car along that trajectory. 
A transient MTM method must achieve all of the above using the full equations of 
motion of a vehicle model. The transient methods described in the literature are based 
on techniques developed for aerospace applications. Bryson [32] and Betts [50] describe 
a number of such applications. In these applications, the objective is to determine an 
optimal state trajectory that manoeuvres a non-linear vehicle model between two states. 
The trajectory is optimal in the sense that it minimizes some parameter such as energy used 
or time elapsed. Typically, the control inputs to the vehicle model are discretized over time 
and an interpolation scheme is used to render a continuous representation. The control 
values at the discrete points in time then become the indepedendent variables in a non- 
linear-programming (NLP) problem. An example formulation of the racing car minimum 
time manoeuvring (MTM) problem is given below. In this formulation of the problem, we 
simultaneously find the racing line and the controls needed to drive the line in minimum 
time. A vehicle model is typically described by a differential equation of the form: 
dint) 
dt =V 
('mo(t), (t)) (1.1) 
Where m(t) E R' " is the nm dimensional state vector and ü(t) E R"° is the nu dimen- 
sional control vector at time t. V is a vector valued function that computes the derivatives 
of the vehicle state vector. In essence, it describes the model. If we consider a manoeuvre 
on a time interval [O, T, ], our performance metric can be defined so as to maximise the 
'Slalom poles' define 
manoeuvre boundaries 
1ý 
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distance travelled along a precscibed section of race track. This is a function of the final 
state m(Tj). Figure 1.1 shows an example manoeuvre. The manoeuvre shape is specified 
by a curve defining the track centreline. The distance travelled by the vehicle at Tj is the 
length of this curve between the points marked a and b. Let D(m(O), m(Tj)) be a function 
that defines this length. The 'slalom' poles are used to constrain the vehicle path. A func- 
tion is needed to define these constraints in a form suitable for NLP. For the ith constraint 
the vehicle state as the vehicle crosses the line connecting a pair of poles at time Td; is 
m(Td,; ). Let Cd; (m(T&; ) be a function that takes a value <0 if the vehicle is within the 
nth pair of poles and >0 if it is outside. The continuous time control vector ü(t) is created 
from a discrete control vector ü(k)... k = 1,2,... K by a suitable interpolation scheme. The 
MTM problem is that of finding suitable values for (k) to maximise the distance travelled 
along the track whilst satisfying the displacement constraints. In summary: 
Find: 
ii(k)... k = 1,2,.. K (1.2) 
to maximise: 
D(m(O), m(T1)) 
subject to 
(1.3) 
Cai(m(Tda)) S0... i = 1,2,... 1 (1.4) 
In order to make use of a general purpose non-linear-programming code, it is necessary to 
formulate the problem as a general NLP problem as shown below. It is assumed that the 
reader is familiar with NLP and a review is provided in Appendix C. 
Maximize (or Minimize): 
f (x) (1.5) 
xE Irr 
(1.6) 
Subject to: 
cj(x)<O... j=1... n (1.7) 
cc(. t)=0... j=n+l... m (1.8) 
Where f (x) is the scalar valued objective function and x is the nx dimensional vector of 
independent variables. The scalar valued functions cj(x) compute the constraints. There 
are n inequality constraints and (m -n+ 1) equality constraints. To formulate the 
MTM 
problem as an NLP problem, the procedure by which the objective function and constraints 
are computed is as follows: 
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1. Solve the differential equation given by Eqn 1.1 on the interval [0, T1] given the state 
at t=0 (rn(to))with a given trial set of discretized controls ü(k). This is effectively 
'driving' the car forwards in time for a period of Tf seconds. This is achieved by a 
numerical integration procedure e. g. Runge-Kutta. 
2. Whilst solving the differential equation, detect when the vehicle crosses the lines con- 
necting each pair of slalom poles. At these time instants, compute the displacement 
constraint functions Cd;. 
3. Finally, Compute the distance travelled along the track D(m(O), m(Tf)) 
Suitable mappings between the independent variables x and the discretized controls ü(k) 
are described in the next chapter. The displacement constraints Cd2 can be mapped one- 
to-one as inequality constraints in the NLP problem. In this example MTM formulation, 
no equality constraints are required. This above formulation describes the basic features of 
the MTM method developed in this thesis. The full formulation is given in chapter 2. 
In practice, NLP codes are designed to work with problems having 'smooth' non-linear 
objective and constraint functions. We show in chapter 3 that both the objective and 
constraint functions can be non-smooth. In chapter 2 we describe a series of constraints 
on vehicle state that are designed to prevent the NLP code from exploring regions of the 
objective and constraint functions that are highly non-linear. The most non-linear regions 
are encountered when the vehicle 'spins' or enters a highly understeer regime. This problem 
increases with the length of the manoeuvre to be optimized. 
The resulting NLP problem can run into numerical difficulties as a result of the large 
difference in objective and constraint gradients between controls that are earlier and later 
in the manoeuvre. This problem also increases with the length of the manoeuvre. This 
issue and the non-linearity problem places a limit on the length of the manoeuvre that can 
practically be solved. In chapter 6 we use Finite Horizon control as a technique to extend 
the method to arbitrarily long manoeuvres. 
1.2 Literature Review 
Solutions to the minimum time manoeuvring problem based on discretization of the driver 
controls and formulation as an NLP problem have been published by several authors. Pub- 
lished works begin in the year 2000. Most of the work discussed below was published during 
the course of the work described in this thesis, so the review has been an ongoing process. 
MTM methods in the form described above have very high computational demands when 
compared to QSS methods. For this reason, much of the literature focusses on techniques 
that can be used to reduce the computational burden. 
1.2.1 Cranfield University 
The earliest published work in this area is due to Casanova [8], [13], [12]. The MTM method 
developed by Casanova is based on the principles outlined in section 1.1.2. The method is 
suitable for long manoeuvres, for example a typical motor racing circuit with a of length 
5km. In order to tackle the non-linearity and gradient spread problems, Casanova breaks 
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Figure 1.2: Method of Daniele Casanova 
the manoeuvre into a series of segments (Figure 1.2)). A number of equality constraints 
are then added to the NLP problem to assure that the vehicle state at the end of a segment 
and the start of the next are equal. The vehicle model non-linearity problem is handled by 
reducing the length of the segments to the point where a 'spin' or 'severe understeer' does 
not have too long to develop before the end of the segment. The independent variable 
used in the solution of the vehicle differential equation and in the vehicle control generation 
functions is distance. A time-to-distance scaling factor is then applied in order to scale the 
vehicle state derivatives. 
When solving a long manoeuvre, the number of independent variables and constraints in 
the NLP problem can be very large (> 1000). This places stringent demands on the fidelity 
of the objective and constraint gradients used by the NLP code. Automatic differentiation 
[28], [9] is used to compute the gradients. This is a technique that computes the gradients 
analytically by repeated application of the chain rule to the underlying model eqations used 
by the differntial equation solver. The code SNOPT [211 is used to solve the resulting NLP 
problem. Initial values for the controls are generated using a path and speed-profile-following 
algorithm and a pre-defined 'close' to optimal trajectory. Small random perturbations 
are applied to the resulting controls to generate multiple initial values for repeated trials. 
Casanova successfully uses the method to investigate the impact of vehicle longitudinal 
centre of mass location and yaw inertia on manoeuvre time. 
Use of the vehicle state equality constraints and automatic differentiation requires that 
the MTM method have intimate knowledge of the vehicle model equations. The method 
developed in this thesis uses different methods in order to allow operation with a 'black 
box' vehicle model. The driver control input values used in this thesis are taken from the 
Casanova method. One of the vehicle models used in this work is very similar to the QSS 
model used by Casanova (see Appendix A). 
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1.2.2 Loughborough University 
Best, Gordon [26], [25] and Komatsu [33] describe a number of interesting approaches to 
the MTM problem. In [26] a method is described that simultaneously optimizes the vehicle 
controls and a vehicle parameter (e. g. yaw moment of inertia). The driver controls consist 
of steer and torque. The discretized controls are rendered continuous by a zero order hold 
(no interpolation is used). The whole problem (including vehicle model) is formulated 
analytically. The Matlab symbolic toolbox [35] is then used to compute gradients. A 
steepest descent or conjugate gradient method are used to optimize the distance travelled 
in a given time. The method requires solution of vehicle equations in the reverse time 
direction. Results are presented analysing the effect of yaw moment of inertia on vehicle 
performance. In [33] a steering controller is formulated based on piecewise linearisation of 
a non-linear vehicle model. This results in a time varying linear system. Having rendered 
the system linear, an analytic optimal control method is used. This also requires solution of 
vehicle equations in the reverse time direction. In [25] a 'dual model' approach is described 
in order to reduce computational cost. The solution is found sequentially with a simpler 
model providing a reference velocity field for a more complex model. The authors state 
that the results produced are sub-optimal. 
1.2.3 Georgia Institute of Technology, Atlanta 
Velenis and Tsiotras have produced an extremely interesting series of papers [58][56][57][55]. 
Not all of this work describes solution of the MTM problem by NLP but the results presented 
are relevant to the general field of manoeuvre time simulation. The series begins [58] with 
a semi-analytical method to generate minimum-time optimal velocity profiles for a vehicle 
with given acceleration limits (e. g. a g-g diagram) driving along a specified path. The series 
continues [56] with a practical implementation of the semi-analytic method using receding 
horizon control. A speed profile is generated for the Silverstone Grand Prix circuit. In [57] 
the method is applied to a simple car model over a short manoeuvre. In [55] the method 
is used to compare minimum time and maximum exit velocity solutions. 
1.2.4 University of Leeds 
Siegler, Deakin and Crolla describe MTM methods in [16], [15]. In [15] they describe an 
MTM method suitable for short manoeuvres. The impact of objective and constraint non- 
linearity is not discussed. The driver control inputs are similar to the Casanova formulation 
[8]. Initial controls are generated with a path following algorithm with a reference driven 
line at a given constant speed. Finite differences are used to generate the objective and 
constraint gradients. The Matlab optimization toolbox [34] is used to solve the resulting 
NLP problem. A single corner manoeuvre is presented with path radius of approximately 
17.5 m. The authors state that the optimized solution is not affected by the choice of 
constant velocity at the initial solution. The resulting optimized driven line is shown. In 
[16] a transient method is presented and the results compared with a QSS method. The 
transient method uses the throttle/brake values produced by a QSS method and a sinusoidal 
steering input. The authors conclude that the optimized manoeuvre time difference between 
transient and QSS methods is small. 
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1.3 Outline 
We present below a brief summary of the thesis. 
1.3.1 Chapter 2-A Method for Short Manoeuvres 
Chapter 2 introduces a transient method suitable for the solution of short manoeuvres. 
The method includes a number of novel features that support very robust operation in the 
presence of highly non-linear vehicle behaviour. 
1.3.2 Chapter 3- Performance of the MTM Algorithm 
Chapter 3 provides some fundamental results using the method developed in chapter two 
and a QSS vehicle model (Appendix A). The accuracy and repeatability of the results is 
demonstrated. By performing many trials from randomly selected initial vehicle controls 
we demonstrate the consistency of the method and show that the MTM problem (as for- 
mulated in this work) possesses multiple locally optimal solutions. We consider the impact 
of the control discretization interval (e. g. controller sampling rate in Hz) on manoeuvre 
time. The optimal behaviour of the solutions is demonstrated by the use of tyre efficiency 
diagrams (Appendix B) and the six vehicle stability derivatives (Appendix A). We demon- 
strate that the vehicle yaw stiffness typically becomes negative in limit manoeuvring. It is 
also shown that yaw moment sensitivity to steer input falls to zero in limit manoeuvring. 
The MTM method is capable of extreme behaviour in its quest for minimum manoeuvre 
time. We consider additional constraints on the model to reflect limitations of human driver 
performance. The bandwidth of the human driver is considered. 
1.3.3 Chapter 4- Influence of vehicle parameters on Manoeuvre 
time, Driven line and Stability 
For a number of manoeuvres, we establish the sensitivity of manoeuvre time, vehicle sta- 
bility and driven line to a number of vehicle parameters. Vehicle mass, yaw moment of 
inertia, roll moment distribution, longitudinal centre of gravity and differential set-up are 
considered. Using a simple 90 degree corner followed by a straight, we show the impact 
on the manoeuvre time and final speed of the car on the 'look-ahead' distance along the 
straight. We also provide a comparison of minimum manoeuvre time and maximum exit 
speed cornering strategies. 
1.3.4 Chapter 5- Comparison of Transient and Steady State So- 
lutions 
Chapter 4 compares time optimal solutions obtained with the transient method with those 
obtained with a quasi-steady-state method. We analyse the effect of a change in racing line 
associated with a vehicle set-up change on the solutions produced by a quasi-steady-state 
simulator. 
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1.3.5 Chapter 6- Extending the method for longer manoeuvres 
Chapter 6 extends the method for longer manoeuvres using the method of finite horizon 
optimal control. We show the impact of distance to horizon on the driven line and optimal 
manoeuvre time. Results from a simulation of the Jerez circuit are presented. 
1.3.6 Chapter 7- Results using a Sprung Vehicle Model 
We Provide some further results using a more complex vehicle model including sprung and 
unsprung masses. We consider vehicle operation when riding a serrated kerb. The effect of 
vehicle spring and damper rates on manoeuvre time and vehicle stability is considered. 
1.3.7 Chapter 8- Performance Analysis using a Thermodynamic 
Tyre Model 
In many categories of motorsport, the thermal behaviour of the tyres is a dominant factor in 
the performance of the vehicle. In this chapter we develop from first principles a tyre model 
including thermal effects. The influence of track and ambient temperatures on manoeuvre 
time and vehicle stability is considered. 
1.3.8 Chapter 9- Conclusions 
A summary of the main findings in the research is presented along with recommendations 
for further areas of work. 

Chapter 2 
A Method for Short Manoeuvres 
Success can only be achieved with a kind of pioneer 
spirit and the repeated use of three tools: failure, 
introspection and courage 
Sochiro Honda 
2.1 Summary 
In this chapter a numerical method is presented to solve the Minimum Time manoeuvring 
problem introduced in Chapter 1. It is a robust time optimal control algorithm for four 
wheeled vehicles subject to displacement constraints. The method simultaneously finds 
the optimal driven line and the controls required to follow the line in minimum time. Key 
features of the algorithm include: 
Capable of finding a solution from any initial control vector values. Hence does not 
require seeding with solution that is close to optimal. This allows a wide search of 
the solution space giving confidence that a global minimum has been located. 
Limited access to the state vector of the vehicle model is required. This allows the 
method to be used with arbitrarily complex vehicle models. 
" Suitable for manoeuvres up to approximately 500m. The method is extended to 
arbitrarily long manoeuvres in chapter 6. 
The problem is framed as a general non-linear-programming (NLP) problem. The NLP 
code CFSQP (C-Feasible Sequential Quadratic Programming) is then used to find the 
solution. The use of a feasible NLP method is key to the success of the algorithm. It is 
assumed that the reader is familiar with NLP and a summary is provided in appendix C. 
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2.2 Non-linear Programming 
The method is formulated as a general NLP problem. The general NLP problem can be 
stated as follows. 
Minimize: 
! (i) (2.1) 
sE R"= (2.2) 
Subject to: 
cj(z)<0... j=1... n (2.3) 
cj(2)=0... j=n+1... m (2.4) 
Where f (2) is the scalar valued objective function and z is the ns dimensional vector of 
independent variables. The scalar valued functions cj(z) compute the constraints. There 
are n inequality constraints (eqn 2.3) and (m -n+ 1) equality constraints (eqn 2.4). The 
problem can be also written so the goal is to maximise the objective function. In the form 
shown here the inequality constraints must be less than or equal to zero at the solution. 
2.3 Time and Distance Based Formulations 
In the general case of the MTM problem the value of the objective function is simply 
the time taken to complete a given manoeuvre. We will consider two formulations of the 
objective. In the first, it is to minimise the time taken to travel between a notional start 
and finish line on a section of race track. In the second, it is to maximise the distance 
travelled along a race track in a given fixed time. In each case, evaluation of the objective 
function consists of solving a differential equation initial value problem (representing the 
vehicle model). In both cases, time is used as the independent variable in the differential 
equation. Each formulation lends itself to a particular discretisation scheme for the driver 
control Inputs and constraints. In the first formulation, we draw a number of lines across 
the race track perpendicular to the track centreline as shown in figure 2.1. These will be 
referred to as waylines. At any given time. the relative distance between the vehicle centre 
of gravity and the closest points on the preceding and following waylines forms a continuous 
variable as follows: 
dl (2.5) 
d1 + dz 
This is used as the independent variable for the driver control input generation functions. 
The displacement constraints are specified at the time the vehicle centre of gravity crosses 
the wayline. The points where the wayline crosses the inside and outside of the track edge 
can be considered as slalom poles. 
In the second formulation, time is used as the independent variable for both the driver 
controls and constraint functions. The objective is to maximise the distance travelled along 
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Figure 2.1: Distance I)av4l formulation 
the race track in a given time. The method used to compute the distance travelled along 
the track and the distance of the vehicle from the centre of the track are shown in figure 
2.2. The track centreline is discretized and then re-rendered as a continuous function using 
linear interpolation. 
The motivation for using two formulations will become clear below. The distance based 
formulation is more convenient. The time based formulation is more robust. 
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Figure 2.2: Vehicle Centre of Gravity Distance from track centre line 
2.4 Vehicle Model 
The vehicle model is described by the general differential equation: 
d(ih(t)) 
= V(rn(t), (t)) (2.6) dt 
Where fn(t) E Ir- is the nm dimensional state vector and ü(t) E R", - is the n dimensional 
control vector at time t. The dimension of the state vector is determined by the complexity 
of the vehicle model. The algorithm requires access to only those elements of the state 
vector that could generally be considered to be common to all vehicle models. The vehicle 
state vector elements required by the method are given in Table 2.1. 
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Symbol Description 
dx, dy Displacement of vehicle centre of gravity in the plane 
vx Longitudinal Velocity at vehicle centre of gravity 
vy Lateral Velocity at vehicle centre of gravity 
r Vehicle yaw rate 
Ay Vehicle Lateral acceleration 
'ELF Slip ratio at left front wheel 
XRF Slip ratio at right front wheel 
? LR Slip ratio at left rear wheel 
KRR Slip ratio at right rear wheel 
FZLF vertical load at left front wheel 
Fz, vertical load at right front wheel 
FsLR vertical load at left rear wheel 
FZRR vertical load at right rear wheel 
Table 2.1: Vehicle State Vector values required by MTM Algorithm 
2.5 Representation of the driver control inputs 
The control inputs available to a driver in a typical vehicle model consist of engine torque 
demand, steering angle, braking torque demand, clutch torque transfer and gear ratio. For 
the purposes of this work this is simplifed to a2 dimensional control vector consisting of a 
combined driving/braking torque and steering angle [8]. The independent variables used by 
the optimizer to represent the driving/braking torque are numbers in the range [-1,1]. This 
can be thought of as two ranges. The range [0,1] represents the on-throttle regime. The 
value 1 represents maximum available engine driving torque. The value 0 represents the 
closed throttle scenario producing maximum engine braking. The range [-1,0[ represents 
the braking regime. This is summarised in figure 2.3. The distribution of torques between 
axles and wheels including gearbox and differential is described in more detail in Appendix 
A. The steering controls simply represent the steer angle applied to the front wheels. Two 
schemes are described below which allow the vehicle controls to be represented at a number 
of discrete points. Interpolation is then used to produce the continuous signals for input to 
the vehicle model. 
2.5.1 Distance Based Formulation 
In this formulation, the optimizer independent variables specify the control values at the 
point where the vehicle crosses the wayline. At any time instant, the control value is 
computed based on d,,, the relative distance from the centre of gravity of the vehicle and 
the nearest points on the two closest waylines as described in equation 2.5. If x,, and x,, +, 
represent the throttle/brake values at waylines n and n+1 then the throttle/brake value 
is given by: 
UT = Tn + (xn+l - xn) * dw 
(2.7) 
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2.5.2 Time Based Formulation 
In this fomulation, the optimizer independent variables specify the control values at discrete 
points in time. The continuous time control vector is then produced by linear interpolation 
over time. 
2.6 Race track (displacement) constraints 
Computation of the race track constraints is a two step process. Firstly we compute the 
distance of the vehicle centre of gravity from the race track centreline. Secondly we apply 
a function due to Casanova [8] to produce a function which is continuously differentiable (a 
requirement for SQP NLP codes). If the distance between the vehicle centre of gravity and 
the centre of the race track is d and the track width is W, then the displacement constraint 
is computed as shown in equation 2.8 and figure 2.4. 
Cd= 
(J)2-1 
(2.8) 
This provides a smooth function that is less than or equal to zero when the vehicle 
centre of gravity is within the track boundary and greater than zero otherwise. We choose 
to constrain only the vehicle centre of gravity to the racetrack for simplicity. This method 
could easily be extended to constrain the displacements of each of the four wheels. The 
approach described by equation 2.8 is used in other constraint formulations below to provide 
a smooth constraint function where it is desired to place some fixed limit on the value of a 
vehicle state variable. 
Figure 2.4: Differentiable displacement constraint function 
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2.6.1 Time Based Formulation 
In this formulation the displacement constraints are specified at discrete points in time. At 
the specified instant, the distance of the vehicle centre of gravity from the track centre line 
is computed as shown in figure 2.2. 
2.6.2 Distance Based Formulation 
In this formulation the displacement constraints are specified at the time instant that the 
vehicle centre of gravity crosses the wayline. The distance of the vehicle centre of gravity 
from the centrepoint of the wayline is then computed. 
2.7 Vehicle Stability constraints 
The stability constraints are used to remove the most non-linear regions of the vehicle 
model from the space explored by the optimizer. This is a particularly important feature of 
the method that allows the optimizer to be seeded from randomly generated start points 
that are very far away from optimal solutions. We define a number of functions below 
that compute a stability parameter from the vehicle state vector. An individual stability 
constraint value is defined as the maximum value of such a function over a given time 
interval as described in equation 2.9 
Catability = max [CI (s(t))] ... t E 
[t tt [ (2.9) 
In the distance based formulation t, and tf are defined as the time the vehicle crosses 
two waylines. As a result, the constraint is defined over a particular value of the racetrack. 
In the time based formulation t, and tf are specified at two fixed time intervals. 
In the following chapters we show that the MTM algorithm is capable of exercising the 
vehicle to the extremes of its performance envelope in a manner that would not be possible 
by a human driver. The driver is limited by his own physiology and also by the requirement 
to leave some safety margin in the face of uncertainty and changing conditions such as tyre 
wear, changing track temperatures, wind direction, fuel load etc. The stability constraints 
also provide a means to limit the MTM algorithm to a more human like performance region. 
The constraints described below are those that are necessary to endow the MTM algorithm 
with robust performance. Further constraints are defined in chapter 3 in order to attempt 
to more closely match the performance of an expert human driver. 
It should be noted that excluding some regions of the vehicle state vector m(t) from the 
optimizer search space does introduce the possibility that the region containing the globally 
optimal trajectory will be excluded. 
2.7.1 Slip Ratios 
In order to prevent the tyre from operating in highly super-saturated regions, we implement 
a primitive form of traction control and antilock braking. We place a limit on the absolute 
value of the slip ratio is at the four wheels as described by 2.10. 
- 
()2 
-1 (2.10) 
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2.7.2 Understeer angle 
The understeer angle is a compact if crude way of describing the limit state of the vehicle. 
In unconstrained operation, it is typical for the optimizer to enter a highly understeer region 
of operation in which the steer control has very little effect. In order to exclude these regions 
we place a limit on the absolute value of the understeer angle (Appendix E as described by 
equation 2.11. 
C 
ng __ 
(9)2 
U ang 
-1 
(2.11) 
eL{m 
uang 
By default, this constraint also limits oversteer. In practice, oversteer usually results in 
a 'spin' which is then handled by the displacement and body side-slip constraints. 
2.7.3 Body side-slip Angle 
The vehicle body side-slip angle is the angle between the vehicle x axis and its vector 
velocity (equation 2.12). 
,ß =tan-' 
vv 
vx 
(2.12) 
The linearity of the operating regime of the car can be described quite compactly by 
a phase plan plot of /3 and its derivative Q. Automotive stability control systems typically 
operate by limiting Q [49]. In early generations of the manoeuvre time optimizer a con- 
straint was defined which specified an approved region of the ß/ ,3 phase plane. In later 
development it proved sufficient to place a simple limit on , Q. Equation 2.13 defines a 
primitive form of stability control. This is used to exclude high side-slip regions from the 
optimization process. 
C-( 
p 2-1 (2.13) o-\ #Lim 
2.7.4 Wheel loads 
Vehicles exploiting aerodynamic downforce typically run very stiff suspensions. At limit 
performance, longitudinal and lateral load transfers are very high. This can result in one 
(usually front) wheel becoming fully unloaded during limit manoeuvring. We formulate the 
vehicle models so that two tyre loads are computed. The first load is representative of the 
real tyre physical load and cannot become negative. This is used in the model physics such 
as tyre force calculations. We also compute a virtual load that becomes negative as the 
tyre separates from the road surface. A constraint is then used to prevent this virtual load 
from becoming negative at the solution. 
The F1 car has a tendency to fully unload a front tyre when accelerating out of a corner. 
Hence the wheel load constraints are typically active at MTM solutions. In implementing 
this constraint, we in effect limit the vehicle lateral load transfer to the value that would 
fully unload one wheel. It is acknowledged that this prevents the exploration of some of 
the vehicle state space but this is considered an acceptable compromise by the author. For 
each wheel, the constraint is described in equation 2.14 where F, z is the wheel 
load and 
F'. '- is the minimum permissible load for that wheel at the solution. 
L'Fs=Fz" -Fzv (2.14) 
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2.8 Objective definition 
The definition of the NLP objective function is described below for both the time and 
distance based formulations. 
2.8.1 Time Based Formulation 
In this formulation, the distance travelled by the car along a particular manoeuvre, in a given 
time interval [t tfj is maximised. Computing the objectve function consists of solving an 
initial value differential equation problem (IVP) on the interval [t if I to find the vehicle 
state at time if. Then the distance travelled along the track is computed as follows. 
objective = D(rn(t f)) - D(in(t, )) (2.15) 
The function D(s) computes the distance along the racetrack (as shown in figure 2.2) 
(Note that in this case we seek to maximise the objective function). The independent 
variables are the control values ü(t) at the time instants tEt,, t, + t,,, t, + 2. t,,... t1I where 
t. is the control sampling interval. 
The powerful feature of this formulation is that the objective function can be successfully 
computed for any set of independent variables. Computation of the objective function does 
not require the attainment of any goal by the vehicle. The displacement and stability 
constraints are computed from the trajectory resulting from the solution to the IVP, hence 
the constraint functions are also defined over the entire set of possible independent variable 
values. This makes for an extremely robust formulation of the problem. The author generally 
uses this method when working with a particularly unstable vehicle set up (prone to spinning) 
or when working with a new vehicle model. 
2.8.2 Distance Based Formulation 
In this formulation, the time taken to travel along the track from a given start point until a 
particular wayline is crossed is minimised. Computation of this objective also requires the 
solution to an IVP but in this case it is possible for some independent variable values that 
the path followed by the vehicle will not cross the wayline. This can happen if the vehicle is 
steered away from the wayline or if the vehicle enters a 'spin'. Hence for some independent 
variable values the objective function and some or all of the constraint functions are not 
defined. The computational procedure handles this problem by introducing a maximum time 
for completion of the IVP. If this time is exceeded, the routine places a fixed infeasible value 
into the variables representing any constraints that have not been computed. This causes a 
very abrupt and non-linear change in those constraint functions. When this problem occurs 
it is typically during the line search phase (Appendix C) of the NLP code. The NLP code 
used in this thesis (CFSQP) uses a very simple line search algorithm that is tolerant of this 
crude approach. 
This formulation lacks the ultimate robustness of the time based formulation but com- 
pensates to some extent for this with the convenience of being able to specify the locations 
of the vehicle control discrete values at fixed locations on the racetrack. The control and 
constraint function points do not then move relative to the racetrack when changes are 
made to the vehicle set-up. 
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2.9 Differential Equation Solver 
The choice of differential equation solver is driven largely by the requirements of estimating 
the gradients of the objective and constraint functions using finite differences [50]. A 
variable step solver may be more computationally efficient but is more likely to introduce 
numerical noise into the solution. A fixed step size Second order Runge-Kutta solver is 
used throughout this work. In both time and distance based formulations the equations 
are solved using time as the independent variable. Since the vehicle will not typically cross 
a wayline at an integral number of solver timesteps, an interpolation procedure is used to 
compute the time at which the wayline is crossed. The vehicle models used in later chapters 
are formulated as ordinary differential equations (ODEs). The method should generalise 
to models formulated as differential algebraic equations (DAEs) subject to the requirement 
that the solutions are sufficiently free of numerical noise. 
2.10 Choice of Non-Linear-Programming Code 
Sequential Quadratic Programming methods [46] have been used effectively in many nu- 
merical optimal control problems [32]. The analysis of SQP methods require that the 
objective and constraint functions have continuous first and second derivatives. Practical 
implementations of the method vary in their tolerance of such discontinuities. The rate of 
convergence of SQP methods is strongly influenced by the relative magnitudes of the ob- 
jective function and constraint derivatives with respect to the independent variables. Test 
problem sets for NLP codes typically feature problems with objective functions resembling 
long narrow river valleys. We show later in chapter 3 that even trivial MTM problems have 
discontinuous derivatives and the tortuous topology of SQP test problems. It is therefore 
necessary to select an SQP implementation that is very robust. 'C-Feasible Sequential 
Quadratic Programming' CFSQP [10] is an SQP code that will only evaluate the objective 
function when the inequality constraints are feasible (less than zero). This allows inequality 
constraints to be specifed to exclude regions of the objective function that exhibit highly 
non-linear behaviour. In chapter 4 we show that the MTM problem as formulated here is 
non-smooth. CFSQP is not stricltly formulated for non-smooth problems but is in practice 
tolerant of discontinuous derivatives. 
2.11 Configuration of CFSQP code 
The NLP code CFSQP has a number of configurable set up parameters. There use is 
discussed below. The reader is again referred to Appendix C for a brief background in NLP. 
2.11.0.1 Line Search 
CFSQP offers a choice of two line search techniques. The first involves constructing and 
then searching along a feasible arc. When using this technique CFSQP requires a reduction 
in the objective function at each major step. Failure to achieve a reduction in the objective 
will result in termination. In the second approach, the search direction is linear. With this 
simpler approach, simultaneous feasiblity and descent cannot be guaranteed. In order to 
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overcome this problem, CFSQP requires that a reduction in objective function must have 
been achieved in at most four major steps. This non-monotone line search approach is 
attractive in that it offers the opportunity to go 'uphill' in the optimization process. In 
circumstances where the optimization is proceeding along the edge of a constrained region, 
this allows the algorithm to negotiate out of small local minima. For this reason, the 
non-monotone line search is selected for the MTM algorithm. 
2.11.0.2 Repeatability and Precision 
There are a number of parameters used to tell CFSQP the level of repeatability that can be 
expected in the computation of the objective and constraint functions. All of these values 
are configured to the smallest number representable on the floating point scheme used. 
2.12 Modifications and Additions to CFSQP code 
In support of the MTM algorithm the author has made a number of modifications and 
additions to the CFSQP code. A callback interface has been added to allow a user rou- 
tine to be called at each major step. The callback function is used to monitor and log 
the performance of the optimizer. Also some additional processing has been added after 
termination of the optimizer to check the validity of the solution. 
2.12.1 Hessian condition computation via SVD 
One possible cause of termination of an NLP code is computation of a very small step 
length due to poor conditioning of the Hessian matrix. We monitor the condition number 
of the Hessian in the callback function at each major step as follows. The condition number 
is computed using the singular value decomposition (SVD) [51][24]. The SVD is shown in 
equation 2.16 where G is the Hessian, U and V are orthonormal matrices and w is a 
diagonal matrix. 
G= UwV' (2.16) 
After performing the SVD, the condition number is the ratio of the largest and smallest 
elements of the diagonal matrix w. This approach to condition number computation is 
relatively computationally intensive but very robust and accurate. Since in practice, the 
computation time of the MTM algorithm is dominated by evaluating the objective function 
and constraints this extra computational load is not significant. When the MTM algorithm 
is started a long way from an optimal solution, the path to the optimal solution may pass 
through some extremely non-linear regions. This can result in poor conditioning of the 
Hessian. In order to combat this, the Hessian matrix is reset to the identity matrix if its 
condition number exceeds a threshold. This helps CFSQP to find its way through highly 
non-linear regions. 
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2.12.2 Verifying Solution Quality 
Part of any general purpose NLP code is a procedure to check if the NLP algorithm should 
terminate. Termination will typically occur for the following reasons: 
" The length of the computed search step is too small 
" The achieved step length is too small 
" The reduction in the objective function during the line search is too small 
Termination may occur because an optimal point has been found or because the problem has 
run into numerical difficulties such as a badly conditioned Hessian or because the objective 
or constraint functions have discontinuities. In order to establish that the NLP code has 
terminated at a genuine well defined minimum point the author has augmented the CFSQP 
code with a procedure to validate the solution. The procedure carries out the following 
steps: 
" Check for suitable smoothness of the objective function and active constraints at the 
solution. 
. Check that the Karush-Kuhn-Tucker (KKT) conditions are satisfied [22]. 
The first task is carried out for each independent variable xn, n = 1,2,... n., by sampling the 
objective function and active (and near active) constraints at a number of points around 
the solution ... x 4- 
2&, x* - A, xn, x, *, + A, x* + 2A,... A quadratic polynomial is then 
fitted through these points and the residual error in the fitted polynomial is logged. This 
task is designed to check for discontinuities in the objective and constraint functions at the 
solution. Example plots showing the behaviour of the objective and constraint functions 
with respect to a single independent variable are provided in the next chapter. 
The second task consists of a verification that the Karush-Kuhn-Tucker (KKT) con- 
ditions are satisfied at the solution point. This is achieved by computing the matrix A 
of gradients of the active constraints (by finite differences), computing the pseudo inverse 
of this matrix A+ (by SVD [24]) and then multiplying this by the gradient vector of the 
objective function g. The result is an estimate of the Lagrange multipliers at the solution 
point (eqn 2.17). 
A* = A+g* (2.17) 
If a is a local minimum then ); > 0, i=1,2,... N where N is the number of active 
constraints at the solution [46]. 
2.12.3 Cache 
The CFSQP interface has separate user functions for computing the objective function and 
constraints. CFSQP calls the constraint function separately for each constraint. In the case 
of the MTM problem the objective and all constraint values are evaluated simultaneously 
by solving one initial value differential equation problem. Typically, CFSQP may call the 
user objective function followed by several calls to the user constraint functions with the 
same independent variable values. In order to prevent repeated unnecessary computation we 
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implement a cache that stores the independent variables, objective function and constraint 
values each time they are computed. Any subsequent calls made by CFSQP with the same 
independent variables can then by supplied with objective and constraint values from the 
cache. 
2.13 Finite precision arithmetic issues 
In this section we discuss the issues related to the floating point number representation 
used by the computer running the NLP algorithm. In any finite precision implementation 
the computed value of the objective function can be considered as in eqn 2.18. Where 
n(x) represents the 'noise' introduced by the finite precision arithmetic. Let Aj and An 
be the changes in j (t) and n(. jý) resulting from a change A in one element xn of x. Ai 
must be sufficiently greater than On in order to discern changes in the objective function 
for perturbations in the independent variable x, a with magnitudes in the order of A. 
j(t) = f(x) + n(x) (2.18) 
For any given fixed size floating point number format, inaccuracies will result when 
adding two numbers whose ratio exceeds a threshold. Consider the sum of two numbers 
c=a+b where JbI < tai using finite precision floating arithmetic. If the ratio b/a is 
smaller than the smallest number that can be represented by the mantissa of the floating 
point scheme then the result of the addition is equivalent to c=a. IEEE double precision 
arithmetic is used throughout this work. This format has a 52 bit mantissa. The largest 
number representable by the mantissa is 2, the smallest is 252. This gives a minimum value 
on the ratio of approximately 1-16. If the ratio (bI/lad is of the order of 1-16 then only the 
most significant bit in the mantissa of a will appear in the result c. Hence a will have been 
effectively quantized to a1 bit representation for the purposes of the computation. If a is 
to be represented with any significance then tbI/tal must be significantly greater than 1-16. 
For example, if b is to be represented in the sum to IEEE single precision (approximately 5 
decimal significant figures) then b/a must be greater than approximately 1'l0 
The algorithms employed by SQP non-linear-programming codes typically perform var- 
ious linear algebra operations such as vector dot product and matrix vector multiplication. 
Equation 2.19 shows the typical operation of computing the search direction s where N is 
the approximate inverse Hessian matrix and g is the vector representing the gradients of 
the objective function with respect to the independent variables. 
9= -119 (2.19) 
Consider the vector v representing the elementwise multiplication of the nth row of H 
and g. If the ratio of the maximum and minimum values of the non-zero elements of V. 
exceeds the threshold discussed above. The smallest element will not have any numerical 
significance in the search direction. This can result from, for example, the ratio of the 
magnitudes of the largest and smallest elements of g being sufficiently large. 
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2.13.1 Gradient estimation using Finite differences 
The NLP code requires estimates of the first derivatives of the objective and constraint 
functions with respect to each of the independent variables. A simple estimate of the 
gradient of the function f (x) with respect to x can be computed by finite differences as 
shown in equation 2.20. 
df 
_f 
(x + 0) -f(x) (2.20) 
dx A 
A suitable choice of 0 is a compromise. We wish to choose a small value for 0 so the 
second order derivative (curvature) and higher derivatives of f (x) do not have an impact 
on the gradient estimate. However, as the magnitude of 0 is decreased, the precision of 
the computed change in the objective function is reduced as explained above (eqn 2.18). 
In practice, the impact of this finite difference approximation on NLP performance will 
depend on the mapping between the independent variables and discretized vehicle controls. 
Assuming for now a simple one-to-one mapping, a given 0 applied to a control value early 
in the manoeuvre will produce a larger change in the objective function than a control 
late in the manoeuvre. Hence a0 suitable for an early control may be unsuitable for a 
later control. We consider the selection of a mapping from the discretized controls to the 
independent variables in the next section. 
In practice, it is quite easy to determine if errors in gradient computation are having an 
impact on the NLP outcome. It is simply a case of solving the same problem with several 
different choices of finite difference step(s). If the solutions or the path to the solutions 
have significant differences then the gradient estimates can be suspected. 
Casanova [8] uses automatic differentiation for the computation of the derivatives. This 
is a computational procedure whereby the source code of the model is analysed by a piece 
of software that then analytically computes gradients by repeated application of the chain 
rule. This approach is not used here as the author is motivated to develop an MTM method 
that is capable of operating with the model as an unseen 'black box'. 
2.13.2 Basis and Scaling for the independent variables 
The discussion so far has assumed a simple one-to-one mapping between the discretized 
vehicle controls and the independent variables of the NLP problem. We consider here 
the process of producing the independent variables by applying a linear transform to the 
discretized vehicle controls. The inverse transform is applied to the independent variables to 
produce the vehicle controls for computation of the objective and constraint functions. This 
process can be considered as one of finding the basis in which the independent variables 
represent the vehicle controls. As previously stated, a similar change in control values 
early in the manoeuvre will have a larger effect on the manoeuvre time than that later in 
the manoeuvre. Hence the gradient of the objective function will be significantly different 
with respect to controls early and late in the manoeuvre. The same is true for constraint 
functions. This can lead to numerical problems as previously discussed. This problem will 
worsen as the manoeuvre length is increased. In the case of the search direction computation 
(eqn 2.19), the problem can be caused by the gradient vector g or the inverse Hessian 
approximation H. We can to some extent reduce problems in g by applying appropriate 
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scaling factors to the discretized controls. In practice, the maximum manoeuvre length that 
can be solved by the MTM procedure is not limited by these factors. The main limiting 
factor is the increase in highly non-linear behaviour of the objective and constraint functions 
as the manoeuvre size increases. Examples of the non-linear and discontinuous objective 
and constraint functions are given in section 3.3.3. The basis used in most of the results in 
this thesis consists of a simple one-to-one mapping between independent variables to steer 
angle in radians and throttle/brake in normalised range +/- 1. 
2.13.3 Fourier Basis 
As previously discussed the early controls have a larger impact on the objective function 
and constraints. In order to investigate the impact of this phenomenon on the algorithm 
we optionally apply a change of basis to the driver controls using a linear transformation. 
A discrete Fourier transform is applied to the independent variables before the objective 
function is computed. The driver controls consist of two arrays, the N, element steer array 
u, and the NT element throttle/brake array NT. 
u, (n)... n = 0,1... N, -1 (2.21) 
tT(n)... n = 0,1... NT -1 (2.22) 
The transformed throttle controls are computed as follows (steer is similar): 
n=i cos(2NT 
)... k E (0,2,4,6... ) (2.23) ir(k) = ENT 
rt 27rkn 4(k) = En_Tl sin( NT 
)... k (2.24) 
When this transformation is applied, the optimizer sees the Fourier coefficients of the 
controls rather than the controls themselves. Each independent variable now has an impact 
on all of its corresponding discretized control inputs. Hence each independent variable 
contributes to all of the constraint values. Results obtained with this method are described 
in section 3.3.1. When the Fourier basis is used, an additional set of constraints is used to 
bound the time domain representation of the driver controls. 
2.14 Generation of Initial Feasible Solutions 
In order to build confidence that a globally optimal solution has been found, it is necessary 
to search as much of the vector space occupied by the independent variables as possible. In 
order to achieve this aim, we initialise the independent variables with values from a uniform 
random number generation routine [511. Randomly generated initial values will not typically 
satisfy the displacement or stability constraints. The first task of the algorithm is to move 
from the initial control values to a feasible set before optimization can begin. CFSQP 
can be configured to find a feasible point without regard for an objective function. In early 
development of the algorithm this process was attempted in a single step. That is, all of the 
independent variables were initialised then a single call to CFSQP was used to find a feasible 
point. This problem with this approach is that when stability constraints are violated, the 
35 
L1 
First find feasible point between L1 and L2... 
L1 
Next find feasible point between L1 and L3... 
L1 
Next find feasible point between L1 and L4... 
Figure 2.5: Incremental procedure for finding feasible points 
constraint functions can become highly non-linear. In addition, an NLP code will typically 
attempt to go 'downhill'. When in search of feasiblity it will be searching for a new point 
that is more feasible than the current point. This will cause problems if from where we are 
now it is necessary to become less feasible on the path to becoming feasible. Numerical 
experiments indicated that local minima exist in the infeasible area. This makes it very 
difficult for CFSQP to make progress toward a feasible point. To counter this problem, 
an incremental procedure was developed that allows a feasible point to be found in stages. 
The description below relates to the distance based method but generalises to the time 
case. 
In general, the controls at the first wayline in a manoeuvre are set to fixed value and 
do not form part of the optimization. We then move to the next wayline that has an 
active control and/or steer value. We then find a feasible point for the short manoeuvre 
from the first wayline to the second. We then move on to the next active point and find 
a feasible point for a manoeuvre between the first wayline and the third. This process is 
repeated until the final wayline is encountered. This proves to be a very robust method 
even when working with very unstable vehicles. The process is summarised in figure 2.5. 
The resulting feasible point is typically very far from optimal and this allows a wide range 
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of the vector space occupied by the independent variables to be explored on the way to an 
optimal solution. 
2.15 Computational Procedures 
The MTM method described here forms the core algorithm of a larger piece of software de- 
veloped by the author under the name LORA (Laptime Optimisation for Racecar Analysis). 
A brief description of the design and implementation of this software is given in Appendix 
F. The software supports the concept of an 'experiment'. An experiment typically consists 
of repeatedly computing a minimum time solution to a given problem. The process that 
generates each solution is termed a 'run'. Each run typically begins by seeding the initial 
values for the driver controls from a random number generation routine. Hence an experi- 
ment typically consists of solving an MTM problem from a number of different start points. 
This process is used to determine the basic accuracy and repeatability of the MTM method 
and to gain confidence that the MTM solutions represent global minima. An experiment is 
specified by a number of parameters: 
1. manoeuvre shape and length 
2. Vehicle model and set up 
3. Tyre model and set up 
4. Range of initial values for the controls and the parameters for the random number 
generation scheme. 
5. Time or distance method to be used 
6. Discretization interval and location for controls 
7. Discretization interval and location for constraints 
8. Vehicle state constraint limit values 
9. Number of runs to perform 
In addition, each run consists of one of the computational procedures outlined below. 
An example procedure is shown in figure 2.6. The choice of computational procedure is 
determined by the trade-off required between the elapsed time consumed by the procedure 
and the desire to comprehensively search the solution space to achieve high confidence that 
the solution is globally optimal. Procedure A is used for all of the final results presented in 
this thesis. 
2.15.1 Procedure A 
Procedure A is designed to search as much as possible of the space occupied by the vehicle 
control vector. Its characteristics are: 
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For n : =1,2,... N (N = number of runs) 
Generate Random Initial 
Throttle and Steer Values 
Modify Throttle and Steer 
Values to find a feasible point 
(satisfying all constraints) 
Optimise Throttle and Steer 
Values for Minimum 
manoeuvre Time 
Verify / Analyse and 
Save Results 
Figure 2.6: Example Computational Procedure 
" Bounds on vehicle controls are set to their maximum values. For throttle/brake this 
represents the values +/- 1. For steer this is a range that guarantees that bounds 
will not be active at the solution, typically +/- 15°. 
" Initial random control values are taken from a uniform distribution with bounds equal 
to the full control bounds. That is, an initial control value can assume any value that 
satisfies the bounds for that control. 
The procedure by which the initial random control values are modified to satisfy all 
contraints (find a feasible point) is described in section 2.14. All of the results in this 
chapter are generated using procedure A. 
2.15.2 Procedure B 
If a comprehensive search of the solution space is not required, a solution to the problem can 
be found using less computer time as follows. A previously computed 'reference' solution to 
the problem (possibly using procedure A) is used to generate a set of bounds on the vehicle 
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control values. The bounds are set in a window around the reference solution. Suitable 
freedom can be allowed to increase the bounds on the manoeuvre at sensitive points such 
as initial braking. Initial values for the controls are then selected from a uniform distribution 
with bounds equal to the control bounds. 
2.15.3 Procedure C 
When working with closely spaced control points (higher bandwidth control systems) the 
time taken to solve the MTM problem increases. For the purpose of some experiments we 
are more interested in the time to reach a solution rather than an extensive search of the 
solution space. In this case, a bandwidth recursive approach is used. For example, when 
finding a feasible point for a 4m control spacing problem, a feasible point can first be found 
for an 8m problem. The initial values for the 4m spaced problem can then be found by 
interpolation of the final values from the 8m spaced problem. 
Chapter 3 
Performance of the MTM Algorithm 
Coming off an Apex is relatively easy, it's merely like 
balancing on a tighrope... but going into the Apex is a 
little worse... it's like leaping onto the tightrope 
blindfold 
Paul Van Valkenburgh 
3.1 Summary 
In this chapter we apply the method described in chapter 2 to a number of test problems 
using the quasi-steady-state vehicle model described in Appendix A and a simple manoeuvre 
consisting of a single 90° corner. We provide a detailed analysis of the optimized solutions to 
this manoeuvre. We demonstrate the accuracy and convergence behaviour of the method. 
We also show that the MTM problem, as formulated here, possesses multiple locally optimal 
solutions. The optimal nature of the solution is validated through the computation of 
Vehicle stability derivatives (Appendix E) and tyre efficiency diagrams (Appendix B). We 
go on to consider the influence of the control discretization interval (time or distance) on 
the manoeuvre time. 
As should be expected, the method is able to exploit the extremes of vehicle performance 
in a manner that could not be achieved by a human driver. The human driver operating in 
the real world needs to leave some stability margin in the vehicle to account for uncertainties 
in the environment. By making some assumptions about the performance limits of the 
human driver, we attempt to emulate driver behaviour by adding additional constraints 
to the method. We constrain the minimum vehicle yaw stiffness derivative and steering 
control moment derivative achieved during the manoeuvre (Appendix A). We also consider 
a suitable control discretization interval that is representative of the human driver. It is 
beyond the scope of this work to study human factors in any detail or to correlate the MTM 
with human driver behaviour. 
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3.2 Manoeuvre, Vehicle and tyre model configuration 
The vehicle model used is described in Appendix A. The model has a number of parameters 
specifiying the mechanical and aerodynamic set-up of the vehicle. A particular set of 
parameters wil be referred to as a 'set-up'. A number of named reference set-ups are given 
in Appendix A. The tyre model also has a number of parameters and a number of reference 
tyre configurations is provided in B. 
3.2.1 Summary of tyre and vehicle 'set-ups' 
Two tyre types are described in Appendix B. Tyre set 1 has similar levels of longitudinal 
and lateral performance at the front and rear. The rear peak lateral force is achieved at a 
slightly smaller slip angle than the front. Tyre set 2 has less rear lateral grip than front. 
The rear peak lateral force is achieved at a significantly smaller slip angle than the front. 
Tyre set 2 also has a more rapid drop in grip after the peak in the p/ slip curve. Running 
tyre set B generally results in a less stable vehicle. 
QSS car set-up A has a relatively rearward roll moment distribution (RMD). QSS car 
set-up B has a relatively forward RMD with set-up C somewhere in the middle. Tyre set A 
tends to produce an understeer balance and this is reduced by set-up A. Running Car set-up 
B with tyre set 2 results in a car that is prone to snap oversteer on corner exit. Various 
combinations of tyre and vehicle set-up are used in this and the following chapters to show 
the impact of vehicle/tyre characteristics on the MTM method. 
3.3 A detailed analysis of a single 90° corner 
In this section we present some results for the righthand corner manoeuvre shown in figure 
3.1. The MTM algorithm and computational procedure A was used to generate 100 solu- 
tions to the problem. The problem configuration is described by table 3.2. The vehicle state 
limits are chosen so that (with the exception of minimum wheel load) the state constraints 
are not active at the solution. Figure 3.1 shows the optimized vehicle path. 
Item Configuration 1 Configuration 2 Configuration 3 
Car QSS QSS QSS 
set-up QSS/A QSS/B QSS/C 
Tyres ST/A ST/B ST/B 
Differential Locked Locked Locked 
Table 3.1: Vehicle/Tyre Configurations 
3.3.1 Solution repeatability and existence of local minima 
The resulting manoeuvre times consist of two distinct solutions. The manoeuvre times for 
five of each solution are shown in Table 3.5. Each solution has been tested for optimality 
(as explained in 2.12.2). This demonstrates that at least two solutions to the problem exist. 
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Parameter Value 
manoeuvre Length 250m 
manoeuvre Righthander 
MTM Method Distance 
Control Spacing Steer: 5m Throttle: 5m 
Trackwidth lOm 
Initial Vehicle CG XY 0,4.9 
Initial Speed 60 m/s 
Minimum Wheel Load 1N 
Front Slip Ratio Limit +/-50% 
Rear Slip Ratio Limit +/-50% 
Table 3.2: Test Configuration RH/1 
Parameter Value 
Control Spacing Steer: 10m Throttle: 10m (Steer value held at zero until 55m) 
Table 3.3: Test Configuration RH/2 (Only differences to RH/1 shown) 
Parameter Value 
Control Spacing Steer: 5m Throttle: 5m (Steer value held at zero until 55m) 
Table 3.4: Test Configuration RH/3 (Only differences to RH/1 shown) 
Solution 1 
Manoeuvre Time 
Solution 1 
Final Speed 
Solution 2 
Manoeuvre Time 
Solution 2 
Final Speed 
5.09557890 60.36551846 5.10524612 60.08085658 
5.09558203 60.36535574 5.10524612 60.08098167 
5.09557872 60.36567244 5.10524616 60.08195057 
5.09557873 60.36541096 5.10524617 60.07956579 
5.09559235 60.36551804 5.10524612 60.08082346 
Table 3.5: Two Solutions to 250m single corner 
Of the 100 optimizations carried out, 64 consisted of the faster solution. The experiemt was 
repeated using a Fourier basis for the controls (Section 2.13.3). The same two solutions 
were found using this basis. Table 3.6 shows the manoeuvre times for five of each solutions 
in this case. 
It can be seen that in the case of this vehicle, tyre and manoeuvre the optimized solution 
times have a spread of <1 ms or approximately 0.02%. During the course of this chapter 
and the next, we present many results using different manoeuvres, vehicle set-ups and 
tyres. In order to allow a thorough investigation of solution repeatability, these solutions 
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Solution I 
Manoeuvre Time 
Solution 1 
Final Speed 
Solution 2 
Manoeuvre Time 
Solution 2 
Final Speed 
5.09557548 60.36548978 5.10524428 60.08036605 
5.09557577 60.36491595 5.10524288 60.080707417 
5.09557531 60.36559319 5.10524289 60.08205141 
5.09557549 60.36588355 5.10524276 60.08206115 
5.09557555 60.36518939 5.10524292 60.08060181 
Table 3.6: Two Solutions to 250m single corner with Fourier basis for controls 
are generated using computational procedure A. Hence many solutions are generated to each 
problem from widely differing initial points. Results are then typically presented showing 
the repeatability and any local minima found. 
3.3.1.1 Comparison of Locally optimal solutions 
The throttle and steer values for both solutions are shown in figure 3.2. The location of 
the control sample points is shown along the bottom of the plots. The speed and timeline 
comparison are shown in figure 3.3. The timeline indicates the time difference between the 
two solutions with distance travelled along the driven path as the independent variable. The 
timeline shows that the slower solution arrives at the apex of the corner in less time and is 
approximately 30ms faster at some stage just beyond the minimum speed point. The faster 
solution then gains back time as it is able to apply driving torque earlier in the manoeuvre. 
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The faster solution also has the higher final speed, an important consideration if this corner 
is followed by a straight section of track. 
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3.3.1.2 Resolution 
The optimal manoeuvre times computed can be considered as a 'true' optimal time plus 
a numerical error term due to finite precision implementation and NLP code termination 
criteria (see section 2.13). 
tcomputed = toptimal + tnoiee (3.1) 
The most simple and effective method for determining the resolution of a lap time simulation 
code is to plot the optimal manoeuvre time against vehicle mass (we consider the effect of 
vehicle mass and other vehicle parameters in more detail later). An increase in vehicle mass 
should always result in an increase in manoeuvre time. Consider a small change of mass 
Om with a corresponding change in manoeuvre time St. As Am is reduced there should 
come a point where ta;, e exceeds St. In figure 3.4 we consider steps in vehicle mass of 1 
gramme. The plot clearly shows that even for this short manoeuvre, the method is capable 
of resolving to less than one gramme of vehicle mass. 
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Figure 3.4: Effect of 1 gramme steps in Vehicle Mass on manoeuvre time (Vehicle 
QSS/B, Tyre TS/B, Config RH/1) 
3.3.1.3 Influence of Vehicle Stability on Solution Spread 
In the above examples, the method is shown to produce very accurate results. Here we 
consider the effect of destabilising the vehicle on the spread of optimal solution times. 
This is achieved by applying a scaling factor to the rear tyre lateral and longitudinal forces 
(Appendix B). A reduction in rear grip is associated with exponentially divergent unstable 
vehicle behaviour. Figure 3.5 shows the resulting optimal manoeuvre times at grip scale 
levels from 1.01 to 0.95 for two vehicle and tyre configurations. The results are obtained 
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with the experimental set-up RH/2. In figure 3.5 (a) it can be seen that in the grip scale 
range greater that 0.99 the solution spread is small (the time differences between multiple 
locally optimal solutions in this region is too small to see on this scale). At the 0.99 point 
two distinct solutions can be seen. Between 0.99 and 0.98 two solution families exist. For 
values less than 0.98 the number of solutions starts to increase. Figure 3.5 (b) shows 
that as the rear grip level reaches 0.975 the solution spread starts to increase. This data 
demonstrates that as vehicle stability is reduced solution spread increases. The same effect 
can be introduced by other vehicle parameter changes that tend to promote instability such 
as rearwards centre of gravity location or forwards aerodynamic balance. The effect of a 
reduction in rear grip is analysed in more detail in the following chapter. 
3.3.2 Rate of Convergence of Objective Function 
An example of the improvement in manoeuvre time against the optimizer major step number 
is shown in figure 3.6. The manoeuvre time is within 0.1% (5 ms) of the optimal value 
after 200 major steps. The final 5 ms of objective improvement requires over 180% of 
the computational resources. Figure 3.7 shows a detail of figure 3.6. The plot shows that 
the rate of convergence is subject to rapid change and has 'shelves' where progress is very 
slow. This fact must be taken into account when designing a termination algorithm for 
the optimizer (Appendix D). Any such algorithm that operates on the basis of objective 
progress may result in premature termination. CFSQP terminates when the computed step 
length (or step taken achieved) is less than a user programmable value. For this work, this 
value is set to the smallest number representable in the floating point scheme used. 
Figures 3.9 and 3.8 show the history of a steering and throttle/brake control value 
against major iteration number from 100 different start points. These plots give an indi- 
cation of the range of control values that are explored en route to the optimized solution. 
The throttle plot is taken from an experiment having two locally optimal solutions. In each 
of these experiments, the range of the pseudo random number generation routines is set 
to +/- 1 for the throttle/brake and +/- 25° for the steer. The scheme used to generate 
initial feasible points (section 2.14 is responsible for the reduction in these ranges to those 
seen in the figures 3.9 and 3.8. 
3.3.3 The nature of the objective and constraint functions 
As described in chapter 2 and appendix C, NLP codes are designed to operate with smooth 
non-linear functions. In this section we provide a limited analysis of the smoothness of the 
objective and constraint functions used by the MTM method. The objective and constraint 
functions cannot be easily visualised due to the large number of independent variables. 
Here we study the sensitivty of these functions to a change in a single independent variable 
around its optimal value. Figures 3.10,3.11,3.12 show this for a number of throttle/brake 
and steer independent variables. The location of the optimal value is highlighted. Figure 
3.14 shows a similar plot for example minimum wheel load and displacement constraints. 
It is evident from this data that both the objective and constraint functions exhibit highly 
non-linear behaviour. 
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3.3.3.1 An additional simple example showing the nature of the objective func- 
tion 
In this section we analyse a very simple MTM problem having only two Independent vari- 
ables. The manoeuvre is simple straight line acceleration over a distance of 10 metres with 
an initial vehicle speed of 20 m/s. This speed is sufficiently low that the vehicle performance 
is tyre limited. The manoeuvre consists of three parallel waylines spaced by 5 metres. The 
throttle/brake value at the first wayline is set to 1. The steering values at each wayline 
are held at zero. The two independent variables represent the throttle values at the second 
and third waylines. Figure 3.15 shows contour and surface plots of the objective function 
ý"ý i"w 9.9e 0.96 0.94 092 Of 
Re« Tyn Odd) Sc" F. dv 
(A1 
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Figure 3.6: Objective Progress 
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Major Itertaöon Number 
Figure 3.7: Detail of Objective Progress 
(time to travel 10m) against the independent variables. Figure 3.15 also shows a cross- 
section of the objective function parallel to each of the independent variable axis through 
the minimum point. This data clearly shows that despite the simplicity of the manoeuvre, 
the objective function is both non-smooth and has a significant spread in gradients along 
the two axes. The optimal solution lies in a point along a 'crease' in the objective function. 
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3.4 Influence of controller sample rate on manoeuvre 
time 
In this section we show the effect of controller bandwidth on manoeuvre time. Figure 3.16 
shows a plot of manoeuvre time against control spacing for the distance based method. 
The control spacing is varied from 20m to 1m in steps of 1m. It is interesting to note that 
time gains are still made as the control spacing is increased from 2m to im. Figure 3.17 
shows a similar plot for the time based method. This curve becomes flat at around the 
15Hz point. A choice of controller discretization interval that is representative of a human 
driver is considered in section 3.6. 
I 
E 
I 
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3.4.1 Comparison of 1m, 5m and 10m control spacings 
Figure 3.18 shows the throttle/brake and steer values for controls spacings of 1,5 and 10 
metres. The refinement in the controls can clearly be seen as the discretization interval is 
reduced. 
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3.4.2 Comparison of time and distance based Solutions 
Figure 3.19 gives a comparison of the solutions from the time and distance based method. 
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3.5 Validation of the limit nature of the solution 
In this section we attempt to establish that the computed optimal solution 1 from table 3.5 
is representative of the limit behaviour of the vehicle. 
3.5.1 Wheel Speeds, Loads and Tyre Efficiency 
The generation of tyre efficiency diagrams is described in Appendix B. Figures 3.5.1 and 
3.20 show the tyre efficiency diagrams for the vehicle state trajectory associated with the 
optimal solution. The plots show that the tyre useage for all four tyres is close to 100% 
efficiency during all tyre limited parts of the manoeuvre (in the initial and final parts of the 
manoeuvre the vehicle performance is limited by available engine torque). The effect of the 
initial steer and counter-steer behaviour is shown very clearly in the tyre efficiency and wheel 
load plots. First the left then the right front tyre become fully unloaded indicating that 
100% of the available load transfer at the front axle has been used. Both front tyres reach 
100% efficiency during this stage of the manoeuvre. During corner exit, the right front 
tyre becomes fully unloaded for a period of approximately 0.5s. The minimum wheel load 
constraint in this configuration (RH/1) is set to 1N. This constraint is therefore active at the 
solution. This appears to be generally true for other manoeuvres and vehicle configurations 
such as those studied in the following chapter. 
3.5.2 Stability Derivatives 
The stability derivatives are defined in Appendix E. Figure 3.5.2 and 3.23 show the yaw 
moment and lateral acceleration derivatives respectively. The yaw stiffness derivative is 
given by the change in yawing moment N resulting from a change in chassis side-slip angle 
P. If the change in N is such as to attempt to increase the yaw moment opposing the 
change in ß then Np is positive. This is often described as a 'weather vane' effect. If a 
weather vane is displaced at an angle to the wind, a restoring moment will be generated 
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to attempt to reduce the angle. If Np is negative, the vehicle is in an open-loop unstable 
state, that is, unless corrective control action is taken, the side-slip angle will continue to 
increase and the car will spin. The yaw damping derivative is the change in yawing moment 
N resulting from a change in yaw rate r. If an increase in yaw rate results in a decrease in 
the yaw moment opposing the yawing motion, the vehicle is in an open-loop unstable state. 
That is, unless corrective control action is taken, the yaw rate will continue to increase and 
the car will spin. 
It is interesting that the yaw stiffness derivative is seen to go negative during heavy 
braking. Hence the optimized trajectory passes through a region where the vehicle response 
is open-loop unstable (Appendix E). The yaw damping derivative is negative throughout 
the manoeuvre indicating that an increase in yaw rate always results in an increase in the 
56 
opposing yaw moment. The control moment derivative N8 indicates that from the moment 
the car is turned into the corner, small changes in steering have very little effect on the yaw 
moment. This suggests that at the limit, the driver should sense very little response from 
the steering. This is in agreement with the following quotation from Sir Stirling Moss [38]: 
... once one has presented a car to a very high speed corner it's rather like 
throwing a dart - when it has left your hand you can't do a thing about its 
path. If you present a car accurately to such a corner it will track through a 
long drift on virtually a predestined trajectory. You can make tiny adjustments, 
but once you have presented it to the corner you can only adjust the trim, not 
make major changes of direction, not if you are on the limit. 
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3.6 Consideration of the Performance limits of the ex- 
pert human driver 
Why is one driver quicker than another ? He's got 
more confidence. Sometimes he gets it by over-riding 
certain fears and getting away with it 
Mario Andretti 
It has been shown (and should be expected) that the optimizer produces state trajec- 
tories that exhibit extreme behaviour. The optimizer needs to leave no margin for error 
and is given as many attempts as it needs to walk slowly up to the limit of vehicle perfor- 
mance. A human driver has to deal with uncertainties in the environment such as variaton 
in tyre condition, changes in fuel load and wind strength/direction. The human driver gets 
a single attempt at each corner each lap. In this section we formulate hypotheses about 
the performance limits of the human driver. We then propose a number of modifications 
to and constraints on the MTM method to produce more human-like performance. It is 
beyond the scope of this work to study human performance in great detail. What follows 
is merely an effort to reduce the most obvious super-human excesses of the MTM method. 
3.6.1 Human Controller Bandwidth 
We have shown that improvements in manoeuvre time are still made at control sampling 
rates as high as 20Hz. This is considerably in excess of the frequency obtainable by a 
driver. It would be useful to study vehicle behaviour using the MTM method with a control 
discretization interval that is representative of a human driver. The literature on human-in- 
the-loop systems is mainly as a result of aircraft pilot modelling/analysis [27,45,47] and 
also for haptic interaction in man machine systems [2,52]. The human is a very complex 
non-linear system that does not submit to simple analysis. The following is a passage from 
Brooks [52]: 
... 
Even when the sensing and control parameters are held constant, the 
human operator does not have one single, overall bandwidth. For example, 
given the same machine, same sensory modalities, the same functional task, 
and the identical operator, the human response can be significantly different 
based on the situation. Apparently, a humans bandwidth is a funtion of the 
situational mode in which he is operating: specifically, a human operator has 
different maximum bandwidths for unexpected signals [1-2 Hz], versus periodic 
signals [2-5 Hz], versus internally-generated or learned trajectories [--5 Hz], 
versus reflexive actions [r10 Hz]. 
The human input/output system is asymmetric. The main sensing input relevant to driving 
is vision which has a bandwidth of approximately 50Hz [52]. The main actuating outputs 
relevant to driving are the arms/hands and legs/feet. The fingers have a bandwidth of 
approximately 5-10 Hz. The larger limbs have a bandwidth in region of 2-6 Hz [39], [52]. 
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The elbow has a bandwidth of around 4-6 Hz in open loop motion and 2 Hz in a closed loop 
tracking task [39]. Current driver models separate the driver controls into an anticipatory 
or pre-cognitive part and a reactive feedback part [44,7,19,53]. The anticipatory part is 
as a result of learnt behaviour and can be considered as a driver developed internal model 
of the vehicle dynamics. As suggested above, this represents the higher bandwidth part of 
the control. 
Frequency response analysis is fundamentally suited to the analysis of the steady state 
response of linear systems. The human is clearly non-linear and furthermore we are inter- 
ested in modelling transient behaviour. A compromise must be found to approximate the 
human as a sampled data system with a fixed temporal or spatial sampling rate. 
Considering first the time based method. In the data sampling problem the Nyquist 
criterion states that a signal must be sampled at a rate at least twice the highest frequency 
present in order to avoid aliasing. We face the inverse of the problem, that is synthesizing a 
continuous signal from a discrete one using linear interpolation. In the synthesis problem We 
introduce signal energy at frequencies in excess of the Nyquist frequency. Hence a sample 
rate of 2Hz can produce significant spectral energy above 1Hz. 
The distance based method brings the additional problem that if a fixed control spacing 
is used, the temporal controller sampling rate will increase with vehicle speed. This is 
probably quite unrepresentative of human behaviour. 
It should also be noted that for any given manoeuvre, there may typically be an impact 
on the manoeuvre time caused by the phasing of the control discretization points relative 
to the vehicle position along the manoeuvre. That is, it is possible that a lower sample 
rate may produce an improved manoeuvre time if the controller samples are positioned such 
that the ideal braking or turn-in point can be more accurately located. This phenomenon 
explains the non-monotonic behaviour seen in figure 3.16. 
As a compromise we carry out most of the studies in this thesis with a sample rate of 
5 to 7Hz for the time based method and 5 to 10 metres for the distance based method. 
This seems to produce control waveforms that are representative of professional formula 1 
drivers. 
3.6.2 Steer behaviour on entry 
The optimized solution exhibits extreme steer behaviour on entry. A rally driver style 
'pendulum turn' approach is used. During this procedure, the front tyre efficiency reaches 
100%, the control moment drops to zero and full load transfer occurs at the front axle. 
Whilst this behaviour is convincingly optimal, it is very unrepresentative of human driver. 
We can eliminate this behaviour from the MTM method by eliminating the option to steer 
so far in advance of the corner (steer values are held at zero before this point). Examples 
of this are shown later. 
3.6.3 Vehicle Stability, Control Moment derivative and Minimum 
wheel load 
The largest departure from human like performance occurs during braking. The optimized 
rear tyre slip ratios are significantly higher than those typically achieved by a driver. This 
longitudinal exploitation on the rear tyres causes a lack of rear lateral support resulting in 
61 
the negative yaw stiffness derivative seen during braking. In addition to this, the steering 
control derivative drops to near zero from the point the car turns into the corner indicating 
that the steering input has very little margin to deal with control disturbances. We are 
faced with the following questions: 
" Does a driver push the car into open-loop unstable regions (e. g negative yaw stiffness) 
when braking ? 
" Does a driver typically retain some steering control moment ? 
" How does the driver sense that the car is at the limit ? 
It would be possible to reduce the rear tyre slip ratios during braking by simply applying 
a slip ratio contraint (this approach is used in later chapters). However, the driver is not 
able to directly sense slip ratio or many other of the vehicle state variables. For feedback 
to the closed loop part of the driver response it is likely that the driver is sensing at least 
the following using optical preview and by the inner ear. 
. The yaw acceleration 
. The sideslip angle 0 and its rate of change f. 
. The yaw rate of the vehicle compared with the yaw rate required to maintain the 
desired vehicle path at the desired speed profile. 
. The response between steering angle and yaw acceleration. 
The vehicle sideslip angle and yaw responses sensed by the driver are compactly repre- 
sented by the yaw stiffness derivative NO and yaw damping derivative N, as discussed above 
and defined in Appendix A. We consider below the effect of placing additional constraints 
on the MTM method on No and Na to remove open-loop unstable regions of operation 
from the solution and to enforce a minimum control moment. 
3.6.4 Yaw Stiffness Derivative Constraint 
Here we add an additional constraint to the MTM method to enforce that the yaw stiffness 
derivative remains positive throughout the manoeuvre. We use set-up QSS/A with tyre set 
A and experimental configuration RH/1. Figure 3.25 shows a comparison of the throttle 
pedal position and total braking torque for the cases with and without the yaw stiffness 
derivative constraint. In order to maintain Np >0 the brake force in the early part of 
the manoeuvre has been reduced by approximately 30%. As a result of the constraint, the 
manoeuvre time increases from 5.0956 s to 5.1231 s an increase of 0.54%. Figure 3.26 
gives a comparison of the loaded rear tyre slip ratio. This clearly shows that the increased 
stability is achieved through a considerable reduction in rear tyre slip ratio. 
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3.6.5 Control Moment Derivative Constraint 
Here we add an additional constraint to the MTM method to enforce that the control 
moment derivative remains above a threshold throughout the manoeuvre. When travelling 
in a straight line at 60 m/s the Ns is approximately equal to 300000 Nm/rad. We set 
the constraint such that Na > 20000. The test is carried out using set-up QSS/B with 
tyre set B and configuration RH/2. Figure 3.27 shows a comparison of the vehicle controls 
for constrained and unconstrained cases. In the constrained case, the peak steer angle is 
reduced by 2.5° or approximately 30%. The unconstrained solution is able to apply the 
power earlier in corner exit and this account for much of the time difference. As a result of 
the constraint, the manoeuvre time increases from 5.410 s to 5.451 s an increase of 42ms 
or 0.76%. 
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3.7 Procedure for jumping out of a local minimum 
The local minima described above are typical of those encountered in a wide range of 
manoeuvres. As shown in figure 5.1, a slower overall solution may in fact be faster over 
the first part of the manoeuvre. The slower solution however will typically have a slower 
exit speed. In order to 
force the MTM method to explore higher exit speed regions we 
can optionally introduce a 
further inequality constraint to force the final speed to exceed a 
given value. 

Chapter 4 
Influence of vehicle parameters on 
manoeuvre time, Driven line and 
Stability 
I'm not sure they understand everything about racing 
cars. I am not sure that this is wise. 
Jean Alesi 
4.1 Summary 
In this chapter we show the effect of various vehicle parameters on manoeuvre time, driven 
line and limit vehicle stability using the following three manoeuvres: 
" Single 90° Corner (See chapter 2) 
" High Speed Chicane (Becketts, Silverstone Grand Prix Circuit) 
" Slow Chicane (Jerez) 
The following parameters are considered: 
" Mass 
" Yaw moment of Inertia 
" Roll moment distribution 
" Longitudinal Centre of Gravity Location 
" Differential set-up (Open, Locked and Limited Slip) 
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" Rear Grip Scale Factor 
None of the parametric results presented below are intended to generalise to all vehicles 
operating under all circumstances. In general, the effect of any one vehicle parameter is 
usually closely coupled with others. For example, a change in longitudinal centre of gravity 
location alone may result in an increase in manoeuvre time. If it is accompanied with a 
change in aerodynamic balance and roll moment distribution this may become a decrease 
in manoeuvre time. In general, all optimal vehicle parameters are heavily influenced by 
the behaviour of the tyre. The purpose of the presented results is to show effects that 
cannot be studied with QSS simulation methods, that is, changes in driven line and vehicle 
stability. Comparison of driven line is achieved by analysis of the instantaneous path radius 
at intervals along the path. The radii are computed by least squares fitting of circles to 
sampled vehicle centre of gravity coordinates along the driven path. This is an effective 
method for driven line comparison as direct comparison of the driven paths can fail to show 
significant differences in path curvature. 
Stability analysis is provided by plotting the yaw moment derivatives of the vehicle 
against time or distance along the driven line. The stability derivatives (Appendix A)are 
computed by applying small perturbations to steer angle Ö, lateral velocity v, and yaw rate 
r and hence represent a linearisation of the non-linear vehicle model around the optimized 
state trajectory. Analysis of stability derivatives requires careful interpretation. For example, 
a vehicle parameter change that affects say only the vehicle corner entry performance may 
have a significant impact on the stability of the vehicle in corner exit by facilitating a higher 
speed during the exit phase. 
We consider below the effect of these six vehicle parameters using three vehicle and tyre 
configurations across 3 manoeuvres. An exhaustive presentation of this data would be too 
large for this thesis. The most interesting and representative cases only are shown. The 
solutions are generated using the distance based method with computational procedure A 
and a control spacing of 10m. 
4.2 Additional manoeuvres, Jerez Chicane, Silverstone 
Becketts 
Two further manoeuvres are presented below. 
4.2.1 Slow Chicane, Jerez 
Figure 4.2.1 shows the optimized driven line for a low speed chicane manoeuvre. This 
manoeuvre is a section of the Jerez de la Frontera circuit. The purpose of this manoeuvre 
it to test the vehicle response in a rapid change of direction at low speed. An example set 
of optimal controls and speed profile is shown figure 4.1. 
4.2.2 High Speed Chicane, Silverstone Becketts 
Figure 4.2.2 shows the optimized driven line for a high speed chicane manoeuvre. This 
manoeuvre is a section of the Silverstone racing circuit. The purpose of this manoeuvre 
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Figure 4.2: Jerez Chicane Speed profile and controls 
it to test the vehicle response in a change of direction at high speed. An example set of 
optimal controls and speed profile is shown figure 4.3. 
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Figure 4.4: High Speed Chicane Speed profile and Controls 
4.3 Mass 
Here we consider the effect of vehicle mass. Mass is the most simple and well understood 
vehicle parameter. An increase in mass will always result in an increase in optimal manoeuvre 
time. For this reason, it can an also be considered as a simple means of determining the 
accuracy of a manoeuvre time simulator as described in section 3.3.1.2. Figures 4.5 shows 
the sensitivty of optimal manoeuvre time to vehicle mass for the three manoeuvres. In the 
single 90° corner case the two solutions described in section 3.3 can be seen clearly in the 
data. 
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manoeuvre Time Delta (ms) Time Delta % Time Delta %/kg 
90° corner 163.3 3.22 0.0325 
Jerez Chicane 134.7 2.19 0.0221 
Becketts 391.3 4.89 0.0494 
Table 4.1: Mass change in manoeuvre time from 600 to 699 kg 
4.3.1 Mass effect on vehicle controls 
Figure 4.6 gives a comparison of the vehicle controls, understeer angle and body side-slip 
angle for mass values of 600 and 699 kg in the single 90° corner case. At the higher mass, 
as should be expected, the heavy car solution brakes earlier. The intial steering input is 
also slightly earlier although the main steering change occurs later. The slow speed chicane 
data also demonstrates two solutions. 
4.3.2 Mass effect on Driven Line 
The path radii of the driven lines for 600 and 699 kg are shown in figure 4.7. Turn in to 
the corner occurs 2-3m earlier otherwise the change in driven line is very small. 
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4.4 Yaw Moment of Inertia 
The effect of yaw moment of inertia on manoeuvre time was first studied by Casanova 
[8]. The results found here are in broad agreement with that work. Figure 4.8 shows the 
manoeuvre time corresponding to yaw moment of inertia in the range 400 to 1390 kgm2. 
A typical modern F1 car has yaw moment of inertia in the region of 600-700 kgm2. Over 
this range there is very little change in manoeuvre time for any of the manoeuvres. The 
most interesting data occurs in the slow speed chicane solutions. Figure 4.8(b) appears to 
show two solutions families visible as two arcs. The arcs cross each other at around 870 
kgm2. Each solution corresponds to a different driven line as explained below. 
manoeuvre Time Delta (ms) Time Delta % Time Delta %/kgm 
90° corner 6.9 0.14 0.0014 
Jerez Chicane 15.3 0.25 0.0025 
Becketts 5.4 0.06 0.0006 
Table 4.2: Yaw inertia change in manoeuvre time from 400 to 1399 kgm2 
4.4.1 Vehicle controls 
Figure 4.9 gives a comparison of the vehicle controls, understeer angle and body side-slip 
angle for yaw inertia values of 400 and 1380 kgm2. At the higher inertia, the MTM method 
has time advanced the steering profile to compensate for the cars reduced yaw acceleration. 
Other than this, there is little change in the vehicle controls or in the attitude the car 
assumes through the corner. 
4.4.2 Driven Line and Speed Profile 
For the righthand turn and Becketts manoeuvres, the change in driven line with yaw inertia 
is minimal. Only a small effect can be seen in the righthand turn where the vehicle rapidly 
changes body side-slip angle as the power is applied. The most significant change in driven 
line and speed profile are shown in figures 4.10 and 4.11 for the slow speed chicane. The 
solutions to this manoeuvre consists of two groups each with a quite different driven line 
and speed profile. The higher yaw inertia car favours the solution that takes a tighter line 
through the second phase of the chicane. 
4.4.3 Vehicle Stability 
There is very little change in the vehicle yaw moment derivatives across the range of yaw 
inertias considered. It is worthing noting that the yaw acceleration resulting from a yaw 
moment imbalance will obviously be smaller as yaw inertia increases. Since the driver senses 
yaw acceleration rather than moment imbalance, the high yaw inertia car should feel more 
stable. 
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4.5 Roll Moment Distribution 
Roll moment distribution is one of the most readily tuneable set-up parameters on the race 
car. Virtually all single seater race cars are equipped with a means of rapid adjustment 
of this parameter through roll bars or springs. In some formulae the driver can adjust the 
stiffness of the front anti-rollbar from the cockpit whilst the car is on track. Moving roll 
moment distribution forwards is generally associated with a move towards an understeer 
balance and an increase in vehicle stability. Figure 4.12 shows the effect of roll moment 
distribution on manoeuvre time for the single 90° corner manoeuvre (using QSS Car set-up 
B with Tyre set 2). The manoeuvre time increases by 41ms (0.76%) across the range of 
roll moment distributions. 
manoeuvre Time Delta (ms) Time Delta % Time Delta %/% 
90° corner 41.4 0.76 0.13 
Table 4.3: Change in manoeuvre time for Roll moment distribution 60% to 66% Front 
4.5.1 Vehicle controls 
Figure 4.13 gives a comparison of the vehicle controls, understeer and body side-slip angles 
for the 60 and 66% roll moment cases. As expected, the forwards-roll-moment-solution 
shows more understeer. It also shows reduced body side-slip at the apex indicating that the 
rear axle is under-utilised (this is also confirmed from tyre efficiency data). The rearwards 
case is able to apply the power earlier in corner exit. 
4.5.2 Driven Line and Speed Profile 
Figures 4.14 and 4.15 show the speed and driven line for the 60 and 66% roll moment 
cases. The forwards-roll-moment-solution minimum speed is approximately 1.5 m/s (5.4 
km/h) slower with a minimum turn radius approximately 2m lower. 
4.5.3 Vehicle Stability 
Figure 4.16 shows the three yaw moment derivatives for the 60 and 66% solutions. The- 
forwards-roll-moment-solution shows increased yaw stiffness and yaw damping delivering 
the expected increase in vehicle stability. Obviously, the price for the enhanced stability is 
paid for by the increase in manoeuvre time. 
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4.6 Longitudinal Centre of Gravity Location 
Here we consider the effect of the longitudinal location of centre of gravity (weight distri- 
bution). 
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Figure 4.17: Effect of Static Weight Distribution on manoeuvre Time - Single 90° 
Corner 
manoeuvre Time Delta (ms) Time Delta % Time Delta %/% 
90° corner 3.4 0.063 0.013 
Table 4.4: Change in manoeuvre time for weight distribution 45% to 50% Front 
4.6.1 Vehicle controls 
Figure 4.18 shows small changes in throttle and steer across the two extremes of weight 
distribution considered. The forwards weight shows slightly more understeer. The biggest 
difference is seen in the body side slip plots showing that the vehicle attitude changes 
significantly between the two cases. 
4.6.2 Driven Line and Speed Profile 
Figures 4.20 and 4.19 show the driven lines and speed profiles for the 45% and 50% weight 
distributions. The forwards-weight case turns in later and has a lower minimum speed. 
4.6.3 Vehicle Stability 
Figure 4.21 shows the yaw stiffness for three weight distribution cases. A step forward in 
weight distribution appears to apply a constant offset to the yaw stiffness. In the 50% 
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Figure 4.18: Comparison of forwards and rearwards weight - Single 90° Corner 
case, the. yaw stiffness remains positive for almost the entire manoeuvre. Figure 4.22 shows 
the yaw damping and control moment. As the weight moves forward there is increased 
yaw-damping in the trailing throttle period and decreased yaw damping as the throttle is 
applied. 
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4.7 Differential 
Here we consider the effect of the rear-axle differential set-up. The differential model is 
described in Appendix A. The torque transferred is a function of the engine input torque 
and the rear wheel speed difference. Four different differential set-ups are considered as 
described in Appendix A. The first two are the simple open and locked case. The second 
two are limited slip cases with LimSlipA offering more locking torque than LimSlipB. The 
vehicle set-up used is QSS/B with Tyre set ST/B. Figure 4.23 shows the manoeuvre time 
for each differential. 
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Figure 4.23: Impact of Differential Strategy on manoeuvre Time - 90 ° Corner 
Strategy Time Delta from (%) 
Open Diff (ms) 
Locked 7.4 0.14 
LimSlip A 35.9 0.66 
LimSlip B 53.1 0.98 
Table 4.5: Differential Strategy effect on manoeuvre time 
4.7.1 Vehicle controls 
Figure 4.24 shows a comparison of the open differential and the limited slip B strategy. 
The open differential brakes to the potential of the unloaded rear wheel. As a result, the 
open LocKea üm511p A Lim5lip B 
84 
0.5 
0 
-0.5 
-1 
0 
0, 
a 
Throttle Steer 
4 
2- 
0 
CO 
-2 
_4 
50 100 150 200 250 -0 50 100 150 200 250 
distance / metres 
- Open 
distance / metres 
Understeer Angle Limsll B Silo anale at centre of aravity 
0) 
s ý--r-ý- 
a 
z 
o 
z 
d 
0 50 100 150 200 250 0 50 100 150 200 250 
distance / metres distance / metres 
Figure 4.24: Effect of Differential set-up on Vehicle Controls - 90 ° Corner 
open differential solution must brake earlier. The limited slip solution exits the corner with 
a more oversteer balance. 
4.7.2 Driven Line and Speed Profile 
Figure 4.25 shows the path radius of the optimized driven line for three differential strategies. 
A significant difference can be seen between the driven lines. The open differential achieves 
a minimum path radius approximately 5m less than that of the locked. The limited slip 
differential follows a similar path to the locked differential on turn entry. As the Apex is 
approached it assumes a path radius closer to that of the open differential. In then rejoins 
the locked differential path as the throttle is applied and the car exits the corner. 
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4.8 Rear Grip Scale Factor 
Here we consider the effect of a reduction in rear tyre grip. This is achieved by applying a 
scaling factor to the longitudinal and lateral forces generated by the rear tyres as explained 
in Appendix B. A reduction in rear grip is generally associated with a reduction in vehicle 
stability. It is useful when analysing a vehicle set-up to consider the impact of small changes 
to front and rear grip. During the course of a racing event changes to the conditions of the 
track and its temperature will change the available tyre grip. This is as a result of complex 
thermodynamic processes in the tyre that typically result in a different change in grip at 
the front and rear axles hence a change in the limit balance of the car. It is common for 
the same vehicle set-up to produce a balanced car on one day and an unstable oversteer 
car on the next. By studying the effect of grip changes on a set-up it is possible to test the 
robustness of the set-up to these environmental factors. 
4.8.1 Vehicle Controls 
Figure 4.27 shows vehicle controls, understeer and body side-slip angles for the grip scale 
cases of 1.0 and 0.95. The low rear grip controls show earlier braking and a sharp initial 
turn-in on the steering. This sharp turn-in results in a higher initial understeer angle which 
then settles to less understeer through the Apex of the corner. 
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Figure 4.27: Grip Scale - Single 90° Corner 
4.8.2 Driven line and speed profile 
Figures 4.28 and 4.29 show the drive line and speed plots for the three cases. The 0.975 
and 0.95 cases both turn into the corner earlier than the 1.0 case. Perhaps surprisingly, the 
lower grip cases choose a higher minimum speed at the expense of a decrease in exit speed. 
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Figure 4.29: Effect of rear tyre grip factor on Speed Profile - 90 ° Corner 
4.8.3 Vehicle Stability 
Figure 4.30 shows the yaw stiffness for rear tyre grip scale factors of 1.0,0.975 and 0.95. 
As expected, the yaw stiffness is reduced following a reduction in rear tyre grip. The yaw 
stiffness change corresponding to grip scale factors of 1.0 and 0.975 (a 2.5% reduction in 
grip) is approximately equivalent to a rearwards shift in weight distribution of 1.5-2%. At 
the Apex of the corner, it is equivalent to a rearwards movement of roll moment distribution 
of approximately 5%. In the 0.95 case the yaw stiffness is negative or close to negative 
indicating that the vehicle is open loop unstable through most of the manoeuvre. 
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4.9 Influence of a Straight Following a Corner 
In this section we take a brief look forward to Chapter 6 by considering the change in 
approach to a corner when it is followed by a straight. We find optimal solutions for the 
righthander with manoeuvre lengths from 200m to 350m in increments of 10m. From 
around 200m onwards, the final controls are approximately full throttle and zero steer. The 
final rotation of the car is such that if the trajectory is extended with zero steer values, the 
car continues along the straight that follows the corner without violating the displacement 
contraints. We extend all of the resulting trajectories to length 350m by appending zero 
steer and full throttle control values. The resulting manoeuvre times give some insight in 
to far ahead along the track the driver must plan in order to minimise manoeuvre time. 
Figure 4.32 shows a plot of the resulting 350m manoeuvre times and final speeds against 
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the original optimized manoeuvre length in the range 200-340m. As could be expected, 
the manoeuvre time reduces as more of the exit straight is 'seen' during the optimization 
process. For manoeuvre lengths in the 250-270m range two solutions exist and this appears 
to be a 'cross-over' region where the optimizer can see enough of the straight to see the 
benefit of higher exit speed from the corner. Figure 4.33 gives the driven line and speed 
plots against distance along the manoeuvre for the 220m and 240m cases. The 340m case 
brakes earlier and has the peak in path curvature approximately 10m earlier. This topic is 
covered in more depth in Chapter 6. 
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Figure 4.32: Influence of preview on manoeuvre time and Final Speed 
4.9.1 A comparison of Minimum time and Maximum exit speed 
strategies 
We have seen that there is a strong link between minimum manoeuvre time and manoeuvre 
final speed. Here we consider changing the objective to that of maximising the final speed. 
90 
Minimum Time Maximum Speed 
Time 
Speed 
6.644509 
70.205503 
7.18615462 
70.85347808 
Table 4.6: Comparison of Minimum Time and Maximum exit speed 
We modify the MTM method simply by specifying the value of the objective function as 
minus the vehicle speed on crossing the final waypoint in the manoeuvre. All other aspects 
of the algorithm remain unchanged. Figure 4.34 shows an overlay of the driven lines for the 
minimum manoeuvre time and maximum exit speed cases. Table 4.6 shows the manoeuvre 
times and final speeds for each case. The final exit speed generated by the maximise-exit- 
speed approach is slightly higher but the resulting manoeuvre time is significantly higher. 
The maximise-exit-speed has not been studied in any depth by the author but this simple 
example does show that the blind pursuit of exit speed as an objective does not result in a 
good approach to the minimum-time-manoeuvring problem. 
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Figure 4.34: Comparison of Driven line for Minimum time and Maximum exit speed 
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Chapter 5 
Comparison of Transient and Steady 
State Methods 
If everything seems under control, you're just not 
going fast enough 
Mario Andretti 
5.1 Summary 
In this chapter, we compare the results of the MTM method with those produced by a 
Quasi-Steady-State manoeuvre time simulator as described in Appendix D. We examine 
the effect of a change of driven line on the results produced by the QSS method. 
5.2 Comparison of Transient MTM and QSS Solutions 
In this section, we compare MTM and QSS solutions for the single 90° corner. The MTM 
result is obtained using vehicle set-up QSS/A and tyre set A. We use a 5m control spacing 
with the steer values held at zero until the 55 metre line. The QSS result is obtained using 
the path curvature data produced by the MTM method sampled at intervals of 1 metre. 
The 'apex' for the QSS solution is taken as the point of maximum curvature. The apex 
solution is obtained assuming zero longitudinal acceleration. The QSS solution is computed 
using very small tolerances on residual moments (1-10) and can hence be considered (at 
least in purely numerical terms) very accurate. Figures 5.1 and 5.2 show a comparative 
speed trace and timeline. 
Figures 5.4 and 5.5 show comparisons of vehicle controls. The 
small speed difference in the 
first 40-50m of the manoeuvre is due to the vehicle initial 
state values as the start of the manoeuvre for the MTM solution. In the MTM solution, 
the procedure is presented with an initial vehicle state including rear tyre slip ratios that are 
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not set to optimal values. Hence the rear wheels must be accelerated up to speed before 
optimal acceleration can begin. The QSS solution gains time by braking later and reaching 
maximum brake force earlier. It then loses time towards the middle of the corner as it 
reaches a lower minimum speed. This is possibly related to the chosen apex position and 
the zero longitudinal acceleration assumption at the apex. It then gains time throughout 
corner exit. The QSS predicted manoeuvre time is approximately 38 ms faster or 0.77%. 
This can in part be explained by the increased controller bandwidth used. The QSS method 
has a control discretization interval of 1m and the MTM method used here 5m. 
The results produced by the two methods are in fairly close agreement with the exception 
of the steering plot. The QSS procedure produces a very erratic steer trace. The car enters 
the corner with an oversteer balance and with opposite lock applied. With the QSS method, 
the vehicle balance can change on a point to point basis as there is no coupling between 
the vehicle state at the solution points other than the constraint that the longitudinal 
acceleration be sufficient to match the speed at the neighbouring point. As a result of this, 
the vehicle balance switches rapidly from point to point through the manoeuvre. Since the 
driven line is produced by the transient MTM solution, we can have some confidence that 
it is optimal. 
The path curvature data is shown in figure 5.6. It can be seen that following the Apex, 
the curvature data is not in fact monotonic. As positive engine torque is initialy applied, 
weight is transferred to the rear of the car. For a short period, the car develops understeer 
and the path curvature is decreased. As engine torque then increases, the longitudinal 
utilisation of the rear tyres increases, their lateral capability decreases, the vehicle balance 
moves back towards oversteer and the path curvature increases. The racing line is studied 
in more detail in chapters 3 and 6. 
In the QSS solution there are no unbalanced moments at each solution point. The 
vehicle has no yaw acceleration throughout the manoeuvre. Figure 5.3 shows the yaw rate 
for the MTM solution. It is interesting to note that the steer trace produced by the QSS 
solution is most different from the MTM solution when there is significant yaw acceleration. 
Implicit in the QSS approach is the assumption that if a vehicle has a steady state 
solution at a given speed ua in a given turn radius ra at a given longitudinal acceleration, 
then it will also have a steady state solution at some speed u> ua for any given turn 
radius r> ra given the same longitudinal acceleration. If this assumption is true, a QSS 
solution can be found for any corner with monotonically increasing curvature up to the 
apex and monitonically decreasing curvature thereafter. This assumption is not always true 
in the case of a vehicle model equipped with non-linear tyres and a differential. The g-g 
diagrams shown in figure D. 1 show the full range of maximum lateral and longitudinal 
vehicle accelerations at a number of fixed speeds. The plot for 40ms-1 shows that at low 
speeds (hence small turn radii) a reduction in longitudinal acceleration capability is not 
always accompanied by an increase in lateral capability. 
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5.3 Impact on QSS solutions from a change in driven 
line 
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Figure 5.7: Comparison of QSS solutions on differing driven lines 
As shown in chapter 4, changes in the value of certain vehicle parameters can result in 
a significant change to the optimal driven path. As stated in appendix D, the driven path 
is presented as an input to the QSS manouevre time simulation procedure. In this section 
we analyse the effect of a change in roll moment distribution on manoeuvre time using the 
QSS method. We analyse roll moment distribution in the range 60-66% using two driven 
lines. The driven lines are those produced by the transient method at the end points of 
this range (60 and 66%). We also show the effect of the 'Apex' longitudinal conditions 
(as described in Appendix D) on the manoeuvre time. As explained in Appendix D for the 
QSS procedure, it is necessary to make some assumptions about the vehicle longitudinal 
acceleration at the Apex. Three alternatives are considered: 
" LC1 Longitudinal acceleration of car is unconstrained 
. LC2 Longitudinal force generated by loaded rear tyre is zero (maximum lateral capa- 
bility of tyre exploited) 
" LC3 Longitudinal acceleration is set to a pre-determined value (taken from transient 
simulation) 
In all the cases considered method 1 results in a failure of the algorithm to find a 
solution. This is 
due to a contraction of the g-g diagram in the region of the maximum 
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lateral performance. Hence only cases 2 and 3 are considered. Both of the driven lines 
produce by the MTM exhibit a double 'Apex', that is, the curvature is not monotonic but 
exhbits two peaks. In the case of the 66% RMD driven line we can ignore the second 
Apex as the tightening of the corner following the first Apex is not large enough to prevent 
feasible solutions from being generated. This is true for the 60% RMD solution when using 
method 3. When using method 2 with 60% RMD line we must treat each Apex separately 
and perform forward and backward sweeps from each Apex. Hence We consider the four 
cases as shown below: 
" Trace A- 60% RMD driven line using condition 2 (single Apex) 
" Trace B- 60% RMD driven line using condition 3 (single Apex) 
" Trace C- 66% RMD driven line using condition 2 (double Apex) 
" Trace D- 66% RMD driven line using condition 3 (single Apex) 
The transient solution is also shown for comparison (Trace E). The results are shown in 
Figure 5.3. The QSS results show a similar trend to the transient results when the 66% 
RMD driven line is used and where the longitudinal acceleration at the Apex is taken from 
the transient solution. It is apparent that when using condition LC2, the trend indicated 
by the QSS solution is the opposite to that indicated by both the transient solution and 
the QSS solutions using condition LC3. The speed traces for all three methods on the 60% 
and 66% driven lines are given in figures 5.3 and 5.8. 
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5.4 Review 
The speed traces generated by transient and steady state solutions are similar. The differ- 
ences between them seem reasonable and can readily be explained. The change in racing 
line associated with a change in vehicle set-up appears to be a significant factor in deter- 
mining manoeuvre time. This will have an impact on the usefulness of results obtained 
by the QSS method. The results obtained with the QSS method are very sensitive to the 
longitudinal acceleration conditions imposed on the solution at the Apex. 
Chapter 6 
Extending the method for longer 
manoeuvres 
The Farther ahead you look, the smoother and faster 
you will drive. Practice looking well down the track 
Bob Bondurant 
6.1 Summary 
In this chapter we develop the MTM method described in chapter 2 to allow it so be used 
with manoeuvres of an arbitrary length. This is achieved using a 'Finite Horizon' approach 
[3][53]. Use of this approach also allows us to gain some insight into the nature of the 
driven line and speed profile planning problems. The trade-off between corner entry and 
corner exit is considered along with the compromises required when corners are coupled 
in close succesion on the circuit. The results in this chapter are obtained using the QSS 
vehicle model with set-up 
QSS/A and tyre set ST/A (see Appendices A and B). 
6.2 Definition of 'Finite Horizon' or 'Preview' Method 
The distance based method of manoeuvre time optimization is explained in chapter 2. Its 
adaptation for longer manoeuvres is represented in figure 6.1. The longer manoeuvre is 
broken down into a series of steps. Each step applies the MTM algorithm to a subset of the 
manoeuvre. In the example shown 
in the figure, the first step of the finite horizon procedure 
applies the MTM algorithm 
for a manoeuvre between waypoints 1 and 7 from a given initial 
vehicle state at waypoint 
1. On completion of this first step optimization of the control 
variables at wayline 
1 and wayline 2 is complete. In the next step we proceed with a new 
MTM problem starting at wayline 2 and ending at wayline 8. The controls at wayline 2 are 
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Figure 6.1: Finite Horizon Procedure 
fixed at the optimized values found in step 1. The initial vehicle state for step 2 is taken 
from the vehicle state on crossing waypoint 2 in the optimal trajectory found in step 1. On 
completion of step 2 optimization of the control values at waypoint 3 is complete. Step 
3 and subsequent steps proceed in a similar fashion to step 2. The procedure terminates 
when all the control values in the manoeuvre have been optimized. 
At each step of the finite horizon procedure the MTM algorithm is used to compute 
optimal control values for a vehicle state trajectory between two given waylines. At the 
end of the step, the control values at the first wayline are retained and the control values 
at subsequent waylines will be re-optimized in the next step. Hence, the retained control 
values at the first wayline are optimized taking into account a 'preview distance' or 'finite 
horizon' to the last wayline. This procedure is described more formally in the following 
section. 
6.2.1 Definition of Finite Horizon Algorithm 
In the general case we wish to compute optimal control values hence an optimal vehicle 
trajectory for a manoeuvre consisting of N waypoints. We assume that the manoeuvre is 
too large to be optimized by the MTM algorithm alone for the reasons discuseed in chapter 
2. The finite horizon algorithm breaks the larger manoeuvre down into a series of steps. 
Each step applies the MTM algorithm to a subset of the larger manoeuvre. Step j of 
the finite horizon procedure computes a time optimal trajectory between wayline nft°''t and 
end ;n 
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6.2.1.1 Initial state 
In the MTM algorithm, computation of the objective function consists of solving an initial 
value problem in the differential equation describing the vehicle model from a given 'start' 
wayline to a given 'end' wayline. The initial value (the vehicle state at the beginning of 
the manoeuvre) is given. The output of the computational procedure is the state trajec- 
tory traversed by the vehicle sampled discretely over time. Each sampled state trajectory 
includes the vehicle states at which the vehicle centre of gravity crosses each wayline in 
the manoeuvre. Let the vehicle state on crossing waypoint n be given by rn(tLn1) where 
tLnj is the crossing time. On termination of the MTM algorithm we have an optimal state 
trajectory. Let mj. (tLnj) be the state on crossing waypoint n in the optimal trajectory 
computed during step j of the finite horizon algorithm. At each step of the finite horizon 
algorithm the initial vehicle state is set equal to the state on crossing wayline nj4, ta''t in the 
optimal trajectory computed in step j-1. This is given by rn(j_1), (tLn; tart). In the case 
of step 1 the initial state is assumed given. 
6.2.1.2 Vehicle Control Inputs 
Let ü7 be the vector of control values at waypoint n associated with the optimal trajectory 
computed during step j of the finite horizon procedure. At each step of the finite horizon 
algorithm the control values at waypoint start are fixed at the optimal values found in the 
restart 
previous step ü(j_l)*. At each step of the algorithm one new vector of control points is 
introduced (at the new end wayline). Initial values for this and all other controls for the 
MTM at step j are typically set to random values. Alternatively, for waypoints that have 
meaningful control values from a previous step, we have the option to retain the values 
computed at the previous step as the initial values for the next step. The decision to 're- 
cycle' previous control values or to replace them with new randomly generated values is a 
compromise. We would expect re-cycled values to be closer to optimal and therefore would 
expect the MTM algorithm to converge more quickly. On the other hand, the use of new 
random values should allow a wider search of the solution space. 
In the case of step 1 the control vector at wayline nlt0't may be given or it may be 
optimized by including it in the optimizer independent variables for this step. 
6.2.1.3 MTM algorithm 
The MTM algorithm is applied at each step as follows. Let En- be the vector valued function 
defining the constraints at waypoint n. For n> start and n< nend find ü, n that minimise 
the time taken to travel between njItart and n, subject to satisfaction of the constraint 
functions zjn. The initial vehicle state (at waypoint nstart) and the control vector II? start 
are taken from the optimized trajectory generated in the previous step: 
üzj*(tLn, start) = rn(j-1)"(tLnatart) ý6.1) 
natart atart 
uj' = ii/: _i). 
(6.2) 
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6.2.1.4 Termination 
At each stage of the algorithm we advance as follows: 
re7 start = re 1 
start +1 l/6.3 
nand=nýni+ (6.4) 
Termination of the finite horizon procedure is achieved when the vehicle control values 
associated with all N waypoints have been optimized. When a manoeuvre consists of a 
finite length segment of a racetrack we will 'run out' of preview when n7' > N. Under 
these circumstances two options are available: 
" Reduce the preview distance for the affected points such that vend <N 
" add sufficient waylines beyond wayline N to maintain the preview (for example, add 
a straight section at the end of the manoeuvre) 
For a racing circuit, the manoeuvre is effectively of infinite length so this problem does not 
arise. 
6.2.1.5 Notes 
The distance between waylines njta''t and nand defines the distance to horizon or preview 
used to optimize the control vector at wayline njta't. This is given by Dp,. evtew" 
Each control 
point is optimized taking into account a preview distance Dp,. etew. The effect of preview 
distance on manoeuvre time is studied in the remainder of this chapter. The finite horizon 
algorithm is easily modified to allow the preview distance to be defined for each wayline in 
the event that there are differing preview requirements at various stages of a manoeuvre. 
In the description given above we advance by a single wayline at each step. The choice 
of wayline spacing interval also effectively specifies the bandwidth of the vehicle control 
system. We may wish to have a close wayline spacing to achieve a high control bandwidth 
but for reasons of computational efficiency to advance by more than one wayline at each 
step of the finite horizon procedure. 
The time based MTM method (chapter 2) can be extended for arbitrarily long manoeu- 
vres in a similar fashion. 
6.3 Influence of preview time/distance on driven line 
and manoeuvre time 
In this section we show the effect of preview distance on manoeuvre time and driven line. 
Figure 6.2 shows an extended version of the single 90° corner. The midpoint of the corner 
is marked 'Apex' in the figure. This manoeuvre was optimized using the preview algorithm 
using preview distances in the range 100 to 350m. The resulting manoeuvre times are 
shown in figure 6.3. The manoeuvre time can be seen to decrease as the preview distance 
increases. The rate of change of manoeuvre time with respect to preview distance decreases 
significantly as the preview distance reaches 220m. The wayline at the mid corner or 'Apex' 
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Figure 6.2: Single 90° corner Manoeuvre 
point is marked in figure 6.2. Figure 6.4 shows the split manoeuvre times, a) the time 
required to reach the apex and b) the time required to complete the manoeuvre from the 
apex. Each split time is shown as the time difference relative to the 100m preview case. 
The split times show that for shorter preview distances, the car arrives at the Apex in 
less time but then needs more time to complete the manoeuvre. This 'greedy' approach 
can be explained by the lack of available preview. This effect is also shown in figure 6.5 
where the vehicle speed on crossing the wayline at the apex is higher for shorter preview 
distances with a corresponding reduction in final speed. Figure 6.7 shows the optimized 
trajectories produced by some of the steps in the finite horizon algorithm for a preview 
distance of 120m. This also highlights the short-sighted approach produced by the lower 
preview values. Finally figure 6.14 shows a 3d view of the car speed and throttle/brake 
controls overlaid on the manoeuvre. The manouevre effectively begins at the braking 
point, the points approximately 200 and 250m beyond the braking point are marker in 
the figure. This helps to give an idea how 'far ahead' the optimization process needs to 
'see' when choosing the braking point for this manoeuvre. It is also worth noting that a 
certain minimum preview distance is required simply to allow the car to remain on a feasible 
trajectory (i. e. stay on the race track). In the case of this corner with the given vehicle 
initial state the minimum preview is 100m. 
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Figure 6.6: Single 90° corner 3D view 
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6.3.1 Hairpin 
A similar procedure was carried out for the hairpin manoeuvre shown in figure 6.8. Figure 
6.10 shows the relationship between manoeuvre time and preview distance. This curve has 
a similar shape to fig 6.3. In the case of this manoeuvre the curve flattens at around 200m. 
Figure 6.8 shows the driven lines for the 150 and 290m cases. Figure 6.9 shows the driven 
speeds for these two cases. It can be seen that the 290m case brakes later, apexes slower 
and achieves a higher exit speed. 
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Figure 6.10: Hairpin manoeuvre time effect of preview distance 
6.3.2 Coupled Corners 
In this section we consider two corners in close succesion as shown in figure 6.11. The 
influence of preview distance on manoeuvre time is given in figure 6.12 and the correspond- 
ing final speed is given in 6.13. The time curve begins to flatten at around 160m and is 
quite flat by 210m. The speed curve continues to show increases in final speed at 300m 
preview indicating that further exit speed benefits would be available at higher preview 
distances. Figure 6.14 shows a 3d representation of the throttle/brake controls and speed 
profile overlaid on the manoeuvre. This allows us to see that the initial braking point A 
is approximately 150m before the apex point of the second corner D and 200m before the 
point at which the car is heading straight on the exit of the manoeuvre. 
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Figure 6.11: Coupled Corner Manoeuvre 
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Figure 6.13: Coupled Corner Final speed effect of preview distance 
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6.4 Notes on Driven Line and Preview requirements 
In this section we discuss the compromises encountered in choosing an optimal driven line 
and the preview distances required to generate optimal driven lines. We will consider first 
the case of a corner that is preceded and followed by a long straight such as the 90° 
righthander. This corner can be considered in isolation. In driving the corner the racing 
driver is trying to keep as close as possible to the extremes of the acceleration capability 
of the car (as approximated by the gg-velocity diagram see Appendix D). At the minimum 
speed point in the manoeuvre the following apply: 
" Longitudinal tyre forces are small and the car speed is limited by the path curvature 
and the lateral capability of the vehicle/tyres. 
9 The path curvature of the driven line will be close to its maximum value. 
9 The vehicles longitudinal acceleration changes sign. 
The corner can be considered to consist of two phases preceding and following the 
minimum speed point in the manoeuvre. In choosing the driven line and speed profile the 
driver is trading off the demands of each phase. The sweep of preview values provides a 
convenient set of approaches to the corner since we can expect the 'short sighted' approach 
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Figure 6.15: Single 90° corner vehicle z axis rotation at Apex (mid-point) 
of the short preview to prioritise corner entry over corner exit. The split times shown in 
figure 6.4 and corresponding apex/exit speeds 6.5 demonstrate this fact. If the car arrives 
at the mid-point of the corner in less time and with a higher speed, then the corner exit 
phase takes more time and the final speed is lower. This effect can also be seen in figure 
6.15. In the case of the constant radius 900 corner we know that the car must rotate 
by 90° through the corner. This figure shows that for shorter preview distances there is 
more rotation left to complete after the midpoint. In the case of this single isolated corner 
followed by a 200m straigt the minimum manoeuvre time is achieved with a bias toward 
corner exit speed. 
We have shown that in choosing the line and associated speed profile the optimizer 
must balance the compromise of entry, apex and exit speeds. We have also shown that 
there exists a preview distance beyond which little reduction in manoeuvre time is obtained. 
When optimizing a single corner preceded and followed by a long straight, the optimizer 
must see enough of the following straight to move the compromise in the direction of exit 
speed. In general, the optimal line through any corner depends on the corners preceding 
and following. Considering the coupled corners case, we can see that the optimizer needs 
a preview from the braking point for the 
first corner through to approximately 50 metres 
onto the straight following the second corner. A circuit can be considered as consisting of 
corners and straights. If two right-handed corners are separated by a sufficient length of 
straight it seems reasonable to assume that they can be optimized independently. There is 
a point on the exit of the 
first corner that lies at the minimum sufficient preview distance 
beyond the braking point. If the braking point for the second corner is further up the track 
than this, the corners can be considered de-coupled. If this point is beyond the optimal 
braking point for the second corner then the optimizer needs to see through to the exit of 
the second corner when optimizing the entry of the first. The analysis is less straightforward 
for the right-hander followed by left-hander since the vehicle will need to move across the 
track in between the corners. 
It seems reasonable to assume that the connecting straight 
would need to be 
longer to de-couple the corners under these circumstances. 
--- --- Preview dmbwm 1, ma --- --- 
114 
I& 
Figure 6.16: Speed along tkm straight 
6.4.1 Exit Speed onto a long straight 
A typical motor racing circuit will have a main straight with a length in the region of 1km 
in length. We have shown that an increase in preview distance leads to an increase in exit 
speed. It is worthwhile to consider how much the additional exit speed is worth in terms 
of lap time reduction. In this section we consider the effect of initial vehicle speed on the 
time to traverse a tkm straight. Figures 6.16 shows some example speed profiles for three 
initial speeds onto the tkm straight. Figure 6.17 shows the time to traverse a 1km straight 
for initial speeds in the range 35 to 85 m/s. This plot indicates a time reduction of around 
35ms for each 1 m/s increase in initial speed. If we consider the final speed against preview 
distance for the coupled corner manoeuvre shown in figure 6.13, the exit speed benefit from 
increasing preview from 220 to 300m is around 0.1 m/s. If this manoeuvre was followed by 
a 1km straight the resulting reduction in maneovre time would be only 3.5ms. 
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6.5 A full circuit case: Jerez 
In this section we apply the finite horizon procedure to a typical motor racing circuit, Jerez. 
A preview distance of 250m was used. The driven line, speed and controls are shown in 
figures 6.18 and 6.19. 
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Figure 6.18: Jerez Circuit 
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Chapter 7 
Results using a Sprung Vehicle Model 
The history of damper development is virtually as old 
as that of the car itself 
John C. Dixon 
7.1 Summary 
In this chapter we demonstrate that the MTM method is capable of operation with a more 
complex multi-body vehicle model featuring a suspension with spring and damper elements. 
We consider the performance and stability of the vehicle running over smooth surfaces and 
over a simulated kerb. 
7.2 Sprung vehicle Model 
The vehicle model is developed using the mutlibody code Autosim ". Autosim uses the 
method of generalised speeds [14]. Through symbolic manipulation of the model specifi- 
cation this method eliminates the constraint terms allowing the model to be represented 
as an ordinary differential equation (ODE). Autosim produces very efficient code in the 
'C or FORTRAN language to compute the model state derivatives. The model can hence 
be solved using a low complexity ODE solver. A second order Runge-Kutta solver with a 
time step of 0.5 ms is used in this work. Unfortunately, Autosim is no longer commercially 
available. The autosim model source listing and vehicle axis system are given in Appendix 
A). The driveline and aerodynamic model are shared with the QSS vehicle model and are 
also described in Apendix A. 
The model consists of 17 bodies, a chassis, 4 pairs of suspension links, 4 wheel carriers 
(hubs or uprights) and four wheels. The chassis, suspension links and uprights are modelled 
"©Mechanical Simulation Corporation, Ann Arbor, Michigan, USA (www. carsim. com) 
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Figure 7.1: Sprung Car Suspension 
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Figure 7.2: Sprung Car Roll Centres 
in autosim. The suspension links have zero mass. The wheels are handled outside of 
autosim in separate code. Each has a single degree of rotational freedom relative to the 
hub. Gyroscopic forces due to the rotating wheels are neglected. The front and rear 
suspensions of the car are modelled as shown in figure 7.1. Each of the unsprung masses 
(uprights) is connected to the sprung mass by two massless rigid 'suspension' links. Each 
link is connected to the chassis and one unsprung mass by a revolute joint. Each link is 
constrained to rotate about a line parallel to the vehicle x axis passing through the point 
of connection between the link and the chassis. The link is constrained to lie in the vehicle 
z, y plane passing through this point. The joints between the links and unsprung masses 
are similar with the each unsprung mass closing the kinematic loop. Each corner of the 
car hence has a single degree of freedom. We choose the angle formed between the lower 
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suspension link and the vehicle y axis to describe this 9LF, Opp, 9LR, 9RR. This 'parallel 
arm' suspension model results in roll centre heights [17] as shown in figure 7.2. The front 
and rear roll centre heights are given by hF and hR respectively. 
An increase in z height of an unsprung mass relative to the sprung mass is termed 
'bump'. The opposite is termed 'droop'. In order to have similar sign conventions for 
bump and droop on each side of the car we define the clockwise as positive on the left 
and anticlockwise as positive on the right. The suspension angle is zero when the link is 
parallel to the vehicle y axis. Motion of the chassis along its z axis relative to both left 
and right suspension elements is termed 'heave'. We define the suspension deflection angle 
corresponding to heave as the sum of the two lower suspension arm angles: 
Oheave = BL + OR (7.1) 
Rotation of the chassis about its x axis is termed roll. We define the suspension deflection 
angle corresponding to roll as the difference between the two lower suspension angles. 
eroU = OR - OL (7.2) 
We define BheGeF, 9henea, O,. dtF and 0,11R as the heave and roll deflection angles at the 
front and rear axles. Note that the more correct definition of roll is that which takes place 
when the vehicle is cornering. In this case, the vehicle rotates about its roll axis (the line 
passing through the roll centres). In our axis system this is a combination of rotation about 
the vehicle x axis and translation. The model applies the suspension forces as torques 
acting between the chassis and lower suspension arms. The computation of these torques 
is discussed below. 
7.2.1 Suspension 
The job of the suspension is as follows: 
1. To maintain the optimal load on the tyre, minimising load fluctuations due to bumps 
in the road surface 
2. To maintain the height and attitude of the chassis relative to the ground as closely 
as possible to ideal values specified by aerodynamic requirements. 
3. To provide a desired kinematic position and orientation of each tyre relative to the 
ground and to the other tyres (toe, camber). 
4. To position the roll centres and anti-dive / anti-squat to provide the desired load 
transfer through the suspension links 
5. To provide self-aligning forces for the steered wheels and to support the desired 
position and orientation of the steered wheels (as in item 3) through the range of 
suspension travel 
6. To allow lateral load transfer forces to be distributed between the front and rear axle. 
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In this work we restrict our scope mainly to item 1 and by default to the roll centre 
heights (item 4). The simple aerodynamic model we use does not include ride height effects 
so item 2 is not considered. In general however, the suspension stiffnesses are capable of 
supporting aerodynamic loads and are representative of those used in practice (at the lower 
end of a rising rate suspension at least). Items 3 and 5 are not considered. The model 
suspension generates a camber angle due to the rotation of the unsprung masses as the 
chassis rolls in cornering, however this camber angle is not used in the tyre force calculation. 
Hence all tyre forces are generated assuming the tyre has zero camber. The model can 
readily be extended to include camber and toe [17] if required. Item 6 is a fundamental 
tuning tool used by engineers to balance the yaw moment of the car in cornering. It is 
discussed further below. 
7.2.2 Suspension schemes 
As previously discussed, the suspension forces are modelled as torques between the chassis 
and lower suspension link. Here we discuss how the values of these forces are calculated. 
A typical racing car suspension system using one or more of the following: 
" 'Heave' elements 
" 'Roll' elements 
" 'Side' elements 
A heave element responds to the suspension deflection that is common to both sides on 
the same axle. The 'heave' terms act equally on both sides of the axle and resist vertical 
motion of the chassis relative to both wheels. The heave forces hold the car off the ground, 
supporting the chassis mass and aerodynamic load. Since in our model the heave forces 
are independent for each axle, our heave elements also control the pitching motion of the 
chassis. A roll element resists the rolling motion of the chassis. It applies torque so as to 
try and equalise the angles of the suspension links on the left and right sides. It applies 
a force of equal magnitude but opposite sign to each side of the axle. A side suspension 
element applies forces to only one corner of the car. It contributes to both the heave and 
roll effects. For simplicity, we do not consider side elements in this work. 
In the equations below we define the torque acting between the chassis and each lower 
suspension link of the car using a combintation of heave and roll terms. Each of these 
torques has a 'spring' term that is proportional to suspension angle and a 'damping' term 
that is proportional to the suspension velocity. The suspension link length is given by L3. 
'heave = LeKheave((©R - 00) + (OL - Oo)) - LCheave(OR + 
0L) (7.3) 
Troll = LaKroll ((©R - ©o) - (OL - On)) - L. Coil (©R - OL) (7.4) 
TR = Theave + Troll (7.5) 
TL = Theave - ? 'roll (7.6) 
Hence the suspension configuration on each axle is defined by the five parameters shown 
in table 7.2.2. 
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Symbol Description 
00 Suspension angle for zero force 
C? Qe heave damping rate (Ns/m or Ns/mm) 
C,.. ai Roll damping rate (Ns/m or Ns/mm) 
Kjove heave rate (N/m or N/mm) 
K,. di Roll rate (N/m or N/mm) 
Table 7.1: Suspension Parameters per axle 
Symbol Description Value 
Ktyre 
Ctyre 
Tyre Spring Rate 
Tyre Damping Rate 
270 N/mm 
1 Ns/mm 
Table 7.2: Tyre vertical stiffness and damping 
The rates are specified in units of N/m or Ns/m and refered as angular rates by mul- 
tiplying with the suspension link length L and assuming suspension deflection angles are 
small. 
We separate the heave and roll elements in this manner to allow their effect to be 
studied independently. Independent heave and roll rates can be readily realised in practical 
race car suspensions. Independent heave damping is also easy to implement. A pure roll 
damping term would be harder to implement and to the authors knowledge such a system 
is not in widespread use. It is also possible to envisage suspension elements that act only 
on vehicle pitch through suitable coupling of the front and rear axles. 
7.2.2.1 Wheel Rates and Contact Patch Rates 
As defined above, the spring and damping rates describe forces generated between the 
'unsprung' masses and the chassis. We will refer to these as 'wheel' rates. The unsprung 
masses are supported by the tyre. We model the vertical dynamics of the tyre as a spring 
and damper element in parallel with coefficients Ktyre and Ctyre respectively. This leads to 
an overall tyre and suspension rate consisting of the suspension and tyre springs/dampers 
in series. We refer to this as the 'true' rate or 'contact patch' rate. For example, equation 
7.7 defines the roll stiffness at the contact patch. 
Krdºcp =111 (7.7) 
Ktare 
+ 
Kroll 
As wheel rates increase, the tyre becomes a more significant factor in the contact patch 
rate. For example, as overall roll stiffness increases, the true roll moment distribution will 
approach that of the tyre springs. 
The values for the stiffness and damping coefficients of 
both the front and rear tyres is given in table 7.2. 
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7.2.2.2 Rising Rate Suspension 
Suspensions for racecars with large aerodynamic loads typically have spring rates that change 
with suspension displacement. The suspension links are arranged so that the wheel rate 
increases as the suspension moves further into bump. This allows lower wheel rates to be 
used at low speed (low aerodynamic load) whilst still holding the car off the ground at high 
speeds. We do not consider rising rate suspensions here but it is a simple exercise to add 
this feature to the model. 
7.2.2.3 Roll moment distribution 
When a car is cornering, the lateral forces at the tyre contact patches produce a moment 
about the vehicle centre of gravity. This moment is counteracted by an increase in the 
vertical forces on the outside tyres and a corresponding decrease on the inside. The total 
load transferred is determined by the total magnitude of the lateral force and the vehicle 
centre of gravity height. This load can be transferred by either axle. Since the front and 
rear axles have independent roll stiffness values, and the proportion carried by each axle is 
controlled by their relative roll stiffnesses and roll centre heights. Equation 7.8 describes 
the instantaneous fraction of load transfer (at time t) carried by the front axle. This gives 
the true roll moment distribution (RMD) including loads transferred by suspension links 
and with roll rates referred to the contact patch (including tyre spring and damping rate). 
D,. oti, (t) =IF: 
RF(t) - FsLF(t)I (7.8) 
F: RF(t) + FxRR(t) - 
FsLF(t) - FsLR(t)I 
We define the roll stiffness distribution due to the roll rates alone in equation 7.9. This 
is the ratio of the front roll stiffness to the total roll stiffness. 
Krdc, 
DTOilayrinD = (7.9) Kro 
r+ +1TOi1ß 
The coefficient of friction of the tyre (Appendix B) decreases with load. Hence when 
cornering, the loaded side of the car sees a reduced coefficient of friction. The RMD 
can be used to reduce the coefficient of friction on either axle. For example, moving the 
RMD forwards increases rear axle and decreases front axle coefficient of friction hence 
promoting understeer [17]. This is a primary tool used by trackside engineers to shift the 
oversteer/understeer 'balance' of a car. Increasing load transfer on the front axle also 
produces an understeering moment on the chassis as the front tyre lateral forces have a 
component in the negative vehicle x direction (scrub). 
7.2.2.4 Heave Stiffness Distribution 
For convenience we also define a heave stiffness ratio in equation 7.10. 
D 
Kheavep 
(7.10) 
heave. n, io = r(heavep + j«heaveR 
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Figure 7.3: Implementation of bumps/kerbs 
7.3 Implementation of Bump and Kerb data 
All of the results shown in chapter 4 are produced with the assumption that the tyre contact 
patches are moving on a flat (x, y) plane. In this chapter we add another dimension in order 
to displace the tyre contact patches in the z direction to allow the simulation of bumps 
or kerbs in the track. This is achieved by associating a height profile with each wayline 
(section 2.3) as shown in figure 7.3. We simplify the tyre/road contact to a single point 
(this is of course quite unrepresentative). At each time step taken by the ODE solver we 
compute first the x and y 
locations of the points directly below the centre of each wheel. 
These coordinates are then transformed into the coordinate system of the nearest waypoint. 
This gives distances dl and d2 which become the arguments to a function used to compute 
the height of the road at that point. 
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7.4 Vehicle stability through the corner phases 
We begin the study of the sprung vehicle behaviour with an analysis of the yaw stiffness and 
damping derivatives for the single 90° corner maoeuvre. The distance method is used with a 
control spacing of 8m. The vehicle is parameterised as shown in table 7.3. The yaw stiffness 
and yaw damping derivatives are shown in figures 7.4 and 7.5. These plots nicely sum up 
the typical behaviour of a formula 1 car when cornering. The car is initially unstable at 
brake-and-turn-in, stability is then restored after initial heavy braking is complete. Stability 
is then reduced in later entry as the brake torque is reduced. When the power is applied, 
there is initially excessive stability / understeer followed by a swift reduction in stability 
snap oversteer on exit. 
Symbol Description 
ICheavep 80 N mrn 
Kheaven 40 N/mm 
Cheavep 2 Ns/mm 
Cheaveß 1 Ns/mm 
Kroiij. 20 N/mm 
K,. oii, R 10 N/mIn Craig 1 Ns/mm 
Crol1 0.5 Ns/mm 
Table 7.3: Basic Sprung Vehicle Setup 
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7.5 Roll damping and transient stability 
In this section we use an exagerated example to show the impact of roll damping on vehicle 
stability during transient turn entry and exit. During the transient phase of turn entry 
the chassis has roll velocity resulting in suspension forces from the roll dampers. The roll 
moment distribution is hence influenced by the relative magnitudes of the front and rear 
roll damping terms during transient turn entry. The vehicle setup is given in table 7.4. 
We consider two cases one with forward biased roll damping and on with rearward. In the 
forward roll damping case Crag, =2 Ns/mm and CrOZR = 1Ns/mm. In the rearward case 
the values are reversed with C,. dzp =1 Ns/mm and Crol1R =2 Ns/mm. Figures 7.6 to 7.11 
Term Value 
KheaveF 60 N/mm 
K aveR 30 N/mm C1 
eOVeF 2 Ns/mm 
C! 
eaveR 1 Ns/mm 
K,. al, 20 N/mm 
KrO1R 9.582 N/mm 
Table 7.4: Sprung Vehicle Setup for transient roll damping test 
show the optimized controls, speed and timeline, yaw stiffness and damping, roll spring and 
damper forces, Drat and roll angle and tyre efficiencies for the two cases. Figure 7.9 shows 
the expected change in distribution of damper forces. The rearwards case results in the 
following: 
" more rearward D,. ol 
during roll transients 
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" reduced Nbt0 and N,. during corner entry 
" The tyre efficiency diagrams show the increased use of the rear tyres tyres in corner 
entry. 
The tyre efficiency diagrams show that in the forwards case the car is front tyre limited 
throughout the manoeuvre. In the rearwards case, the rear tyres are worked harder in corner 
entry and the resulting reduction in stability allows the car to rotate onto the corner more 
readily. This result is line with several other results in this thesis where reduced stability 
results in increased speed during transient manoeuvering. It is worth noting again that 
when setting-up a car for a human driver, entry stability is at a premium and its reduction 
is not a good thing. 
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7.6 Kerbing Analysis of Roll and Heave Rates 
In this section we examine the effect of roll and heave spring/damping rates on manoeuvre 
time for the single 900 corner with the addition of a kerb at the Apex of the corner. The 
profile of each 'bump' in the kerb is shown in figure 7.12. It has a cosine profile with a 
period of 2 metres. The kerb consists of 6 'bumps' as shown in figure 7.13. In previous 
chapters we have constrained the minimum load on any wheel to some value greater than 
zero, forcing the MTM method to keep all four tyres in contact with the ground. This is 
problematic for the studies carried out in this chapter because: 
" When real F1 cars are travelling over high kerbs it is typical for the inside front wheel 
to lose contact with the ground. 
" When travelling over rough surfaces, the wheel loads will typically be very noisy. 
Constraining the instantaneous wheel load to zero will result in the mean wheel load 
having a value greater than zero. Applying a constraint to a noisy value introduces a 
myriad of constrained local minima into the problem. 
As explained in section 2.7.4, the vehicle model equations compute two sets of wheel load 
values. The first set are the real physical values used to compute the tyre forces. As the 
wheel unloads, the tyre vertical spring reaches its natural length then when the tyre leaves 
contact with the ground the 
force in the spring falls to zero. The real physical tyre load 
values are at all times greater than zero. We also compute a set of 'virtual' loads. For the 
computation of the 
'virtual loads' the tyre spring is allowed to extend beyond its natural 
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length. One end of this virtual spring is constrained to remain in contact with the ground 
at all times hence assuming a negative value when the tyre leaves the ground. In order to 
address the kerbing problem we modify the wheel load constraint defined in section 2.7.4 
as shown in equation 7.11. Instead of limiting the minimum value of the virtual wheel load 
in between two waylines we limit the average value F;, D. 
This allows a wheel to leave 
contact with the ground in optimized solution trajectories. It also goes some way toward 
reducing the number of local minima introduced by the noisy load constraints. Figure 7.14 
shows a typical example of the wheel loads in an optimized solution with a kerb height of 
10mm. 
CFzavg = Fý im - Fzvovg (7.11) 
7.6.1 Roll stiffness 
Figure 7.15 shows the manoeuvre time effect of roll stiffness with no kerb and with kerb 
heights of 5,10 and 15mm. The baseline vehicle setup is shown in table 7.5. The x axis in 
the figure is the total roll stiffness + KrdlR. Droil, p,,,,, D 
is maintained at 0.5. The no 
kerb plot shows two solution families. The manoeuvre time generally reduces with increased 
roll stiffness. This is because the car spends less time in roll transients. The 5mm kerb case 
is similar to the slower of the two no kerb solutions. The 10mm kerb case flattens out at 
around 50 N/mm. The benefit at higher roll-stiffnesses seen in the no kerb case is clearly 
lost due to the cost of riding the kerb. In the 10mm case, there is considerable manoeuvre 
time spread in the results. At this level of roll stiffness, the loads on the unloaded side of 
the car undergo significant oscillation when riding the kerb. This introduces many local 
minima into the soultions due to the minimum wheel load constraint. At a kerb height of 
15mm, solutions can only be found for values of total roll stiffness less than approximately 
70 N/mm (at the heave stiffness values used). Beyond this value, the MTM method cannot 
find initial feasible solutions for optimization. 
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Term Value 
Kheavep 60 N/mm 
KheaveR 30 N/mm 
Cheavep 3 Ns/mm 
CheaveR 1.5 Ns/Inin 
CrotiF 1 Ns/mm 
C,. otl 0.5 Ns/mm 
a.. 
5 
5.1 
5.1 
5.1 
5.1 
5.1 
5.1 
SA 
5.1 
5.1 
Table 7.5: Sprung Vehicle Setup for Kerbing roll stiffness test 
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Figure 7.15: Manoeuvre time effect of total roll stiffness with kerb 
7.6.2 Heave stiffness 
Figure 7.16 shows the manoeuvre time effect of heave stiffness with no kerb and with kerb 
heights of 5,10 and 15mm. The baseline vehicle setup is shown in table 7.6. The x axis in 
the figure is the total heave stiffness Kh.... F +'heave. Dneave, p no 
is maintained at O. S. 
Since only the vehicle heave stiffness is changed with all other parameters maintained, the 
manoeuvre time increases with heave stiffness largely because of the associated increase in 
centre of gravity height. The no kerb case can be used as a reference to asses the effect 
of heave stiffness when kerbing. As expected, when the kerb is introduced the manoeuvre 
time increases with heave stiffnesses. Considering the 5mm kerb case, there is little time 
penalty for kerbing up to total heave rates of 70 N/mm. In the 10mm case this reduces to 
aprroximately 50 N/mm. In the 15mm kerb case, for total heave stiffnesses greater than 
120 N/mm there is significant spread in the manoeuvre time results. 
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Term Value 
Cheavep 3 Ns/mm 
CheaveR 1.5 Ns/mm 
K,. dZF 25 N/mm 
KrOUR 12.5 N/mm 
CralF 1 Ns/mm 
CrO UR 0.5 Ns/mm 
a 
a 
Table 7.6: Sprung Vehicle Setup for Kerbing Heave stiffness test 
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Figure 7.16: Manoeuvre time effect of total heave stiffness with kerb 
7.6.3 Roll Damping 
Figure 7.17 shows the manoeuvre time effect of roll damping with no kerb and with a 
kerb height of 10mm. The baseline vehicle setup is shown in table 7.7. The x axis in the 
figure is the total roll damping C,. dlF + C,. oi1R. The ratio of front to rear heave stiffness 
is maintined as Croup = 2Crc a. 
In the no kerb case, the manoeuvre time decreases with 
increasing roll damping in a similar manner to the roll stiffness results. There is a fixed 
offset of approximately 
120ms between the no kerb case and the 10mm kerb case. This 
indicates that there is no penalty for riding the kerb from the increased roll damping. 
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Term Value 
1fheavep 60 N/mm 
"heaves 30 N/mm 
Cheave 
p 3 Ns/mm 
ChaeR 1.5 Ns/mm 
K,. aiF 30 N/mm 
K al 15 N/mm 
e, 5. 
15. 
g 
5. 
S. 
5. 
Table 7.7: Sprung Vehicle Setup for Kerbing roll damping test 
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Figure 7.17: Manoeuvre time effect of total Roll damping with kerb 
7.6.4 Heave Damping 
Figure 7.18 shows the manoeuvre time effect of heave damping with no kerb and with a 
kerb height of 10mm. The baseline vehicle setup is shown in table 7.8. The x axis in 
the figure is the total heave damping C aep + Cheaven. The ratio of 
front to rear heave 
stiffness is maintined as C avep = 2Cheave . 
In the no kerb case, there is little change in 
manoeuvre time with heave damping. The kerb case is considerably more interesting. For 
stiffnesses below 3 Ns/mm the manoeuvre time is improved with increasing heave damping. 
Below this value, the vehicle appears underdamped and the wheel load oscillations result 
in spread in the manoeuvre time solutions. The manoeuvre time achieves a minimum at 
approximately 3 Ns/mm and beyond that value starts to increase. At approximately 6 
Ns/mm the manoeuvre time results start to spread. This is due to the increased effective 
heave rate when riding the kerb. 
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Term Value 
KheaveF 60 N/mm 
K aveR 
'30 N/mm 
Kraig 30 N/mm 
K,. &IR 15 N/mm 
CrdUF 3 Ns/mm 
CI-OUR 2 Ns/mm 
Table 7.8: Sprung Vehicle Setup for Kerbing heave damping test 
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Figure 7.18: Manoeuvre time effect of total Heave damping with kerb 
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Chapter 8 
Performance Analysis using a 
Thermodynamic Tyre Model 
I love the smell of burning rubber 
Gilles Villeneuve 
8.1 Summary 
In this chapter we carry out manoeuvre time optimization using a vehicle equipped with 
a tyre model that includes dynamic temperature and pressure effects. The tyre model is 
based on the 'brush' approach [30]. The processes responsible for generating tyre forces are 
modelled using the physical principles of visco-elastic polymer friction. A simple lumped 
parameter approach is used for the thermodynamics with bodies for the tyre elements and 
inflation gas. We firstly examine the effect of tyre temperature on manoeuvre time and 
vehicle stability for two short manoeuvres at a number of fixed temperatures. We then 
repeat this experiment with dynamic tyre temperatures across a range of race track surface 
and ambient temperatures. Finally we examine the lower frequency thermal behaviour using 
several laps of the Silverstone National Circuit. 
8.2 Introduction 
The tyre is arguably the most difficult and important aspect of the vehicle model. The 
part of the tyre that is in contact with the ground is termed the contact patch. It is the 
friction forces produced at the four contact patches (along with aerodynamic forces) that 
determine the motion of the vehicle. The physical processes responsible for determining the 
friction between tyre tread and road are complex. In many categories of racing, the friction 
developed by the tyre is very sensitive to the temperature of the rubber. Vehicle handling 
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characteristics and performance can be dominated by tyre temperature effects and this is 
the motivation for this chapter. Due to the highly competitive and commercial nature 
of the racing tyre business, tyre related data is difficult to come by and usually must be 
treated confidentially. The model developed here uses only data that is readily available in 
the literature. We forego the chance to compare the simulation results obtained with those 
measured on a real vehicle in order to allow unrestricted access to this work. The purpose 
of this chapter is therefore largely to seek to demonstrate that the developed MTM method 
is capable of operation with a tyre model including thermal effects. Whilst we do simulate 
the effect of certain parameters such as tyre and track temperature on manoeuvre time. 
no claim is made that the results obtained are highly correlated to any specific vehicle and 
tyre. The author does however believe that the developed tyre model is useful and that the 
results provide an insight into the impact of tyre temperature effects on vehicle handling 
and performance. 
In simple terms, the tyre can be considered to consist of a 'carcass' and a 'tread,. 
The carcass gives the tyre its basic shape and mechanical strength. It is typically of a 
complex woven construction [20][17]. It will typically contain a 'belt' that is responsible 
for supporting the tread. The sidewalls of the carcass are responsible for supporting the 
belt and form part of the suspension of the sprung mass for the vehicle. In racing terms, 
the carcass is usually termed the tyre 'construction' and the tread rubber the 'compound 
As the tyre rotates, the tread compound enters and leaves the contact patch. During this 
process, it stretches and relaxes. While in the contact patch the tread may be sliding over 
the non-smooth road surface, which again causes the tread to be deflected. The carcass also 
undergoes a cycle of stretching and relaxation during rotation as it deflects in the process 
of supporting the vertical load and supplying lateral and longitudinal forces. Rubber is a 
visco-elastic material and in this stretching and relaxing process, the work done is converted 
to heat. This heat generation process, along with heat flows between tread, road, carcass, 
inflation gas, tyre rim and surrounding air determine the compound temperature. What 
follows is the development of a tyre model based on the brush concept. The model includes 
a much simplified case of these thermal effects. 
The brush model [30] considers the tyre tread as a row of elastic bristles. We will 
consider that one end of each bristle is held in a fixed position by the belt. As the tyre 
rotates, the bristles enter the contact patch and the end of the bristle in contact with road 
is deflected due to the relative motion of the belt and road. The tread deflects until the 
friction force between bristle and road surface is unable to support any further deflection 
and the tread begins to slide relative to the road surface. The contact patch is considered 
as two distinct regions: sliding and non-sliding. 
The process by which the friction forces are developed is complex. The road surface 
contains asperities both visible to the naked eye and at the microscopic scale. The tyre 
tread rubber is elastic and deforms in contact with the road surface. Hence the contact 
between the tread and ground consists of many microscopic contacts. The coefficient of 
friction between rubber and a considerably less compliant medium (e. g. road surface) is 
generally considered to be a function of: 
1. Temperature of the rubber 
2. Pressure in the contact 
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Direction of hub travel 
and wheel rotation 
Tyre Belt 
Sliding Region Non 
Sliding Region 
Figure 8.1: Brush Model 
3. Sliding velocity 
4. Lengths associated with the surface roughness 
Tread 'Bristles' 
Road Surface 
The pressure in the contact patch is a function of the vertical load on the tyre and the 
contact patch geometry. For a given tyre construction, we assume the contact patch area 
is influenced by: 
1. Vertical Load 
2. Inflation pressure 
In practice the contact patch shape will also be influenced by distortions in the carcass 
when generating forces. At a simple level, the average temperature of the tread can be 
considered to be a function of: 
1. The self heating of the rubber (viscous damping) 
2. Heat transfer between road and tread (conduction) 
3. Heat transfer between air and tread (convection) 
4. Heat radiated from tyre 
5. Heat transfer between tread and carcass 
The brush approach is centred around modelling tread deflection relative to the belt. 
For our model we assume that the belt undergoes no longitudinal or lateral deflection. Tyre 
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constructions typically consist of a woven composite of a number of materials such as steel 
and nylon and as such are very difficult to model. A number of finite element models have 
been developed in the literature [31] but such models are far too computationally intensive 
to be used in a lap time simulation program. In practice, the aligning moment present on a 
tyre when generating lateral force causes the tyre carcass to deflect and this has a significant 
effect on the p/slip behaviour. We neglect this in this work though it is a relatively easy 
task to add this type of behaviour to the model. 
8.3 Thermal Brush Model 
The basic brush model described below follows that given by Pacejka [30]. The diagram 
below shows a schematic for the contact patch where the x axis represents the longitudinal 
position of a point in the contact patch. The origin for these axes is the centre of the 
contact patch. The contact patch length is given by 2a. Pacejka introduces two practical 
slip quantities as given in equations 8.1 and 8.2. 
Figure 8.2: Brush Model 
ax 1+ Ic 
(8.1) 
tan(a) (8.2) 
1 +k 
=LavJ (8.3) 
Sliding Region Non Sliding Region 
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Where 'c and a are the slip ratio and slip angle in traditional form [30]. When the 
tyre is in slip, a point on the belt has a non-zero velocity relative to the ground speed 
of the wheel hub. This relative velocity leads to a linearly increasing deflection from zero 
deflection at the leading edge of the contact patch. The vector tread element deflection in 
the non-sliding region is expressed using the practical slip quantities as shown in equation 
8.4. 
6= (a - x)v (8.4) 
The vector contact force (per unit contact length) is given in equation 8.5. 
q=k,, (a - x)Q (8.5) 
Where k, is the stiffness of the tread bristles per unit length (along x axis) of tread. 
This is a fundamental property of the compound and is related to the shear modulus 
of elasticity of the material. We assume here that this property is isotropic (equal for 
deflections in all directions in the xy plane). We define k, in equation 8.6 in terms of tread 
compound sheer modulus Gtrewj, tread height htread and contact patch width w,. 
wcPGtread 
c htread 
(8.6) 
if qz(x) is the vertical load on the contact patch at point x and jco is the static coefficient 
of friction, then sliding begins at the point where the static friction force can support no 
further deflection as described by equation 8.7. 
II9II = V'rq. 2 + 4y > µo9': (x) (8.7) 
II kc(a - xt), 5ý11 = µo4: (x) (8.8) 
The solution to Eqn 8.8 provides the point xt along the x axis where sliding begins. 
Assuming the expression for qz(x) is sufficiently complex, this equation may be solved iter- 
atively using the Newton-Raphson procedure. Given xt and a it is then a simple procedure 
to compute the tyre forces as the sum of those produced in the sliding and non-sliding 
regions. The lateral force is given by: 
xt O'Y ra 
-aq Fy = L. jI µdgx(x). dx +J kc(a - x)a,. dx (8.9) 
The longitudinal force is given by: 
F,, = f_a 
x` ýx 
Pdgz(x). dx +J 
xa 
kc(a - x)Ux. dx 
(8.10) 
Where Pd is the dynamic or sliding coefficient of friction. 
8.3.1 Contact Patch Dimensions 
The length and width of the contact patch when a tyre is running over a flat surface in zero 
slip conditions 
(and with no camber) are typically functions of inflation pressure and vertical 
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load. A tyre supports its vertical load through the gas pressure acting above the contact 
patch and through the stiffness of the sidewall. Contact patch length increases with vertical 
load and generally decreases with inflation pressure. We assume that the front and rear 
tyres have differing constructions hence differing expressions for contact patch width and 
length. The expressions used to describe the contact patch lengths are given in equations 
8.12 and 8.11. 
°. z 
2aR = 0.132 p° 7 
Fs (8.11) 
9barg 3000 
p0.8 2aF = 0.114 °7F. (8.12) gb°ro 3000 
We assume that the belt is sufficiently rigid such that the contact patch width does not 
change significantly with vertical load or inflation pressure. The contact patch widths are 
given in equations 8.14 and 8.13. 
w, pR = 0.225 
(8.13) 
wcy .=0.205 
(8.14) 
We make the simplifying assumption that the contact patch is rectangular. In practice 
it will be of a more complex shape and will be affected by distortions in the carcass brought 
about by lateral and longitudinal forces, wheel camber and the non-smooth nature of the 
road surface. Equations 8.15 to 8.17 define the contact patch area and pressure. 
AcpR =2 aR w, R 
(8.15) 
A, pF =2 aF WF 
(8.16) 
pcp _ Acp 
(8.17) 
8.3.2 Contact Patch Vertical force Distribution 
In [30] Pacejka assumes that the contact patch pressure distribution is parabolic. This is a 
reasonable assumption for road car tyres and allows easy solution of Eqn (6). Racing tyres 
are usually designed to have large contact patches. This is achieved through properties of 
construction and relatively low running tyre pressures. This results in a pressure distribution 
that is quite constant along the contact patch. The equation for qs(x) given by Pacejka 
is shown in equation 8.18. Pacejka assumes a value of n=2 to produce the parabolic 
distibution. We modify this to a value of 4 to flatten the pressure distribution as shown in 
figure 8.3. 
4s(ß) = 
(n+1)F(+1-x") (8.18) 
This simple contact patch pressure distribution is probably only representative of the 
tyre under static conditions. When the tyre is rotating the pressure distribution is likely to 
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Figure 8.3: Normalised Force Distribution 
be more complex. Fujikawa et. al. [48] show through measurements that the pressure in 
the leading edge of the contact patch is higher than the trailing. Haney [43] discusses the 
effect of 'tread momentum' on contact patch pressure. The tread and carcass entering the 
contact patch must be forced to change its direction away from its steady state rotational 
path. The force to provide this acceleration is seen in the contact patch. 
8.3.3 Rubber Friction 
Rubber is a visco-elastic material. As the tyre contact patch slides over the road surface 
the friction produced is closely related to this visco-elastic property [29]. The visco-elastic 
properties of the polymers used in tyre rubber are dependent on both temperature and 
excitation frequency [18], [29], 
[23], [42], [40]. The excitation frequencies associated with the 
sliding process are related to the surface roughness of the substrate on which the sliding 
takes place. Consider first rubber sliding over a smooth substrate. Adhesive bonds are 
formed between molecules in the polymer and molecules in the substrate, the bonded 
rubber is then stressed by the sliding until the bonds are broken. This process takes place 
repeatedly and the stress and relaxation of the rubber results in energy loss due to viscous 
damping. 
Considering each molecule in the rubber as an ideal spring in parallel with an ideal 
viscous damper. After a bond is made the spring will start to extend until the force required 
exceeds the strength of the 
bond. When the bond is torn apart the spring will 'recoil' before 
extending again to reform a 
bond with the substrate. The excitation frequency is hence 
dependent on the sliding velocity and the distance between successive bonds. Secondly, 
when sliding over a rough substrate the rubber will 'key' into the asperities and the rubber 
must be displaced 
from the gaps in between the asperities during sliding. The velocity 
imposed on the rubber by this displacement also results in viscous damping losses. The 
excitation frequencies associated with this process are dependent on the sliding velocity and 
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on the profile of the surface. The typical road surface will have asperities on many different 
scales from 'macro' roughness due to the size of particles through to 'micro' roughness 
when considering the surface roughness of the particles themselves. Persson [42], [40], [41] 
develops a method for analysing friction where the surface roughness has a self affine fractal 
structure. 
Log ß 
Log M LWICY 
Figure 8.4: Polymer Loss Gl and Storage Modulus Gz 
Figure 8.4 shows the storage and loss moduli Gl and Gz of the type of polymer typically 
found in tread rubber. Region A is known as the glassy region. In this region, the material 
is stiff and offers little hysteresis. Region C is known as the rubbery region. Region B is a 
transition region and it is here that the loss modulus of the material achieves its maximum 
value. Grosch [29] shows that Rubber friction is closely related to the loss modulus and 
that friction displays the same behaviour with respect to frequency. Williams, Landel and 
Ferry have shown [18] that there is a 'time-temperature' equivalence for polymers of this 
type and the x axis of figure 8.4 can be replaced by temperature and a suitable scale factor. 
In practice, the loss modulus or dynamic coefficient of friction of rubber can be defined for 
all frequencies and temperatures using a single 'master curve'. 
The master curve describes the coefficient of friction against log frequency (or sliding 
speed for a given surface) at a given reference temperature. The curve can be referred to 
other temperatures by a shift along the (log) frequency axis. An example of this is shown 
in figure 8.5. We show the equivalent curves on a linear axis in figure 8.6. 
We assume that the master curve for the tread compound has a Gaussian shape and 
adopt the expression given in equation 8.19 for the dynamic coefficient of friction where V. 
is the sliding velocity and Tt,.,. d is the temperature of the tread. The factors µba, e, µpQk, 
Kemp, K, h; ft and TREF are used to calibrate the model. 
lime = /2base + (/weak - Elba,, e)e-iK"now(log 
10(v. )(Te,... e-TREp))), (8.19) 
We assume also that the coefficient of friction decreases linearly with contact patch 
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pressure by applying the scaling 
factor given in equation 8.20 to produce the final expression 
for the dynamic coefficient of friction given in equation 8.21. 
K =1.0-K,, 
P`P 
KTefcpp 
(8.20) 
Pd = KKp,, c 
(8.21) 
For the static coefficient of friction we assume a simpler model that is independent of 
temperature as given in equation 8.22. In practice it may be temperature dependent. 
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PO = KcppPREF (8.22) 
Tyre tread rubber is typically a compound of many polymers and other substances such 
as fillers. The master curve for such a compound sliding over a complex surface is likely to 
be more complex than that used here and may contain more than one peak. The process by 
which rubber compounds are manufactured is complex. The manufacturing process consists 
of several stages in which substances are added and the compound is mixed and heated. This 
process forms links between the polymer molecules and distributes filler material particles 
through the compound. In the case of the high performance racing tyre the thermal cycling 
encountered when the tyre is operating on the racing circuit can be viewed as an extension 
of this process. Tyres may need one 'out' lap to complete the curing process before giving 
maximum performance for a single lap and then starting to deteriorate. In addition, racing 
tyres can contain quite volatile substances which one would expect to boil off the tyre in 
operation. The shelf life of soft racing tyres is short. Stored tyres will harden through 
interaction with pollution in the environment and sunlight. It seems reasonable therefore 
to assume that the master curve for a racing tyre will change during its operation on the 
track. This will not be considered further here. 
8.3.4 Tread Rubber Shear Modulus 
The shear modulus of rubber is related to its storage modulus Gl as shown in figure 8.4. In 
the visco-elastic region the log(G1) reduces approximately linearly with log frequency. We 
adopt the expression for compound shear modulus given in equation 8.26. The parameters 
GTA and GTB represent reference shear modulus values at temperature TGA and TGB With 
Gba, e representing the limit shear modulus value at high temperature. 
An example shear 
modulus against temperature curve is given in figure 8.7. 
ICA = GTA - G1im (8.23) 
Kt3 = GTB - Glim (8.24) 
KG 
1og(ICA) - log(ICn) (8.25) 
Tcu - TGA 
Ctread = 
ICA 
e-KOT read +G base 8.26) 
e-KOTGA 
In practice, the shear and loss moduli are related to the same basic physical properties 
of a material and are hence not independent. In our model we rely on suitable calibration 
of the shear and loss moduli expressions to reflect this. 
8.3.5 Tyre Heat Generation 
We will simplify the consideration of heat generation by considering only two sources: 
1. Viscous losses due to deflection of the tyre carcass when producing vertical, lateral 
and longitudinal forces. 
2. Viscous damping in the sliding region. 
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Figure 8.7: Example Shear Modulus temperature effect 
Other heat sources such as viscous damping of the general tread deflection are ne- 
glected. This is certainly an oversimplification of the heat generation process and further 
development in this area would be useful. 
8.3.5.1 Heat Generation from tyre bulk deflection 
The tyre supports the wheel load through the inflation gas acting as a spring and through 
the stiffness of the tyre sidewalls and belt. As the tyre rolls, the sidewall and belt are 
deflected as they enter and leave the contact area. Heat is hence produced due to losses 
in the viscoelastic materials making up the tyre. This corresponding power loss is known 
as the 'rolling resistance' of the tyre. Simply rolling a loaded tyre along the ground in 
the absence of slip requires a longitudinal force to overcome these losses. The modelling 
of rolling resistance has been studied extensively in the literature [59] for passenger cars 
and trucks as it is a significant factor in both fuel economy and tyre failure. As previously 
stated, tyre constructions are complex and a truly representative model of rolling power loss 
is beyond the scope of this work. In addition to the vertical deflection, the tyre undergoes 
deflection when generating longitudinal and lateral forces. We model the power generated 
from these sources as simple 'efficiency' terms. 
QF, = vy Ez I FZ1 (8.27) 
QFF = vx Ev IF'vI (8.28 
QF' = vx E., IFXI (8.29) 
+.. ww tu wi Vu 100 110 
Temperature 1 degrees C 
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In practice, rolling losses in tyres reduce with temperature [31]. This has a stabilising 
effect, since as the tyre heats its ability to further heat itself is reduced. We do not account 
for this fact in this model. We also assume that any work done on the inflation gas as the 
tyre compresses and relaxes in rotation is negligible. 
8.3.5.2 Heat Generation from tread sliding 
As the tread rubber slides over the road we assume that all of the work done is converted 
to heat. The heat due to sliding is show in equation 8.30 where v, is the magnitude of the 
velocity between contact patch and road. 
Qsliding = µdFzvs (8.30) 
In practice, only part of the tyre vertical load is carried by the sliding part of the contact 
patch. We use the full load to attempt to compensate for lack of any model of the heat 
generated in the non-sliding region. 
8.3.6 Heat Flow 
Inflation 
Gas 
Tyre Bulk 
Carcass' 
Ambient 
Air 
Tread 
Rubber 
Track 
Surface 
Figure 8.8: Thermal Schematic 
For simplicity we represent the tyres thermal behaviour using a lumped parameter ap- 
proach consisting of the folllowing three bodies: 
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" The tread with temperaure Ttrew1 
9 The bulk or carcass with temperature Tý,. ý88 
" The inflation gas with temperature T9as 
We consider the track surface and surrounding air as representing boundary conditions 
with fixed temperarures T,. and TQm, b. We make the simplifying assumption that the 
'tread' has a single temperature value. In practice the heating and cooling in the contact 
patch and the further heat transfer outside the contact patch result in a complex temper- 
ature profile for the tread. Fujikawa et. al [481 show through modelling and measurement 
in a real tyre contact patch that the temperature increases approximately linearly through 
the sliding region. In [41] Persson shows that local heating effects can have a significant 
effect on friction. 
8.3.6.1 Inflation Gas Pressure 
We assume that the volume occupied by the inflation gas is constant. The tyre pressure 
is typically set at the start of a simulation to a given value at a given gas temperature. 
The mass of gas in the tyre is computed at this point and used for all subsequent pressure 
calculations. The gas pressure is computed from the gas temperature, mass and volume 
using the ideal gas law. Tyres used in formula one racing are typically filled with dry air 
or Nitrogen, we will assume Nitrogen. The molar mass of Nitrogen is 28.014 g mol-1. 
We assume that the specific heat capacity of Nitrogen is independent of temperature and 
pressure with a nominal value of 1.042 kJ Kg-1 K-1. In the presented results, units of Bar 
gauge are used for inflation pressure. 
8.3.6.2 Heat Transfer with surrounding air 
Under practical operating circumstances the tyre will be cooling into the surrounding air 
by convection and radiation. The air flow around the tyre of an open wheeled race car is 
complex and likely to be turbulent. Browne [5] carries out some wind tunnel testing taking 
into account both speed, turbulence and surface wetness. We model the heatflow between 
tread and air as given in equation 8.31. 
Qtread->amb = Htread-amb(Ttread - Tamb) (8.31) 
The heat transfer coefficient Htfeý_Qrri6(vx) is assumed to be a function of the longi- 
tudinal car speed vx. For simplicity we assume that it is a simple linear function of vx as 
given in equation 8.32. 
(8.32) Htrewa_>amb(vx) = 2vy + 10 2K 
We assume that the carcass can also transfer heat with the ambient air as described in 
equation 8.33. In this case we assume a 
fixed value for heat transfer coefficient Hcarcaaa-amb. 
Qcaronaa->amb = Hcarcasa-amb(Tercaas - Tamb) (8.33) 
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The tyre also loses heat due to radiation and it seems reasonable to assume that the 
tyre is close to a being black body source. Brown [6] carries out some practical testing 
of tyre emmissivity e and concludes that a value of 0.94 is representative. In practice, the 
environment (track and air) also radiate heat which may be absorbed by the tyre. Also, 
the carcass and inflation gas must also transfer heat by radiation. In practice, these effects 
result in very small heatflows when compared to other factors. For simplicity we neglect 
heat transfer through radiation in this model. 
8.3.6.3 Heat Transfer with the ground 
Heat transfer between tread and road is considered to be a function of the contact patch 
area Acp as shown in equation 8.34 where Hg,. e, _,. 
is the heat transfer coefficient per 
unit area. 
Qtread->road = Iftread-roadAcp(Ttread - Troad) (8.34) 
In practice, contact heat transfer is typically influenced by contact pressure. In addition, 
the heat transfer rate may differ in the sliding and non-sliding regions. These factors are 
neglected here. 
8.3.6.4 Heat Transfer with Inflation Gas 
We model the inflation gas as having only thermal contact with the carcass as described 
by equation 8.35. 
Qcarcass->gas - "carcass-gal(Tcarcass - Tgaa) 8.35) 
8.3.7 Differential Equations 
The rates of change of temperature of the three bodies are summarised in equations 
8.36,8.37 and 8.38. 
7' 
Qatiding 
- Qtread->road + Qcarcass->tread - 
Qtread->ambient 
treod = 
(8-36) 
Stread Aftread 
T, 
carcass - 
Qdamping 
- 
Qcarcass->tread 
- 
Qcarcass->ambient - 
Qoaroass->gas 
(8.37) 
- SbulkArbulk 
, r'gas _ 
Qcarcass->gas 
(8.38) 
, 
Sgas AIgas 
The values Strýý, ScnrcasaýS9a, and 111ýrýý, h1ý, rýa,,, 1L1D4, are the specific heat capacities 
and masses of the three components. 
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8.3.8 Computational Procedure 
The computational procedure for the tyre model is summarised below. The procedure 
computes the tyre forces and the rates of change of temperature of the bodies. The control 
inputs consist of. 
1. Vertical Load 
2. Road Speed 
3. Slip Angle 
4. Slip Ratio 
Computation proceeds as follows: 
1. Update inflation gas pressure from known gas temperature 
2. Compute contact patch dimensions using vertical load and inflation gas pressure 
3. Compute static and dynamic coefficient of friction based on contact patch pressure, 
tread temperature and sliding velocity. 
4. Compute the distance xt along the contact patch where sliding begins. 
5. Compute Tyre Lateral and Longitudinal forces 
6. Compute Heat Generation in tread due to sliding 
7. Compute Heat Generation in carcass due to force generation 
8. Compute Heat transfer rates between bodies 
9. Compute Rates of change of temperature of bodies 
Now all rates of change have been calculated, A differential equation solver is used to 
update the temperatures of the system elements. 
8.3.9 Summary of model State, Inputs and Parameters 
The following tables summarise the tyre state and control variables and give values for the 
tread compound and thermal parameters. 
Symbol Description Units 
Ttre°d Tread Temperature °C 
T9a, Inflation Gas Temperature °C 
Tcrca Carcass Temperature °C 
Table 8.1: Tyre State Variables 
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Symbol Description Units Value 
Front 
Value 
Rear 
µREF Reference Static friction - 2.25 2.25 
µbase Lower limit of dynamic friction - 0.7 0.7 
Ppeak Upper limit of dynamic friction - 2.25 2.25 
K, hape Master Curve Shape Factor - 0.615 0.615 
Kahift Master Curve Temperature Shift Factor - 0.02 0.02 
TREF Master Curve Reference Temperature °C 45 45 
GbaBe Limit Compound Shear Modulus at high temperature kPa 0.5 0.5 
GTA Shear Modulus at temperature TGA kPa 2.5 2.5 
GTB Shear Modulus at temperature TaB kPa 0.8 0.8 
TGA Shear Modulus Reference temperature A °C 25 25 
TGB Shear Modulus Reference temperature B °C 75 75 
htrea, Tread height mm 5 5 
Kmp Friction roll off factor with contact patch pressure 0.1 0.1 
KTefepp Reference contact patch pressure kPa 100 100 
Table 8.2: Compound Data 
Symbol Description Units Value Value 
Front Rear 
V9 Volume of inflation gas m3 0.0748 0.0825 
EZ Carcass Vertical Force Efficiency factor - 0.03 0.03 
Ex Carcass Longitudinal Force Efficiency factor - 0.03 0.03 
Ey Carcass Lateral Force Efficiency factor - 0.03 0.03 
Htrewi->roo4 Heat transfer coefficient Tread to Road 12 12 
Htread->amb Heat transfer coefficient Tread to Ambient 
(equation 8.32) 
Hýrca->ami Heat transfer coefficient carcass to ambient tip' 30 30 
Hcarca->9a, Heat transfer coefficient carcass to inflation gas 15 8 8 
Scrca Specific heat capacity of Carcass - kpj? 1.8 1.8 
Stremm Specific heat capacity of tread K 1.8 1.8 
Sgas Specific heat capacity of inflation gas k9K 1.042 1.042 
Mcarc, " Mass of Carcass 
kg 9.5 11.5 
Mtrewi Mass of tread kg 0.5 0.5 
M9a, Mass of inflation gas kg - - 
Table 8.3: Thermal Data 
Symbol Description Units 
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T,. oad Track surface Temperature °C 
Ta,,, b Track air Temperature °C 
Fz Vertical Load N 
a Slip angle - 
x Slip ratio - 
vx Longitudinal car Speed of m/s 
VS Modulus of vector sliding speed at contact patch m/s 
Table 8.4: Tyre Control Inputs 
8.4 Example Tyre Curves 
Figure 8.9 shows an example longitudinal it/slip curve for a front tyre with a vehicle speed 
of 100km/h, tyre pressure 1.1 bar at 90°C, and tread temperature 70°C. The contribution 
of sliding and non-sliding contact patch regions is shown. In the 'linear' low slip region of 
operation, the behaviour is dominated by the non-sliding region. As slip increases, more 
of the contact patch enters the sliding region and the dynamic friction force dominates. 
The p/slip curves produced by the model are typical of the Pacejka data provided by tyre 
manufacturers. Figure 8.10 gives p/slip curves across a range of tread temperatures. At 
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Figure 8.9: "/ Slip contribution from sliding and non sliding regions of contact patch 
low temperature the following apply: 
" The shear modulus of the compound is higher resulting in an increase in slip stiffness 
in the linear region. 
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" The dynamic µ rolls off more rapidly with sliding speed resulting in a decrease in grip 
at high slips. 
The colder tyre is hence stiffer and less forgiving when overslipped. 
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Figure 8.10: p/ Slip ratio curves across a range of temperatures 
8.5 Simulation Results 
The results described below use the QSS car model with set-up A. We begin below by 
simulating the effect of manoeuvre time on two short manoeuvres using fixed tread tem- 
peratures and with the thermodynamic aspects of the model disabled. We then move on to 
simulate dynamic temperature effects using short manoeuvres and then a longer manoeuvre 
involving multiple laps of the Silverstone National circuit. 
8.5.1 Analysis with fixed tyre temperatures 
Firstly we establish some baseline manoeuvre time results with the tyre temperatures and 
pressures fixed at constant values. This confirms the ideal operating temperature range 
of the tread. The tyre pressures and gas temperatures are configured as: front 1.15 bar, 
rear 1.05 bar (at 90° gas temperature). All four tyres are set to the same temperature. 
We simulate the single 90° corner and the Becketts manoeuvre. Figure 8.11 shows the 
manoeuvre time for tyre tread temperatures in the range 47-100°C for the single 90° corner. 
Below 55°C the car is unstable and this is reflected in the scatter of the manoeuvre times. 
The temperature for minimum manoeuvre time is approximately 85°C. Figure 8.12 shows 
similar data for the Becketts Manoeuvre. Figure 8.13 shows the steer angles, yaw stiffness 
and control moment derivatives for the 65° and 80° scenarios in the single 90° corner case. 
The colder tyre case shows less Np in braking and more in mid-corner, indicating less entry 
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stability and more mid-corner stability. The control moment derivative Nj is higher for 
colder tyre in straight line running due to the higher slip stiffness. This also results in an 
increase of Na during the open-loop unstable phase of braking/entry. This will result in the 
car feeling more 'pointy' or 'nervous' to the driver on initial brake/turn in. 
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Figure 8.11: Righthander manoeuvre time effect at fixed tyre temperature 
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Figure 8.12: Becketts manoeuvre time effect at fixed tyre temperature 
8.5.2 Track/Ambient Temperature Effect (short Manoeuvres) 
Figures 8.14 and 8.15 show the effect of track temperature for the single 90° corner and 
Becketts manoeuvres with the tyre model thermodynamics enabled. The initial tyre states 
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are as follows: T9Q, =90°, P9a, =1.1 bar front, 1.0 bar rear, Ttread=60°. These results are 
discussed later. 
8.5.3 Track/Ambient Temperature Effect (longer Manoeuvre) 
In this section we study the effect of track and ambient temperature over several laps of 
the Silverstone National Circuit (Figure 8.16). The resulting manoeuvre times are in the 
order of 4 to 5 minutes. This allows the slower thermodynamics of the carcass and gas 
to be considered. We consider track temperature in the range 15 to 35 °C. The ambient 
temperature is also modified such that Tomb = T,. - 5. Figure 8.18 shows the tread 
temperatures for all four tyres over the first three laps. The results are representative of 
those observed with tyre surface temperature sensors on real vehicles. Tread temperatures 
increase rapidly on braking / turn entry and decay in an exponential manner along the 
following straight. Figure 8.19 shows the heatflow along each path in the model. With 
the model calibration used, the dominant heatflows are carcass->tread and tread->road. 
The tyre heat generation processes are show for the left (loaded) rear and right (unloaded) 
front over a single lap in figure 8.20. The loaded rear tyre generates most of its heat due to 
deflection in the carcass. This tyre experiences little sliding due to the high vertical loads. 
The unloaded front generates significantly less heat overall with a higher proportion due to 
sliding. Due to nature of the circuit and vehicle set-up (forwards roll moment distribution) 
this tyre is unloaded through most of the corners. The exception being the left hand 
corner at the end of the club straight (Brooklands). The carcass and gas temperatures are 
shown in figure 8.21 over a seven lap run. The rear tyre carcass and gas increase from 
the initial temperature and stabilise to a lap average of around 107.5°C. The loaded front 
undergoes a small increase to 92.5°C. The unloaded front cools to approximately 77.5°C. 
The tread temperatures are shown in figure 8.22 over the seven lap outing. The carcass 
temperatures are reflected in the minimum skin temperatures seen through the lap. The 
lap minimum unloaded front temperature decreases over the first 4 laps. The rears increase 
over a similar period. The corresponding inflation gas pressures are shown in figure 8.23. 
Figures 8.24 and 8.25 show the inflation gas pressures over seven laps for the loaded rear 
and unloaded front tyres for track temperatures of 15,20,25 and 30°C. As expected the 
stabilised pressures increase in line with track temperature. Finally, we consider the effect 
of track temperature on manoeuvre time. It should be noted that we do not model the 
reduction in fuel load or any tyre wear effects. Figure 8.26 shows the evolution of lap time 
against lap number for four track/ambient temperatures. The lap times stabilise in line 
with the tyre pressures as should be expected. Figure 8.27 shows the lap times against 
track temperature for the various lap numbers. For each lap number, there is a well defined 
track temperature for minimum lap time. 
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Figure 8.23: Tyre Pressure evolution over 7 laps. Track 30°, Ambient 25° 
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Figure 8.24: Left Rear Tyre Pressure evolution over 7 laps 
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8.6 Discussion 
The introduction of a thermal tyre model does not appear to cause any particular problems 
for the presented MTM method. Results remain consistent and all parametric experiments 
show well defined minima. The developed tyre model is quite simple but is able to demon- 
strate certain aspects of the behaviour of real racing tyres such as an ideal operating window 
in both tyre and track temperatures. 
8.6.1 Model Behaviour 
The thermal dynamics of the tread and carcass operate on quite different timescales. In the 
calibration used here the thermal inertia of the carcass is approximately 20 times that of the 
tread. The calibration also results in the main way that heat leaves the tyre being through 
the contact patch into the road surface. The tread is in direct contact with this principal 
heatsink and tends to cool rapidly as the tyre sliding velocities fall away on corner exit. 
When running with little slip (for example the front tyres on a straight section of track) 
heat generation in the tread is minimal. Under these circumstances, the temperature of the 
tread is determined (typically) by heat flow into the tread from the carcass and heatflow 
out of the tread into the track. The carcass can be considered as the tyres heat store, 
it prevents the tread temperature from falling to the track temperature in this situation. 
When arriving at a corner following a straight, the tread temperatures will typically be lower 
than ideal but will rise rapidly with the onset of slip. In our calibration tread temperatures 
are typically lower than carcass temperatures hence heat is almost always flowing out of 
the carcass into the tread. The tread hence acts an insulating blanket between the carcass 
and road surface. Any general increase in tread temperature will help retain heat in the 
carcass which will in turn help maintain tread temperature in low slip running. As previously 
mentioned, in real racing tyres tread temperatures may be significantly higher in the contact 
patch than in the general tread. Hence in the real tyre, heat may routinely flow from the 
contact patch into the carcass. 
The short manoeuvres prove useful for studying the effects of the rapid thermodynamics 
of the tread. For these manoeuvres, the bulk and gas temperatures are effectively constant. 
The track/ambient temperature against manoeuvre time plots (figures 8.14 and 8.15 each 
show well defined minima. With the initial conditions used (Carcass 90° and tread 60°), 
the lower speed (single 90°) corner prefers a hotter track in order to get the tyres at 
temperatures suitable for the sliding velocities associated with the manoeuvre. The optimal 
track temperatures are in the range 15-30°. The faster (Becketts) manoeuvre prefers a 
cooler track surface. In this manoeuvre the tyre tread and carcass heating are higher 
(through higher loads and forces) and this appears to push the tread temperature beyond 
optimal values. Hence a lower track temperature helps to bring them back into range. This 
phenomenon may be due to a 'thermal runaway' feature of the model and is discussed later. 
It is also worth noting that the tyre temperatures are representative of the perfect 
driver (or traction control / ABS augmented human driver). The real driver is more likely 
to overslip the rears and also more likely to have less sliding velocity on fronts to prevent 
graining (discussed later). 
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8.6.2 Sliding Speeds and Operating Window 
The racing tyre must be designed taking into account the range of sliding velocities it will 
see on the racetrack. Considering the pure cornering case (no longitudinal forces on the 
tyres). For any particular racetrack, with a given driven line and speed profile, the yaw rate 
contribution to the lateral velocity seen at the rear axle is dictated by the vehicle wheelbase 
and longitudinal centre of gravity location. It will also be affected by the chassis lateral 
velocity but at most by a factor of two. Hence the sliding velocity range is dictated by 
predetermined factors. Since the lateral and longitudinal performance of a tyre are similar, 
the same applies for longitudinal sliding velocities. As previously stated, rubber friction is 
determined by excitation frequency rather than sliding speed. The excitation frequency is 
determined by the sliding speed and the roughness of the track surface. Hence this is also 
a key factor affecting the design of a tyre to suit a particular circuit. The sliding speed 
at which µd is maximised is determined by the tread temperature. Hence the tyre must 
be tuned such that it achieves an operating temperature to maximise grip at the desired 
sliding velocities. In our model, we can control the basic operating temperature of the tyre 
by adjusting the losses in the carcass when generating forces. Further consideration must 
be given when designing a front and rear tyre that the vehicle handling remains safe across a 
range of typical operating track and ambient temperatures. If under any circumstances, the 
front tyres produce significantly more grip than the rears, the vehicle handling may move 
into a dangerous oversteer regime. Where a compromise must be found, one imagines 
that the tyre designer must err on the side of caution and produce a front / rear balance 
that tends towards understeer when operating outside the ideal track temperature window 
by achieving a suitable front/rear temperature balance. In our model we can tune the 
operating window of the tread compound to a particular manoeuvre using the parameters 
TREF and K8hIft" TpF sets the temperature at which µd achieves a maximum at 1 m/s 
sliding speed. K3h; ft determines the rate at which the peak Ad sliding speed changes with 
temperature. One presumes, nature being what it is, that the tyre compounder has a 
choice between a high grip level across a narrow temperature range or a lower grip level 
across a wider working range. Since we know that the tread temperature and sliding speeds 
change rapidly through a manoeuvre, optimal values for TREF and K8h$ft are not obvious. It 
would be interesting to modify the MTM method by adding tyre parameters as independent 
variables. The following approaches may prove interesting: 
" Add T F, K3h; ft and the shear modulus parameters as independent variables to the 
optimizer. 
" Disable model thermodynamics and specify tyre tread temperatures at specific times/distances 
through a manoeuvre in a similar manner to the throttle/steer inputs. This would 
establish ideal tread temperature operating profiles. 
8.6.3 Graining and Wear 
In the model presented, we have assumed that arbitrarily high sliding speeds can be applied 
to the rubber. This allows the tread to be easily heated from any initial temperature simply 
by applying sufficient load and sliding speed. In the case of the front tyre where the steer 
element of the front slip angle 
is under control of the optimizer it is always possible to warm 
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the fronts simply by steering. In practice, the following factors become important at high 
sliding velocities and low tyre temperatures: 
1. The sliding friction may become 'stick-slip'. This results in the tyres skipping or 
'chattering' across the road surface resulting in a loss of grip. 
2. If a soft rubber at low temperature slides over a hard substrate at sufficiently high 
speed, the rubber may crack/tear and pieces of rubber may break away and roll 
under the sliding contact interfering with the surfaces in contact and disrupting the 
processes by which friction is generated. 
The second of the above is usually termed 'graining'. The graining process can be demon- 
strated by rapidly sliding a soft pencil eraser over a hard surface. The eraser will tear and 
rolls of soft rubber will separate. In the case of a tyre small balls of rubber are formed 
which gather together and disrupt the tyre/road contact. Graining occurs because the slid- 
ing velocity is too high at the operating value of the tread rubber. Persson [42] indicates 
the relationship between friction and wear given in figure 8.28. Here we see that there is 
a double penalty to operating outside of the optimal sliding speed range. Not only is grip 
reduced but wear is increased. Graining can be considered as an extreme case of wear. 
Our simple model for sliding friction and the associated heating does not take into account 
Wear 
Sliding Speed / Frequency 
Figure 8.28: Rubber Friction and Wear 
such wear factors. In the presence of cold tyre induced understeer, the MTM method can 
apply an arbitrary sliding velocity to the front tyres simply by applying sufficient steer angle. 
This can result in a 'thermal runaway' scenario: Applying a high steer angle raises sliding 
speed and hence tread temperature, the hotter rubber achieves its peak Pd at higher sliding 
velocities which then requires the optimizer to apply more steer angle to achieve optimum 
grip. Hence the temperature increases further and the process re-inforces itself. In or- 
der to prevent this scenario, a 'graining' constraint could be added to the MTM method 
that restricts the acceptable range of sliding speeds based on tread temperature. Such a 
constraint could be used to develop an anti-graining tyre warm-up procedure. 
Chapter 9 
Conclusions 
You accept the fact that Formula 1 is totally futile and 
stupid and still you carry on... 
Sir Jackie Stewart 
The preceding chapters have developed a robust approach to transient manoeuvre time 
simulation capable of operating with complex non-linear vehicle and tyre models. In this 
chapter we review the findings, discuss the strengths and weaknesses of the approach used 
and make recommendations for further work in this area. 
9.1 Discussion of the MTM problem 
We have shown that the MTM problem as formulated here has non-smooth objective and 
constraint functions. This is most probably due to the nature of the tyre. When operating 
in the linear region of the tyres, engine torque can be used to control tyre slip in a linear 
fashion. However, when operating at the limit of tyre performance, a very small increase in 
engine torque will result in a large rapid change in slip. This longitudinal super-saturation of 
the tyre also rapidly reduces its lateral capability causing a sudden change in yaw moment. 
Since the MTM method seeks solutions at the limit of tyre performance we see evidence 
of highly non-linear vehicle 
behaviour close to time optimal solutions. We have also shown 
that this formulation results in the existence of well defined local minima. Many of the 
presented results show two or more 
distinct solutions. We cannot formally prove that a 
global minimum has 
been located but through performing repeated optimizations from 
many different values of the 
initial vehicle controls we can be confident that a global 
minimum point has 
been reached. 
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9.2 Discussion of the developed MTM Method 
The most significant factor in the success of the MTM algorithm is the use of a feasible 
NLP method to remove the most non-linear and sub-optimal areas of the solution space 
from the problem. In the initial phase of the work a non-feasible code was used (SNOPT 
[21]) and most attempts at finding a solution resulting in the NLP code terminating due 
to the vehicle trajectory entering a highly understeer or oversteer regime. In addition to 
this, great care must be taken such that the definition of the functions defining the vehicle 
control inputs and constraints do not posses any discontinuities (however small). Such 
problems can be identified by careful study of the controls and constraints at the solution 
points as defined in section 2.12.2. 
9.2.1 Validity of Results 
We have demonstrated that the MTM method is capable of producing very accurate results 
and that repeatible convergence can be achieved from very different initial values for the 
vehicle controls. The fact that the same solutions can be found both with the time and 
Fourier bases enhances confidence that the minima found are related solely to the problem 
and are not artefacts of the MTM algorithm. The use of tyre efficiency diagrams and vehicle 
stability derivatives give a strong indication that the resulting vehicle state trajectories are 
optimal. 
9.2.2 Computation Time 
In the course of the research the author has pursued the goals or robustness and accuracy 
above all else. The main weakness of the developed method is its high demand for compu- 
tational resources. If full accuracy is pursued (the NLP code is not limited in the number 
of major iterations) with random initial values for the vehicle controls, a full lap of the 
Jerez circuit with 10m control spacing and 250m preview will take approximately 8 hours 
of compute time using a single core of an Intel T7700 2.4GHz processor. Since most of 
the computer resources are consumed evaluating the objective function, this solution time 
scales with the complexity of the vehicle model. The efficiency of the finite horizon aspect 
of the algorithm is discussed later. 
Plots showing objective value against iteration number (figures 3.6,3.7) indicate that 
progress can be very slow for several iterations and may then rapidly speed up. Progress 
at each major step may be as little as 1 µs. Typical optimal trajectories for racing cars 
are at the limit of stability, hence at the solution very small changes in the controls result 
in a sudden increase in manoeuvre time. At each major step, the NLP code evaluates the 
gradients at the current point and establishes the search direction to improve the manoeuvre 
time and maintain feasibility. When close to the stability limit of the vehicle it may not be 
possible to move very far in this search direction before the vehicle spins. Hence progress 
can be very slow. Typically a less stable car set-up (more tendency to oversteer) requires 
more iterations of the NLP code to converge. We consider some possible approaches to 
reducing the computer time to find a solution below: 
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9.2.2.1 Parallel Processing 
Most of the time consumed by the method is used in evaluating the gradients of the objective 
and constraints using finite differences. This procedure could be very easily parallelized with 
independent variables being assigned to parallel processes. The LORA software (Appendix 
F) has been designed with parallelism in mind from the outset and the author plans to 
implement the code on a network of processors in the near future. 
9.2.2.2 Closer to optimal Initial Control Values 
A fairly uncompromising approach has been used in this work in seeding the initial control 
values as pseudo-random numbers and not in any way pre-specifying the driven line. As we 
have suggested in chapter 2 an alternative approach is that having established a base-line 
solution from random initial controls values, future inital values can be generated from 
small perturbations to the base-line solutions. 
We have shown that the whilst changes in the path curvature of the driven line due to 
vehicle set-up can be significant, these changes are very small when seen in the plane of the 
track surface. We would expect then, that having established a base-line driven line, if the 
vehicle parameters do not change too much, only small perturbations to this line need be 
considered. We could therefore modify the displacement constraints to restrict the driven 
path to some region around the reference trajectory. 
9.2.2.3 Alternative Approaches 
Use of a general purpose NLP code to solve the problem in effect treats the objective and 
constraint functions as black boxes. The method applies no application specific knowledge 
in its search for a solution. It would be useful to consider how such knowledge could be 
used to help the optimizer reach solutions more quickly. 
We have considered two bases for the independent variables (time/distance and fre- 
quency). It may be useful to consider if a more application specific basis can be found to 
represent the controls. For example we may consider that the braking torque for a particular 
corner should be a uni-modal function and therefore produce a basis that only allows the 
exploration of uni-modal functions. Alternatively, we may specify the independent variables 
as perturbations from some reference control values. 
We have seen that tyre efficiency diagrams can be used to indicate that a trajectory is 
close to the limit performance of the vehicle. It would be interesting to apply constraints 
to the MTM algorithm that the tyres must achieve some minimum efficiency during key 
tyre limited parts of the manoeuvre. 
In a similar fashion, constraints could be applied on the vehicle accelerations such that 
they are always close to the performance limit as indicated by a steady state g-g-v surface. 
9.2.3 Finite Horizon 
The Finite Horizon method was used to extend the MTM method for the time optimal solu- 
tion of manoeuvres of arbitrary length. We have demonstated for a number of manoeuvres, 
that there exists a preview distance beyond which no meaningful decrease in manoeuvre 
time is found. Hence the Finite Horizon procedure appears to be a suitable approach for 
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the time optimal control of the race car. This approach also provides insight into the nature 
of the problem of finding an optimal driven line and speed profile. We have shown how 
preview distance affects the approach to a single corner and the compromise arising when 
one corner is followed immediately by another. 
The motivation for use of the Finite Horizon approach as opposed to the approach used 
by Casanova [81 is that it does not require all of the model state variables to be exposed to 
the optimizer. This, at least in theory, allows the method to be used with arbitrarily complex 
vehicle models. We have demonstrated its use with a sprung car and with thermodynamic 
tyres. 
The main drawback with the finite horizon approach is its inefficiency. The overlap 
between successive steps of the algorithm results in each control value being optimized 
several times before its final optimal value is chosen. This is highlighted in an exagertaed 
form in figure 6.7. This problem can be reduced if small compromises are made as follows: 
" The algorithm can be assisted to find the driven line by placing 'road cones' on the 
race-track around a previously computed reference line 
" At the first step of the finite horizon algorithm we must initialise all active vehicle 
control inputs with initial values. At subsequent steps we can choose to re-initialise all 
control values. Alternatively, for those control values that were active in the previous 
step we may keep the values from the previous steps optimal trajectory as initial 
values for the current step. 
9.3 Comparison of QSS and Transient Lap time Simu- 
lation methods 
A comparison of the results generated by the MTM method and a QSS type simulation 
method (Appendix D) has been performed for a simple 90° manoeuvre. The path curvature 
data for the QSS algorithm was provided from the optimal trajectories produced by the 
MTM method. In the author's experience, the results generated by QSS lap time simulation 
are very sensitive to the path curvature data used to describe the racing line. In the practical 
racing environment, path curvature is typically generated from on-car measurements of 
speed and lateral acceleration [81 and as such is representative only of the circumstances 
of the lap under which it was generated. We have demonstrated that changes in the 
optimal racing line due to vehicle roll moment distribution can cause a QSS manoeuvre 
time simulation to indicate inconsistent manoeuver time trends for changes in vehicle roll 
moment distribution. We have also shown that optimal vehicle state trajectories produced 
by the MTM method typically have significant yaw acceleration throughout a manoeuvre. 
The QSS method assumes that the yaw acceleration is zero at all times and this goes some 
way to explaining the differences between MTM and QSS results. 
We discuss below the applications for lap time simulation codes and consider the ap- 
plicability of MTM and QSS methods. Applications for a lap time simulation code can be 
split into two categories : 
" Al) Vehicle design 
175 
" A2) Vehicle set-up at the trackside 
Item A2 above can be further divided as follows: 
" 131) The spring rates and tyre pressures must be chosen to keep the vehicle ride 
heights in ideal locations indicated by aerodynamic requirements. 
" B2) The spring/damping rates and tyre pressures must be chosen to balance the 
trade-off between minimising ride height changes for aerodynamic requirements and 
minimising load fluctuations for tyre grip and time lost riding kerbs. 
" B3) The spring/damping rates and tyre pressures must be chosen to produce desirable 
driveability characteristics to allow the driver access to limit performance. 
" B4) The tyre pressures must be chosen to achieve optimal tyre performance 
A cars basic capability envelope is dominated by its mass, engine torque curve and 
aerodynamics. This data can be readily represented by a g-g-v diagram (Appendix D). For 
this reason, QSS simulations are succesful at performing task B1 since the coarse effects 
of a ride height change are typically quite obvious in g-g-v data. The QSS approach is 
not directly applicable to item B2 since it cannot be used to simulate the car running over 
bumps / kerbs or rough surfaces. 
A significant part of the process of setting up a car at the trackside is about making the 
car 'driveable' (item B3). That is, providing suitable handling qualities to allow the driver 
access to limit vehicle performance. We have shown through the use of vehicle stability 
derivatives (Appendix E) applied to time optimal trajectories that effect on vehicle stability 
of set-up parameters can be evaluated. The QSS method is not suitable for stability analysis 
since it cannot simulate transient vehicle behaviour. 
In practice, in many categories of motor racing vehicle performance is dominated by 
tyre performance. In turn, tyre performance is dominated by tyre temperature. The major 
area opened up by a transient manoeuver time method for both vehicle design and set-up 
is that it allows the simulation of dynamic tyre temperature and pressure effects. 
9.4 Driver Contribution to Vehicle performance 
We have shown that manoeuvre time is reduced by: 
" Using a controller bandwidth higher than that believed to be achievable by a human 
driver 
" Allowing the vehicle to operate in open loop unstable modes 
" Allowing the vehicle steering control moment to drop to zero 
" Planning of the driven 
line and speed profile taking into account significant preview 
distances 
176 
The above findings go some way to explain the performance differences seen between 
professional drivers. The driver with the better ability to think / plan ahead, react quickly 
and tolerate a lower stability margin will be faster. We have given only slight consideration 
to the limits of the driver but any simulation capable of carrying out task B3 (above) 
should take into account the driver-vehicle system as one. A significant recommendation 
for further work is the development of metrics to indicate vehicle 'driveability'. One of the 
general challenges in F1 car set-up is the trade-off between entry stability and mid-corner 
understeer. In general, an increase in entry stability increases driver confidence and allows 
him/her to attack the corner. Set-up changes in this direction however, may result in an 
undesirable excess of stability in mid corner resulting in overall time lost through the corner. 
If a metric could be established indicating say minimum Np and maximum N8 during initial 
brake-and-turn-in, the car could be set-up using this metric as a constraint. 
9.5 Sprung Vehicle Model 
We have shown that the MTM method can operate succesfully using a sprung vehice model 
running over a planar track and also over a simulated kerb. The kerbing results give a good 
indication of the time lost in kerbing due to increasing values of heave and roll stiffness. 
At any given vehicle heave and roll stiffness there is a limit to the kerb height at which 
meaningful solutions can be found by the MTM method. This is one potential weakness of 
the NLP approach to the MTM problem. Riding high kerbs with a stiff vehicle set-up results 
in especially non-linear vehicle behaviour. As previously discussed, we have typically tended 
to use random initial control values. We have used stability constraints on understeer angle, 
vehicle side slip and tyre slip ratios to allow the optimizer to move from any arbitrary point 
to an optimal point without entering especially non-linear regions. An area for future work 
is to improve the performance of the algorithm in the application of sprung vehicles running 
over rough surfaces. The following are suggested: 
9 Use a close to optimal reference trajectory for the initial control values. 
9 Investigate the use of additional constraints such as wheel vertical acceleration. 
" Use an NLP code that is more tolerant of noisy objective and constraint functions, 
for example the Dynamic-Q method [1], [37]. 
9.6 Thermal Tyre Model 
As we have previously discussed, the tyre is arguably the most important and least under- 
stood aspect of the car. We have shown that the MTM method is capable of operation 
with a thermodynamic tyre model. Introduction of the model does not appear to have a 
strong influence on the non-linearity of the objective or constraint functions and the method 
remains capable of finding consistent and accurate solutions. This opens up considerable 
scope for further tyre model development. Some proposed additions / modifications to the 
tyre model are given below: 
" Develop a more complex carcass model using Finite-Element methods. 
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" Use the enhanced carcass model to predict heating in the tyre due to deflection in 
the carcass when rolling and generating forces. 
" Use the enhanced carcass model to more accurately describe lateral and combined 
force generation. 
9.7 Additional Recommendations for Further Work 
We propose here some further suggestions for further work not discussed so far. 
9.7.1 Why does the car go faster ? 
The MTM method allows the change in manoeuvre time associated with design and set-up 
parameters to be evaluated. We have also demonstrated at least to a limited extent that 
the stability of the vehicle operating at limit performance can be analysed. In order to make 
full use of the results it is necessary to know precisely why and how a parameter change has 
impacted the manoeuvre time. Hence we require methods to analyse and compare optimal 
vehicle state trajectories. The development of such methods could be as challenging as the 
development of the MTM method itself. The problem is highlighted in the following quote 
[54] : 
One of the drawbacks to using a complex computer program is that you 
seldom learn the "why" it came up with a particular "what"... A human may 
not be able to comprehend the underlying logic well enough to ever know. 
The intermediate steps and sub-conclusions may be buried in a stack of print- 
out sheets and plots. Sometimes it is more effective to use a simpler, more 
comprehensible analysis. 
It is arguable that simpler analysis methods such as the steady state g-g-v diagram and 
Milliken moment method [361 should be used alongside the MTM method to assist in the 
interpretation of results. 
9.7.2 Simultaneous Manoeuvre and Set-up Optimization 
We have considered in this work the computation of optimal state trajectories for vehicles 
whose design and set-up parameters remain fixed throughout the optimization procedure. 
The MTM method could be modified to add vehicle design and set-up parameters to the 
optimizer independent variables as follows: 
. Add a single value for a vehicle parameter e. g. longitudinal centre of mass to the 
independent variables 
9 Add a value for a vehicle parameter to the vehicle control values at each waypoint. 
The first approach allows a parameter to be computed at its optimal value taking into 
account say an entire 
lap. The second approach (although not necessarily implementable 
on a real car) effectively adds additional controls to the control vector at each wayline. 
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The algorithm currently uses steer angle and throttle/brake but could be easily modified to 
allow other 'controls' such as roll balance, brake balance, roll/heave stiffness and damping 
etc. This second approach allows the optimal values for a parameter to be computed at 
each point around the lap. 
Appendices 
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Appendix A 
Vehicle Models 
This appendix describes two vehicle models. The first is a quasi steady state model. The 
second is a fully dynamic car model with sprung and unsprung masses. The two vehicle 
models share a simple driveline and aerodynamic model. 
A. 1 Vehicle Axis System 
The axis system used by the vehicle models is shown in figures A. 1 and A. 2. Rotation about 
the z axis is termed yaw and is denoted 9y. The yaw and its time derivative yaw rate are 
positive in a Iefthand corner. The lateral velocity is positive to the drivers left handside. 
Steer angle is positive in a lefthand corner. Rotation about the x axis is termed roll and 
denoted O. It is positive in a lefthand corner. Rotation about the y axis is termed pitch 
and denoted Op. It is positive when braking. 
( 
ý_ 
ýý 
Figure A. 1: Car Axes Sign Convention 
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Figure A. 2: Vehicle velocity axes Convention 
The tyre slip quantities are computed as follows. Small angle assumptions are made. 
Lateral velocity at centre of front and rear axle: 
vF = vv + ar (A. 1) 
vR = vv - br (A. 2) 
Longitudinal velocity at centre of each wheel: 
Slip angles: 
= ULF Vx - 
rWF 
2 
(A. 3) 
URF Vx =+ 
rWVF (A. 4) 
2 
= ULR Vx - 
rtiV 
2 
(A. 5) 
URR = vx + 
rWR (A. 6) 
2 
VF 
cxLF =- -6 (A.? ) ULF 
"JF 
VF 
= -6 (A. 8) URF 
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Slip ratios: 
VR 
aLR =- (A. 9) 
ULR 
VR (A. 10) 
URR 
KLF 
WLF 
- 1.0 (A. 11) ULFRF 
WRF 
'RF - 1.0 (A. 12) u RF 
KLR = 
WLR 
- 1.0 (A. 13) ULRRR 
- 1.0 (A. 14) uýRR 
A. 2 Common Model Elements 
The following elements are common to all models. 
A. 2.1 Aero Dynamics 
The aerodynamic model is very simple. It is based solely on vehicle longitudinal speed as 
follows: 
z 
F=F ref 
vL (A. 15) 
uTef 
_f'- 
2 
Fdrag = Fdragref (A. 16) 
(Ure 
f 
FdJref and Fdragref are reference drag and downforce levels at the reference speed uref. 
The aerodynamic downforce is distributed between the two axles according to the aero 
balance Duero. 
FdfF = DaeroFdf (A. 17) 
FAR = (1.0 - Daero)Fdf (A. 18) 
In both the QSS and sprung models the reaction points on the chassis of the front and rear 
aerodynamic load forces are at the centre of the axles. The load forces act in the earth 
reference frame negative z 
direction. The QSS model is effectively planar so the z heights 
of the aerodynamic 
force reaction points are not relevant. In the case of the sprung car they 
are applied at the chassis z zero 
height. Drag is applied directly to the centre of gravity of 
the chassis in the negative x direction in the earth reference xy plane. 
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A. 2.2 Engine 
The engine model is a simple two dimensional look up table indexed by engine revs and 
throttle position. Linear interpolation is used. The engine torque curves for maximum and 
minimum throttle positions are shown in figure A. 3. 
The rear wheels are driven via the gearbox and differential. Hence the engine speed is 
computed as: 
T(WLR + WRR) (A. 19) Weng =2 
Engine MaxIMln Torque Curves 
3 
Figure A. 3: Engine Max/Min Torque Curves 
A. 2.3 Brakes 
Braking torques are applied to the wheels when the driver pedal input is negative. The 
total maximum available brake torque is given by Tt,. akCMAx 
if (P < 0.0) Tbrake _ -PTbrake,,,. ix (A. 20) 
else Tbroke = 0.0 
The brake torque is distributed between front and rear axles according to the brake balance 
Dbrake. 
TbrakeF = D&rakeTbrake 
(A. 21) 
Tbraken = (1.0 - Dn. ake)Tbrake 
(A. 22) 
On each axle, the brake torque is distributed equally between the left and right wheels. 
02 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 
rpm x10, 
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A. 2.4 Gearbox 
The gearbox is modelled as a simple torque/speed ratio. The gear ratio is automatically 
selected on the basis of vehicle longitudinal speed vy. In the transition between gears, a 
CVT is emulated. This gearbox implementation is due to [8]. The clutch is not modelled. 
Ratio Speed 
14.01900000 41.39788022 
11.39050000 50.95095763 
9.49210000 61.14104180 
7.97330000 72.78753877 
7.19400000 72.78753877 
6.64440000 80.67234958 
The gear ratio T is computed as follows: 
T= Tl+ 
2-01 (1.0 + sin(tari 1(10.0(vß - u, o))))-f- (A. 23) 
2-02 (1.0+sin(tan 1(10.0(vy-u11))))+... 
A. 2.5 Differential 
The differential is responsible for distributing the engine torque to the rear wheels. The 
model emulates a limited slip differential. It can be operated in one of three modes: Open, 
Limited Slip and Locked. The kinematic constraint imposed by the differential is as follows: 
weng 
- 
WLR + WRR 
T- 
Wd: ff =2 (A. 24) 
The torque at the input to the differential is as follows: 
Tdiff.. - TengT 
The speed across the differential is defined as follows: 
(A. 25) 
IWdq ff= WLR - WRR 
(A. 26) 
A. 2.5.1 Open 
In the open case, the differential divides the engine torque equally between the left and 
right wheels. 
TdriveLR =T= 
Tdif f1n (A. 27) driveRR -2 
The torque transferred by the differential is zero: 
ATdif f=0.0 (A. 28) 
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A. 2.5.2 Limited Slip 
In the limited slip mode, the model emulates the operation of a clutch between the left 
and right driveshatfs. The clutch transfers torque from the faster to the slower wheel. The 
torque transferred by the clutch is modelled as follows: 
if Td; f f,,, >0 then: 
ýTdif f= (KdiffpL - KdiflDTdiff, fl)(sin 
(tan-'(OWdiff))(1 
- cos(tan-1(2AWd; ff))) 
(A. 29) 
if Tdi f f;,, <0 then: 
OTds11 = (KdiffPL Kdifloý'dcltn)(sin(tan-1(Awditf))(1 - cos(tan-1(2Awd, ff))) 
(A. 30) 
Parameter Set-tip A Set-up B 
KdiffPL 20 20 
Kd; »o 0.3 0.3 
Kd; 0 0.3 0.7 
Table A. 1: Limited Slip Differential Set-up Parameters 
A. 2.5.3 Locked 
In the locked case, the dynamic equations for the driveline are formulated with both left 
and right wheels combined into a single body. 
A. 2.6 Driveline and wheel Equations of motion 
Rear wheel equations for open and limited slip differential: 
rý }ý 
Ter 
TbrakeLR 
- 
RRF=LR 
- 
OTd1 
ff+2 (A. 31) (JLR = 
,ß+ J'1T' 
2 
TbrakeRß - RßFxRR + 
ATd; ff+ 
Td+2 
(A. 32) 
Jrý+ 
2 
Where JR is the inertia of the rear wheel/tyre and Jd is the inertia of the remaining 
driveline/engine referred to the engine side of the gearbox. The torque at the wheels due to 
the brakes is given by Tb,., kfLR and Ta. akeRR. The rear wheel radius 
RR assumes a constant 
value. The Rear axle equations for a locked differential are as follows: 
TbrnkeR - IZnFXLR - RRF'zßR +Tdifff,, (A. 33) (4R - WRR 2Jn + Jdr2 
The front wheel equations of motion are as follows: 
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Figure A. 4: Driveline Schematic 
TbrakeLF 
- 
RFFXLF 
WLF =7 
TbrakeRF 
- 
RFFXRF 
JF 
(A. 34) 
(A. 35) 
A. 2.7 Tyre Forces 
Two tyre models are used as described in appendix B and chapter 8. The longitudinal and 
lateral forces generated by each tyre are computed as a function of the following: 
" Tyre vertical load 
" Tyre slip angle 
" Tyre sip ratio 
" Tyre ground velocities in tyre x, y plane (Brush Model Only) 
FXLF = TyreLongForce(FzLF)aLF, ELF) (A. 36) 
F = TyreLongForce(Fz.,, aRF, lcpy) (A. 37) 
F = TyreLongForce(FZLR, aLR, kLR) (A. 38) 
Fig = TyreLongForce(FFRR, aRR, 'RR) (A. 39) 
Fv, = TyreLatForce(FZLF,, aLF, 'cLF) (A. 40) 
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FyRF = TyreLatForce(FsRF, aRF, IRF) 
FVLR = TyreLatForce(F; Lß, aLR, ßtß) 
FyRR = TyreLatForce (F; RR, aRn, KRR) 
A. 2.8 Steering 
(A. 41) 
(A. 42) 
(A. 43) 
The front tyre lateral and longitudinal forces are resolved into the chassis axis by rotation 
by the steer angle J. 
FVLF, = cos(ö)FVLF + sin(b)FXL, (A. 44) 
F=LF. = cos(a)FXLF - sin(v)FV,,, (A. 45) 
FyRF, = cos(ö)F,,, + sin(ö)FXRF (A. 46) 
FXRF, = cos(5)FXRF - sin(ö)FVRF (A. 47) 
A. 3 Quasi Steady State Model 
This model is similar to that formulated by Casanova [8]. The model consists of five bodies: 
a chassis and four wheels. The chassis is free to translate and rotate in the plane having 
two translational and one rotational degree of freedom. The wheels have a single rotational 
degree of freedom relative to the chassis. Gyroscopic forces from the roating wheels are 
not modelled. 
The centre of gravity and roll centre heights are fixed i. e. do not vary with load or 
speed. The wheel loads are computed using a steady state approximation of lateral and 
longitudinal load transfer. 
A. 3.1 Lateral Load Transfer 
Lateral acceleration is approximated as A. = var. From this, the total resultant lateral tyre 
force acting on the vehicle is estimated as Fy = mAy. The tyre forces act at ground level 
resulting in a moment on the car about the x axis with a magnitude of h,, Fy. This moment 
is balanced by lateral 'load' transfer. The total lateral load transfer is then computed using 
a simple steady state approximation as: 
= 
Itý9Fy 
ýY 
0.5(IVF + TVR) 
(A-48) 
Where WVF and 1VR are the vehicle front and rear track. This is then distributed between 
the two axles based on the 'roll moment distribution' D,. ii as follows: 
Ay, = Dra: tY 
(A. 49) 
AYR = (1.0 - Drdi)AY (A. 50) 
As lateral acceleration increases, the load transfer on one axle may reach the point 
where one wheel becomes fully unloaded. Under these circumstances, any remaining load 
transfer must be taken up by the other axle. 
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A. 3.2 Longitudinal Load Transfer 
The longitudinal tyre forces are approximated as the braking torques and engine torque 
multiplied by the wheel radii to estimate a single resultant force Fx acting at ground level. 
The longitudinal load transfer is then calculated in a similar manner to the lateral case as 
shown in equation A. 51. 
hcogFx 
Ox -- L 
A. 3.3 Wheel Loads 
The wheel loads are computed from the following factors: 
" The mass of the vehicle 
" The aerodynamic load 
9 The lateral load transfer 
" The longitudinal load transfer 
(A. 51) 
We compute two sets of wheel loads. The first set are referred to as 'virtual' wheel loads. 
The virtual wheel loads become negative when a wheel is no longer in contact with the 
ground. In the case of the QSS model, this typically happens at high values of lateral load 
transfer. The virtual wheel loads are used in the computation of the wheel load constraints. 
The second set are referred to as the 'real' wheel loads. A real wheel load is equal to its 
corresponding virtual wheel load when the virtual wheel load is greater than or equal to 
zero and zero when the corresponding virtual wheel load is less than zero. The real wheel 
loads are used in the computation of tyre forces. 
FxcF 
LMg 
- Ax + DFdf - Au, (A. 52) 
2 
F'zv 
.- 
LMg 
- A. + DoeroFa1 + AyF (A. 53) 
2 
-Mg + A. + (1 - Dnero)Fdf - AyR FZVLR -L2 (A. 54) 
L 
Z 
Mg+Dy+(1-Do)F_+O_R 
(A. 55) F=2 
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FZLF = F, VLF when FZVLF >0 (A. 56) 
FZLF =0 when FsLF <0 (A. 57) 
FzRF = FZRF when F,, nF >0 (A. 58) 
F; RF =0 when FZßp, <0 
(A. 59) 
FzLR = FXVLR when FZVL, t >0 
(A. 60) 
FZLR =0 when FZVLR <0 (A. 61) 
FZRR = FxRR when FZVRR >0 (A. 62) 
F; Rß =0 when FRR <0 (A. 63) 
(A. 64) 
A. 3.4 Chassis equations of motion 
Longitudinal acceleration: 
v 
FxLF + FZRF + FxLR + FZRR - Fdrag (A. 65) 
m 
Acceleration in lateral velocity: 
FVLF + FyRF + FyLR + Fyßn (A. 66) ym 
Yaw acceleration: 
b(FyLR + FIRR) - a(FyLF$ + FyRF, ) + 0.5WVR(FFRR - FxLR) + 0.5WVF(F2RFs -_F z. 3) 1'= 
(A. 67) 
A. 4 Sprung Model 
This section describes a sprung vehicle model developed using the multibody code Autosim. 
The model is described in chapter 7. A few additional notes and the Autosim source listing 
are provided here. 
A. 4.1 Sprung Model Tyre Forces 
The vertical loads on the tyre are taken from the forces in the tyre vertical spring. Slip angles 
and ratios are computed as for the QSS model using the yaw rate, lateral and longitudinal 
velocities of the chassis body. Hence lateral velocity effects at the hub due to suspension 
velocity are neglected. As previously stated, camber angles are neglected so any dynamic 
camber effects are not considered. 
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A. 4.2 Autosim Listing 
; bittºYtttttºf#tf tfºtttººººYttttfiffºººf tttitººtiitttYY t#iYti#ºiiºit#itf iit#iºtit#tY 
;s Autosim Source file (LISP) 
;s 
;s Sprung car model with independent heave and roll dynamics 
;s and double link suspension 
;s 
;" DPK 14th April 2005 
; isrsfssºsrrsrssstssºissºrfºssrrrssssrsstsºs#ººsssrssrsrssºfººsrsrrsrrssiºrsirrs#ºtrs 
(reset) 
(Si) 
(add-gravity : direction -(nz]) 
(setsym *multibody-system-names "F1 Car with separate heave and roll dynamics"); 
(setsym *target-languages C) 
(setsym . Double-Precision* T) 
; rºrººrºssºººººssssrºsººrºrsºrrrºrssssssººssssºsºººrºrsºººººrsººººsºrrrººººººrºrºrsºº 
;º Define reference points of the system in its nominal configuration 
ºsrºsrsrssºrrºrrººssºsºssssrºººrrrrsssssºssrsssrºrrrºrrsssºsºrrssssssrssrssºssssººss 
(add-point 8 AERO_FBONT : coordinates (tuba 0.0 0.0) : name "Front Aero action point") 
(add-point I AERO_REAR : coordinates (-tub_b 0.0 0.0) : name "Rear Aero action point") 
(add-point N_RR_PUP TOP : coordinates (-tub_b 
(add-point N_RR_PUP_BOT ; coordinates (-tub_b 
(add-point N_RR-UPR_TOP : coordinates (-tub_b 
(add-point N_RR_UPR_HUB : coordinates (-tub_b 
(add-point N_RR_UPR_BOT : coordinates (-tub_b 
(add-point N_RR_CP : coordinates (-tub_b 
(add-point N_LR_PUP_TOP : coordinates (-tub_b 
(add-point N_LR_PUP_BOT : coordinates (-tub_b 
(add-point N_LR_UPR_TOP : coordinates (-tub -b 
(add-point A LR_UPR_HUB : coordinates (-tub_b 
(add-point N_LR_UPR_BOT : coordinates (-tub_b 
(add-point N_LR_CP : coordinates (-tub_b 
(add-point N_RF_PUP_TOF : coordinates ( tuba 
(add-point N_RF_PUP_BOT : coordinates ( tub_a 
(add-point N_RF_UPR_TOP : coordinates ( tuba 
(add-point N_RF_UPR_ UB : coordinates ( tub_a 
(add-point N_RF_UPR_BOT : coordinates ( tub_a 
(add-point N_RF_CP : coordinates ( tuba 
(add-point N_LF_PUP TOP : coordinates ( tuba 
(add-point N_LF_PUP-BOT : coordinates ( tub_a 
(add-point N_LF_UPR_TOP : coordinates ( tub_a 
(add-point N_LF_UPR_HUB : coordinates ( tub_a 
(add-point A LF_UPR_BOT : coordinates ( tub_a 
(add-point N_LF_CP : coordinates ( tub_a 
(add-point N_COFG : coordinates (00 
(add-point N_COFG_F : coordinates ( tub_a 0 
(add-point N_COFG_R : coordinates (-tub_b 0 
-0.05 0.2)) 
-0.05 0.0)) 
-0.725 0.2)) 
-0.725 0.1)) 
-0.725 0.0)) 
-0.725 rr_cpheight)) 
0.05 0.2)) 
0.05 0.0)) 
0.725 0.2)) 
0.725 0.1)) 
0.725 0.0)) 
0.725 lr_cp height)) 
-0.05 0.2)) 
-0.05 0.0)) 
-0.75 0.2)) 
-0.75 0.1)) 
-0.75 0.0)) 
-0.75 ri cp_height)) 
0.05 0.2)) 
0.05 0.0)) 
0.75 0.2)) 
0.75 0.1)) 
0.75 0.0)) 
0.75 11 cp_height)) 
cg height) : name "CG") 
cg-height) : name "CG_F") 
cg-height) : name "CG R") 
ssitstsstsRtttasfttti; ttiºtisR; 
R; sf; stisttsºif; ttttfºººaºifttitsft*Rffif; ttfisffaºts 
Define bodies 
ýRf itittttt; titttttttR/it; 
RttttttRfitttf; litt; tiºtRit;; MtR; tt; Rii;; ttttttfºRif Rttifºi 
ýs Chassis. uprights and suspension members 
(add-bodY TF-FRAME 
: translate 
((n-] [-Y]) 
: body-rotation-axes 
(z) 
: mass 0 
: parent N 
: name -i'F_Frano") 
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(add-body TUB 
translate z 
: body-rotation-axes (x y) 
cm-coordinates N_COFC 
parent TF_FRAME 
name "Chassis") 
(add-body RR_LWB : parent TUB mass 0 inertia-matrix 0 
joint-coordinates N_RR_PUP_BOT body-rotation-axes x) 
(add-body LR_LWB parent TUB mass 0 inertia-matrix 0 
joint-coordinates N_LR_PUP_BOT body-rotation-axes x) 
(add-body RF_LWB parent TUB mass 0 : inertia-matrix 0 
joint-coordinates N_RF_PUP_B0T : body-rotation-axes x) 
(add-body LF_LWB : parent TUB mass 0 : inertia-matrix 0 
: joint-coordinates N_LF_PUP_BOT body-rotation-axes x) 
(add-body RR_UWB parent TUB mass 0 inertia-matrix 0 
joint-coordinates N_RR_PUP_TOP body-rotation-axes x) 
(add-body LR_UWB parent TUB mass 0 : inertia-matrix 0 
joint-coordinates N_LR_PUP_TOP body-rotation-axes x) 
(add-body RF_UWB parent TUB mass 0 : inertia-matrix 0 
joint-coordinates N_RF_PUP_TOP : body-rotation-axes x) 
(add-body LF_UWB : parent TUB mass 0 : inertia-matrix 0 
: joint-coordinates N_LF_PUP_TOP body-rotation-axes x) 
(add-body LR_UPR : parent LR_LWB :m ass usmass_rear : inertia-matrix 0 
: joint-coordinates N_LR_UPR_BOT body-rotation-axes x) 
(add-body RR_UPR : parent RR_LWB mass us mass_rear : inertia-matrix 0 
: joint-coordinates N_RR_UPR_BOT body-rotation-axes z) 
(add-body LF_UPR : parent LF_LWB mass us mass_front : inertia-matrix 0 
: joint-coordinates N_LF_UPR_BOT body-rotation-axes a) 
(add-body RF_UPR : parent RF_LWB mass us_mass_front : inertia-matrix 0 
: joint-coordinates N_RF_UPR_BOT body-rotation-axes z) 
rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr" 
Define moving reference points in bodies 
; r*rrrrrrrarrrrrrrrr*Serer,,,,, errr rrrrrrrrrrrrrNrrrrNrrrrrreSSHrrrrrrrrrrrrrerrrr 
(add-point RR_HUB : body RR_UPR : coordinates N RR_UPR_HUB) 
(add-point RR_CP : body RR_UPR coordinates N_RR_CP) 
(add-point RR_UPR_TOP : body RR_UPR coordinates N_RR_UPR_TOP) 
(add-point RR_UPR_BOT : body RR_UPR coordinates N_RR_UPR_BOT) 
(add-point RR_PUP_TOP : body TUB coordinates N RR_PUP_TOP) 
(add-point RR-PUP-BOT : body TUB coordinates N_RR_PUP_BOT) 
(add-point RR_UWB_OUT : body RR_UWB coordinates N_RR_UPR_TOP) 
(add-point LR_RUB : body LR_UPR coordinates N_LR_UPR_HUB) 
(add-point LR_CP : body LR_UPR : coordinates N_LR_CP) 
(add-point LR_UPR_TOP : body LR_UPR coordinates N_LR_UPR_TOP) 
(add-point LR_UPR_BOT : body LR_UPR coordinates N_LR_UPR_BOT) 
(add-point LR_PUP_TOP : body TUB : coordinates N_LR_PUP_TOP) 
(add-point LR_PUP_BOT : body TUB : coordinates N_LR_PUP_BOT) 
(add-point LR_UWB_OUT : body LR_UWB coordinates N_LR_UPR_TOP) 
(add-point RF-RUB : body RF_UPR coordinates N_RF_UPR_HUB) 
(add-point RF_CP : body RF_UPR coordinates N_RF_CP) 
(add-point RF UPR_TOP : body RF_UPR coordinates N_RF_UPR_TOP) 
(add-point RF_UPR_BOT : body RF_UPR : coordinates N_RF_UPR_BOT) 
(add-point RF_PUP_TOP : body TUB : coordinates N_RF_PUP_TOP) 
(add-point RF-PUP-BOT : body TUB : coordinates N_RP_PUP_BOT) 
(add-point RF_UWB_OUT : body RP_UWB coordinates N_RP_UPR_TOP) 
(add-point LF_HUB : body LF_UPR : coordinates N_LP_UPR_RUB) 
(add-point LF_CP : body LF_UPR : coordinates N_LF_CP) 
(add-point LF_UPR_TOP : body LF_UPR -coordinates N_LF_UPR_TOP) 
(add-point LF_UPR_BOT : body LF_UPR : coordinates N_LF_UPR_BDT) 
(add-point LF_PUP_TOP : body TUB : coordinates N_LF_PUP_TOP) 
(add-point LP_PUP_BOT : body TUB : coordinates N_LP_PUP_BOT) 
(add-point LP_UWB_OUf : body LP_UWB : coordinates N_LF_UPR_TOP) 
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(add-point AEROFRONT : body TUB : coordinates N_AERO FRONT) 
(add-point HERO-BEAR : body TUB : coordinates N AERO_REAR) 
(add-point COFG : body TUB : coordinates N_COFG) 
(add-point COFG_F : body TUB : coordinates N_COFG_F) 
(add-point COFG_R : body TUB : coordinates N_COFG_R) 
; sarssrsasstnsrrassrrasasaaasarsssssrrrrrsrsssssssrsas+*rrrrrrssssrrsrrrrrrssarrrarrs 
Apply constraint between top wishbone outboard and top of upright 
ssrssrsssssrsrsarrsaas+rsar+srsasssrarrsrsrs+rsssssssrrrsrsrssrs*rrssrrssa**rrrsrrrs 
(no-movement RR_UYB_OUT RR_UPR_TOP [Uz]) 
(no-movement RR_UWB_OUT RR_UPR_TOP [ny]) 
(no-movement LR_UWB_OUT LR_UPR TOP [Uz]) 
(no-movement LR OWB_OUT LR_UPR_TOP (ny]) 
(no-movement RP_uWB_OUT RF UPR_TOP (nz]) 
(no-movement RF_UWB_OUT RF_UPR_TOP [ny]) 
(no-movement LF_UWB_OUT LF_UPR_TOP (nz]) 
(no-movement LF_UWB_OUT LP_UPR_TOP (ny]) 
s+*sssssss*s+tsss*sss++ºssssº+º+s+r*sssssr+ssssssrºtrrsssssºsrs+rsssstsº+**ssººtr*r" 
Define forces 
s+*ss++as*sr+ss*+ssstaºrs*aºraºººº**+*ssºrº*rarsssssssrrs*ssºr**ssssºsºr***ssarra*s+ 
;+ Suspension forces 
(add-strut LF_SUSP_FORCE : magnitude "1f_susp_force" : pointl LF_PUP_TOP : point2 LF_UPR_BOT) 
(add-strut RF_SUSP_FORCE : magnitude "rf_susp_force" : pointl RF-PUP-TOP : point2 RF_UPR_BOT) 
(add-strut LR_SUSP_FORCE : magnitude "1r_susp_force" : pointl LR_PUP_TOP : point2 LR_UPR_BOT) 
(add-strut RR_SUSP_FORCE : magnitude "rr_eusp_force" : pointl RR-PUP-TOP : point2 RR_UPR_BOT) 
(add-moment LF_SUSP_FORCE : name "LF suspension torque" : direction [TUBx] : magnitude "11_susp_force" : bodyl TUB : body2 LF_LWB) 
(add-moment RF_SUSP_FORCE : name "RF suspension torque" : direction [TUBx] : magnitude "r1_susp_force" : bodyi TUB : body2 RF_LWB) 
(add-moment LR_SUSP_FORCE : name "LR suspension torque" : direction [TUBx] : magnitude "lr_suep_force" : bodyi TUB : body2 LR_LWB) 
(add-moment RR_SUSP_FORCE : name "RR suspension torque" : direction [TUBx] : magnitude "rr_susp_force" : bodyi TUB : body2 RR_LWB) 
;* Tyre Fz force 
(add-line-force F_RR_Fz : direction [TF_FRAMEz] : magnitude "force_rr_Fz" : points RR_CP) 
(add-line-force F_LR_Fz : direction [TF_FRAMEz] : magnitude "force_lr_Fz" : pointl LR_CP) 
(add-line-force F_RF_Fz : direction [TF_FRAMEz] : magnitude "force_rf_Fz" : pointl RF_CP) 
(add-line-force F_LF_Fz : direction [TF_FRAMEz] : magnitude "force_li Fz" : pointl LF_CP) 
;" Tyre Fx force 
(add-line-force F_RR_Fx : direction [TF_FRAMEx] : magnitude "tyre_rr_Fx" : p)intl RR_CP) 
(add-line-force F_LR_Fx : direction [TF_FRAiEx] : magnitude "tyre_lr_Fx' : points LR_CP) 
(add-line-force F_RF_Fx : direction [TF_FRAMEx] : magnitude "tyre_rf Fx" : pointl RF_CP) 
(add-line-force F_LF_Fx : direction [TF_FRWMEx] : magnitude "tyre_lf_Fx" : pointl LF_CP) 
;s Tyre Fy force 
(add-line-force F_RR_Fy : direction [TF_FRAMEy] : magnitude "tyre_rr_Fy" : pointl RR_CP) 
(add-line-force F_LR_Fy : direction [TF_FRAMEy] : magnitude "tyre_lr_Fy" : pointl LR_CP) 
(add-line-force F_RF_Fy : direction [TF_FRAMEy] : magnitude "tyre_ri Fy" : pointl RF_CP) 
(add-line-force F_LF_Fy : direction [TF_FRAMEy] : magnitude "tyre_lf_Fy" : pointl LF_CP) 
;s Aerodynamic forces 
(add-line-force AERO DRAC_F : direction [TF_FRAMEx] : magnitude "aero_drag" : points COFG) 
(add-liae-force AERO_DOWNFORCE_F : direction [TF_FRAMEz] : magnitude "aero_downiorce_f" : pointl AERO-FRONT) 
(add-line-force AERO DOWNFORCE_R : direction [TF_FRAMEz] : magnitude "aero_downforce_r" : pointl AERO_REAR) 
ýrstrssssrrsss*s*srrrssrssrssstrssssssssrsrsrw*tssts*s*rsrsswsrrssrrrrstttsts*rssrssr Define Dynamic variables 
ýsrrrsssstssssssssssssssssrsssssssssstssrssssssssssssstsssswswssrwttsrsr*wstsstssrtst 
(add-variables dyvars real force_rr_Fz) 
(add-variables dyvars real force_Lr_Fz) 
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(add-variables dyvars real force-r1-Fs) 
(add-variables dyvars real force_Lf Fs) 
(add-variables dyvars real tyre_rr_Fz) 
(add-variables dyvars real tyre_lr_F: ) 
(add-variables dyvars real tyre_rf_F: ) 
(add-variables dyvars real tyre_lf_Fa) 
(add-variables dyvars real tyre_rr_Fy) 
(add-variables dyvars real tyre_lr_Fy) 
(add-variables dyvars real tyre_rf_Fy) 
(add-variables dyvars real tyre_lfFy) 
(add-variables dyvars real aero_drag) 
(add-variables dyvars real aero_dovnforce_f) 
(add-variables dyvars real aero_downforce_r) 
(add-variables dyvars real rr_cp_height) 
(add-variables dyvars real lr_cp_height) 
(add-variables dyvars real rf_cp_beigbt) 
(add-variables dyvars real if cp_height) 
(add-variables dyvars real rr_susp_force) 
(add-variables dyvars real lr_susp_force) 
(add-variables dyvars real rf_susp_force) 
(add-variables dyvars real lf_susp_force) 
;. Define external subroutin* to compute forces and tyro loaded radii 
(add-subroutine difegn coapute_forces("t" 
ktyre_rr_Fz 
ktyre ir_Fz 
ktyre_rf_Fz 
ttyre_if_Fz 
ktyre_rr_Fy 
ktyre_ir_Fy 
ktyre_rf_Fy 
ktyre_11_Fy 
kforce_rr_Fz 
kforce_lr_Fz 
kforce_rf_Fz 
kforce_lf_Fz 
kaero_drag 
kaero dovnforce_f 
kaero_dovnforce_r 
krr_susp_forc" 
klr_susp_force 
krf_susp_force 
klf_susp_force 
'dot([nz]. pos(RR_HUB))" 
"dot([nz], vel(RR_HUB))' 
"dot([nz]. pos(LR_HUB))" 
'dot([nz], vel(LR_RUB))" 
"dot([nzl. pos(RF_HUB))" 
"dot([nz]. vel(RF_HUB))' 
"dot([nz]. pos(LF_HUB))" 
"dot([nz], vel(LF_HUB))" 
"dot([nz], pos(CGFG))' 
'dotC(nz]. pos(BR_PUP_BOT))' 
'dot([nz]. pos(LR_PUP_BOT))" 
'dot([nz], pol(RF_PUP_BGT))" 
"dot([nz], pol(LF_PUP_BOT))' 
'dot([ny]. pos(RR_CP))")) 
; ttttttttttltttttttttttttttttttttt11t11111111111tIt1111111t111t1111tttltlt111tttttlt" 
;" Difins output points for animation and debugging 
; t1Hsssttatsttttttltt1111stet,,,, 1. It11t111111t111111111111/11111111t111115It111t11" 
(add-out dot((ux], pos(LF-NUB))' 'N_LP_NUB X') 
(add-out dot(Eny], pos(LP_HUB))' 'N_LF_HUB_Y') 
(add-out dot((nz], pos(LP_HUß))" "N_LF_HUB_Z") 
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(add-out "dot([nx], pos(RF_HUB))' 'N-RF-HUB-x") 
(add-out "dot([nyl, pos(RF_HUB))" "N_RF_HUB Y") 
(add-out "dot([nz], pos(RF_HUB))' "N_RF_HUB_Z") 
(add-out "dot([nx], poo(LR_HUB))' ON_LR_NIJB-II") 
(add-out "dot([nyl. pos(LB HUB))' "N_LR_HUB_Y") 
(add-out "dot([nz], pos(LR_HUB))" IN_LR_HUB-Z") 
(add-out "dot([nxl. pos( NUB))' "N-RR-HUB-1") 
(add-out "dot([nyl. pos(RR_NUB))" *N_R&_HUB_Y") 
(add-out "dot([nz]. pos(RA_HUB))' "N-RR-HUB-Z") 
(add-out "dot([nx], pos(LF_CP))' 
(add-out "dot([ny], pos(LF_CP))" 
(add-out "dot([nz], poa(LF_CP))" 
(add-out "dot((ax], pos(RF_CP))" 
(add-out "dot([ny], pos( CP))" 
(add-out "dot([nz], pos(RF_CP))" 
(add-out "dot((ax], pos(LR_CP))" 
(add-out "dot([ny]. pos(LR_CP))" 
(add-out "dot([nz], pos(LR_CP))" 
(add-out "dot([nz], pos(RR_CP))" 
(add-out "dot([ny], pos(R CP))" 
(add-out "dot([nz], pos( CP))" 
"N_LF_CP_X") 
"N_LF_CP Y") 
'N LF_CP_Z") 
"N_RF_CP_X") 
"N_AF_CP_Y") 
"N RF_CP_Z") 
"N_LR_CP_X") 
"N_LR_CP_Y") 
"N_LR_CP_Z") 
'N_RR_CP_X") 
"N_RR CP_Y") 
"N_RR_CP_Z" ) 
(add-out "dot([ax], pos(RR_PUP TOP))" "N RR_PUP_TOP X") 
(add-out "dot([ay], pos(RR_PUP_TOP))" "N_RR_PUP_TOP_Y") 
(add-out "dot([nz], pos(BR-PUP TOP))" "N_NR_PUP_TOP_Z") 
(add-out "dot([nx), pos(LR_PUP_TOP))" "N_LR_PUP TOP_X") 
(add-out "dot([ayl, pos(LR_PUP_TOP))" "N_LR_POP_TOP_Y") 
(add-out "dot([ax)" pos(LR_PUP_TOP))" "N_LR_PUP TOP_Z") 
(add-out "dot([az], pos(BF_PUP_TOP))" "N_RF_PUP_TOP_X") 
(add-out "dot([ny], pos(RF_PUP_TOP))" "N_RF_PUP TOP_Y") 
(add-out "dot((ax], pos(RF_PUP_TOP))" "N_RF_PUP_TOP_Z") 
(add-out "dot([ax], pos(LF_PUP TOP))" "N_LF_PUP_TOP_x") 
(add-out "dot([ay], pos(LF_PUP_TOP))" "N_LF_PUP TOP_Y") 
(add-out "dot([nz], pos(LF PUP_TOP))" "N_LF_PUP_TOP_Z") 
(add-out 'dot(Laz], pos(RR UPR_TOP))" "N_RR_UPR TOP_R") 
(add-out "dot([ny]. pos(RR UPR_TOP))" "N_RR_UPR_TOP_Y") 
(add-out 'dot(Lax]" pos(R6 UPR_TOP))" "N-RR UPR_TOP_Z") 
(add-out 'dot([ax]. pos(LR_UPR_TOP))" "N_LR_UPR_TOP_Z") 
(add-out 'dot(Lay]. poe(LR UPR_TOP))" "N_LR_UPR_TOP_Y") 
(add-out "dot([ax]. pos(LR_UPR_TOP))" "N I. R_UPR_TOP_Z") 
(add-out 'dot([ax]. poe(RF_UPR_TOP))" "N_RF_UPR_TOP_X") 
(add-out "dot(Lny], pos(RF_UPR_TOP))" "N_RF_UPR_TOP T") 
(add-out 'dot([ax], poe(RF_UPR_TOP))" "N-RF UPR_TOP_Z") 
(add-out 'dot([ax]. poe(LF_UPR_TOP))" "N_LF_UPR_TOP_X") 
(add-out "dot(Lay], pos(LF_UPR_TOP))" "N_LP_UPR_TOP_Y") 
(add-out 'dot([nz]. poe(LF_UPR_TOP))" "N_LF UPR_TOP_Z") 
ssºººsººs*ºs*º*s*s*sºº**sººsºssºººssºs**ssss***ssrt**sss***srt*º***sººr***ssºrtsºrts**rt 
º Create C code for the model 
; *º*ss*sºs*ssºsºssr*ºss*ssºº**s***ººsss*s*sss*s*ssr**ºsrr**sr*ºss****rsºrt**º*stºsºsr 
(finish t) 
(write-to-file write-difeqn "c: \\lora\\fid2\\flcar2_difegn. c") 
(write-to-file write-update "c: \\lora\\fld2\\flcar2_update. c") 
(write-to-file write-precmp "c: \\lora\\fld2\\flcar2_precmp. c") 
(write-to-file write-output "c: \\lora\\f1d2\\flcar2 out. c") 
(write-to-file write-h "c: \\lora\\fid2\\flcar2. h") 
(write-to-file write-snit "c: \\lora\\fid2\\flcar2_init. c") 
(write-to-file write-initnr "c: \\lora\\f1d2\\flcar2_initnr. c") 
(write-to-file write-nevtrl "c: \\lora\\fld2\\flcar2_nevtrl. c") 
(write-to-file write-sin "c: \\lora\\fjd2\\tlcar2_sim. c") 
(format T "-%Writing equations file-%") 
(write-to-file write-eqs "c: \\lora\\fid2\\flcar. doc") 
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A. 5 Vehicle Parameterization and Reference Configu- 
rations 
Differential operating mode, open, locked or limited slip. 
Diff parameters: 
A. 5.1 Common Parameters 
Symbol Name Default Value 
M Total vehicle mass 620 kg 
I.. Total vehicle moment of inertia about z axis 720 
Daero Aero balance 0.4 
D,,. ake Brake balance 0.55 
D,,, . Longitudinal mass distribution 0.475 
Uref . Speed reference for aerodynamics 240 km/h 
A. 5.2 QSS Model 
Symbol Name Default Value 
DRC Roll moment distribution 
Fdfre f Reference aerodynamic downforce 9983.5 N 
FdrQ,, Reference aerodynamic drag 3833 N 
A. 5.2.1 QSS Setup A 
Symbol Name Value 
Dßß Roll moment distribution 0.55 
A. 5.2.2 QSS Setup B 
Symbol Name Value 
DRC Roll moment distribution 0.65 
A. 5.3 Sprung Model 
Symbol Name Default Value 
M Total vehicle mass 620 kg 
M, Vehicle sprung mass kg 
MF Vehicle unsprung mass (per wheel)at rear axle kg 
MR Vehicle unsprung mass (per wheel)at front kg 
Fire f Reference aerodynamic downforce 12262.5 N 
Fd,. Reference aerodynamic drag 3335.4 N 
Appendix B 
Basic Tyre Model 
Tyres in general and racing tyres in particular are the most complex aspect of the vehicle. 
The F1 racing tyre sees a wide range of loads and a wide range of temperatures. The 
following tyre model attempts to model the effect of load but temperature effects are 
considered in a more complex model developed in chapter 8. 
The model is a 'Pacejka like' [301 model but with a considerably reduced number of 
parameters. The model allows the user to specify the value and location of the peak 
coefficient of friction (p)in each of the tyre axes. This peak value and location are linearly 
scheduled with the tyre vertical load. The model also allows the specification of a simple 
'shape factor' that determines the slip stiffness of the tyre at zero slip and the way the tyre 
'rolls off' after peak slip has been exceded. The combined slip condition is handled by a 
simple 'friction circle' procedure. 
Given a tyre vertical load Fz and a slip ratio 'c and slip angle a the tyre Lateral and 
Longitudinal forces are computed as follows: 
Symbol Description 
Fz1 Reference Load 1 (N) 
F2 Reference Load 2 (N) 
µßl Max Longitudinal µ at ref Load 1 
µx2 Max Longitudinal µ at ref Load 2 
Kr 1 Slip ratio for max Longitudinal it at ref Load 1 
rs,, =2 Slip ratio for max Longitudinal p at ref Load 2 
Qx Longitudinal Shape Factor 
µy,,,,, Xl Max Lateral p at ref Load 1 
µymax2 Max Lateral p at ref Load 2 
C'M=1 Slip angle for max Lateral p at ref Load 1 
arr=2 Slip angle for max Lateral µ at ref Load 2 
Qv I Lateral Shape Factor 
Table B. 1: Tyre Parameters 
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Work out the value and location of the lateral and longitudinal peaks p, z1 , , µy,,, ax 
and a. using linear interpolation. 
µxmax = (Fs - Fsl) 
(/1x(Fx2 
- Fs) 
1) + µxmaxl (B. 1) 
ßy max = 
(F, - F', 1) 
(itymax2 - gym-1) + µymaxl (Fz2 - Fz1) 
(B. 2) 
Amax (Fz - Fz1) 
(lmax2 - Kmaxl) 
= + max1 (Fx2 - F; 1) 
(B. 3) 
(amax2 - amaxl) 
amaz = (Fz - F: 1) (Fz2 - F: 1) 
+ amaxl (B. 4) 
Normalise is and a: 
Knorm =K (B. 5) 
Kmax 
«norm 
a (B. 6) 
amax 
Friction circle rule: 
P- (anorm + K2 n) 
(B. 7) 
Lateral and Longitudinal Scaling Factors: 
= 
7r (B. 8) Sx 
2tan-1(Qx) 
Sy = 
7r 
2tan-' (Qy) 
(B. 9) 
Px = µxmaxsin(Qxtan-'(Sxp)) (B. 10) 
µy = µymax sin(Qytan-'(SvP)) (B. 11) 
Finally compute Longitudinal and Lateral forces: 
F 
Fzk" (B. 12) F, 
p 
Fy 
F'an (B. 13) 
yP 
The plot below shows an example µ/ slip curve with load as a parameter. The plot shows 
how the p peak occurs at a lower slip as the load increases. This is to intended to emulate 
the effect of the lengthening of the contact patch that occurs approximately in proportion 
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Symbol Description 
'\J: " ` Front tyre longitudinal force scale factor 
aFy t Front tyre lateral force scale factor 
gear Rear tyre longitudinal force scale factor 
yF°T Rear tyre lateral force scale factor 
Table B. 2: Test Configuration 
to load. A longer contact patch results in more rubber in shear, hence more force for an 
equivalent slip ratio. 
The plot below shows the impact of the 'shape factor'. The more rapidly the tyre rolls 
of around the peak µ value, the more difficult it becomes for the driver to balance the car 
at optimum acceleration / deceleration. 
This model has the advantage of having relatively few parameters but allowing easy 
control over such parameters as peak mu and slip stiffness. 
The model also allows easy computation of the slip ratio for peak mu. This can be 
helpful when analyzing the performance of a manoeuvre time optimizer. 
B. 0.3.1 Tyre Force Scale Factors 
When studying the effect of tyre parameters on vehicle performance it is useful to be able 
to apply a simple scaling factor to the tyre forces. This allows for example, the study of the 
effect of a reduction in rear tyre grip on vehicle stability. To support this, the tyre model 
applies a separate scale factor to the lateral and longitudinal forces produced by the tyre. 
The default value for the grip scaler is 1. In this case the grip scaler has no effect on 
the tyre force. To reduce the tyre force, a grip scaler with a value less than 1 is used e. g. 
a value of 0.98 will reduce the tyre force by 2%. 
6.0.3.2 Tyre Parameterizations 
Table B. 3 shows the tyre parameters for the two tyre types used in this thesis. 
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Symbol Set A Front Set B Front Set A Rear Set B Rear 
F., 2000 N 2000 N 2000N 2000N 
Fz2 6000 N 6000 N 6000N 6000N 
µx, 1 2.0 2.0 2.0 2.0 
µxmax2 1.9 1.7 1.9 1.9 
1mai 11% 13% 11% 12% 
Kmax2 10% 11% 10% 10% 
Q. 1.9 1.5 1.9 1.5 
µymaxi 1.9 1.8 1.9 1.7 
Pymax2 1.8 1.5 1.8 1.4 
am=l 9 degress 5 degrees 8 degrees 3 degrees 
amax2 8 degrees 2 degrees 7 degrees 10 degrees 
Q 1.9 1.5 1.9 1.9 
Table B. 3: Tyre Parameterisation 
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Figure B. 1: Mu Slip Curves for Front Tyres (a) Longitudinal (b) Lateral 
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8.0.3.3 Computing tyre efficiency 
In order to help validate the solutions produced by the manoeuvre time optimizer and to 
understand the impact of vehicle set-up changes on tyre performance, it is helpful to produce 
plots of tyre utilisation. The basic tyre model described here lends itself particularly readily 
to this process. At a given load, it is possible to calculate the maximum pure lateral and 
longitudinal forces as shown in equations B. 14 and B. 15. 
r'xmax =/ xmaxF'z (B. 14) 
Fymax = pymaxFz (B. 15) 
The actual tyre lateral and longitudinal forces can then be normalised by dividing by the 
corresponding maximum force. This effectively scales the tyre maximum force ellipse to a 
unit circle (see figure B. 3). The length of the normalised tyre force vector is then a good 
indication of the useage of the full tyre potential. This number lies in the range (0,1] with 
1 indicating that the full tyre potential has been exploited. 
F Normatiseto i , norm ------- Unit Circle 1 i 
FY l Fyn Enorm 
S `. 
S 
Efficiency = 
fF 
n orm +F nor, 
Figure B. 3: Computation of tyre efficiency 

Appendix C 
Non-linear Programming 
Many problems in engineering design can be summarised as to design a system that satisfies 
a set of requirements whilst achieving the goal of minimising a cost function. In many cases 
these problems can be approached by constructing a mathematical model of the problem 
then applying numerical optimization methods to the model. The model will typically have 
a number of parameters and we wish to find suitable values for the parameters to achieve 
the goal. The goal can be represented as a scalar valued function f (x) where x is the n 
dimensional vector of parameters usualy termed the independent variables. We are only 
concerned here with continuous problems where f and x are real numbers. The problem 
can be summarised as to follows: 
Minimize: 
fýx) X; - E R'' 
Subject to: 
(C. 1) 
fi(x) =0... iE [1,2, ... p] 
(C. 2) 
(C. 3) 
cc (x) <0... jE [1,2, ... q] 
(C. 4) 
(C. 5) 
The function f (i) is known as the objective function. Equations C. 3 and C. 5 define the 
equality and inequality constraints. 
In the category of problems we are interested in, the 
objective and constraint 
functions are computationaly complex e. g. involving the numerical 
solution of a non-linear 
ODE boundary value problem. We also assume that n is sufficiently 
large (typically > 50) so that simple visualization of the functions using 2 and 3 dimensional 
plots is not feasible. 
The problem stated above is a Non-Linear Program and the methods 
associated with its solution are 
known as Non-Linear Programming. Practical software 
implementations of algorithms for solving these problems are generally know as NLP codes. 
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C. 1 Local and Global Minima, Convexity of the objec- 
tive and feasible region 
We begin by defining local and global minimising points. A function f (2) has a minimum 
at a point V if : 
f (x') <f (x) when Ix -V1<E for some value E>0 (C. 6) 
This minimum is also a global minimum if : 
f(x*) < f(. t)V (C. 7) 
Points satisfying equation C. 6 but not C. 7 are local minima. Figure Cl . shows two 
example functions. On the interval shown C. 1(a) has a single minimum and C. 1(b) has 
three minima. If f (x) is a convex function then it posesses a single global minimum. Hence 
(b) 
f(x) Non-convex Function 
I global 
minimum 
local 
minima 
x 
f(x) 
(a) 
x 
Figure C. 1: Convex and non Convex functions 
unconstrained problems with convex objectives posess a single minimum. A continuously 
differentiable function f (i) is convex on an interval C if. 
/r,, +xz f(x1) +f(xz) V x1 22 EC then fI2) <_ 2 
(C. 8) 
Convex Function 
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Another useful definition of convexity is achieved by considering how f (x) divides R" 
the vector space it occupies into two sets. The first set contains the points 'above' the 
function and the second set the points 'below'. If the set of points 'above' the function is 
convex then f (x) is convex. A set C is convex if all points on the line connecting any two 
points x1, x2 EC are also E C. 
In constrained problems we must also consider the set of all points that satisfy all of the 
constraints. This is known as the feasible set or feasible region. If this set is non-convex 
then the NLP problem may posess one or more local minima. The formal definition of a 
constrained minimum point is given later. Figure C. 2 shows the contours of an example two 
dimensional function f (x) and the line corresponding to the zero value of a single inequality 
constraint. In figure C. 2(a) the objective function and feasible set are convex leading to 
a single constrained minimising point. In C. 2(b) the objective function is convex but the 
feasible region is not leading to two minimising points. 
(a) 
x2 
Infeasible 
feasible 
constrained 
minimum 
Convex 
Constraint 
unconstrained 
contours of objective function minimum 
xi 
(b) 
x2 
feasible 
infeasible 
_ý constrained 
minima 
contour of objective functbn 
Non-Convex 
Constraint 
xI 
Figure C. 2: Convex and non Convex Constraints 
C. 1.1 Definition of Unconstrained minimum 
In the most simple unconstrained case, we wish to find values of the vector t corresponding 
to stationary points of the scalar valued function f (x). At a stationary point the derivative 
of the function f 
(2) given by g(2) is equal to zero. For the stationary point to be a minimum 
we also require that the curvature 
(second derivative) of the function be positive. Hence a 
minimising point is a value 2* where g(2*) =0 and the matrix of second derivatives G(x*) 
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is positive definite. The matrix G(x) (defined in equation C. 9) is known as the Hessian. 
d2f d2f d2f 
G= 
dz dxl dx dxs dxýdxn 
f 
ddx dý 
dx 
... 
dx dx 
(C. 9) 
ýf2 d2 f 2 zndxl dXndX2 ... dxndsn 
C. 1.2 Definition of Constrained Minimum, the Karush Kuhn Tucker 
(KKT) point 
The definition of a constrained minimum is more complex. We will consider first the case 
for problems with only equality constraints. We start by defining a 'direction' in the n 
dimensional space from a point lk as the line x= as + xk where s is an n dimensional 
vector and a is a scalar. At a constrained minmum point x', there can be no direction in 
which both the value of f (x) is reduced and feasibility is maintained. For any direction to 
maintain feasibility with respect to the equality constraints: 
sTäi =0 (C. 10) 
Where äi is the vector of gradients for constraint i with respect to x: 
(L - dxdcjL 
dc dc Ci. ll 
l dxa dx. 
For any direction to maintain descent (reduce the value of the objective function): 
T <0 (C. 12) 
For equations C. 10 and C. 12 to hold then g' must be a linear combination of the vectors 
ä; as shown in equation C. 13. The matrix A is the matrix whose columns are made up 
of the constraint gradient vectors a; (equation C. 15. The multipliers a; are refered to as 
Lagrange Multipliers. A formal proof of this statement is given in [46]. 
g' = A'A (C. 13) 
c; (x) =0 (C. 14) 
A=[ di C2 ... 
ap] (C. 15) 
The problem of finding a constrained minimum consists of finding vectors k and t' 
that satisfy equations C. 13 and C. 14. These results can be re-stated using the Lagrangian 
function: 
L(x, ý) =f (x) - Atici (x) (C. 16) 
The conditions satisfying equations C. 13 and C. 14 can be re-stated as: 
dL(x, ý) 
dx _0 
(C. 17) 
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dL(x, X) 
dX =0 
(C. 18) 
When inequality constraints are added to the problem we consider them to form two 
groups. Those which are active (zero) at the minimising point and those which are not active 
but satisfied (less than zero). The active inequalities are effectively equality constraints. A 
constrained minimising point t* is defined by the Karush-Kuhn-Tucker (KKT) conditions 
as follows: 
c; (x <o (C. 19) 
a; <0 (C. 20) 
Ajcj(x) =0 (C. 21) 
A3c; (x) =0 (C. 22) 
In order to satisfy the second order condition that curvature is positive at the solution, 
the Hessian of the Lagrangian at 2' must be positive semi-definite. 
C. 2 Locating a minimum 
Practical approaches to locating a minimising point x' involve generating a series of iterates 
from an initial guess: xk, xk+le 4+2"""-'" We will consider first the unconstrained case. 
Each successive point is typically generated as a minimising point on the line defined by 
the search direction s. The simplest approach is that of 'steepest' descent. Here the search 
direction is defined as the negative of the objective gradient as shown in equation C. 23. 
sk = -j(ftk) (C. 23) 
The process of locating the minimising point is usually termed the 'line search' sub-problem. 
The steepest descent method can be considered as fitting a linear model to f (x). Where 
f (x) is not linear and in particular where the ratio of the largest and smallest values in 
f (x) is large, the steepest descent method makes very slow progress towards a minimum. 
An alternative approach is based around fitting a quadratic to f (t) around xk as shown in 
equation C. 24. 
q( t) =2 (x - tk)T G(x - xk) + bT (t - xk) +C 
(C. 24) 
The line search direction is then computed according to Newtons method as shown in 
equations C. 25 and C. 26 where G is the Hessian matrix and H is its inverse. 
s= -HI (C. 25) 
H= G-1 (C. 26) 
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In the type of problem we are interested in here, second order derivative information 
is not directly available and estimation of the Hessian by finite differences would be very 
expensive in terms of computation time. Methods known as 'Quasi-Newton' use a search 
direction as in equation C. 25 but use and estimate G or H. The estimates are formed 
based on the differences between the first order gradients at successive iterates. Various 
approaches to Hessian approximation are given in [46]. 
In practice, quadratic models form workable local approximations to a wude range of 
functions. However, the quality of fit of the quadratic model will reduce as the distance 
from xk increases. In order to prevent large steps being taken on the basis of a poor search 
direction it is common practice to restrict the radius of the line search. Such methods are 
typically termed 'restricted step' or 'trust region'. 
Quasi-Newton methods are also applicable to constrained problems. For constrained 
problems we are interested in finding stationary points of the Lagrangian. This achieved 
by computing the search direction based on the gradients and estimated Hessian of the 
Lagrangian function. The added issue for constrained problems is that the Lagrange mul- 
tipliers must also be estimated at each iterate. 
We summarise below the outline computational steps of a Quasi-Newton method. This 
conists of 'Major' steps at which the search direction is computed and minor steps at each 
point along the line search where the objetive and gradient are computed. 
9 Estimate the gradients of the objective function and constraints at the current point 
" Check if the current point is a suitable minimum, if so, quit 
. Estimate Lagrange multipliers at the current point 
" Update the Hessian of the Lagrangian at the current point 
9 Choose a search direction 
" Search along this direction for a minimum point satisfying the constraints to a suitable 
tolerance 
" Make this minimum the current point 
C. 2.1 'Interior Point' or 'Feasible' Methods 
In many practical optimization problems encountered in engineering design, the objective 
function may be undefined or discontinuous for points outside of a given region. In these 
cases, it is important that the sequence of iterates are all contained in the set for which 
the objective function is suitably defined. Some optimization algorithms ('Interior Point' 
or 'Feasible' methods) generate a sequence of iterates all of which satisfy the inequality 
constraints. In practice constraint functions can be added to the problem to define this 
region. 
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C. 2.2 Problematic Objective and Constraint Functions 
NLP codes can run into practical difficulties for various reasons. Figure C. 3 is an example 
of a problematic objective function. It consists of a deep, steep sided, narrow and curved 
valley. The gradients of the sides of the valley are high but the gradient along the middle 
of the valley floor is very low. This spread of gradients can cause numerical difficulties. 
When computing a search direction as shown in equation C. 25, if the ratio of the largest 
and smallest elements in g approaches the machine precision then the smallest gradient 
may have little influence on the search direction. Under these circusmtances, the series 
of iterates produced may simply oscillate up and down the valley sides making little or no 
progress towards a minimum. Another source of problems is caused when the objective 
Figure C. 3: Contours of Rosenbrock's Banana function at f (x)= 0.2,0.6,1.0,1.4,1.8, 
2.2,2.6,3.0,3.4,3.8,4.2,4.4,4.8,20,40,60 
or constraint functions are highly non-quadratic or in the worst case discontinuous. This 
will typically result in the change of x during each line search being very small as the 
objective and / or constraints rapidly diverge from quadratic behaviour. This results in 
slow convergence towards the minimum. 
C. 2.3 Alternative Approaches and Global optimization 
The methods discussed so far are designed to locate local minima (or the global minimum 
in problems with non local mininma). In general we are interested in finding the global 
minimum but in practice it is diffcult to state with certainty that a given solution is globally 
minimal. We are typically dealing with a complex non-linear function that is effectively a 
'black box' model. That is to say it is too complex for us to understand. The only way a 
-1.5 -1 -0.5 0 0.5 1 1.5 
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globally minimal solution can be guaranteed is by exhaustive search of the solution space 
and this is clearly impractical. A commonly adopted method is to solve the problem from 
several different start points and study the 'route' taken to the solution for coverage of the 
vector space. If each of the independent variables has been exercised over a wide range 
and if the same minimising point is located from any start point. Confidence that the 
point is globally minimising can be increased. Various alternative approaches exist to the 
solution of the NLP problem motivated by the desire to search more of the solution space 
. 'Simulated annealing' is based on producing a series of iterates on an essentialy random basis. The algorithm has associated with it a 'temperature' which gradually reduces during 
the course of the solution. At each step, a trial iterate is formed by adding a random vetor 
to the current value of t. If the objective is reduced the trial point is typically taken as 
the next iterate. If it is increased the trial iterate may also be selected as the new iterate 
on a statistical basis. Otherwise the trial is rejected and a new trial is generated. At high 
temperatures the magnitude of the random increments to x are larger and the probability 
of accepting a trial that results in an increase in the objective is higher. As the temperature 
reduces the random steps become smaller and the willingness to acceptance an increase in 
the objective is reduced. This method was used by the Author with some success during 
the early stages of this work. It is however very slow to converge. 
A further alternative is the genetic algorithm. This is designed to emulate the natural 
selection process in organisms. A 'population' of candidate solutions is maintained which 
are in someway 'mutated' then split into partial solution vectors before being spliced. This 
produces a population of offspring from which the best are selected for a further round of 
breeding. The algorithm is designed to search a large part of the solution space. 
C. 3 CFSQP 
The NLP code utilised by the MTM method developed in this thesis is the Feasible- 
Sequential-Quadratic-Programming (FSQP) code in its C language implementation (CF- 
SQP). The algorithm and code was developed by Craig Lawrence, Jian L. Zhou and Andre 
L. Tits at the Institute for Systems Research, University of Maryland [10]. It is available 
commercially from AEM design www. aemdesign. com. CFSQP is well suited to the MTM 
problem for the following reasons: 
" It is an interior point method. The objective function is only evaluated at points 
satisfying all inequality constraints. Hence highly non-linear regions of the objective 
can be excluded from the space that is sampled en-route to the solution. 
. As we show in section 3.3.3 the MTM problem as developed in this thesis is non- 
smooth. NLP codes differ in their tolerance of this non-smoothness. CFSQP is quite 
well suited to non-smooth problems due at least in part to the simplicity of its line 
search procedure. 
" Non-monotone line search. When solving non-linear constrained problems we must 
proceed along curved constraints so a line is not the best choice. 
Appendix D 
Quasi-Steady-State Lap time 
simulation 
Quasi Steady state (QSS) lap time simulation codes have been in succesful widespread use 
in the motor racing industry for more than 20 years. Due to the general level of secrecy 
in the industry and the commercial nature of the available codes, very little has been 
published on the subject of the detailed implementation of steady state lap time simulators. 
We present here a simple algorithm for a QSS lap time simulator that captures only the 
essential features of the approach. 
A general vehicle model is given by the differential equation D. 1. Table D. 1 describes 
the state vector m, and its derivatives for the QSS model described in Appendix A. 
d(m(t)) 
dt = 
F(rn(t), ü(t)) (D. 1) 
The SAE definition of steady state is as follows: 
Steady State exists when periodic (or constant) vehicle responses to periodic 
(or constant) control and/or disturbance inputs do not change over an arbitrarily 
long time. The motion responses in steady-state are referred to as steady-state 
responses 
State Vector Element Derivate 
v, longitudinal velocity m/s v, or Ay, longitudinal acceleration 
vy, lateral velocity m/s vb, lateral velocity acceleration 
r, yaw rate m/s r, yaw acceleration 
-LF, LF wheel speed (rads/s) wLF LF wheel acceleration 
wp, RF wheel speed (rads/s) ' RF RF wheel acceleration 
wLR, LR wheel speed (rads/s) CJLR LR wheel acceleration 
WRR, RR wheel speed (rads/s) wRR RR wheel acceleration 
Table D. 1: Test Configuration 
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Figure D. 1: gg diagram for QSS car set-up A with tyre set A 
Appendix E 
Vehicle Stability Derivatives 
E. 1 Stability Derivatives 
The following derivatves describe the rate of change of vehicle yaw moment N and total 
lateral force Fy with yaw rate, body side slip and steer angle [36]. 
E. 1.1 Yaw Stiffness Na 
The yaw stiffness is given by the ratio of the change in yawing moment N resulting from 
a small change in chassis side-slip angle ,3 as 
follows: 
Np = 
AN (E. 1) 
If the change in N is such as to attempt to reduce the change in ß then Np is positive. 
If Np is negative, an increase in p will result in a change in yaw moment that tends to 
promote a futher increase in P. Under these circumstances the vehicle is considered to be in 
an 'open loop unstable' state. That is, without intervention from the driver, /3 will continue 
to increase until Np becomes positive again. This process is what typically happens when 
a car 'spins', the car rotates through 180° and becomes stable again travelling backwards. 
E. 1.2 Yaw Damping N,. 
The yaw damping is given by the ratio of the change in yawing moment N resulting from 
a small change in yaw rate r as follows: 
AN (E. 2) 
If the change in N is such as to attempt to reduce the change in r then N, is negative. 
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E. 1.3 Yaw Control Moment Derivative Na 
The control moment is given by the ratio of the change in yawing moment N resulting 
from a small change in steer angle 8 as follows: 
N8 = 
AN (E. 3) 
If the change in N is such as to attempt to reduce the change in 5 then N6 is negative. 
E. 1.4 Damping in Sideslip Yp 
This derivative is the ratio of the change in total lateral force resulting from a small change 
in 3 as follows: 
Yo, = 
0ý (E. 4) 
E. 1.5 Lateral Force / Yaw Rate Coupling Derivative Yr 
This derivative is the ratio of the change in total lateral force resulting from a small change 
in yaw rate r as follows: 
Y,. =QFb 
E. 1.5.1 Control Force Derivative Ya 
(E. 5) 
This derivative is the ratio of the change in total lateral force resulting from a small change 
in steer angle 8 as follows: 
Ya=AR 
E. 2 Understeer Angle 
(E. 6) 
The understeer angle is a crude but commonly used method of categorizing vehicle limit 
behaviour. The low speed or 'kinematic' steer angle for a vehicle with wheelbase L is 
defined as follows: 
8k - 
Lr (E. 7) 
vx 
The understeer angle is the difference between the steer angle and the kinematic steer angle 
as follows: 
euang =8- 5k (E. 8) 
The sign convention is such that °r is positive when 8 exceeds 8k (understeer). 
Appendix F 
Software Implementation - LO RA - 
Laptime optimization for Racecar 
Analysis 
A significant part of the effort involved in producing this thesis consisted of the development 
of a practical software tool to evaluate and analyse the MTM algorithms and to produce 
the presented results. A brief summary of the of the role of the software is as follows: 
" Implement the MTM algorithms 
" Implement the computational procedures as described in section 2.15 
" Implement the vehicle and tyre models and associated ODE solver 
" Implement representations of the race track, including bumps and kerbs 
" To provide a graphical user interface to allow visualisation of the MTM algorithm as 
it operates 
The software has been developed under the name LORA (Laptime optimization for Racecar 
Analysis). It was developed in the C++ language with a user interface using the Microsoft 
Foundation Classes (MFC). The software was designed and developed in an Object Oriented 
(00) style. This appendix gives a brief description of the software. 
F. 1 Software Outline 
Each class is derived from a common base class that supports methods for persistent 
storage and retrieval to/from files. Each class implements a method to store itself in an 
XML formatted file. The file includes class version data to support backwards compatible 
operation with previous versions of the software. The same methods allow a class to transfer 
itself over an IP socket to allow classes to be distributed across processor networks. 
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F. 1.1 Optimizer 
In the early stages of the research, a number of NLP codes were evaluated. In order to 
provide a simple common interface to the application code regardless of the particular NLP 
code used, an optimizer interface class was defined. This interface defines the essential 
features common to all NLP codes. It includes a virtual function definition for the method 
used to calculate the objective and constraints. 
Figure F. 1: Optimizer Class Diagram 
Classes implementing the distance and time MTM methods and the QSS simulator use 
the optimizer class to implement their respective algorithms. 
F. 1.2 Vehicle and Tyre Models 
Figure F. 2 shows a subset of a class diagram for the vehicle and tyre model classes. The 
vehicle and tyre are each represented by an interface class. This allows further vehicle and 
tyre models to be easily added to the software. The autosim generated code for the sprung 
car is encapsulated into a wrapper class. 
F. 1.3 Experiment 
The experiment class is responsible for implementing the computational procedures outlined 
in section 2.15. An experiment consists of the following: 
"A Vehicle and tyre set 
"A Racetrack 
"A computational procedure 
" The experiment configuration (vehicle parameter values to sweep, MTM algorithm 
parameters to sweep etc. ) 
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<<interface- 
CVehicle 
Yaw rate 
Longitudinal velocity 
a Lateral velocity 
Q Wheel Speeds 
Q Steer angle 
a Throttle/Brake position 
Q virtual DerivativesO 
Q DriveWayPointListO: bool 
Q DriveTimeO: bool 
.1 virtual SetWingLevels( 
Q virtual SetLonWeightDistributionO 
Q SetCGlieighto 
.1 SetBrakeBalance( 
SetContactPatchZileightsO 
Q Mass 
Q Yaw Inertia 
Q Roll Stiffness Distribution 
Iel Derivatives0 I 
... 
CVehicleSprung 
Q Mass Sprung 
Mass Unsprung Front 
-2 Mass Unsprung Rear 
al Yaw Inertia 
fil Pitch Inertia 
Roll Inertia 
Q Roll Stiffness Front 
Roll Stiffness Rear 
a Heave Stiffness Front 
a Heave Stiffness Rear 
Roll Damping Front 
Roll Damping Rear 
Heave Damping Front 
a Heave Damning Rear 
IQ Derivatives( I 
.Q... 
-interface>> 
I. 'i virtual GetForces() 
IQ GetForcesO 
CGearbox 
r. 
Q GetRatioQ 
CDifferential 
1.2 GetTorQueTransferO 
Figure F. 2: Vehicle, Tyre and Support Classes 
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