Two graphs are Hanf-equivalent with respect to radius r if there is a bijection between their vertex sets which preserves the isomorphism types of the vertices' neighbourhoods of radius r. For r = 1 this means that the graphs have the same degree sequence.
Introduction
A degree sequence of a graph G with vertex set {v1, . . . , vn} is the sequence (d1, . . . , dn) listing the degrees di := deg G (vi) of the vertices vi in G. As the order of the vertices is not important in this context, degree sequences are arranged in non-decreasing order so that isomorphic graphs have identical degree sequences.
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Degree sequences are also related to colour refinement algorithms for the graph isomorphism problem such as the WeisfeilerLehman algorithm (see e.g. [1, 23, 24] ) which, in its first step, essentially computes and compares the degree sequence of the two input graphs. More precisely, the algorithm, given two graphs as input, first labels each vertex in both graphs by its degree and compares the number of vertices in both graphs of every possible degree. In its next steps the algorithm then refines this labelling by computing for each vertex the number of neighbours of any given label and so on until the process becomes stable. With respect to degree sequences, therefore, the first step is to compare the degree sequence of both graphs and then to compare the 1-neighbourhoods of vertices with respect to the labels occurring in them and so forth.
Degree sequences can be generalised in many ways. For instance, instead of simply counting for each vertex the number of its neighbours one can determine the isomorphism type of its 1-neighbourhood and count the number of vertices whose 1-neighbourhood have a given type. This idea can be extended to rneighbourhoods for any fixed radius r, leading to the concept of a Hanf sequence of a graph (or, more generally, a relational structure) which lists the isomorphism types of r-neighbourhoods occurring in the graph and for each such type the number of vertices whose r-neighbourhoods are of this type. This concept has been studied intensively in logic, especially in finite model theory. Two graphs H and G are called Hanf-equivalent with respect to radius r, denoted by H ≈ Hanf r G, if for every possible isomorphism type of r-neighbourhoods the number of vertices in the two graphs whose r-neighbourhoods are of this type is the same. A classical result is Hanf's theorem [11] , stating that for every quantifier rank r there is a radius R such that any two graphs which are Hanf-equivalent with respect to radius R satisfy the same first-order formulas of quantifier rank r. This result has found numerous applications for instance in showing that certain properties are not first-order definable (see e.g. [13, 18] ) or in evaluation algorithms for first-order logic, such as in [20] . It is known that R can be chosen as 2 r−1 , and this is essentially optimal (see [15, 16] ).
A different way of generalising degree sequences of graphs is used in the s-dimensional version of the Weisfeiler-Lehman algorithm [8] (the following description of the algorithm is basically taken from [9] ). In its first step, the algorithm labels, in each graph, each s-tuplev of vertices of the graph by the isomorphism type of the subgraph induced by the vertices inv (viewed as a labeled graph where each vertex is labeled by the positions in the tuple where it occurs). In its next steps the algorithm then refines this labelling by taking into account the colours of all neighbours ofv in the Hamming metric.
This has led us to consider the concept of subgraph-equivalence of graphs. We say that two graphs G and H are subgraphequivalent up to order s if for all graphs S of order at most s (i.e., S is a graph on at most s vertices), the number of induced subgraphs of G isomorphic to S is the same as the number of such subgraphs of H. Of course, instead of the order s of the graphs S, also other graph invariants could be considered. The one that is of particular interest for the present paper is a new notion of a generalised radius of a graph S, which is defined as the sum of the radii of the connected components of S plus half the number of connected components of S. The motivation for this definition is that if we have a graph S with k components and we want to add edges to S to obtain a connected graph S , then it is easily seen that the worst diameter of S we may end up with is at most two times the generalised radius. In fact, we will prove below that the generalised radius of S is an upper bound for the radius of S .
We write H ≈ subgraph genrad r G to indicate that G and H are subgraph equivalent with respect to generalised radius r. The main result of this paper is to bring the concepts of Hanf-equivalence and subgraph-equivalence together. More precisely, we prove the following theorem. Note that Hanf's theorem (in the form stated above), implies that any two graphs which are Hanf-equivalent with respect to radius R = 2 r−1 contain the same subgraphs of order at most r, since the existence of such a subgraph can be described by a (purely existential) first-order sentence of quantifier rank r. By suitably modifying the standard proof of Hanf's theorem (cf., e.g., [6, 18] ), one can also obtain that Hanf-equivalence w.r.t. radius R = 3 O(r) implies subgraph-equivalence up to order r. Using this proof technique, however, it seems impossible to reduce the required Hanf-equivalence radius R from 3 O(r) to a number that is polynomially related to r.
A connection between subgraph equivalence with respect to generalised radius and Hanf-equivalence also follows from [17] . In this paper, a logic LSO * ∞ω (C) is defined which captures exactly the Hanf-local properties. This logic is an extension of infinitary first-order logic by counting as well as restricted second-order properties. For any fixed graph S, the property that a graph contains a certain number of subgraphs isomorphic to S can be formalised in this logic by a formula whose rank only depends on S and not on the number of copies of S that we want to certify. Here, the rank of a formula is the suitable concept of quantifier rank for this logic. As every property definable in this logic is Hanf-local, the main result of [17] implies that for any graph S there is a number R such that any two structures which are Hanf-equivalent up to radius R contain the same number of isomorphic copies of S. While this already relates subgraph equivalence to Hanf-equivalence, the radius R again depends exponentially on the generalised radius of S. Hence, in this way we cannot get the exact correspondence between Hanf-locality and subgraph equivalence with respect to generalised radius established in our main result.
In this paper we follow a different proof technique which allows us to obtain a precise characterisation, stating that Hanfequivalence with respect to radius r coincides with subgraphequivalence up to generalised radius r. While this result is not overly complicated to see for connected subgraphs S, it becomes significantly more complex in case that the subgraphs S are not connected, as Hanf-equivalence only speaks about neighbourhoods, and hence connected subgraphs.
Our theorem also provides an easy way of checking whether a graph S occurs in a graph G the same number of times as in a graph H. For, checking whether G and H are Hanf-equivalent with respect to radius r can be much easier than comparing the number of times S occurs as a subgraph. For instance, if G is the directed cycle C2n on 2n vertices and H is the disjoint union of two directed cycles on n vertices each, then it is trivially seen that G and H are r-Hanf-equivalent if, and only if, 2r + 1 < n. However, even determining whether the graph T5 consisting of 5 disjoint directed edges occurs in both graphs the same number of times as subgraph requires a little thought. And if instead of T5 we choose a more complicated graph, the subgraph analysis can get quite complicated. Using our main result immediately implies that T5, which has generalised radius 7, is contained in G and H for the same number of times as subgraph if n > 2r + 1 for any r 7.
As a corollary of our main result, we also obtain that Hanfequivalence with respect to radius r implies subgraph-equivalence up to order s, provided that r is of size at least 3s/4 . In particular, this implies that two graphs which are Hanf-equivalent with respect to radius r 3s/4 satisfy the same unions of conjunctive queries of quantifier rank at most s.
Let us note that all our results easily generalise from finite graphs to finite relational structures.
The rest of the paper is organised as follows. The basic notation is fixed in Section 2. In Section 3, we formally introduce the concept of Hanf-equivalence and illustrate it by an example. In Section 4, we define the generalised radius of a graph and the concept of subgraph-equivalence up to generalised radius r. We then prove the main theorem of our paper, showing that Hanf-equivalence and subgraph-equivalence with respect to radius r coincide. The corollary concerning subgraph-equivalence up to the order of the induced subgraphs is presented in Section 5. We conclude in Section 6 where we also state the implication of our results to unions of conjunctive queries. A detailed example is given in the appendix.
Preliminaries
This section fixes basic notation used throughout the paper. We assume that the reader is familiar with basic notions from graph theory (cf., e.g., [2, 5] ).
We write N to denote the set of non-negative integers, and we let N 1 := N\{0}. For n ∈ N 1 we let [n] := {1, . . . , n} = {i ∈ N : 1 i n}. Letters i, j, k, m, n, r, s, R will always denote non-negative integers, and we will write r 0 or r 1 instead of r ∈ N or r ∈ N 1 . For a set V we write V 2 := {X ⊆ V : |X| = 2} to denote the set of all 2-element subsets of V .
All graphs considered in this paper are simple and have a finite and non-empty vertex set. An undirected graph G = (V, E) has edge set E ⊆ V 2 , a directed graph G = (V, E) has edge set E ⊆ V × V . Given a graph G, we write V (G) and E(G) to denote its vertex set and edge set, respectively. The order of a graph G is the cardinality of its vertex set, i.e., order(G) = |V (G)|.
In the following, we will often speak of graphs without specifying whether they are directed or undirected. In particular, this paper's main result holds for undirected graphs as well as for directed graphs.
The subgraph of a graph of G induced by a set
, is the graph with vertex set W and whose edge set consists of all edges e ∈ E(G) such that both endpoints of e belong to W . Let G be a graph and u, v ∈ V (G). A path of length k in G from u to v is a sequence P := (u0=u, u1, . . . , u k =v) of vertices such that there is an edge from ui to ui+1 for all i < k. We allow k = 0 in which case u = v. The path is simple if ui = uj for all i = j. An undirected graph G is connected if for any pair u, v of vertices, G contains a path from u to v. A connected component of an undirected graph G is a maximal connected induced subgraph of G, i.e., a subgraph of G induced by a set
For a directed graph G, we write U(G) to denote the undirected version of G, i.e., the undirected graph with vertex set V (G) and edge set {{u, v} : (u, v) ∈ E, u = v}. A directed graph G is called connected if its undirected version U(G) is connected. The connected components of G are defined to be the connected components of U(G).
For two graphs G and H we write π : G ∼ = H to indicate that π is an isomorphism from G to H, i.e., a bijective mapping from V (G) to V (H) such that for all nodes u, v ∈ V (G) there is an edge from u to v in E(G) iff there is an edge from π(u)
A homomorphism from a graph G to a graph H is a mapping h :
For directed graphs, the definition is analogous, preserving directed edges.
The distance dist G (u, v) between two vertices u and v in an undirected graph G is the minimal length of a path between u and v in G (in particular, it is 0 if u = v, and it is ∞ if there is no path between u and v). For a directed graph G we let dist
The greatest distance between any two vertices of a graph G is the diameter of G, denoted by diam(G). I.e.
The radius of a graph G, denoted rad(G), is defined as
A vertex u ∈ V (G) which achieves this minimum, i.e. for which
Hanf-Equivalence: a Generalisation of the Degree Sequence of Graphs
For a (directed or undirected) graph G, a vertex u of G and a number r 0, the r-neighbourhood of u is the set
Definition 3.1 (neighbourhood types) An r-neighbourhood type (with one centre) is specified by a tuple (F, w), where F is a graph and w is a vertex of F such that N F r (w) = V (F ). A vertex u of a graph G has r-neighbourhood type iff N G r (u), u ∼ = F, w . We write # (G) to denote the number of vertices u ∈ V (G) of r-neighbourhood type .
Example 3.2 For all n 1 let Cn be a directed cycle on n nodes. I.e., Cn has vertex set {0, . . . , n−1} and edge set {(i, i+1) : i ∈ {0, . . . , n−1}}, where addition is modulo n.
Let r 0 and let u be an arbitrary node of Cn. Then, the rneighbourhood N Cn r (u) consists of node u, all nodes reachable from u by a path of length at most r, and all nodes from which u is reachable by a path of length at most r.
Thus, if 2r+1 < n, then the r-neighbourhood type of u in Cn is specified by the tuple (P2r+1, w mid ) where P2r+1 is a directed path on 2r+1 nodes and w mid is the node in the middle of this path. On the other hand, if 2r+1 n, then the r-neighbourhood type of u in Cn is specified by the tuple (Cn, w) where w is an arbitrary node of Cn. In both cases, all nodes of Cn have the same r-neighbourhood type , and # (Cn) = n. 
Using this, it is straightforward to see (cf., e.g., the textbook [18] 
H for all r r, and thus # (G) = # (H) for all r -neighbourhood types (with one centre).
Example 3.4 Recall from Example 3.2 that
Cn is the directed cycle on n nodes. Furthermore, let Dn,n be the graph consisting of two disjoint copies of Cn. Now let r 0 with 2r+1 < n. As noted in Example 3.2, all nodes of Dn,n have the same r-neighbourhood type , and this r-neighbourhood type is specified by (P2r+1, w mid ). In particular, # (Dn,n) = 2n. Furthermore, since 2r+1 < n 2n, Example 3.2 also tells us that all nodes of C2n have r-neighbourhood type and thus # (C2n) = 2n. Therefore, C2n ≈ Hanf r Dn,n. On the other hand, for r 0 with 2r+1 n, we know that all nodes of Dn,n have r-neighbourhood type := (Cn, w) for an arbitrary node w of Cn. Furthermore, no node of C2n has this r-neighbourhood type. Thus, # (Dn,n) = 2n = 0 = # (C2n). Therefore, C2n ≈ Hanf r Dn,n. In summary, we thus obtain for all n 1 and r 0 that
4. Subgraph-equivalence with respect to the generalised radius of the considered subgraphs Definition 4.1 (embeddings) An embedding of a graph S in a graph G is an injective mapping η :
We write
• embS(G) to denote the set of all embeddings of S in G and • #S(G) to denote the number of all embeddings of S in G, i.e.,
If S is a graph with vertex set [s] = {1, . . . , s} (for some s 1), it will be convenient to identify an embedding η of S in a graph G with the tuple η(1), . . . , η(s) . Thus, we will identify embS(G) with the set of all tuplesx = (x1, . . . , xs) of s pairwise distinct vertices of G such that for all i, j ∈ [s] there is an edge from xi to xj in G iff there is an edge from i to j in S.
We define the generalised radius genrad(S) of a graph S as follows: Let k 1, let S1, . . . , S k be the connected components of S, and let r1, . . . , r k be the radii of these connected components. Then,
To give some intuition for the definition of the generalised radius, suppose we want to connect the k components S1, . . . , S k of S by k−1 edges to form a connected graph. Then it is easily seen that the diameter of the resulting graph S is at most twice its generalised radius. In fact, we show in Lemma 4.5 that the radius of S is at most genrad(S). But for which graphs S do we have #S(Dn,n) = #S(C2n)? For example, for the graph T5 consisting of 5 disjoint directed edges, is #T 5 (Dn,n) = #T 5 (C2n)? And for which numbers r are the graphs Dn,n and C2n subgraph-equivalent w.r.t. generalised radius r?
Our following Theorem 4.4 gives an answer to this question:
n. In particular, for n 2r+2 and r genrad(T5) = 7 we have
The main result of this paper states that Hanf-equivalence w.r.t. radius r and subgraph-equivalence w.r.t. generalised radius r coincide, i.e.: Let
We write N Ḡ r (ū) to denote the subgraph of G induced by N Ḡ r (ū). Anr-neighbourhood type τ (with k centres) is specified by a tuple (F,w) where F is a graph andw ∈ V (F ) k such that N F r (w) = V (F ). A k-tupleū of vertices of a graph G hasrneighbourhood type τ iff N Ḡ r (ū),ū ∼ = F,w . We write • type Ḡ r (ū) to denote ther-neighbourhood type of the k-tuplē u ∈ V (G) k ,
• setτ (G) to denote the set of all k-tuplesū ∈ V (G) k ofrneighbourhood type τ , and
• #τ (G) to denote the number of k-tuplesū ∈ V (G) k ofrneighbourhood type τ , i.e., #τ (G) = |setτ (G)|.
In the following, whenever we write τ = (F,w), we actually mean that τ is specified by (F,w). Lemma 4.5 Let k 1, letr = (r1, . . . , r k ) ∈ N k , and let τ be an r-neighbourhood type with k centres, specified by a tuple (F,w). If F is connected, then rad(F ) f (r).
Proof. Let τ be anr-neighbourhood type with k centres specified by (F,w) withw = (w1, . . . , w k ) such that F is connected. In particular,
Our goal is to show that rad (F ) f (r) .
Let G be the weighted undirected graph with vertex set V (G) := {w1, . . . , w k } such that for all wi, wj ∈ V (G) H (wi, wj) . Clearly, dist H (wi, wj) ri + 1 + rj. Since F is connected, we know that also G is connected. Let T0 be a spanning tree of G. In particular, T0 has vertex set V (T0) = {w1, . . . , w k }. The length of a path in T0 is defined to be the sum of the weights of the edges traversed by the path, and the distance dist T 0 (wi, wj) between two nodes wi and wj of T0 is defined as the length of the (unique) simple path (wi, w 1 , . . . , w s , wj) from wi to wj in T0. Clearly,
dist
T 0 (wi, wj)
(r ν +1+r ν+1 ) + r s +1+rj
Furthermore, as the vertices wi, w 1 , . . . , w s , wj are pairwise distinct, s+2 k and
Now let T1 be the tree obtained from T0 as follows: For each i ∈ {1, . . . , k} and each vertex v ∈ N F r i (wi) with v = wi let t(i, v) be a new node of T1 that is attached to node wi by an edge of weight dist F (wi, v). Clearly, T1 is a tree. Using Equation (2), it is straightforward to see that the distance between any two nodes u, u of T1 is dist
Now let T2 be the unweighted tree obtained from T1 by replacing every edge of weight c ∈ N by a path of length c. Using Equation (3), it is straightforward to see that
It is well-known (and easy to see) that rad(T )
for any (unweighted, undirected) tree T . . Together with Equation (4) we therefore obtain that rad(T2)
All that remains to do is to show that rad(F ) rad(T2). Towards this aim, we construct a surjective homomorphism h : V (T2) → V (F ) as follows. For any pair wi, wj such that ei,j := {wi, wj} ∈ E(T1) choose a path Pi,j in U(F ) between wi and wj of length di,j, where di,j is the weight of the edge ei,j. This path exists by construction of T1. Analogously, for any t(i, v) and wi choose a path P t(i,v) between v and wi in U(F ) of length d where d is the weight of the edge between t(i, v) and wi in T2. Now define h : V (T2) → V (F ) such that
• h(wi) = wi, for all i ∈ {1, . . . , k},
• h t(i, v) = v, for all i ∈ {1, . . . , k} and all v ∈ V (F ) and
• h maps the vertices of the simple path between wi and wj in T2 to the vertices of Pi,j and the vertices of the simple path between t(i, v) and wi in T2 to P t(i,v) , so that for all nodes u, u ∈ V (T2), if there is an edge between u and u in T2 then there is an edge between h(u) and h(u ) in U(F ).
By construction, h is a surjective homomorphism from T2 to U(F ).
In particular, this implies that
for all nodes u, u of T2. Now let uc ∈ V (T2) be a central vertex for T2. Let vc := h(uc) be the corresponding vertex in F . Now let v be an arbitrary vertex of F . Since h is surjective, there exists an u ∈ V (T2) such that h(u) = v. Using Equation (6), we obtain that dist
. Thus, rad(F ) rad(T2). This completes the proof of Lemma 4.5.
2
We now turn towards the proof of Theorem 4.4. To this end, we first show that if two graphs are Hanf-equivalent with respect to radius R then every neighbourhood type (F,w) of generalised radius at most R occurs in both graphs for the same number of times. This will be the main technical tool to show that Hanfequivalence implies subgraph-equivalence for suitable radii. We first prove this intermediate step for connected types (F,w), see Lemma 4.6, which forms the base step for the general case in Lemma 4.7. is symmetric, it suffices to show that #τ (G) #τ (H), i.e. to exhibit a surjective mapping from setτ (G) to setτ (H).
H, there is a bijection β : V (G) → V (H) such that for all vertices u of G there exists an isomorphism
In particular, πu(u) = β(u). Furthermore, for every tupleū = (u1, . . . , u k ) ∈ setτ (G) let us fix an isomorphism αū : (F,w) ∼ = (N Ḡ r (ū),ū). Analogously, for everyv = (v1, . . . , v k ) ∈ setτ (H) we fix an isomorphism αv : (F,w) ∼ = (N Ḡ r (v),v). Letw = (w1, . . . , w k ). Since F is connected, Lemma 4.5 implies that rad(F ) f (r) R. Let w0 be a central vertex of F . Clearly, since rad(F ) R, we have N F R (w0) = V (F ) = N F r (w). We now define a mapping γ : setτ (G) → V (H) k as follows: for every k-tupleū = (u1, . . . , u k ) ∈ setτ (G) we let u0 := αū(w0) and π := πu 0 and choose γ (u1, . . . , u k ) := π(u1), . . . , π(u k ) .
We claim that γ is a surjective map from setτ (G) → setτ (H), i.e.
(1) γ is well-defined and γ(ū) ∈ setτ (H) for allū ∈ setτ (G) and (2) for everyv ∈ setτ (H) there is aū ∈ setτ (G) such that v = γ(ū).
Towards (1), letū = (u1, . . . , u k ) ∈ setτ (G). By construction, αū is an isomorphism from F to N Ḡ r (ū) which maps wi to ui, for all i ∈ {1, . . . , k}. Furthermore, N In summary, we obtain that γ is a surjective mapping from setτ (G) to setτ (H). This completes the proof of Lemma 4.6.
In the next lemma we generalise the previous lemma to the case that F is not connected. Proof. The proof proceeds by induction on the number c of connected components of τ .
Induction base: c = 1. The case where τ = (F,w) is anrneighbourhood type with k centres such that F is connected was already established in Lemma 4.6.
Induction step: c → c+1. We can assume the following Induction hypothesis: # τ (G) = # τ (H), for all k 1, allr = (r 1 , . . . , r k ) ∈ N k with f (r ) R and allrneighbourhood types τ = (F ,w ) with k centres such that F has at most c connected components.
Let k 1 andr = (r1, . . . , r k ) ∈ N k with f (r) R. Let τ = (F,w) be anr-neighbourhood type with k centres such that F consists of c+1 connected components. Our goal is to show that #τ (G) = #τ (H). Letw = (w1, . . . , w k ). Let F1 be the connected component of F that contains vertex w1, and let F2 be the graph obtained from F by removing F1. Then
• F is the disjoint union of F1 and F2,
• F1 is connected and
• F2 consists of c connected components.
For a set I ⊆ {1, . . . , k} and a k-tupleā = (a1, . . . , a k ) we writē aI to denote the tuple of length |I| obtained fromā by deleting all components that do not belong to I. Let I1 := {i ∈ {1, . . . , k} : vertex wi belongs to F1}, I2 := {1, . . . , k} \ I1 = {i ∈ {1, . . . , k} : vertex wi belongs to F2}, and consider the neighbourhood types τ1 := (F1,wI 1 ) and τ2 := (F2,wI 2 ). Clearly,
type Ḡ r (ū) = τ and type Ḡ r I 1 (ūI 1 ) = τ1 and type
type H r (v) = τ and type H r I 1 (vI 1 ) = τ1 and type
Note that, for i ∈ {1, 2}, τi is anrI i -neighbourhood type with ki := |Ii| centres and f (rI i ) f (r) R. Since Fi has at most c connected components, by induction hypothesis, #τ i (G) = #τ i (H) for each i ∈ {1, 2}. Since #τ i (G) = |setτ i (G)| and
(ūI 1 ) = τ1 and type
(vI 1 ) = τ1 and type
Now let T be the set of allr-neighbourhood types τ = (F ,w ) with k centres such that:
(1) type It is straightforward to see that
(ūI 1 ) = τ1 and type Ḡ r I 2 (ūI 2 ) = τ2 and type
and
(vI 1 ) = τ1 and type H r I 2 (vI 2 ) = τ2 and type
where " · " indicates that this is a union of pairwise disjoint sets. By the induction hypothesis,
Hence, for every τ ∈ T ,
The equations (10), (11), and (12) imply that
The equations (13) and (9) 
From the equations (14), (7), and (8) we obtain that #τ (G) = #τ (H). This completes the proof of Lemma 4.7.
Next, we will transfer the result of Lemma 4.7 to the notion of subgraph-equivalence w.r.t. generalised radius r. 
H. Let S be a graph. If genrad(S) R then #S(G) = #S(H).
Proof. W.l.o.g. we assume that V (S) = [s] for some s 1. Let k 1 be the number of connected components of S and let S1, . . . , S k be the connected components of S of radii r1, . . . , r k . For each i ∈ {1, . . . , k} let ci ∈ V (S) be a central vertex for Si -these vertices c1, . . . , c k will be fixed throughout the remainder of this proof. Letr = (r1, . . . , r k ) andc = (c1, . . . , c k ). Clearly, N S r (c) = V (S).
Anr-neighbourhood type τ = (F,w) with k centres is called compatible with (S,c) if there is an embeddingz = (z1, . . . , zs) ⊆ V (F ) s of S in F such that zc i = wi for all i ∈ {1, . . . , k}. Recall that we represent embeddings of S by s-tuples of elements in F , see the remark after Definition 4.1.
We let T be the set of allr-types with k centres which are compatible with (S,c). Clearly, f (r) = genrad(S) R. Hence, we obtain from Lemma 4.7 that #τ (G) = #τ (H), for all τ ∈ T . I.e., for each τ ∈ T , there is a bijection γτ : setτ (G) → setτ (H). Thus, for each τ ∈ T and eachū ∈ setτ (G) and forv := γτ (ū) we know that type Our goal is to show that #S(G) = #S(H). Note that, by symmetry (since G ≈
We define a mapping β : embS(G) → V (H) s as follows: For everyx = (x1, . . . , xs) ∈ embS(G) we let u := (u1, . . . , u k ) := xc 1 , . . . , xc k , and we let τ = type Ḡ r (ū) be ther-neighbourhood type (with k centres) ofū in G. Sincex ∈ embS(G), we know that τ is compatible with (S,c), and thus τ ∈ T . Therefore, we can choose π := πū and let β(x) := π(x1), . . . , π(xs) .
To conclude the proof, it suffices to show that β is a surjective mapping from embS(G) to embS(H), i.e. that (1) β is well-defined, β(x) ∈ embS(H) for allx ∈ embS(G), and (2) for everyȳ ∈ embS(H) there is ax ∈ embS(G) such that y = β(x).
Concerning (1) letx = (x1, . . . , xs) ∈ embS(G) and let u := (xc 1 , . . . , xc k ) be its centres. Let τ := type Ḡ r (ū) and let π := πū. We know that π is an isomorphism witnessing that
Sincex is an embedding of S in G, V (S) = N S r (c), and (xc 1 , . . . , xc s ) =ū, we know that {x1, . . . , xs} ⊆ N Ḡ r (ū). Thus, π is defined on x1, . . . , xs, and hence β is well-defined.
Furthermore, since π is an isomorphism from N Ḡ r (ū) to N H r (v), for all i, j ∈ {1, . . . , s} there is an edge from xi to xj in G if, and only if, there is an edge from π(xi) to π(xj) in H. Thus, sincex is an embedding of S in G, alsoȳ = (π(x1), . . . , π(xs)) is an embedding of S in H, i.e.,ȳ ∈ embS(H).
Concerning (2) letȳ = (y1, . . . , ys) ∈ embS(H). Letv := (yc 1 , . . . , yc k ) and let τ = type Ḡ r (v) be ther-neighbourhood type (with k centres) ofv in H. Sinceȳ ∈ embS(H), we know that τ is compatible with (S,c), and hence τ ∈ T and {y1, . . . , ys} ⊆ N H r (v). We chooseū = (u1, . . . , u k ) := γ −1 τ (v). We let π := πū and choosex = (x1, . . . , xs) with xi := π −1 (yi) for every i ∈ {1, . . . , s}. Clearly, β(x) =ȳ. This concludes the proof of Lemma 4.8. H, i.e. that # (F,w) (G) = # (F,w) (H) for all neighbourhood types (F, w) with one centre and radius r. W.l.o.g. we will always assume that V (F ) = {1, . . . , |V (F )|} and w = 1.
Let T be a set of all such r-neighbourhood types which for each isomorphism type only contains one copy, i.e. such that for all = (F, 1) ∈ T and = (F , 1) ∈ T , if (F, 1) ∼ = (F , 1), then F = F . Our goal is to show that # (G) = # (H) for all ∈ T . For each = (F, 1) ∈ T we know that V (F ) = N F r (1), and hence rad(F ) r. Furthermore, as F is connected, genrad(F ) = rad(F ) r. Thus, G ≈ subgraph genrad r H implies that #F (G) = #F (H). Note that this does not immediately imply that # (G) = # (H) for all neighbourhood types = (F, w) of radius at most r as neighbourhood types have a distinguished element w. We therefore proceed as follows.
The size of = (F, 1) is defined to be |V (F )|. Let = (F, 1) ∈ T be of size s. We say that an r-neighbourhood type = (F , 1) ∈ T is compatible with if there exists at least one embedding (z1, . . . , zs) ∈ V (F ) s of F in F with z1 = 1 (i.e., the embedding associates the centre node 1 of F with the centre node 1 of F ). Clearly, the following is true: If = (F , 1) ∈ T is compatible with = (F, 1) ∈ T , then either (F , 1) ∼ = (F, 1) (and thus = , according to our choice of T ) or the size of is strictly larger than the size of . (15) For ∈ T we write comp( ) to denote the set of all ∈ T which are compatible with . For = (F, 1) ∈ T and = (F , 1) ∈ T we let set ( ) be the set of all embeddings (z1, . . . , zs) ∈ V (F ) s of F in F with z1 = 1, where s is the size of .
Claim 1 For every
= (F, 1) ∈ T and every graph G the following is true:
Proof of the claim. Let s be the size of . By definition, we know that
We let U be the set of all u ∈ V (G) for which there exists an embedding (x1, . . . , xs) ∈ embF (G) such that x1 = u. For every u ∈ U we let Xu be the set of all (x1, . . . , xs) ∈ embF (G) with x1 = u. Clearly,
Let T be the set of all ∈ T for which there exists an u ∈ U whose r-neighbourhood type in G is . It is straightforward to see that the following is true for each ∈ T :
• is compatible with .
• For each v ∈ V (G) of r-neighbourhood type we have v ∈ U .
• For each u ∈ U of r-neighbourhood type we have |Xu| = # ( ).
Thus,
We already know that T ⊆ comp( ). On the other hand, for all = (F , 1) ∈ comp( ) with # (G) = 0, there must be a v ∈ V (G) of r-neighbourhood type . Since is compatible with , we obtain that there is an embedding (x1, . . . , xs) ∈ V (G) s of F in G with x1 = v. Thus, v ∈ U and ∈ T . Therefore, we obtain that # (G) = 0 for all ∈ comp( ) \ T . In summary, this leads to
This completes the proof of the claim.
Recall that we already know that #F (G) = #F (H) for all = (F, 1) ∈ T . Our aim is to show that # (G) = # (H). We proceed by backward induction on the size of .
Induction base:
Let smax be the maximum size of an r-neighbourhood type (with one centre) with # (G) 1 or # (H) 1. Hence, for all ∈ T of size s > smax we have # (G) = # (H) = 0.
Induction step: s+1 → s By the induction hypothesis we know that # (G) = # (H) for all ∈ T of size at least s+1. Now let = (F, 1) ∈ T be of size s. Our goal is to show that # (G) = # (H). By the claim above we know that (15) we know that all ∈ comp( ) with = have size at least s+1. Hence, the induction hypothesis tells us that
In summary, we thus have
Since # ( ) 1, we obtain that # (G) = # (H). This completes the proof of Theorem 4.4. 2
5. Subgraph-equivalence with respect to the order of the considered subgraphs
In the previous section we have established a tight relation between Hanf-equivalence and subgraph-equivalence with respect to the generalised radius. Instead of using the generalised radius, subgraph-equivalence can also naturally be defined with respect to the order (i.e. the number of vertices) of the subgraphs. This concept is the object of study in this section and again we show that Hanf-equivalence implies subgraph-equivalence with respect to the order. We first formally define this alternative notion of subgraphequivalence. The goal of this section is to determine the relation between Hanf-equivalence with respect to radius r and subgraph-equivalence with respect to order s. We will do so by reducing this question to the results of the previous section. As a first step towards our aim we derive an upper bound for the generalised radius of a graph with respect to its order. As we will show below (see Example 5.3), this bound is tight. Proof. Let k 1 be the number of connected components of S and let r1 · · · r k be the radii of these connected components.
By definition we have genrad(S)
. Let j 0 be such that ri = 0 for all i j and ri 1 for all i j+1.
Observe that a connected graph of radius ri = 0 contains exactly 1 node, and a connected graph of radius ri 1 contains at least 2ri nodes. To see the latter, note that the worst case is a graph consisting of a path on 2ri nodes v1, . . . v2r i . Then, each of the nodes vr i and vr i +1 is a central node, and the radius of this graph is exactly ri.
By this observation we know that |V (Si)| = 1 for all i j and |V (Si)| 2ri for all i j+1. Thus,
and hence
. Furthermore, since ri 1 for all i j+1, we have
and hence k (s + j)/2, i.e., The following example shows that the bound achieved in Lemma 5.2 is optimal.
Example 5.3 For k 1 let S be the graph consisting of k connected components, each of which consists of a single edge. Then, S is of order s = |V (S)| = 2k and
Using Theorem 4.4 and Lemma 5.2, we immediately obtain the following consequence. The next example shows that Corollary 5.4 cannot be strengthened to any r 3s/8 .
Example 5.5 Recall from Example 3.2 and Example 3.4 that Cn is a directed cycle of n nodes, and Dn,n is the graph consisting of two disjoint unions of Cn.
Recall that, for a graph G, a set E ⊆ E(G) is an induced matching if the subgraph of G induced by the (endpoints of the) edges in E has no connected component containing more than one edge. For example, for any n 2, En := {(1, 2), (4, 5), (7, 8) , . . .} = {(3i−2, 3i−1) : 1 i n/3 } is a maximal induced matching for Cn. Hence, the maximum size of an induced matching in Cn is n/3 . For each k 1 let T k be the graph consisting of k connected components, each of which consists of a single directed edge. Clearly, for any graph G we have #T k (G) 1 iff the maximum size of an induced matching in G is at least k. Now let k = 2k +1 for k 1, let n = 3k +2, and let G be the graph Dn,n. Note that any induced matching E in G has size 2k , since E can contain at most k edges of each of the two connected components of G. Thus, since 2k < k we have #T k (G) = 0.
Furthermore, let H be the graph C2n, i.e., H is the directed cycle on 2n = 2 · (3k + 2) = 3k + 1 nodes. Since 2n/3 = k, we know that the maximum size of an induced matching of H is k, and hence #T k (H) 1. Thus, #T k (G) = #T k (H), and hence for s = |V (T k )| = 2k we have G ≈ subgraph order s H.
Recall that H = C2n and G = Dn,n for n = 3k +2. As noted in Example 3.4, G ≈ Hanf r H for r = 3k /2 . If k = 2k for k 1, we have r = 3k and s = 2k = 4k +2 = 8k +2. Thus, 3s/8 = 3k + (3/4) = 3k = r.
In summary, for r = 3s/8 , G and H witness that G ≈ 
Conclusion
In this paper we proved a strong relation between the logical notion of Hanf-equivalence and the graph-theoretical concept of subgraphequivalence, with respect to the generalised radius as well as the order of subgraphs.
This result has implications to the equivalence of graphs under purely existential formulas. For example, we immediately obtain the following corollary, where, by union of conjunctive query we mean a finite disjunction of first-order sentences of the form ∃x1 · · · ∃xs ψ(x1, . . . , xs), where ψ is a conjunction of atoms and negated atoms. Let ϕ be a union of conjunctive queries of quantifier rank at most s. W.l.o.g. we may assume that ϕ is of the form t i=1 ϕi with ϕi = ∃x1 · · · ∃xs ψi, where ψi is a maximal conjunction of literals, i.e., ψi is a conjunction of atomic or negated atomic formulas so that for all pairs x , xm of variables either E(x , xm) or ¬E(x , xm) and either x =xm or ¬x =xm occurs in ψi.
It follows that each satisfiable ϕi defines, up to isomorphism, a graph on at most s vertices. As the number of such graphs is the same in G and H, it follows that the sentence ϕi is true in G if, and only if, it is true in H. Thus, G |= ϕ if, and only if, H |= ϕ.
In fact, the proof of the corollary shows that not only ϕi is true in G if, and only if, it is true in H, but the number of witnesses is the same in G and H. It is likely, therefore, that the previous result can be generalised from unions of conjunctive queries to suitable counting versions of existential first-order logic, for instance to the very general counting logics studied in [13, 16] . Furthermore, aggregate functions, as they are commonly used in relational database querying, can be formalised in such counting logics [14] . Hence, it could be possible to use our result for proving expressivity bounds for fragments of languages with aggregation. We defer these generalisations to the full version of this paper.
