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Abstract 
There is no known efficient method for select­
ing k Gaussian features from n which achieve 
the lowest Bayesian classification error. We show 
an example of how greedy algorithms faced with 
this task are led to give results that are not op­
timal. This motivates us to propose a more ro­
bust approach. We present a Branch and Bound 
algorithm for finding a subset of k independent 
Gaussian features which minimizes the naive 
Bayesian classification error. Our algorithm uses 
additive monotonic distance measures to produce 
bounds for the Bayesian classification error in or­
der to exclude many feature subsets from evalua­
tion, while still returning an optimal solution. We 
test our method on synthetic data as well as data 
obtained from gene expression profiling. 
1 Introduction 
Feature selection is an essential step to enhance correct 
classification in the presence of many irrelevant features, 
or when the statistical model cannot be estimated accu­
rately due to a small number of training samples. When the 
probability distributions p(xlwi) of a vector x of measured 
features given class wi are known exactly, removing some 
measured features of x cannot reduce the classification er­
ror (Van Campenhout, 1982). However, in practice, p(xlw) 
is never known precisely. Consequently, choosing a subset 
of features of x often improves the error rate. This is ap­
parent in many test cases examined in the literature, where 
the removal of redundant, irrelevant or correlated features 
improved the performance of various classifiers (Langley 
& Sage, 1994; Kohavi & John, 1997; Koller & Sahami, 
1996). In addition, the computational effort required for 
classification usually grows with the number of features, 
thus feature selection can reduce the running time (Koller 
* Current address: Dept. of Computer Science and Engi­
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& Sahami, 1996). A review of many of the popular feature 
selection methods is given by Dash & Liu (1997). 
The question at hand is how to choose a subset of k fea­
tures out of n that guarantees the lowest classification er­
ror. No algorithm is known that finds the optimal feature 
subset without, in the worst case, exhausting all (�) possi­
ble subsets; an insurmountable task for common values of 
k and n. A result due to Cover & Van Campenhout (1977) 
even states that in a specific domain they describe, any non 
exhaustive feature selection algorithm, which selects sub­
sets according to their Bayesian classification error, can be 
made to perform arbitrarily bad. 
We present herein an approach that is capable of drastically 
reducing the number of different feature subsets that need 
to be evaluated while searching for an optimal subset. Us­
ing bounds on the Bayesian classification error, we prune 
subsets of features that are no longer candidates for having 
the lowest error, given the subsets examined so far. Our 
algorithm uses a Branch and Bound technique, in which 
the state space tree for the problem at hand is explored. At 
each point of searching the tree, a bound is computed for 
the best solution possible in the current subtree. Promising 
nodes in the tree are expanded, whereas nodes for which 
the lower bound is larger than the best solution found so far, 
are pruned. We compare our algorithm to another Branch 
and Bound feature selection algorithm due to N arendra & 
Fukunaga ( 1977) in Section 6.2. 
This paper is organized as follows: in Section 2 we de­
fine the statistical model, followed by Section 3 in which 
we describe the Bhattacharyya distance bound. An exam­
ple of the shortcomings of greedy feature selection is given 
in Section 4. In Section 5 we present the subset tree data 
structure used in our algorithm. We describe the algorithm 
itself in Section 6. In Section 7 we analyze its performance, 
including an application to gene expression data. We end 
with a short conclusion in Section 8. 
2 The Statistical Model 
Let f �"·" denote the pdf of a Normal distribution with 
a mean J.L and a standard deviation a: fl'."(x) 
1/( v'27Ta) exp(- (x:;,::/ ). The classification problem 
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we address is defined via two independent n dimen­
sional multivariate normal distributions, p( ilw;) 
rrn_1 f ... " . (xJ·), i = 1, 2. The classification is per-J- ,.., i)' ij 
formed by a naive Bayesian classifier. Given a point i = 
(x1, . . .  , Xn ) , called a feature vector, conditional probabil­
ities p(ilw;), called the likelihood functions, and class pri­
ors Pw,, Pw,, the classifier decides to which class a point i 
is more likely to belong. It does so by assigning i to the 
class which maximizes the posterior probability, given by 
Bayes' rule: 
( ·I�) _ p(ilw;) · Pw, _ p(ilw;) · Pw, p w, X -
( �) - ( �I ) (�I ) 
. 
p X p X W1 · Pw1 +p X W2 • Pw2 
The prediction error using this decision rule when the pa­
rameters J.tij, u ij are known is referred to as the Bayesian 
classification error: 
Pe = ( min[pw, ·p(ilw1), Pw, ·p(ilw2)] di (I) 
}'H,n 
When the parameters /1ij, Uij are known, the Bayesian 
classifier has been proven to be optimal relative to the 
Bayesian classification error (Fukunaga, 1990). When the 
parameters are unknown, as in most practical applications, 
the terms p(ilw;) are replaced with their estimate p(ilw;) 
computed from the training data. The naive Bayesian clas­
sifier, despite its simplicity, performs well across a large 
range of datasets, often outperforming sophisticated classi­
fiers (Domingos & Pazzani, 1997). 
3 Distance Based Error Bounds 
There are several types of upper and lower bounds on the 
Bayesian error of classification (Ben-Bassat, 1982). Some 
of these bounds are based on distance measures between 
the distributions p(xslw1) and p(xslw2), where the vec­
tor xs is the part of i with indices in S <::::: {1, ... , n }. 
We define the distance of two classes w1 and w2 with re­
spect to a subset of features x s to be the distance between 
p(xslw1) and p(xslwz), denoted by Dist(S). A high dis­
tance is indicative of well separated distributions. We focus 
on distance measures having three properties: 
I. Closed Form - A distance that is simple to calculate. 
The bound based on the distance measure must be eas­
ier to calculate than the Bayesian error Pe. 
2. Additive - The distance of a subset of independent 
features equals the sum of distances of the individual 
features. 
3. Monotonic - For every two subsets of features x s, xr, 
ifT <::::: S then Dist(T) ::; Dist(S). 
We focus on the Bhattacharyya distance (Fukunaga, 1990), 
a special case of the Chernoff distance, which under the 
statistical model of independent multivariate normal dis­
tributions, satisfies the above conditions. We do not use 
the more common divergence (KL) distance because its 
bounds are less tight than the Bhattacharyya distance, 
affecting the algorithm's efficiency. We use the terms 
0, 0.2 0.3 0.4 0.5 
Po 
Figure I: Plot of Pe and the Bhattacharyya distances of 400 sub­
sets of 5 features with parameters uniformly drawn [0, 1]. The the­
oretical Bhattacharyya upper and lower distance bounds of Eq.(4) 
are also shown. 
p(xslw;) rather than their estimate p(xslw;) in the expo­
sition of the bounds and of our algorithm. We discuss the 
estimation of p(xs lwi) in Section 6.1. 
The error bounds described below, in particular the lower 
distance bound on the Bayesian classification error which 
is required by our algorithm, are defined for the Bhat­
tacharyya distances of distributions containing two classes. 
There is no formal definition of these distances in domains 
with more than two classes. Ben-Bassat ( 1982) suggests 
the distance of multi-class features be the weighted sum of 
the distances of the pairs of classes. However the use of 
such a distance in the bounds described below is not valid, 
therefore when more than two classes are involved the al­
gorithm becomes a heuristic. 
The Bhattacharyya bound is based on the fact that the in­
tegrand in the Bayesian error from Eq.( I) can be bounded 
with a simple term. When the two joint conditional distri­
butions of features are multivariate normal, say N(J.t1, L:I) 
and N(J.t2, L:2), their Bhattacharyya distance B can be de­
fined by (Fukunaga, 1990) 
I( )' [L:1+L:z]-(
1 ) 11 1¥1 2 8 /12 - /11 2 /12-/11 +2 n JIL:1IIL:21 () 
For independent features, where the covariance matrices L:; 
are diagonal, Eq.(2) simplifies to 
B = t {� (J.t;i-/11/ +�In ur;+u�;} 
i=1 4 uli +u2; 2 2uli'u2; 
(3) 
Eq.(3) has an easy to calculate closed-form. The Bhat­
tacharyya distance is always positive. It is additive by def­
inition, and therefore monotonic. Using the Bhattacharyya 
distance, the following bounds on the Bayesian error Pe 
have been derived (Devijver & Kittler, 1982, p. 58): 
�(1-VI- 4pw,Pw, e-28) :::: Pe :::: yPw, Pw, e-B (4) 
We denote by THRESH(Pe) the distance B obtained when 
Pe equals the lower bound in Eq.(4): 
- 1 ( I -2B) Pe 2l-yl -4pw1Pw,e , =} 1 4Pw1Pw2 THRESH(Pe) = B = 2 In l _ (l _ 2Pe)2 (5) 
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The quantity THRESH(Pe) is the lowest possible distance 
for which a subset of features xs can still have a Bayesian 
error lower than Pe. This is the threshold value we refer 
to in our feature selection algorithm. Figure I depicts the 
tightness of the lower and upper bounds of Eq.(4). Only 
the lower bound is used by our algorithm. 
4 Greedy Selection is Not Optimal 
We first give an example of an optimal feature subset that 
does not include any of the features with the individual low­
est Bayesian classification errors. This means that greedy 
selection of features according to their classification error 
does not give optimal subsets. Therefore a different ap­
proach for feature selection is needed. 
Table 1: Parameters Of Feature Types. 
TYPE CLASS I 
A N(O, 12) 
B N(O, 12) 
CLASS 2 
N( -2.0254, 1.39462) 
N(0.9396, 0.40452) 
0.1945 
0.2076 
Consider two classes with prior probabilities Pw1 = Pw, = 
0.5 and two types of features with the parameters as in Ta­
ble 1. Consider 10 features, 5 features of type A and 5 of 
type B. Which is the subset of 5 features that has the lowest 
classification error? If the features are chosen according to 
their individual classification errors, the subset with 5 fea­
tures of type A is selected since Pe (A) < Pe (B). A subset 
with 5 type A features has a Pe of 0.0253. However, a 
subset with 5 features of type B has a lower Pe value of 
0.0229. Figure 2 depicts Bayesian classification error rates 
for different possible subsets of one to five features. 
A Forward Sequential Search algorithm (FSS) is another 
greedy feature selection approach. It starts with an empty 
set of features, and in each iteration it greedily adds the 
most promising feature. In our example, the FSS algorithm 
starts with the subset containing a single feature A, and in 
each iteration it adds another A, since adding an A to a pure 
A subset is always the most beneficial step. It proceeds 
until it reaches the subset AAAAA, which is not optimal. 
An FSS algorithm with r replacements starts with the best 
subset of r features. At each iteration the algorithm adds 
the feature that yields the greatest reduction in the classi­
fication error. It then considers to replace up to r of the 
features in that subset with any of the features not selected 
yet. Note that this operation adds to the running complexity 
of the algorithm an order of O(n2r). 
Figure 2 shows that even an FSS algorithm with 2 replace­
ments returns a subset which is not optimal. Such an algo­
rithm starts with the subset AA, since Pe(AA) is the low­
est error of all subsets of two features. It then adds an A to 
form the subset AAA. It does not change this subset since 
any replacement of two features gives a higher classifica­
tion error rate. For this reason it keeps on adding A's until it 
selects the subset AAAAA, which is not optimal. This ex­
ample shows how an FSS algorithm that performs a limited 
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Figure 2: The classification errors of different subsets of features 
from both types. 
local search can return a suboptimal results. For simplic­
ity we showed an example of how an algorithm with r = 2 
replacements fails. Examples can be constructed where an 
FSS algorithm with r > 2 replacements also fails. 
A partial explanation for this phenomenon where using fea­
tures that have individual lowest classification errors yields 
a suboptimal feature subset is given when the distances 
of the features are examined. Although type A features 
have lower Pe, the divergence distance (Devijver & Kittler, 
198 2) of type B features is greater than that of type A (the 
divergence distance of type A is 1.67, and the divergence 
distance of type B is 2.64 ). Therefore, the larger the sub­
set of features, the greater is the distance of a subset type 
B features, compared to the distance of a subset of A's. 
Generally, when the divergence distance yields a different 
ordering on the features than the ordering induced by Pe, a 
subset ofn features of the type with the higher Pe will yield 
a lower error than a subset of n features with the lower Pe, 
for a suitably large n (Cover, 1974). 
5 The Subset Tree Representation 
One way to represent all possible feature subsets of size k, 
from a pool of n features, is through a subset tree. A subset 
tree is an ordered directed tree where each node is denoted 
by a unique subset of { 1, . . .  , n} and each edge has a non­
unique label from I, ... , n. A subset tree has k levels of 
nodes besides the root 0 which is on level 0. The edges 
leaving each non-terminal node are labeled as follows: if 
the node is on level j, 0:::; j < k, and the edge entering it 
has label m (for the root m = 0), the edges leaving it are 
labeled m+ 1, . . .  , n-k+j+ 1 from left to right. The unique 
subset associated with a node v is the set of the labels of 
edges on the path from the root to v. Figure 3 depicts a 
subset tree. 
The feature selection algorithm we present uses a subset's 
distance to determine if it is a possible candidate for be­
ing the subset with the lowest Bayesian classification error. 
Subsets with a distance below some threshold, need not be 
examined, so the subset tree is pruned. The monotonicity 
and additivity of the distance enable efficient pruning. 
244 FRANK ET AL. UAI2003 
Figure 3: The subset tree for n = 6, with k = 3 levels. Every 
node is associated with a subset of { 1 , ... , n} . Level k in the tree 
has G) nodes representing all possible subsets of size k from n. 
In order to represent subsets of features via a subset tree, 
features are first sorted according to decreasing distances, 
and indexed in that order (Feature I with the highest dis­
tance, Feature n with the lowest). Every node S, at 
level j in the subset tree, represents a feature subset x s, 
which includes the features whose indices appear in S = 
{ s1, s 2 , • . .  , Sj }. Let Dist(S) denote the distance of the 
subset of features xs . Since additive distances are used, 
Dist(S)= I;;=l Dist( { s;} ). Two nodes in the subset tree are 
siblings if they have the same parent node. 
Proposition 1: Let S1 and S2 be two direct children of S. 
lfS 1 is to the left ofS2, then Dist(SJ) 2:: Dist(S2). 
Proof: We have Dist(S;)=Dist(S)+Dist(S; \ S), i = 1, 2. 
Since the index added to S1 is lower than the index added 
to S2, it follows that Dist(S1 \S)2:: Dist(S2 \ S) . 
Implication for pruning: When terminal nodes are exam­
ined, if a node has a distance below a threshold, the ex­
amination of its right siblings is not needed because these 
nodes must also have a distance below the threshold. 
For a non-terminal node S in a subset tree, let S L denote 
the left-most terminal node in the subtree rooted at S. Let 
S R denote a terminal node which is to the right of S L in a 
subtree rooted at S, or one of S's right siblings. See exam­
ple in Figure 4. 
Proposition 2: For every non-terminal node S in the sub­
set tree, Dist(SL) 2:: Dist(SR)· 
Proof: S L and S R share a common path from the root to 
some node s'. Therefore Dist( S;) = Dist( s') + Dist( S; \ 
S') , i =L ,R . From 8' the path to S R branches to the right, 
while the path to S L stays left. After the branching, at 
each level, the indices on the path to S R are greater than 
the indices on the path to S£. Therefore Dist(SL \8')2:: 
Dist(SR \S'l, and the claim follows. 
Implication for pruning: For every node S in the subset 
tree, if S's leftmost terminal node has a distance below the 
threshold, so will all the terminal nodes in S's subtree, or 
in any of the subtrees rooted at S's right siblings. These 
subtrees can be pruned, as illustrated in Figure 4. 
6 The Algorithm 
To find the subset of k features with the lowest Pe our al­
gorithm searches the subset tree in a depth-first manner. 
While examining each terminal node's Pe, a minimum dis­
tance threshold THRESH(Pe) is kept. This threshold, which 
is a function of the lowest Pe encountered by the algorithm 
to that point, is the minimal distance needed of any termi­
nal subset in order for it to be considered by the algorithm. 
Using this threshold along with propositions 1 and 2, the 
subset tree is pruned, reducing the number of subsets ex­
amined. The algorithm is described in Figure 5. 
Note that the subset tree is not completely expanded by the 
algorithm. Only the path to the current subset being ex­
amined is saved. Therefore, the space complexity of the 
algorithm is O(k). 
Before running the algorithm, the n features are sorted ac­
cording to decreasing distances. The algorithm is initially 
called with scan_tree( 0). Throughout the scanning of the 
subset tree, the subset with the lowest Pe is stored in SA, 
and the lowest classification error is stored in min_Pe. This 
classification error defines a minimum distance threshold, 
which is computed by the function THRESH according to 
Eq.(5), and is stored in min_dis. Dist(S) is the distance 
of the features whose indices are in S, as defined in Sec­
tion 3. The Boolean value returned indicates whether the 
subtree rooted at S is pruned. 
The algorithm's execution depends on the size of S: 
Terminal Step: Evaluation of terminal nodes 
When lS I = k, the scanning of the subset tree does not go 
deeper. Depending on Dist(S), two possible actions are 
taken: 
If Dist( S) < min_dis, S is not evaluated. In addition, the 
value true is returned, to indicate that S was pruned, and to 
stop the evaluation of S's right siblings (Proposition 1). 
If Dist(S) 2:: min_dis, Pe(S) is computed. If it is lower 
than the current min_Peo the subset S and its error are 
recorded. The new (higher) min_dis is computed ac­
cordingly. The value false is returned because S was not 
pruned. Examination of its right siblings continues. 
Recursive Step: Evaluation of inner-nodes 
If S is not a terminal node, namely I Sl < k, scan_tree is 
called on each of S's children. If S's leftmost child is not 
pruned, false is returned to indicate that S's next sibling 
should be checked. If S's leftmost child is pruned, the value 
true is returned to indicate that S's right siblings should not 
be checked (Proposition 2). 
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Feature Selection Algorithm 
Initialization: 
SA +-- 0 II current best subset ofkfeatures 
min_Pe +--1 II classification error of SA 
min_dis +-- 0 II minimum distance threshold 
n +-- Total number of features 
k +-- Desired subset size 
Boolean scan_tree(S) 
Initial call: scan_tree(0). 
Input: A subset of features S, which is a root of a subtree 
in the subset tree. 
Output: A Boolean value indicating whether the subtree 
rooted at S is pruned, along with an update of the best 
subset found so far (stored in SA)· 
II Terminal Step: Sis a terminal node 
if lSI= k then do 
end 
if Di:;t(S) < rnin_dis then return true 
compute Pe(S) 
if Pe(S) < min_Pe then do 
min_Pe +-- Pe(S) 
end 
min_dis +-- THRESH(min_Pe) 
SA +-- S II update best subset so far 
return false 
II Recursive Step: S is an inner node 
left+-- (highest feature index in S)+ 1, and I if S = 0 
right+- n- k+ IS I+1 
fori = left to right do 
if scan_tree(S U { i}) =true 
then break II quit loop 
end 
if i =left then return true II pruned subtree rooted at S 
else return false 
Figure 5: Feature Selection Algorithm. 
We claim that when scan.Jree terminates, SA is one of the 
subsets S* having the minimal Fe. For this claim not to 
hold, all s• subsets would have had to be pruned at some 
iteration. This is not possible since min_dis was calcu­
lated according to a subset SA for which Fe( SA)� Fe(S*), 
and therefore THRESH(Fe(S*)kTHRESH(Fe(SA)). Thus 
for every S*, Dist(S*) must be greater than min_dis, and 
therefore each s• is evaluated by the algorithm at some it­
eration. When the first s• subset is evaluated, its minimal 
Fe is recorded, it is stored in SA, and it stays in SA till 
termination. 
This analysis relies on the fact that the subsets' Fe can be 
computed exactly. This is possible in some cases, such as 
when the same covariance matrix is used for both classes, 
which enables exact computation of Fe from the Maha­
lanobis distance (Cover & Van Campenhout, 1977). Gen­
erally, the only way to obtain the exact value of Fe is by 
multidimensional integration; an insurmountable task even 
for a few dimensions. We therefore resort to estimating Fe. 
6.1 Estimation of Fe 
The estimation P. ( S) of Fe ( S) can be done using a set of N 
data points, assumed to be selected i.i.d, for which the true 
class labels are known. If the class distribution parameters 
are known, the N data points can be randomly generated 
according to the class prior distributions Pw, and the class 
conditional distributions p( xlw;). This is known as a Monte 
Carlo method. Using the features in every subset S exam­
ined, the classifier is tested on these N points. The method 
for determining N for each subset is explained below. 
The estimation process of P. ( S) is viewed as a repeated se­
ries of N Bernoulli experiments with an unknown param­
eter e e, which is the error Fe being estimated. The sum Y 
of theN experiments is distributed Binomial(N, e.), i.e., 
F(Y=y)=(�)eeY(1-e.)N-y. Assuming the Beta(o:,(J) 
distribution as a prior of e., the posterior of !:I. after viewing 
the outcome of N experiments in which there were a misses 
and b correct classifications ( atb = N), is Beta( o:+a, f3+b) 
(Lee, 1997, p. 77). We model a lack of prior knowledge 
about e. with the hyper parameters a:, (3 -> 0. 
After N trials, with a misses and b correct classifications, 
the MAP-estimate P .(S) equals a�fr�N' which for small 
values of a:, (3 approximately equals the ML-estimate N. 
We now present a method for dynamically selecting N for 
every subset evaluated. Consider two subsets, S 1 and S2, 
the Fe values of which we need to compare. We want our 
comparison to be c-accurate with probability 1 - o. That 
is, if F.(Sl) > F.(S2), we require that 
Frob{ P.(Sl) · (l+c) > P.(S2) }  > 1-o (6) 
To ensure that Eq.(6) holds, it suffices that fori= 1, 2, 
Frob { � < F.(Si) < P.(Si)·Vf+c} > 1-o/2 
(7) 
If Eq.(7) holds for both subsets, then the combined dif­
ference between the estimates for F.(Sl) and F.(S2) and 
their true values is at most 1 + c with probability at least 
1-o. Assuming o:,(J-> 0, if in the estimation process N 
test points are used, with a misses and b correct classifica­
tions, then P. ( S;) = N' and given the N test points, e e is 
distributed Beta(a,b) a posteriori. Therefore, Eq.(7) holds 
when a and N satisfy: 
1w·v"'i+< Beta(N·e.,N·(1-ee))de. > 1-o/2 (8) O.="fl I v"'i"+e 
Note that the cdf values of the Beta distribution are easily 
available through standard math libraries. The estimation 
process draws N i.i.d points, until Eq.(8) holds. For small 
Fe values N can be rather large. For instance, whenc=0.1, 
o = 0.1, and Fe= 0.01, the required number of samples is 
N = 168915, whereas N = 6833 when Fe= 0.2, with the 
same c, o. Small values of c and o also increase N. For 
Fe = 0.2, c = 0.1 and o = 0.01, the required number of 
samples is N = 13974. If c = 0.01, N rises to 1966080. 
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6.2 Comparing Branch and Bound Algorithms 
We now compare our algorithm with another Branch and 
Bound algorithm for feature selection due to Narendra & 
Fukunaga (1977). NF's algorithm selects a globally opti­
mal feature subset with respect to any monotonic criterion, 
such as Bhattacharyya distance, divergence, or Pe. To se­
lect a globally optimal feature subset of size k from n fea­
tures, NF construct a solution tree, with the root being the 
full set of n features. The successors of a node are created 
by removing a single feature from the node. This creates a 
tree with n-k levels, the terminal nodes being all subsets 
of (�) features. The solution tree is scanned in a depth-first 
fashion using the optimizing criterion value itself of the op­
timal subset encountered so far as the bound for pruning 
other nodes. For example, if the optimizing criterion is Pe, 
and the node S examined has a Pe larger than the current 
bound b (the currently lowest Pe), the subtree rooted at S is 
pruned. This pruning is justified whenever the optimizing 
criterion is monotonic which, in our example of Pe, means 
that for every subset S' of S, if Pe ( S) > b so is Pe ( S'). 
Both NF's algorithm and ours perform a depth-first search 
on a tree to find the optimal subset. However, there are 
significant differences between these algorithms. 
Bounding and pruning methods - When searching for the 
feature subset with the lowest Pe, our algorithm uses dis­
tance measures to prune the tree, whereas NF's algorithm 
uses Pe itself for pruning. In our approach, in order to 
prune a branch we just compute its distance, a much sim­
pler task. 
Robustness with large feature sets - The estimation of Pe 
done by our algorithm is for subsets of exactly k features. 
NF 's algorithm needs to compute Pe for subsets ranging 
in size from k to n, which carries a computational burden. 
In addition, using many features often yields very low Pe 
values which requires larger sets of points for their estima­
tion. This makes NF's algorithm less practical for high­
dimensional datasets. 
Extent of pruning- When a node is below the bound, both 
its subtree and its siblings' subtrees are pruned. In NF's 
algorithm only the node's subtree is pruned. 
Target goal - NF's algorithm is designed to find subsets 
that optimize various monotonic criteria other than Pe. Our 
algorithm is aimed specifically at finding a subset with the 
lowest Pe, based on independent features. This specializa­
tion translates to improved performance. 
7 Experimental Results 
Section 7.1 describes synthetic data simulations designed 
to study the algorithm's performance. Section 7. 2 offers 
a comparison of the performance of our algorithm and the 
one due to Narendra & Fukunaga (1977). Section 7.3 re­
ports results on real data. 
7.1 Synthetic Data 
Our experiments in this section examine the influence of 
the features' distance distribution on the algorithm's perfor­
mance. In the extreme case when all features have the same 
distance, no subset will have a distance below the thresh­
old, and therefore no pruning will occur. On the other hand, 
when there are few features with high distances, and many 
with low distances, there is extensive pruning of the tree. 
The experiments were conducted as follows. We repeat­
edly created datasets of n features with different propor­
tions of high distanced features (the distance of each fea­
ture being drawn uniformly form [0.15-0.3 ]), and low dis­
tanced features (drawn uniformly from [0-0.15]). Once 
a distance was chosen for feature i, the class parameters 
(JL!i, a1i, J12i. a2i) were set to have that distance in the fol­
lowing manner: The parameters of the first class were al­
ways Jlii =0 and a1i = 1. In Eq.(3) for the Bhattacharyya 
distance, there are two factors which contribute to the dis­
tance: l (!l2i-!lh )2 which depends both on the class means 4 afi +u?i ' 2 2 
and variances, and � ln ;;;7.,2;, , which depends only on the 
class variances. A weight was drawn uniformly from [0, 1] 
to indicate to what extent the first factor contributes to the 
feature distance, enabling us to set 112i and a2i to unique 
values. The class prior probabilities in all the experiments 
were Pw,=Pw2=0.5. 
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Figure 6: Pruning with synthetic data. 
Figure 6 shows our algorithm's output in terms of subset 
pruning, i.e. the proportion of the (%) subsets for which 
no evaluation was necessary because they had a distance 
which was less than the threshold. The algorithm was run 
with the parameters c = 0.1, o = 0.1, and different values of 
n (total number of features) and k (subset size). Different 
proportions of high distanced features were also used. The 
best pruning is achieved when there are relatively few fea­
tures with high distances. As the proportion of the features 
with high distances rises, the pruning rate decreases. 
Figure 7 depicts results of additional experiments we ran 
to determine the tradeoff between the accuracy of the Pe 
estimations and the quality of the subset chosen by the al­
gorithm. A set of 20 different datasets was generated as 
described above, with parameters n =50, k = 3, and half of 
the features having a high distance. The algorithm was run 
on the 20 datasets using different values of c and o. 
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Figure 7: The average Pe of the subsets selected by the algo­
rithm when different values of c and o were used, compared to Pe 
achieved with parameters c = 0.01 and o = 0.01, which gives the 
maximal accuracy. 
7.2 Comparison to Other Algorithm 
We implemented the Branch and Bound feature selection 
algorithm of Narendra & Fukunaga (1977). We used the 
same methods for estimating the Bayesian classification er­
ror as described in Section 6.1, including the early termina­
tion of the error estimation when possible. 
NF's algorithm spends much of its efforts estimating Pe 
values for inner nodes of its solution tree. Our algorithm 
only estimates the errors of the terminal nodes in the tree. 
Therefore, looking at the pruning rate of the terminal nodes 
is not a good criterion by which the algorithms should be 
compared. Instead, we chose to compare the CPU time it 
took each algorithm to return its choice of a feature subset. 
Both algorithms were run on the same synthetic datasets, 
with each feature having a Bhattacharyya distance drawn 
uniformly [0,0.2], and its parameters set in the manner de­
scribed in Section 7.1. Both algorithms were run with the 
parameters c:=O.l, 8 =0.1. Figure 8 depicts the CPU time 
required by both algorithms to return an optimal subset of 
k features from n, for various values of n and k. Note that 
both algorithms usually returned the same subset of fea­
tures, or very similar subsets, with very close Pe values. 
It is apparent from Figure 8 that our algorithm performs 
much faster when k is much smaller than n. The main rea­
son for this phenomenon is that the only error estimations 
our algorithm performs are for terminal nodes of k features 
in the subset tree. NF's algorithm, on the other hand, eval­
uates many inner nodes in the tree, nodes which represent 
subsets of between n to k features. Before NF's algorithm 
reaches a terminal node, it must estimate errors for all n-k 
subsets on the path from the root to the terminal node. This 
carries a heavy computational burden. In addition, larger 
feature subsets usually have low Pe 's, so they require larger 
test samples for the error estimation. 
When k is larger, for instance k > �. NF's algorithm is 
faster than ours (see Figure 8 , right). The main reason this 
happens is that for large values of k NF's tree is shorter, 
with less intermediate nodes. Therefore, fewer Pe compu­
tations are done, compared to the number required in NF's 
tree when k is small. 
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Figure 8: The average CPU time required for both algorithm to 
select feature subsets. The graphs are for a selection of 3 features 
from n (left), and a selection of k features from 20 (right). The 
CPU times were measured on a desktop PC with an Intel P-IV 
2.4GHz processor. 
7.3 Application to Gene Expression Data 
We used our algorithm for feature selection in gene expres­
sion datasets (Slonim et a/., 2000). A typical gene expres­
sion dataset consists of several thousands of genes, with 
only a small subset of them being significant to distinction 
between classes. Using all the genes does not give good 
classification results, so feature selection is crucial in this 
domain. Along with the data's high dimensionality, comes 
a limited sample space. Usually gene expression datasets 
consist of less than I 00 samples. The limited number of 
samples prohibits us from using our algorithm directly for 
feature selection. Instead, we use our algorithm as a heuris­
tic, as explained below. 
We examine two datasets, The AMLI ALL distinction in 
the leukemia dataset of Golub et a/. (1999) (7129 genes, 
72 samples: 38 in the training set and 34 in the test set), 
and the ER+/ER- distinction in the breast cancer data of 
Gruvberger et a/. (2001) (3389 genes, 58 samples: 47 in 
the training set and 11 in the test set). For each dataset 
we estimate the parameters p(xlw;) and p(w;) from their 
observed probabilities in the training set. We then select 
the 300 genes with the highest Bhattacharyya distance, and 
use them as the input to our algorithm, which is run with 
parameters c:, 8 = 0.1. 
During the algorithm's execution, every subset that is not 
pruned according to the minimal distance bound and its Pe 
(which is calculated using the Monte Carlo method), is sub­
jected toN 5-foid cross validation tests (where N is deter­
mined according to the c:, 8 accuracy, similar to the method 
described in Section 6.1 ). Since Pe is only used to deter­
mine the distance bound, its computation can be omitted 
for many subsets. This might yield slightly looser bounds, 
however it can ultimately reduce the overall running time 
(this is especially true when Pe values are low and their 
computation requires many random points). 
The best subset is chosen by the algorithm as the one with 
the lowest average cross validation error. We then test its 
ability to classify the samples in the test set. The results of 
these experiments are listed in Table 2. 
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Table 2: Classification and Pruning Results. 
DATASET K BEST SUBSET1 SUCCESS PRUNING2 
3 3,4,60 33/34 99.77% 
leukemia 4 3,4,8,60 33/34 99.91% 
5 2,3,4,9,60 34/34 99.57% 
breast 3 1,14,88 8/11 99.25% 
cancer 4 1, 18, 44,67 11111 99.73% 
5 1,8,18,44,67 I I I I I 99.76% 
1 Features are indexed according to their Bhattacharyya distance, 
feature I having the highest distance. 
2 The pruning is the percentage of the ('�0) subsets that were not 
examined by the algorithm. 
The classification success rates achieved by our method are 
comparable or better than the previously published clas­
sification rates for these datasets. This means that even 
though we examine a small fraction of the e�0) feature 
subsets, our method selects qualitative candidate subsets. 
Our method's high pruning rates make up for the overhead 
involved in the Monte Carlo Pe calculations. For instance, 
without omitting any Pe calculations, it takes our method 
30 minutes to select the best subset of 3 from 300 features 
in the leukemia data, whereas an exhaustive search is 15 
times slower, and yields an inferior subset which classifies 
only 28/34. Similar results were obtained with the breast 
cancer data, the subset chosen by an exhaustive search clas­
sifies 7/11. A possible explanation for this is that when all 
the subsets are examined in an exhaustive search, there is 
an increased risk of encountering a subset that is over-fitted 
to the training set. 
The subsets selected by our algorithm contain features with 
relatively high Bhattacharyya distances (this is especially 
true in the leukemia data). This shows that the Bhat­
tacharyya distance is a good measure for predicting a fea­
ture's contribution to successful classification. 
We also examined greedy feature selection methods, such 
as selecting the features with the highest individual Bhat­
tacharyya distances, or with the lowest individual Pe val­
ues. The greedy methods give mixed results. They are suc­
cessful with the breast cancer data. Like our method, they 
achieve perfect classification of its test set. However, with 
the leukemia data, the greedy methods do not succeed in 
selecting good feature subsets. 
8 Conclusion 
We presented a new Branch and Bound algorithm for fea­
ture selection aimed at finding a feature subset of a given 
size with the lowest Bayesian classification error. We use 
the Bhattacharyya distance, which is monotonic and addi­
tive (due to the independence assumption of our statistical 
model), to exclude many candidate feature subsets from the 
search process. Our algorithm performs a complete search, 
it examines all the subsets that can possibly have the lowest 
classification error. In many cases due to extensive pruning, 
the algorithm's search is far from being exhaustive. We de­
scribed the Monte Carlo method we use for estimating the 
Bayesian classification error when its exact computation is 
not possible. A comparison of our implementation and the 
Branch and Bound algorithm due to Narendra & Fukunaga 
( 1977) identifies the conditions under which our algorithm 
has superior performance. We also demonstrated how our 
method can be used successfully for feature selection in 
gene expression datasets. 
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