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ON CERTAIN POSITIVE SEMIDEFINITE MATRICES OF
SPECIAL FUNCTIONS
RUIMING ZHANG
Abstract. Special functions are often defined as a Fourier or Laplace trans-
form of a positive measure, and the positivity of the measure manifests as pos-
itive definiteness of certain matrices. The purpose of this expository note is to
give a sample of such positive definite matrices to demonstrate this connection
for some well-known special functions such as Gamma, Beta, hypergeometric,
theta, elliptic, zeta and basic hypergeometric functions.
1. Introduction
Recall that for n ∈ N and A = (aj,k)nj,k=1 , aj,k ∈ C, A is called positive
semidefinite if and only if the quadratic form
n∑
j,k=1
aj,kzjzk ≥ 0 for all z1, z2, . . . zn ∈
C, and it is positive definite if it is positive semidefinite and
n∑
j,k=1
aj,kzjzk = 0 implies
that z1 = · · · = zn = 0. Given two positive semidefinite n× n matrices
A = (aj,k)
n
j,k=1 , B = (bj,k)
n
j,k=1 , aj,k, bj,k ∈ C,
it is well-known that the Schur (Hadamard) product A ◦B = (aj,kbj,k)nj,k=1 is also
positive semidefinite, and it satisfies [4]
det (A ◦B) ≥ det(A) · det(B).
Since all the minors of a positive semidefinite matrix are nonnegative, hence a
positive semidefinite matrix of special function entries can yield many inequalities
for special functions.
Given a positive measure µ(x) on the real line R, We denote H as the Hilbert
space of µ-square integrable functions,
H =
{
f
∣∣ˆ
R
|f(x)|2 µ(dx) <∞
}
endowed with the usual inner product,
< f, g >=
ˆ
R
f(x)g(x)µ(dx), f, g ∈ H.
Key words and phrases. Special functions; positive semidefinite matrices; special function
inequalities.
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Let {fn(x)}Nn=0 ⊂ H, where N may be any nonnegative integer in N0 or equals to
∞, then the finite sections of the Gram matrices [1, 5]
Gn = (< fj, fk >)
n
j,k=0 , n = 0, . . . , N
are positive semidefinite, and they are positive definite if {fn(x)}Nn=0 ⊂ H are
linearly independent.
In this article we shall list some of positive semidefinite matrices with special
function entries. Our method to obtain positive semidefinite matrices is first to
isolate an inner product structure associated with the special function, then choose
a function set to compute the corresponding Gram matrices, and finally apply Schur
product to the obtained more general positive semidefinite matrices. Even though
the proofs are completely trivial, these positive semidefinite matrices sometimes
may turn out to be very handy. In the following discussion if any of the formulas
below are not specifically referenced, it means that they can be found in [2, 6]
2. Main Results
Recall that the Jacobi θ3-function is defined by
θ3(z, q) =
∞∑
n=−∞
qn
2
e2πinv, z = e2πiv, |q| < 1.
For 0 < q < 1, define
µ(x) =
∞∑
n=−∞
qn
2
δ (x− n) ,
then µ(x) is a positive measure on (−∞,∞). For n ∈ N, c1, c2, . . . , cn ∈ C and
vj ∈ C, j = 1, . . . , n we have
ˆ ∞
−∞
∣∣∣∣∣∣
n∑
j=1
cje
2πivjx
∣∣∣∣∣∣
2
dµ(x) =
n∑
j,k=0
cjck
ˆ ∞
−∞
e2πix(vj−vk)dµ(x)
=
n∑
j,k=0
cjck
∞∑
ℓ=−∞
qℓ
2
e2πiℓ(vj−vk) =
n∑
j,k=0
cjckθ3
(
e2πi(vj−vk), q
)
≥ 0.
Thus, for n ∈ N, 0 < q < 1 and vj ∈ C, j = 1, . . . , n, the matrix
(1)
(
θ3
(
e2πi(vj−vk), q
))n
j,k=1
is positive semi-definite. For
vj,ℓ ∈ C, 0 < qℓ < 1, 1 ≤ j ≤ n, 1 ≤ ℓ ≤ m, m, n ∈ N,
by taking Schur product of the above matrix we prove that
(2)
(
m∏
ℓ=1
θ3
(
e2πi(vj,ℓ−vk,ℓ), qℓ
))n
j,k=1
is also positive semidefinite.
The Jacobi elliptic function dn(2Kv) is defined by
dn(2Kv) =
π
K
∑
n∈Z
qn
1 + q2n
e2nπvi,
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where
|q| < 1, K = π
2
θ23(0, q), qe
2π|ℑ(v)| < 1.
For 0 < q < 1, let
µ(x) =
π
K
∑
n∈Z
qnδ(x− n)
1 + q2n
,
is a positive measure on R. For n ∈ N, c1, c2, . . . , cn ∈ C and
(3) qe4π|ℑ(vj)| < 1, vj ∈ C, j = 1, . . . , n,
then the quadratic form
ˆ ∞
−∞
∣∣∣∣∣∣
n∑
j=1
cje
2πivjx
∣∣∣∣∣∣
2
dµ(x) =
n∑
j,k=1
cjckdn (2K(vj − vk))
is nonnegative. Hence, for
0 < q < 1, K =
π
2
θ23(0, q), qe
4π|ℑ(vj)| < 1,
the matrix
(4) (dn (2K(vj − vk)))nj,k=1
is positive semidefinite. By taking Schur product we see that
(5)
(
m∏
ℓ=1
dn (2Kℓ (vj,ℓ − vk,ℓ))
)n
j,k=1
, m, n ∈ N,
is also positive semidefinite where
0 < qj < 1, Kj =
π
2
θ23(0, qj), qje
4π|ℑ(vj,ℓ)| < 1, 1 ≤ j ≤ m.
The Riemann zeta function is defined as the analytic continuation of the Dirichlet
series [2, 6]
ζ(s) =
∞∑
n=1
1
ns
, ℜ(s) > 1.
For ℜ(s) > 0, it has the following integral representations,
1
s− 1 −
ζ(s)
s
=
ˆ ∞
1
u−s
{u}
u
dx, ℜ(s) > 0,
where 0 ≤ {x} = x− ⌊x⌋ < 1 is the fractional part of x.
Given n ∈ N, for cj , sj ∈ C, ℜ(sj) > 0, j = 1, . . . , n, we have
ˆ ∞
1
∣∣∣∣∣∣
n∑
j=1
cj
usj
∣∣∣∣∣∣
2
{u}
u
dx ≥ 0.
Then for n ∈ N, the matrix
(6)
(
1
sj + sk − 1 −
ζ(sj + sk)
sj + sk
)n
j,k=1
is positive semidefinite where ℜ(sj) > 0, j = 1, . . . , n.
4 RUIMING ZHANG
For m, n ∈ N, by taking Schur product we see the matrix
(7)
(
m∏
ℓ=1
{
1
sj,ℓ + sk,ℓ − 1 −
ζ(sj,ℓ + sk,ℓ)
sj,ℓ + sk,ℓ
})n
j,k=1
is also positive semidefinite where ℜ(sj,ℓ) > 0, j = 1, . . . , n, ℓ = 1, . . . , m.
Recall the Euler Gamma function Γ(z) is defined as the analytic continuation of
integral,
Γ(z) =
ˆ ∞
0
e−xxz−1dx, ℜ(z) > 0.
Then for m, n ∈ N, by taking
fk(x) = x
zk , dµ(x) = e−x
dx
x
1{x>0},
then < fj , fk >= Γ (zj + zk), hence matrices
(8) (Γ (zj + zk))
n
j,k=1
and
(9)
(
m∏
ℓ=1
Γ (zj,ℓ + zk,ℓ)
)n
j,k=1
are positive semidefinite for ℜ(zj), ℜ(zj,ℓ) > 0, 1 ≤ j ≤ n, 1 ≤ ℓ ≤ m.
For λ > 0 and 0 < φ < π we have the following integral
1
2π
ˆ ∞
−∞
e(2φ−π)x |Γ(λ+ ix)|2 dx = Γ(2λ)
(2 sinφ)2λ
,
which is integral of the weight function for the Meixner-Pollaczek orthogonal poly-
nomials. By taking function sequence fj(x) = e
2φjx, j = 1, . . . , n and dµ(x) =
e−πx |Γ(λ+ ix)|2 dx we see the matrix
(10)
(
1
sinλ(φj + φk)
)n
j,k=1
is positive semidefinite where λ > 0, π/2 > φj > 0, j = 1, . . . , n, n ∈ N. By
taking the Schur product, the matrix
(11)


1
m∏
ℓ=1
sinλℓ(φj,ℓ + φk,ℓ)


n
j,k=1
is also positive semidefinite where
π
2
> φj,ℓ > 0, λj > 0, 1 ≤ j ≤ n, 1 ≤ ℓ ≤ m, m, n ∈ N.
Similarly, from the Euler’s Beta function
B(p, q) =
ˆ 1
0
xp(1− x)q dx
x(1− x) , ℜ(p), ℜ(q) > 0,
we get that for m, n ∈ N the matrices, by considering
fj(x) = x
pj (1− x)qj dµ(x) = dx
x(1 − x)1{0<x<1},
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we see the matrices
(12) (B (pj + pk, qj + qk))
n
j,k=1
and
(13)
(
m∏
ℓ=1
B (pj,ℓ + pk,ℓ, qj,ℓ + qk,ℓ)
)n
j,k=1
,
are positive semidefinite where ℜ(pj), ℜ(pj,ℓ), ℜ(qj), ℜ(qj,ℓ) > 0, 1 ≤ j ≤ n, 1 ≤
ℓ ≤ m.
The shifted factorial is defined by [1, 3, 5]
(a)n =
Γ(a+ n)
Γ(a)
, (a1, . . . , am)n =
m∏
k=1
(ak)n,
where a, n, a1, . . . , am ∈ C. Then for s+1 ≥ r and a1, . . . , ar, b1, . . . , bs ∈ C, the
hypergeometric series is defined by
rFs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣∣z
)
=
∞∑
n=0
(a1, . . . , ar)n
(1, b1, . . . , bs)n
zn,
where z ∈ C for s+1 > r and |z| < 1 for s+1 = r. Givenm, n ∈ N and nonnegative
integers rℓ, sℓ, 1 ≤ ℓ ≤ m, we assume that a1,ℓ, . . . , arℓ,ℓ, b1,ℓ, . . . , bsℓ,ℓ, 1 ≤ ℓ ≤ m
are so chosen such that
(a1,ℓ, . . . , arℓ,ℓ)n
(b1,ℓ, . . . , bsℓ,ℓ)n
≥ 0, 1 ≤ ℓ ≤ m, n ∈ N0.
Then the matrix
(14)
(
m∏
ℓ=1
rℓFsℓ
(
a1,ℓ, . . . , arℓ,ℓ
b1,ℓ, . . . , bsℓ,ℓ
∣∣∣∣zj,ℓzk,ℓ
))n
j,k=1
,
is positive semidefinite where for 1 ≤ ℓ ≤ m we assume that zj,ℓ ∈ C, 1 ≤ j ≤ n if
sℓ + 1 > rℓ, and |zj,ℓ| < 1, 1 ≤ j ≤ n if sℓ + 1 = rℓ.
From (
1− 21−s)Γ(s)ζ(s) = ˆ ∞
0
us
du
u (eu + 1)
, ℜ(s) > 0,
we see the matrix
(15)
(
m∏
ℓ=1
(
1− 21−sj,ℓ−sk,ℓ)Γ(sj,ℓ + sk,ℓ)ζ(sj,ℓ + sk,ℓ)
)n
j,k=1
is positive semidefinite where n, m ∈ N and ℜ(sj,ℓ) > 0, j = 1, . . . n, ℓ = 1, . . . ,m,.
From (
1− 21−s)Γ(s+ 1)ζ(s) = ˆ ∞
0
us
eudu
(eu + 1)
2 , ℜ(s) > 0
we see that
(16)
(
m∏
ℓ=1
(
1− 21−sj,ℓ−sk,ℓ)Γ(sj,ℓ + sk,ℓ + 1)ζ(sj,ℓ + sk,ℓ)
)n
j,k=1
is positive semidefinite where ℜ(sj,ℓ) > 0, j = 1, . . . n, ℓ = 1, . . . ,m, n,m ∈ N.
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Because
π(s)pζ(p+ s)
sinπs
=
ˆ ∞
0
(
(−1)p−1ψ(p) (1 + x)
) dx
xs
, ℜ(s) ∈ (0, 1), p ∈ N,
where
(−1)p−1ψ(p) (1 + x)
p!
=
∞∑
n=1
1
(x+ n)p+1
is positive on (0,∞). Hence the matrix
(17)
(
m∏
ℓ=1
(sj,ℓ + sk,ℓ)pℓζ(pℓ + sj,ℓ + sk,ℓ)
sinπ(sj,ℓ + sk,ℓ)
)n
j,k=1
,
is positive semidefinite where n, m, p ∈ N and 0 < ℜ(sj,ℓ) < 12 , pℓ ∈ N, j =
1, . . . , n, ℓ = 1, . . . , m.
The Riemann Xi function
Ξ(z) = − (1 + 4z
2)
8π(1+2iz)/4
Γ
(
1 + 2iz
4
)
ζ
(
1 + 2iz
2
)
is an even entire function of genus 1. It satisfies
Ξ(z) =
ˆ ∞
−∞
e−itzφ(t)dt.
Thus the matrix
(18)
(
m∏
ℓ=1
Ξ (zj,ℓ − zk,ℓ)
)n
j,k=1
is positive semidefinite where n, m ∈ N and zj,ℓ ∈ C, j = 1, . . . , n, ℓ = 1, . . . , m.
The Hurwitz zeta function ζ(s, a) is defined as the analytic continuation of
ζ(s, a) =
∞∑
n=0
1
(n+ a)s
, ℜ(s) > 1, −a /∈ N0.
For ℜ(s) > 0, a > 0 and m, n ∈ N, from(
1
as
+
1
(1 + a)s
+
(1 + a)1−s
s− 1 − ζ(s, a)
)
= s
ˆ ∞
1
{x}dx
(x+ a)s+1
,
we see that
(19)(
m∏
ℓ=1
(
a
−sj,ℓ−sk,ℓ
ℓ + (1 + aℓ)
−sj,ℓ−sk,ℓ − ζ(sj,ℓ + sk,ℓ, aℓ)
sj,ℓ + sk,ℓ
+
(1 + aℓ)
1−sj,ℓ−sk,ℓ(sj,ℓ + sk,ℓ)
−1
(sj,ℓ + sk,ℓ − 1)
))n
j,k=1
,
is positive semidefinite for ℜ(sj,ℓ), aℓ, 1 ≤ j ≤ n, 1 ≤ ℓ ≤ m.
Since for ℜ(s) > 0 and a > 0 we have
Γ(s)
4s
(
ζ
(
s,
a+ 1
4
)
− ζ
(
s,
a+ 3
4
))
=
ˆ ∞
0
xs
dx
2xeax coshx
.
Then, the matrix
(20)(
m∏
ℓ=1
Γ (sj,ℓ + sk,ℓ)
(
ζ
(
sj,ℓ + sk,ℓ,
aℓ + 1
4
)
− ζ
(
sj,ℓ + sk,ℓ,
aℓ + 3
4
)))n
j,k=1
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is positive semidefinite for ℜ(sj,ℓ), aℓ > 0, 1 ≤ j ≤ n, 1 ≤ ℓ ≤ m.
The Lerch’s Transcendent Φ(z, s, a) is defined as the analytic continuation of
Φ(z, s, a) =
∞∑
n=0
zn
(a+ n)s
, −z /∈ N0, |z| < 1; ℜ(s) > 1, |z| = 1.
For a > 0, z < 1 and ℜ(s) > 0 it has the following integral representation,
Γ(s)Φ(z, s, a) =
ˆ ∞
0
xs
dx
xeax (1− ze−x) .
Then for m, n ∈ N, the matrix
(21)
(
m∏
ℓ=1
Γ(sj,ℓ + sk,ℓ)Φ(zℓ, sj,ℓ + sk,ℓ, aℓ)
)n
j,k=1
is positive semidefinite for ℜ(sj,ℓ), aℓ > 0, zℓ < 1, 1 ≤ j ≤ n, 1 ≤ ℓ ≤ m.
For q ∈ (0, 1) and m ∈ N, let [1, 3, 5]
(z; q)∞ =
∞∏
n=0
(1− zqn) , (z, q)n = (z; q)∞
(zqn; q)∞
, z, n ∈ C,
and
(z1, z2, . . . , zm; q)n =
m∏
j=1
(zj; q)n, zj , n ∈ C.
For α1, α2, α3, α4 > 0, a weaker form of the Askey-Wilson beta integral is
ˆ π
0
(1 − q)5(q; q)6∞
∣∣(e2iθ; q)∞∣∣2 dθ
|(qα1eiθ, qα2eiθ, qα3eiθ, qα4eiθ; q)∞|2 2π
=
(1− q)2(α1+α2+α3+α4)
∏
1≤j<k≤4
Γq(αj + αk)
Γq(α1 + α2 + α3 + α4)
.
By taking the function sequence,
uk(θ) =
1
|(qαk,1eiθ, qαk,2eiθ; q)∞|2
,
and the Schur product, we see the matrix
(22)
(
m∏
ℓ=1
Γq(αj,1,ℓ + αk,1,ℓ)Γq(αj,2,ℓ + αk,2,ℓ)
Γq(αj,1,ℓ + αj,2,ℓ + αk,1,ℓ + αk,2,ℓ)
)n
j,k=1
is positive semidefinite for
m, n ∈ N, αk,1,ℓ, αk,2,ℓ > 0, 1 ≤ k ≤ n, 1 ≤ ℓ ≤ m.
For r, s ∈ N0, 0 < q < 1, and a1, . . . , ar, b1, . . . , bs ∈ C, let
rA
(α)
s (a1, . . . , ar; b1, . . . , bs; q; z) = rφs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣∣q, z
)
=
∞∑
n=0
(a1, . . . , ar; q)n
(b1, . . . , bs; q)n
qαn
2
zn.
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Then it is clear that for 0 < q < 1 and s+ 1 ≥ r we have
rA
((s+1−r)/2)
s
(
a1, . . . ar; q, b1, . . . , bs ; q; (−1/√q)s+1−rz
)
= rφs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣∣q, z
)
,
where the basic hypergeometric series rφs is defined by [1, 3, 5]
rφs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣∣q, z
)
=
∞∑
n=0
(a1, . . . , ar; q)n
(q, b1, . . . , bs; q)n
(
−q(n−1)/2
)n(s+1−r)
zn.
For n, m ∈ N and 0 < qℓ < 1, 1 ≤ ℓ ≤ m, we assume that zj,ℓ ∈ C, 1 ≤ j ≤ n
when αℓ > 0, and when αℓ = 0, we restrict zj,ℓ, 1 ≤ j ≤ n inside an open disk with
certain radius less than 1 to ensure the associated series converges. Furthermore,
we also assume that
(a1,ℓ, . . . , arℓ,ℓ; qℓ)n
(b1,ℓ, . . . , bsℓ,ℓ; qℓ)n
≥ 0, n ∈ N0.
then the matrix
(23)
(
m∏
ℓ=1
rℓA
(αℓ)
sℓ
(
a1,ℓ, . . . , arℓ,ℓ
b1,ℓ, . . . , bsℓ,ℓ
∣∣∣∣qℓ, zj,ℓzk,ℓ
))n
j,k=1
are positive semidefinite.
For [3]
q = e2πiσ, p = e2πiτ , ℑ(σ), ℑ(τ) > 0,
let
θ(x; p) = (x, p/x; p)∞, θ(x1, . . . , xm; p) =
m∏
k=1
θ(xk; p), m ∈ N,
(a; q, p)n =


∏n−1
k=0 θ(aq
k; p), n ∈ N,
1 n = 0
1/
∏−n−1
k=0 θ(aq
n+k; p), −n ∈ N
and
(a1, a2, . . . , am; q, p)n =
m∏
k=1
(ak; q, p)n, m ∈ N.
For r, s ∈ N0 , the modular series rEs and rGs are defined by [3]
rEs (a1, . . . , ar; b1, . . . , bs; q, p; A, z)
= rEs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣∣q, p; A, z
)
=
∞∑
n=0
(a1, a2, . . . , ar; q, p)n
(q, b1, . . . , as; q, p)n
Anz
n
and
rGs (c1, . . . , cr; d1, . . . , ds; q, p; B, z)
= rGs
(
c1, . . . , cr
d1, . . . , ds
∣∣∣∣q, p; B, z
)
=
∞∑
n=−∞
(c1, . . . , cr; q, p)n
(d1, . . . , ds; q, p)n
Bnz
n,
where the sequencesAn and Bn are so-chosen to guarantee the above series converge
in their appropriate domains.
Given m ∈ N, 1 ≤ ℓ ≤ m we let
rℓ, sℓ ∈ N0, qℓ = e−2πσℓ , pℓ = e−2πτℓ , σℓ, τℓ > 0,
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and a1,ℓ, . . . , arℓ,ℓ; b1,ℓ, . . . , bsℓ,ℓ; c1,ℓ, . . . , crℓ,ℓ; d1,ℓ, . . . , dsℓ,ℓ and sequences {An,ℓ}∞n=0
and {Bn,ℓ}∞n=0 to ensure that
(a1,ℓ, . . . , arℓ,ℓ; qℓ, pℓ)n
(qℓ, b1,ℓ, . . . , asℓ,ℓ; qℓ, pℓ)n
An,ℓ ≥ 0, n ∈ N0,
(c1,ℓ, . . . , crℓ,ℓ; qℓ, pℓ)n
(d1,ℓ, . . . , dsℓ,ℓ; qℓ, pℓ)n
Bn,ℓ ≥ 0, n ∈ Z
and the series rℓEsℓ rℓGsℓ are convergent on some symmetric open subsets Sℓ ⊂ C
and Tℓ ⊂ C with respect to the complex conjugation, then the matrices
(24)
(
m∏
ℓ=1
rℓEsℓ
(
a1,ℓ, . . . , arℓ,ℓ
b1,ℓ, . . . , bsℓ,ℓ
∣∣∣∣qℓ, pℓ; Aℓ, zj,ℓzk,ℓ
))n
j,k=1
and
(25)
(
m∏
ℓ=1
rℓGsℓ
(
c1,ℓ, . . . , crℓ,ℓ
d1,ℓ, . . . , dsℓ,ℓ
∣∣∣∣qℓ, pℓ; Bℓ, wj,ℓwk,ℓ
))n
j,k=1
are positive semidefinite where zj,ℓ ∈ Sℓ, 1 ≤ j ≤ n, 1 ≤ ℓ ≤ m and wj,ℓ ∈ Tℓ, 1 ≤
j ≤ n, 1 ≤ ℓ ≤ m.
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