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Abstract
We analyze the zero point energy of composite particles in a medium of relativistic fermions.
The fermion n(> 0)-point functions in vacuum are made finite either by some renormalization
procedures or physically motivated cutoffs. The poles of composite particles are generated by the
resummation of Feynman graphs, and are characterized by the masses and total momenta. For
the equation of state, the contribution from each composite particle results in the UV divergences
associated with the integration of its total momentum. Subtracting the vacuum energy can only
reduce the divergence from quartic to quadratic orders, and the latter strongly depends on the
fermion bases used for the propagators. We argue that, whether or not the theories are renormal-
izable, the consistent use of fermion bases for composite particles and their constituents can cancel
the quadratic and logarithmic divergences, provided that the self-energies approach sufficiently fast
to the vacuum counterpart. This observation allows us to eliminate some dangerous contributions
artificially generated in the gaussian pair-fluctuation theories for the composites.
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I. INTRODUCTION
Strongly correlated systems of fermions typically develop composite objects or collective
modes [1–3]. The examples include fermion pairs in superfluidity [4], composite fermions in
quantum hall systems [5], hadrons in quantum chromodynamics (QCD), and many others.
Those states often play dominant roles in transport phenomena or in thermal equations of
state, especially when fermions as constituents have the excitation energies larger than the
composites.
In principle the composites can also contribute to the zero point energy, i.e., the vacuum
energy of a system or equations of state at zero temperature through their quantum fluc-
tuations. The consideration for these contributions may be potentially important for, e.g.,
QCD equations of state at high baryon density where the relevant degrees of freedom change
from hadrons to quarks [6–10]. This paper will address problems on the in-medium zero
point energy of composite particles. The UV divergences appear if the interplay between
the composites and their constituents is not properly taken into account.
The discussions were originally motivated for the applications to QCD equations of state
at finite baryon density [7–12]. But we consider the problems in more general way, includ-
ing not only renormalizable theories but also non-renormalizable ones. Once the vacuum
quantities are made finite, then the in-medium zero-point energies of the composites can be
calculated without adding new cutoffs that would spoil the predictive power.
The UV divergences we focus on are associated with the summation of states for composite
objects. Composite particles have the total momenta which must be integrated. Such
integration may be harmless if the composite particle dissociates at some momentum which
provides a cutoff on the integral. But in general there are states whose energy spectra
survive to high energy and behave as Ecomp(p) ∼
√
m2comp + k
2 (mcomp: the energy in the
rest frame; k: spatial momentum). The number of their states grows as ∼ |k|3; in this
case the zero point energy is ∼ ∫ d3kEcomp(k) = aΛ4UV + bm2compΛ2UV + cm4comp ln ΛUV + · · · ,
where ΛUV is some UV scale much bigger than the natural scale of the theory. The first
term is saturated by the physics at high energy and hence is universal, so can be eliminated
by the vacuum subtraction. This is not the case for the second and the third terms which
arise from the coupling between hard and soft dynamics, and hence are not universal; in
particular the soft part can be easily affected by the environment. If this were the case, the
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large coefficients ∼ O(ΛUV) of IR quantities would put strong impacts on the IR dynamics,
such as the formation of condensates, etc.
Another problem is that, going from zero to high fermion density, not all composite
states keep the one-to-one correspondence to their vacuum counterparts. This mismatch
likely leaves divergences in equations of state which would not be cancelled by the vacuum
subtraction. The related question is how much excited states, including the continuum,
should be taken into account. To discuss these issues, some integral representations should
be used to include all states in a given channel [13–15].
We will conclude that, to handle the UV divergences, it is most essential to take into
account the interplay between the composites and their constituents. In short, they transfer
the UV divergences one another when the fermion bases are deformed in a non-perturbative
way. As a consequence, graph by graph cancellations by the vacuum subtraction do not take
place; only the sum cancels.
To set up the baseline of our arguments, we will often refer to the gaussian pair-fluctuation
theory in which the fermion pair fluctuations are added on top of mean field results. For
non-relativistic fermions, this theory has been successful descriptions in the context of the
BEC-BCS crossover [16–18]. On the other hand, these theories have inconsistency in the
treatments of the single-particle and of composite particles, and, in the case of relativistic
fermions [19, 20], it leads to the UV divergences which must be cutoff by hand. It is rather
easy to see the existence of the inconsistency, but the less obvious is that it can be the source
of the UV divergences.
This paper is organized as follows. Sec.II is devoted to further illustration of the UV prob-
lem. We consider fermion pairs as the simplest composites and discuss their contributions
to equations of state. In Sec.III we discuss the “single particle” contribution with the self-
energy and its UV divergent contribution to the equation of state. In Sec.IV the interplay
between single particle’s and composite’s contributions is discussed within the two-particle
irreducible (2PI)-formalism. Sec V is devoted to summary. We use the notation
∫
x
=
∫
d4x,∫
p
=
∫
d4p
(2pi)4
,
∫
p
=
∫
d3p
(2pi)3
, and TrN [· · · ] =
(
ΠNn=1
∫
pn
)
trD[· · · ] where trD are trace over the
Dirac indices. The momenta p˜µ = (p0 − iµ, pj) will be also used.
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FIG. 1: The pair fluctuation diagrams that generate quadratic divergences. The counter terms, whose
values are fixed in the vacuum calculations, are also shown.
II. THE PAIR FLUCTUATIONS
As the simplest example, we consider the fermion pair-fluctuation contributions to equa-
tions of state. The resummation of 2-body graphs generates bound states, resonance poles,
and continuum. The popular approach is the gaussian pair-fluctuation theory in which the
contributions from the 2-particle correlated contributions are simply added to the mean field
equations of state. In this section we examine how the UV divergence appears in equations
of state in theories of relativistic fermions.
We start with a free streaming 2-quasiparticle propagator,
G0αα′;ββ′(p; k) = Sαα′(p+)Sββ′(p−) , p± = p±
k
2
, (1)
where k is the total momentum of the two particle which is conserved, while p is the relative
momentum. The self-energy corrections are included into the definition of S. We write the
2-body interaction as V , then the resummed 2-fermion propagator is given in a symbolic
form as
G = G0 + G0VG0 + · · · = G0
1− VG0 , (2)
where the summation over internal momenta and other quantum numbers is implicit. The
poles are found by searching for the values of kµ = (E(k),k) such that 1− VG0 = 0.
We assume that G and V in vacuum are made finite by some renormalization procedures
or by introduction of physical cutoffs. For theories like QCD or QED, the 4-fermion functions
are UV finite as far as we use the renormalized fermion propagators and vertices. For theories
with contact interactions the 4-fermion functions are UV divergent and must be made finite
by physically motivated cutoffs [21]. In this paper we call the cutoffs used to regulate the
vacuum n(> 0)-point functions “physical cutoff”, and distinguish it from ΛUV which show
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FIG. 2: The difference between the medium and vacuum self-energy from the 2-particle correlations.
Very large momenta, p+, k →∞, flows into the graph, except a fermion line with momentum p− which is
finite. (The counter terms to renormalize the vacuum self-energy part is not explicitly shown.)
up only when we close all the lines of n-point functions.
In the expression for equations of state, this 2-fermion propagator appears inside of the
logarithm; drawing the corresponding closed diagrams (Fig.1, left), we must attach the
symmetry factor 1/(2n) and sum them up,
Φring2 [S] =
∑
n=1
1
2n
Tr2 [(VG0)n] = − 1
2
Tr2 [Ln (1− VG0)] = 1
2
Tr2Ln (G/G0)−1 , (3)
where we wrote the energy density as a functional of S for the later purpose. The expression
includes bound states, resonances, and the continuum in the 2-body channel.
The form of Ln(G/G0) reflects the fact that uncorrelated product of fermion lines in G
must be subtracted to avoid the double counting (linked-cluster theorem). It should be also
clear that the term Ln(G/G0) approaches zero at large energy, since the kinetic energy is
much larger than the potential energy and hence G → G0. Meanwhile, even though this
cancels the leading UV contributions, we expect Ln(G/G0) ∼ 1/k2 that may produce the
quadratic and logarithmic divergences after integrating the momentum k.
We have not yet introduced a counter term or a vacuum subtraction procedure for the
zero point function, so we set our reference energy density to the vacuum one, Φring2 [Svac],
evaluated for some propagator Svac at µ = 0. Then the renormalized energy density is
Φring2R [S] = Φ
ring
2 [S]− Φring2 [Svac] . (4)
However, this vacuum subtraction in general is not enough to cancel the above-mentioned
quadratic and logarithmic divergences. The coefficients of ∼ Λ2UV and ∼ ln ΛUV terms are
sensitive to the physics in the IR, and can differ for S and Svac.
To see how these UV divergences arise, let us consider for the moment the diagram such
that the graphs except the propagator carrying momentum p− is set to Svac, see Fig.2. We
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consider the case where large momentum k flows into the two-body scattering kernel, as we
are interested in the composites at large total momenta. This contribution has the structure,
∼
∫
p−
Σ2vac(p−)
(
Smed(p−)− Svac(p−)
) ∼ −∫
p−
Σ2vacSvac
(
Σmed − Σvac
)
Svac , (5)
where the integration over p+ is hidden in the vacuum self-energy Σ2vac. At this point it is
necessary to mention the necessity to include counter terms [22, 23] (Fig.1, right),
Φcounter2 [S] = Tr1 [(δ2Z/p− δm2)S] , (6)
which cancel the divergence in Σ2vac. We note that δ2Z and δm2 are medium independent but
can couple to the medium-dependent propagators S. These counter terms renormalize the
vacuum self-energy part in the graph. Then we can focus on the medium effects coupled to
the UV finite self-energy. We count the power of momenta as Σ2vac ∼ Σvac ∼ Σmed ∼ p and
Svac ∼ p−1. It is plausible that the medium effects decouple at high momenta, so we expect
the cancellation of the leading component; then the rest behaves as Σmed − Σvac ∼ Λ2med/p
where Λmed is some IR scale in the medium. But even after this cancellation happens, the
integral over p still leads to∼ Λ2UVΛ2med. If we neglect the vector self-energies but include only
the mass self-energies as in typical mean field models, then the degree of the divergence is
reduced, but we still get ∼ Λ4med ln ΛUV. Unless we assume stronger damping for Σmed−Σvac,
we cannot avoid the UV divergences.
As we will see, the divergences associated with the product of IR and UV contributions
will be handled by taking into account the interplay between a composite state and the
constituents in it.
III. THE SINGLE PARTICLE CONTRIBUTION
In this section we look at the single particle contribution to the equations of state. We
assume that a fermion acquires the self-energy from the IR dynamics which depends on the
medium. After summing the contributions to the self-energy, the last step is to close the
fermion line and we get the single particle contribution to equations of state.
We begin with the case in which the fermion acquires the momentum independent mass
gaps, Mmed at finite µ, and Mvac at µ = 0. Using the propagators, Smed,vac = −(/˜p −
6
Mmed,vac)
−1, the contribution at µ is [24]
− Tr1LnS−1med = −2
∫
p
[ θ (Emed(p)− µ) + 1 ] Emed(p) , Emed(p) =
√
M2med + p
2 , (7)
where the particle and anti-particle contributions are included. After subtracting the vacuum
counterpart, we get
−Tr1LnS−1med + Tr1LnS−1vac = 2
∫
p
θ
(
µ−Emed(p)
)
Emed(p)− 4
∫
p
(
Emed(p)−Evac(p)
)
, (8)
where Evac(p) =
√
M2vac + p
2 . The last set of terms vanish if Mmed = Mvac, but otherwise
it leaves the quadratic divergence, ∼ −(M2med −M2vac)Λ2UV.
To improve the situation, it is tempting to consider the momentum dependence of the
gap as M →M(p), and demand that beyond some physical damping scale Λdamp the mass
function M(p) approaches to some universal value independent of the IR physics. For
instance one can think of
M2med,vac(p) ∼
 M2med,vac (|p|2 ≤ Λ2damp)m2univ + cmed,vac/p2 (|p|2 ≥ Λ2damp) , (9)
then the zero point energy is∫
p
(
Emed(p)− Evac(p)
) ∼ (M2med −M2vac)Λ2damp + (c2med − c2vac) ln ΛUV . (10)
The first term is characterized by the damping scale which is physical. If we interpret
Λdamp as the cutoff of effective models and drop cmed,vac off, the expression qualitatively
coincides with the effective model results. On the other hand, in general cmed,vac exist and
are non-universal, leaving the logarithmic UV divergence.
The situation gets even worse if we also take into account the modification of the residue
function Zmed,vac(p) which appears if the vector self-energy is nonzero. The propagators
are Smed,vac = −Zmed,vac(/˜p − Mmed,vac)−1. Assuming the damping Zmed,vac(p) ∼ Zuniv +
dmed,vac/p
2, the difference betweem TrLnS terms in the medium and vacuum leaves the
quadratic divergence ∼ (dmed − dvac) Λ2UV.
Therefore the damping of the self-energy at high momenta alone cannot be the sufficient
condition for the UV finiteness of equations of state (unless extraordinary damping takes
place in the self-energy). In order to get physical equations of state, we need to assemble
these UV divergent pieces with those from other origins.
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IV. EQUATIONS OF STATE IN THE 2PI FORMALISM
A. The structure of 2PI functional
We have seen that the quasi-particle contributions to equations of state from the com-
posites and their constituents in general have the quadratic divergences. It is tempting to
expect these divergences to cancel. Actually these terms do not directly cancel and we must
go one step further to correctly handle the double counting problem.
For this purpose we use the formalism of the two particle irreducible (2PI) action, de-
veloped by Luttinger-Ward [25], Baym-Kadanoff [26, 27], and its relativistic version by
Cornwall-Jackiw-Toumbolis [28]. Its renormalizability was first discussed in [29] and since
then seminal works have followed [30]. These works gave detailed account by explicitly
choosing some of renormalizable theories, while we discuss the structure of the medium-
induced UV divergences in more abstract fashion, so that we can emphasize the common
aspects in the renormalization programs. In particular our arguments also include the cases
for non-renormalizable models, thus can be regarded as the generalization of the previous
works.
The 2PI action I[S;µ] is a functional of a fermion propagator S,
I[S;µ] = Tr1LnS + Tr1
[
SΣ˜[S;µ]
]
+ Φ[S] , Σ˜[S;µ] = S−1 − (Sµtree)−1 , (11)
which includes a tree level propagator (in Euclidean space), Sµtree(p) = S
µ=0
tree (p˜) =
− (/˜p−m)−1, with the fermion mass m. The Tr1[SΣ˜] term plays a role to cancel the double
counted contributions. The Φ functional is the sum of 2PI graphs composed of dressed
fermion propagators. We assume that a set of counter terms have been introduced to renor-
malize the vacuum self-energies and vertices. The number of counter terms can be either
finite or infinite depending on the renormalizability of theories [31], but this aspect is not
important for our arguments. We also note that, because we write the action as a functional
just for fermion propagators, the graphs we consider are not necessarily 2PI with respect to
the propagators of other possible fields.
The variation of Φ with respect to S yields the graphs for the fermion self-energies, and
if we choose S to give the extrema, it satisfies the Schwinger-Dyson equation,
δI[S;µ]
δS(p)
= Σ˜[S;µ](p)− Σ[S](p) = 0 , Σ[S](p) = − δΦ[S]
δS(p)
. (12)
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The solution of the Schwinger-Dyson equation is written as Sµ∗ (p). If we further differentiate
Φ[S] by S, we get kernels with the 3-, 4-, and more-external legs. The equation of state at
µ is obtained as
− P (µ) = I[Sµ∗ ;µ]− I[Sµ=0∗ ;µ = 0] , (13)
where the pressure is set to zero at µ = 0.
Now several comments are in order on the structure of the functional:
(i) The expression of the 2PI functional differs from the expression of thermodynamic
potential in the gaussian pair-fluctuation theories. The latter has the structure
IGPF = IMF + Φ2[SMF] , IMF = Tr1LnSMF + Tr1
[
SMFΣ˜
[SMF;µ]
]
+ ΦMF[SMF] , (14)
where Φ2[S] is the sum of Φ
ring
2 [S] and Φ
counter
2 [S] defined in Eqs.(3) and (6). The mean
field part IMF is the 2PI functional and ΦMF includes only 2PI graphs composed of a single
fermion line. Here the solution of the Schwinger-Dyson equation in the mean-field level, SMF,
was substituted and Σ˜[SMF;µ] = −δΦMF/δS|SMF . We note that the structure of IMF has the
form of the 2PI formalism. After just adding the gaussian fluctuations Φ2[S], we lose such
correspondence by neglecting its impact on the fermion self-energy. In fact the incomplete
treatment of such contributions introduces the double counting of some contributions; they
are the origin of the UV divergences, as we will clarify shortly.
(ii) In the 2PI formalism the rernomalization of n(> 0)-point functions in vacuum does
not automatically guarantee the UV finite equations of state. The situation is different
from the 1PI effective action Γ[φ], as a functional of some field values, φ [32]. For the 1PI
functional, we consider the form
Γ[φ]− Γ[φ = 0] =
∫
x
[
a(∂φ)2 + bφ2 + cφ4 + · · · ] , (15)
where a, b, c, · · · are some constants which must be renormalized. Here a, b, c, · · · appear
in the n-point functions obtained from the functional derivative δnΓ/δφn, and they get
renormalized through the studies of these functions. With the expression (15), the UV
finiteness of a, b, c, · · · can be directly translated into the finiteness of the 1PI functional for
a given distribution of φ(x). In contrast, the 2PI functional is characterized by a variable
S(x, y); even when the coefficients of S are finite, this variable by itself can generate the
divergence in the limit of x → y. Therefore we need the discussions about the asymptotic
behaviors of S.
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B. Isolating the divergence
In the following we analyze the UV divergences in the functional. We first define
IR[S;µ] ≡ I[S;µ]− I[Sµ=0∗ ;µ = 0] , (16)
which is a functional of S at finite µ. To clarify the structure, it is convenient to distinguish
the contributions associated with the change of fermion bases and the other, since the
treatments of the UV divergences will be different for these two contributions. We decompose
IR[S;µ] =
(
I[S;µ]− I[Sµ‖ ;µ]
)
+
(
I[Sµ‖ ;µ]− I[Sµ=0∗ ;µ = 0]
)
≡ I∆S[S;µ] + I∆µ . (17)
Here the first term in the RHS, I∆S[S;µ], measures the energy gain or cost associated with
the change of bases, S → S‖ (defined below), at the same chemical potential. Clearly at
S = Sµ‖ the functional is I∆S = 0, guaranteeing the existence of S with which the functional
I∆S is UV finite. On the other hand, the second term in Eq.(17) compares the energies
at different chemical potentials but with the same fermion bases; for this purpose we have
introduced an in-medium propagator made of the bases used for the vacuum,
Sµ‖ (p) ≡ Sµ=0∗ (p→ p˜) =
[
−/˜p+m+ Σµ‖(p)
]−1
, Σµ‖(p) ≡ Σ[S
µ=0
∗ ](p→ p˜) . (18)
That is, we changed only the variable as p0 → p0 − iµ but fixed all the others in the
vacuum propagator. We emphasize that, except for the µ = 0 case, Sµ‖ in general does not
minimize I[S;µ], so is not the solution of the Schwinger-Dyson equation, i.e., Σµ‖ 6= Σ[S
µ
‖ ;µ] =
−δΦ/δS|Sµ‖ .
Below we will first give some concrete expressions to clarify the meaning of “the vacuum
fermion bases for medium computations”. After this preparation we discuss how I∆µ and
I∆S are made UV finite. We emphasize that the functional I∆S[S;µ] is UV finite only
for particular classes of S; the in-medium self-energy of S must approach to the vacuum
counterpart sufficiently fast at large momenta.
C. The self-energy
Below we make clearer the difference between Σ[S
µ
‖ ] and Σµ‖ . They differ when the fermion
self-energy graph includes fermion loops, see Fig.3. The key observation is that the shift
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FIG. 3: The self-energies Σ[S
µ
‖ ](p) and Σµ‖ (p) (the 1-fermion loop case as an illustration). In the former
all fermion lines are calculated with the propagator Sµ‖ , while in the latter all internal fermion loops are
calculated with the vacuum propagator Sµ=0∗ . For the 0-fermion loop, these two self-energies coincide.
p→ p˜ affects the propagator connected to the external leg, but does not affect the momentum
of fermion loops; in the case of Σµ‖ , the fermion propagators in fermion loops are the vacuum
one, Sµ=0∗ (= S
µ=0
‖ ), that does not depend on µ. On the other hand, in Σ
[Sµ‖ ], all propagators
are Sµ‖ with µ. So the formal structure of the difference in the self-energies can be written
as
Σ[S
µ
‖ ](p)− Σµ‖(p) =
∫
{k}
Gp[Sµ‖ ; {k}]
(
I[Sµ‖ ; {k}]− I[Sµ=0‖ ; {k}]
)
, (19)
where Gp is the fermion line connected to the external legs with momentum p, and the
function I is the diagram attached to Gp. They are connected by lines carrying a set of
momenta, {k} = (k1, k2, · · · ), which will be integrated. The difference in the self-energies is
summarized in I through the difference of fermion propagators in it. By definition it should
be clear that for the 0-fermion loop case the two self-energies coincide.
To see how I[Sµ‖ ; {k}] and I[Sµ=0‖ ; {k}] are calculated, we focus on the subdiagrams in
which there is one fermion loop and external lines with momenta q1, q2, · · · are attached,
see Fig.4. Let l be the loop momenta. Then all fermion propagators S‖ in the loop has the
µ-dependence only through the combination of l˜0 = l0 − iµ. More explicitly such a loop
contains the structure (reminder: Sµ‖ (p) = S
µ=0
∗ (p→ p˜))
F
{q}
l (iωn + µ) = −tr
[
Sµ=0∗ (l˜ + q1)Vq1−q2S
µ=0
∗ (l˜ + q2)Vq2−q3S
µ=0
∗ (l˜ + q3) · · ·
]
. (20)
in which several external lines with momenta qi=1,2,··· are attached to the fermion loop with
the vertices V . For the moment we introduce an infinitesimal temperature T and use the
Matsubara formalism with p˜→ ωn− iµ where ωn = (2n+ 1)piT [24]. Here µ is hidden in the
11
FIG. 4: The 1-fermion loop graph with many line insertions, see the expression Eq.(20). The loop
momentum is l. Using the standard technique of the analytic continuation one can isolate the vacuum
piece and the medium dependent piece, as shown in Eq.(21). The box in the last diagram specifies where
we pick up the pole.
variable l˜0, so the integral over l0, after taking T → 0, leads to (C is the contour surrounding
the poles of (el0−µT + 1)−1)
T
∑
n
∫
l
F
{q}
l (iωn+µ) =
∫
l
∫
C
dl0
2pii
F
{q}
l (l0)
e
l0−µ
T + 1
→
∑
i
∫
l
[1 + θ (µ− El+qi)] F˜ {q}l (El+qi) , (21)
where El+qi is the pole of the propagator in the i-th segment, and F˜
{q}
l is the result after
taking the residue at l0 = El+qi . The quantities El+qi and F˜
{q}
l are evaluated in vacuum,
and do not depend on µ. Hence the functions F
{q}
l evaluated for S
µ
‖ and S
µ=0
‖ differ by
lim
T→0
T
∑
n
∫
l
(
F
{q}
l (iωn + µ)− F {q}l (iωn)
)
=
∑
i
∫
l
θ (µ− El+qi) F˜ {q}l (El+qi) , (22)
where the UV divergent contributions were exactly cancelled, as we are using the same bases.
For the later purpose we study how the medium dependent part of the function F
{q}
l
behaves for the external momenta {q} going to infinity. In Eq.(22), l is loop momentum so
one can freely shift it. We rewrite the expression into∑
i
∫
l
θ (µ− El) F˜ {q}l−qi(El) . (23)
Now, we take all momenta in {q} to be infinity. Since the size of |l| is bound by µ, so
|l|  |q|, and we can do the expansion by powers of |l|/|q|. Then the leading contribution
in Eq.(23) is ∑
i
F˜ {q}qi (0)
∫
l
θ (µ− El) + · · · ∼
∑
i
F˜ {q}qi (0)
(
µ2 −M2)3/2 , (24)
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FIG. 5: The next-to-worst UV contribution with 1-medium insertion (the 1-fermion loop case as an
illustration). The vacuum-medium piece is UV finite, as we can regard the graph originated from the
contraction between θ-function and the vacuum 4-point function which can be renormalized by the vacuum
counter terms.
where we have assumed the form El =
√
l2 +M2 for the concreteness (although this specific
form is not essential). The expression has the factor of the mass dimension 3, meaning that
the power of momenta made of {q} should be reduced by 3.
This observation tells us how Σ[S
µ
‖ ](p)−Σµ‖(p) behaves at large p. Provided that Σ[S
µ
‖ ](p) ∼
Σµ‖(p) ∼ p, we get the reduction of powers by 3, hence
Σ[S
µ
‖ ](p)− Σµ‖(p) ∼
(
µ2 −M2)3/2 p−2 . (25)
This asymptotic behavior will play an important role later for the discussion of the UV
finiteness of I∆S.
Finally we briefly comment on that Σ[S
µ
‖ ](p) is by itself UV finite if we prepare the
vacuum counter terms. To see this we consdier the self-energy graphs with many fermion
loops. In each loop we separate the vacuum and medium pieces as in Fig.4. Then the
worst UV divergence arises from the product of the vacuum piece from each loop. But
they can be made UV finite by combining it with the vacuum counter terms. The next-
to-worst divergence appears when 1-fermion loop includes the medium piece but the other
fermion loops are all made of the vacuum pieces (Fig.5 for a 1-fermion loop graph). But
the graphs of this kind are UV finite if the vacuum 4-point functions for fermions are UV
finite; in the graph being discussed essentially corresponds to the case where two legs of
the vacuum 4-point functions are contracted (one can write Sµ‖ = S
µ=0
‖ + (S
µ
‖ − Sµ=0‖ ) and
pick up the vacuum part for the external fermion line for the UV contribution). But for
such contraction we integrate the momentum only for the limited phase space bound by µ,
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FIG. 6: An example of the Φ-functional with 2-fermion loops. In each loop we decomposed the vacuum
and medium dependent parts, and then considered the product. The vacuum-vacuum product has the UV
divergence that can be subtracted off. The 1-medium insertion graphs are UV finite, as we can regard the
graph originated from the contraction between θ-function and the renormalized vacuum 2-point
self-energy. The same logic is applied for higher orders of medium insertions.
thus does not produce any UV divergence. Using the same logic to higher order of medium
fermion loops, we conclude that Σ[S
µ
‖ ](p) is UV finite if the vacuum fermion n-point functions
(n > 0) are all UV finite.
We note that the present argument does not ask whether the theory is renormalizable or
not. As far as all vacuum functions are made UV finite in some way, then the UV finiteness
of the in-medium self-energies automatically follows.
D. The UV finiteness of I∆µ
Now we consider I∆µ. With naive power counting, one might expect the presence of
terms like ∼ µ2Λ2UV or ∼ µ4 ln ΛUV. They completely cancel, however, when we use the
same fermion bases for the vacuum and medium. This is what happens in perturbation
theories and has been discussed in the standard textbook [24]. For the later purpose we
briefly review this cancellation in somewhat abstract fashion, looking at general graphs
which may include infinite number of loops.
The discussion goes in the very similar way as one given for the self-energy, see Fig.6.
The potentially worst UV divergence would appear if we pick up the vacuum contributions
from all fermion loops, but it is the vacuum quantity and can be cancelled by the vacuum
subtraction. The next-to-worst divergence appears if we pick up only one medium piece
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but choose the vacuum pieces for all the rest of fermion loops. But such diagrams can
be regarded as vacuum fermion 2-point functions contracted with the medium piece. The
vacuum 2-point function is UV finite, and its contraction of the external fermion legs with
the medium dependent piece, bound by µ, does not yield any additional UV divergence.
Thus the 2PI graphs with one medium piece are UV finite. The graphs with more medium
pieces can be discussed in the same way. With this we conclude I∆µ is UV finite.
E. The UV finiteness of I∆S and constraints on the fermion bases
We have already seen that the 2PI functional in medium is finite if we keep using the same
fermion bases as in the vacuum. But the medium effects often require the modification of
fermion bases, typically in a non-perturbative manner. The purpose here is to examine that
to what extent we can change the fermion bases without encountering the UV problems.
For these reasons we analyze the UV structure of the functional I∆S (defined in Eq.(17))
and the condition required for S. We classify the strength of the UV contribution by choosing
the expansion parameter as (reminder: Σ˜[S;µ] = S−1 − (Sµtree)−1)
S−1(p)− S−1‖ (p) = Σ˜[S;µ](p)− Σµ‖(p) ≡ ∆Σ[S;µ](p) . (26)
This measures the difference between S and S‖. We count Σ˜[S;µ] ∼ Σµ‖ ∼ p. For the physical
solution of S, we expect that at large p the IR effects decouple; if this is the case ∆Σ → 0
as p→∞. The question is how fast this damping is. To characterize the damping, we write
∆Σ ∼ p˜−1+γ . (27)
(We will not write the possible logarithmic term explicitly; it does not affect our conclusions.)
Here we consider the power of p˜, not p, because the counting based on the latter involves the
expansion of µ/p which is not helpful. We characterize S by this damping. The candidates
for S are classified by the value of γ:
(a) The γ = 0 case will be called ‘canonical’ and we regard it as our baseline; powers are
reduced from ∼ p˜ by ∼ p˜2 after taking the difference between the self-energies.
(b) The γ = −1 case happens when we omit the vector self-energies and include only
mass self-energies; powers are reduced from ∼ p˜0 by ∼ p˜2 after taking the difference between
the self-energies.
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(c) The γ = 1 case happens if we include only mass self-energies as in (b) but assume that
the medium-induced constant shift of the self-energies, e.g., ∆Σ ∼ ∆M = const, survives to
large momenta.
(d) The γ = 2 case happens if the medium-induced shift in the residue function survives
to large momenta and couples to the /p-component, e.g., ∆Σ ∼ ∆Z/p, with ∆Z = const.
(e) The case γ > 2 is regarded unlikely, so this case will be excluded from our considera-
tions, unless otherwise stated.
Let us begin our analyses with the single particle contribution TrLnS. Its expansion
starts from the linear order,
Tr1LnS − Tr1LnSµ‖ = −Tr1Ln
(
1 + Sµ‖∆Σ
)
=
∑
n=1
(−1)n
n
Tr1
[(
Sµ‖∆Σ
)n]
. (28)
In our counting, the n = 1 term is the order of ∼ Λ2+γUV that corresponds to the terms
producing the quadratic divergences in Sec.III. The n = 2 term is the order of ∼ Λ2γUV
(∼ ln ΛUV for γ = 0), and the n = 3 terms are ∼ Λ−2+3γUV , and so on. (Clearly this expansion
is useless for γ ≥ 2.) Meanwhile the Tr1[SΣ˜] terms in the 2PI action yield
Tr1
[
SΣ˜[S]
]
− Tr1
[
Sµ‖ Σ˜
[S‖]
]
= Tr1
[
Sµ‖∆Σ
]
+ Tr1
[(
S − Sµ‖
)
Σ˜[S]
]
, (29)
where we used Σ˜[S‖] = Σ‖. In our counting S−Sµ‖ ' −Sµ‖ (∆Σ)Sµ‖ ∼ p−3+γ. Here we observe
that the first term in the RHS cancel the n = 1 term in the Tr1LnS terms, i.e., the strongest
UV term in the single particle contribution. On the other hand the second term in the RHS
is the order of Λ2+γUV . This piece can be cancelled by terms from the Φ-functional,
Φ[S]− Φ[Sµ‖ ] = −Tr1
[
Σ[S
µ
‖ ]
(
S − Sµ‖
)]
+
∑
n=2
1
n!
Trn
[
δnΦ
δSn
∣∣∣∣
S=Sµ‖
(
S − Sµ‖
)n]
, (30)
where we expand Φ[S] around Sµ‖ . The meaning of the second trace is that we replace the
n-propagators in the Φ-functional by S−Sµ‖ , and then set the rest of propagators to Sµ‖ . As
shown in Fig.7, this is purely an algebraic operation: we can write S = (S − Sµ‖ ) + Sµ‖ and
draw all possible diagrams made of S − Sµ‖ and Sµ‖ .
We note that, because Sµ‖ is made of the same fermion bases as the vacuum ones, we can
isolate the UV finite, µ-dependent pieces of n-point vertex functions as
δnΦ
δSn
∣∣∣∣
S=Sµ‖
=
δnΦ
δSn
∣∣∣∣
S=Sµ=0‖ =S
µ=0
∗
+ ffinite(µ) , (31)
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FIG. 7: An example for the expansion of Φ[S] around S = Sµ‖ . Shown is the Fock term.
where ffinite(µ) is a function of µ such that ffinite(0) = 0. Here are two remarks concerning
with δnΦ/δSn. First, its UV finiteness follows from the fact that Sµ‖ and S
µ=0
‖ are using
the same fermion bases; the n = 0 case was treated in the last subsection and for n > 0
the situation is even simpler. Second, taking derivative with respect to S, at each time the
integration over loop momentum disappears while the S in the denominator adds one power
of momentum, so the power is reduced by ∼ p4−1 = p3.
Assembling the above-mentioned three pieces of contributions to I∆S, we find
I∆S[S;µ] =
∑
n=2
(−1)n
n
Tr1
[(
Sµ‖∆Σ
)n]
+ Tr1
[(
S − Sµ‖
)(
Σ˜[S;µ] − Σ[Sµ‖ ]
)]
+
∑
n=2
1
n!
Trn
[
δnΦ
δSn
∣∣∣∣
S=Sµ‖
(
S − Sµ‖
)n]
. (32)
The replacement of S with S − Sµ‖ changes the power from p−1 to ∼ p−3+γ, so the terms in
the last sum of the RHS is ∼ Λ4−n(2−γ)UV and for γ < 2 the divergence is at most ∼ Λ2γUV.
We note that the worst divergences, ∼ Λ2+γUV , have been cancelled. Indeed the powers of
∆Σ start from the quadratic order, ∼ (∆Σ)2, in which the powers are reduced by p4−2γ. In
the context of the quadratic divergences discussed in Sec.II and III (which were discussed
with the assumption of γ = 0), we add them, and from them subtract the double counted
contributions to cancel the worst divergence. It is essential to keep track all the effects
associated with the change of fermion bases. Now the leading divergence is weaker than
naive expectations, and is the the order of ∼ Λ2γUV which becomes ∼ ln ΛUV at γ = 0.
We can proceed further. From now on we focus on our canonical case, γ ' 0, and examine
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the logarithmic divergence. It comes from
I∆S[S;µ] ' − 1
2
Tr1
[(
S − Sµ‖
)(
Σ˜[S;µ] − Σµ‖
)]
+ Tr1
[(
S − Sµ‖
)(
Σ˜[S;µ] − Σ[Sµ‖ ]
)]
− 1
2
Tr2
[
δΣ
δS
∣∣∣∣
S=Sµ‖
(
S − Sµ‖
)2]
. (33)
where we used Sµ‖ (∆Σ)S
µ
‖ ' −(S − Sµ‖ ), ∆Σ[S] = Σ˜[S] − Σµ‖ , and δ2Φ/δS2 = −δΣ/δS.
So far we have not used specific properties of S except its asymptotic behaviors. Now
we substitute the solution of the Schwinger-Dyson equation, Sµ∗ , in place of S. Then, by
definition Σ˜[S
µ
∗ ] = Σ[S
µ
∗ ], and we obtain
I∆S[S
µ
∗ ;µ] ' −
1
2
Tr1
[(
Sµ∗ − Sµ‖
)(
Σ[S
µ
∗ ] − Σµ‖
)]
+ Tr1
[(
Sµ∗ − Sµ‖
)(
Σ[S
µ
∗ ] − Σ[Sµ‖ ]
)]
− 1
2
Tr2
[
δΣ
δS
∣∣∣∣
S=Sµ‖
(
Sµ∗ − Sµ‖
)n]
. (34)
Finally we expand
Σ[S
µ
∗ ] = Σ[S
µ
‖ ] +
δΣ
δS
∣∣∣∣
S=Sµ‖
(
Sµ∗ − Sµ‖
)
+ · · · (35)
with which we end up with
I∆S[S
µ
∗ ;µ] = −
1
2
Tr1
[(
Sµ∗ − Sµ‖
)(
Σ[S
µ
‖ ] − Σµ‖
)]
+O(S∗ − S‖)3 . (36)
The last term yields ∼ Λ−2+3γUV and will be neglected. We could not find a way to further
simplify the expression, so at this point we stop transforming it, and then look into more
details of the first term, especially the difference between Σ[S
µ
‖ ] and Σµ‖ .
Apparently the first term would look ∼ ln ΛUV in our counting for γ = 0. But as we saw
in Eq.(25), the difference Σ[S
µ
‖ ] − Σµ‖ is ∼ p−2, not p−1+γ. Recalling Sµ∗ − Sµ‖ ∼ p−3+γ, we
conclude
I∆S[S
µ
∗ ;µ] ∼ Λ−1+γUV . (γ ' 0) (37)
Therefore for the class of Sµ∗ sufficiently close to our canonical case with γ ' 0, the functional
I∆S[S
µ
∗ ;µ] is UV finite.
V. SUMMARY
We have investigated the UV divergences in the zero-point energy of composite particles
that are associated with the change of fermion bases. We use the 2PI functional to keep track
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all the impacts due to the change of bases, and show that the UV divergences all cancel,
provided that the in-medium fermion propagator at high energy approaches sufficiently fast
to the vacuum counterpart.
While we started with the examples of 2-particle correlation, in the discussion of 2PI
functional we did not refer to the specific form of the Φ-functional, so the discussion can
accommodate also the 3-, 4-, and infinite particle correlations.
In phenomenology, the present discussions may be important for the QCD equation of
state at high baryon density where baryons merge exhibiting quark degrees of freedom.
The relevant effective degrees of freedom change, and there must be a framework which
simultaneously treat baryons and quarks while avoid the double counting. The 2PI formalism
allows us such computation and cancels the apparent UV divergences which are expected
from naive quasi-particle pictures.
We emphasize again that the discussions in this paper did not rely on the renormaliz-
ability of theories. As far as the vacuum n-point functions are set UV finite, and the self-
energies approach to the vacuum counterpart sufficiently fast as ∆Σ = Σ[S
µ
∗ ]−Σ[Sµ=0∗ ] ∼ p−1
at high energy, then the resulting in-medium zero-point energy is UV finite. Thus non-
renormalizable models, whose parameters are tuned to reproduce the vacuum physics, have
the predictive powers for the in-medium zero-point energy of the system. We hope this
observation to have some utilities for the effective theory computations for equations of
state.
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