Searching for solutions to constraint satisfaction problems (CSPs) is NP-hard in general. Heuristics for variable and value ordering have proven useful in guiding the search towards more fruitful areas of the search space and hence reducing the amount of time spent searching for solutions. Static ordering methods impart an ordering in advance of the search and dynamic ordering methods use information about the state of the search to order values or variables during the search. A wellknown static value ordering heuristic guides the search by ordering values based on an estimate of the number of solutions to the problem. This paper compares the performance of several such heuristics and shows that they do not give a significant improvement to a random ordering for hard CSPs. We give a dynamic ordering heuristic which decomposes the CSP into spanning trees and uses Bayesian networks to compute probabilistic approximations based on the current search state. Our empirical results show that this dynamic value ordering heuristic is an improvement for sparsely constrained CSPs and detects insoluble problem instances with fewer backtracks in many cases. However, as the problem density increases, our results show that the dynamic method and static methods do not significantly improve search performance.
Introduction
Constructive search algorithms such as backtracking [5] , maintain a set of assigned variables which are a partial solution satisfying all of the constraints. At each iteration, a variable which is not currently assigned is chosen and a value from its domain assigned. If no values in the domain are consistent with the partial assignment, the previous assignment is redone. The algorithm proceeds in this manner until a solution is found or all possible assignments have been visited unsuccessfully. In general searching for solutions to CSPs in NP-hard, so it is of great interest to explore heuristics that guide the search towards areas of the search space that are likely to contain solutions. Such guides can be incorporated into a backtracking algorithm by advising on the next variable to instantiate or by ordering the values in a variable's domain. The order in which the variables and their values are considered can be decided prior to searching (static ordering) or during the search (dynamic ordering). This paper examines the utility of both static and dynamic value-ordering heuristics in search.
Estimates of the number of solutions to a CSP, originally introduced in [6] , can be used as value-ordering heuristics by advising on the next move in the search. The idea of using an estimate of the number solutions in the subtree rooted at a particular instantiation was later applied as a static value-ordering heuristic by Dechter and Pearl [2] . Their estimation method reduces the complexity of a CSP by removing constraints until a spanning tree remains and values are then ordered according to the estimated number of solutions. Meisels et al. [7] describe another method, based on probabilistic updating in Bayesian networks, which was shown to be more accurate on average than the spanning tree method. Their estimates were used to derive global solution probabilities for each variable-value instantiation. Each variable's domain is ordered based on an approximation to the probability that the instantiation is part of a global solution.
We introduce a new static value-ordering heuristic, called the Multiple Spanning Tree method (MST), which approximates the probability that a CSP is satisfiable. The multiple spanning tree method preserves the constraints in the network by reducing the complete CSP to a disjoint set of decomposed subproblems. We then show how it can be extended by incorporating Bayesian networks to give a dynamic value-ordering heuristic.
The remainder of this paper is organized as follows: Section 2 gives a description of existing probabilistic static value-ordering methods. The first, called the Single Spanning Tree method (SST), is based on a decomposition of the CSP into a representative spanning tree. The second method is the Uniform Propagation method which is an improvement on SST and gives more accurate approximations on average. In Section 3 we introduce the multiple spanning tree method (MST) which is an extension to Dechter and Pearl's SST method. However, instead of maintaining a single spanning tree from the original CSP, our method preserves the complete CSP in the form of a disjoint set of spanning trees. The MST method can be used to order values in advance of the search (static MST) and we describe a dynamic value-ordering heuristic (dynamic MST) which combines the multiple spanning tree method with Bayesian networks to approximate solution probabilities for branching choices based on the current configuration of the search. Section 4 compares the search performance of three static valueordering heuristics and our dynamic one. We compare the methods on problems with varying degrees of difficulty and measure their performance in terms of the number of consistency checks in search. Our empirical results show that the static value-ordering methods are of marginal utility as they tend to perform as poorly as a random ordering as problem hardness increases. The dynamic ordering detects insoluble problems with fewer backtracks and gives an improvement on hard CSPs that are sparsely constrained but the performance degrades as problems become more dense.
Previous Work
A binary CSP is defined by a set of n variables fX 1 ; :::; X n g each having a domain D i of m possible values fv 1 ; : : : ; v m g. C is a set of binary constraints between variables where each constraint is denoted as a set C jk of consistent value pairs for constrained variables X j and X k respectively. A CSP is satisfiable if there exists a set of values fv 1 ; : : : ; v n g corresponding to variables fX 1 ; : : : ; X n g such that v j ; v k 2 C jk for all constrained variables X j ; X k . The number of solutions to a CSP consists of the total number of such unique value sets.
Dechter and Pearl [2] introduce a single spanning tree approximation heuristics (SST) which estimates the number of solutions toa CSP and use it as an advising technique for value ordering. Their method relaxes the constraint network of the CSP by extracting a spanning tree of the tightest constraints and computes the exact number of solutions for the spanning tree as an estimate of the total number of solutions to the complete CSP. The algorithm orders values for a variable X j by considering the subproblem rooted at X j (denoted G). Each arc in G is assigned a weight representing the number of compatible value pairs for that binary constraint. The constraints are then relaxed to form a maximum-weighted spanning tree which is used as an approximation to G. Once the spanning tree has been established, the algorithm computes the number of solutions for each of the possible value assignments for the current variable. An estimate of the number of solutions with variable X j (the root node of the spanning tree) instantiated to value v t is computed recursively as:
The algorithm computes the number of solutions starting from the leaves and working towards the root. The spanning trees for each level in the complete search tree are computed prior to searching and thus value-orderings for each variable are determined statically.
The decomposition method of Dechter and Pearl has several identifiable shortcomings that affect the accuracy of the approximations. One problem is that when the constraints of a given CSP of are equally tight, SST fails to use any criteria for selecting constraints for the decomposed CSP and thus the representative spanning tree is chosen arbitrarily. Another problem with SST is that tightly constrained problems with many variables may suffer from a lack of accuracy in their approximation. For example, consider a CSP having constraints of equal tightness between each variable. Such a CSP has nn,1 2 constraints. A spanning tree consists of n , 1 arcs, thus Dechter and Pearl's decomposition method only preserves 2 n of the constraints from the original CSP.
Meisels et al. [7] describe a method called Uniform Propagation which approximates the number of solutions to a CSP without relaxing the constraint network to form a spanning tree. Their approximation method formulates a CSP as a Bayesian network and uses an algorithm based on probability updating to estimate the number of solutions to the CSP. It approximates for each variable-value assignment the probability of being part of a global solution to the CSP. This is represented as P X i = v j for a variable X i and a value v j . In effect, this is an approximation of the ratio of the number of complete solutions that include these particular assignments.
The constraint network for a CSP is converted into a directed acyclic graph (DAG)
where an edge X j ; X i between constrained variables X j and X i is defined when i j . Thus, X j is a predecessor of X i and X 1 is the designated sink node which has no successors. The marginal probabilities for each variable represents the corresponding success probabilities for the domain values conditioned on all of the predecessor nodes in the network. To compute the probabilities for an arbitrary variable X i , the network must be organized such that X i is the sink node (ie. X i = X 1 ) Starting at a node X n in the network (called the root node) and considering every node towards the designated sink node X 1 , the marginal probabilities for each node in the network are conditioned on its predecessors. Predecessors of a node X i are nodes connected through a constraint and whose marginal probabilities have already been computed. To ensure that the marginal probabilities for each node will be considered either directly or indirectly at the sink node, vacuous constraints are added to the networ which permits any pair of values between X j and X 1 . Vacuous constraints are added between the sink and every other node in the network that does not have any successors.
Once the constraint network of the CSP has been converted into a DAG with an appropriate ordering, the approximation algorithm is applied to determine the probabilities of the designated sink node X 1 . The marginal probability of a variable instantiation X j = v t being part of a global solution where X j denotes the predecessor of node X j is denoted P X j = v t and computed recursively as:
This algorithm assumes conditional independence between predecessors of node X j . This assumption temporarily removes edges causing cycles between X j and its immediate predecessors and allows the probabilistic approximations to be computed in polynomial time. The effect of this independence assumption is that a margin of error is introduced into the probabilities. The probabilistic approximation method is used as a static value-ordering heuristic by imparting an ordering on the domain of each variable. The probabilities for each variable-value combination are computed in advance of the search by making each variable in turn the sink node and running the uniform propagation algorithm. This ordering heuristic was found to perform slightly better than the SST method on an experimental set of problems (as discussed later).
Multiple Spanning Tree Method
As previously mentioned, one of the major limitations of the approximation method of Dechter and Pearl is that the decomposition is generally not an accurate representation of the original CSP. It was shown that their method gives estimates that are over-optimistic for non-tree CSPs [7] and performs quite poorly in practice [12] . The Uniform Propagation method of Meisels et al. is an improvement. Their method maintains the topology of the constraint network and gives more accurate approximations by preserving all the constraints.
We introduce a new approximation method which decomposes the constraint network of a CSP into a set of spanning trees of subproblems. Contrary to the decomposition method of Dechter and Pearl however, our Multiple Spanning Tree (MST) method maintains all of the constraints from the original CSP. Approximations are computed for each of the subproblems and are then composed giving approximations to the complete CSP. Our approximation algorithm is composed of two components: Decomposition and Approximation.
Decomposition Given a CSP C and its corresponding constraint graph G, our algorithm first decomposes G into a set of N spanning trees. The decomposition algorithm extracts at each iteration i, a minimum spanning tree C i from the constraint graph G in the Approximation Once the CSP C has been decomposed, we compute the probabilities for each C i . It was shown by Meisels et al. [7] that the SST and Uniform Propagation methods compute probabilities exactly and equivalently for trees in polynomial time. Bayesian networks are also known to admit these exact probabilities for trees in linear time [10] , [8] . We represent each subproblem (C i ) as a Bayesian network and compute their exact probabilities. These are then composed to give an approximation to the exact probabilities of the original CSP. In computing the probabilistic approximation for C we make the general assumption that the subproblems C 1 through C N are independent.
This assumption is based on the observation that they do not share constraints and thus can be regarded as a set of disjoint subproblems of C. It is important to note however, that the subproblems are disjoint in terms of their constraints only. It terms of their respective solutions sets, they are obviously not since a global solution to C must also be a solution in each C i . For each of the individual subproblems C i , P Ci X = v computes the the probability that X = v is part of a solution to C i . For a given variable X and value v in P, we thus approximate the probability PX = v as the probability that X = v is part of a global solution to P where: PX = v = P C1 X = v ::: P CN X = v
We now formalize our independence assumption and give a derivation of the preceding formula 3. We define S as the set of solutions to the CSP C and PS as the probability that a solution is achieved given a complete instantiation of values to variables. PS can also be interpreted as the probability that a complete random instantiation is in the global solution set S. PS is thus the total number of solutions (jSj) over the configuration space for C:
Given a solution set fS 1 ; : : ; S N g corresponding to the decomposed subproblems fC 1 ; : : : ; C N g : S = S 1 S 2 ::: S N (5) Essentially, if a configuration to the CSP C is in each S i , it must satisfy all the constraints to C (by equations 4 and 5) and is thus an element of the global solution set S for C.
The second assumption we make in our model is that a global solution to the CSP does exists and thus S 6 = . This assumption is an artifact of our implementation. We use Bayesian networks to compute the exact beliefs for the subproblems and our representation assumes that each constraint in the CSP is not violated. Bayesian networks must maintain a consistent set of prior probabilities and thus a violated constraint violates the Bayesian network. It follows from equation 5 that S 1 ; :::; S N 6 = . That is, each decomposed subproblem C i is also assumed to contain a solution. Our approximation PX = v is thus conditioned on S giving: P X = vjS (6) By the inverse of the product rule we get:
We then apply the product rule to the numerator: 
By our independence assumption we get:
Rearranging this equation using Bayes' law we get:
Our approximation algorithm normalizes the approximations over a domain to sum to 1 since we assume that a solution S exists. Thus the term P X = v N,1 is essentially eliminated from equation 11 leaving:
The MST method thus computes probabilistic approximations for each subproblem and composes these through an independence assumption to approximate the probability for the complete CSP.
The MST method can be used to compute solution probabilities prior to search and thus give a static ordering to values (static MST). We can also use our approximation method as a dynamic value ordering heuristic. Previous work has shown that dynamic value-odering can improve performance on certain types of CSPs [14] , [3] .
Our dynamic heuristic (dynamic MST) uses the decomposition and approximation of static MST but dynamically maintains the current search state as evidence in the networks of the subproblems. Each instantiated variable in the CSP is part of the evidence set e and we use Bayesian networks to derive inferences based on evidence about the current state of the network for each subproblem C i . Computing exact beliefs in singly-connected Bayesian networks, where there exists only 1 path between nodes, is linear in the number of nodes in the network [10] , [8] . Since each C i is a tree, belief updating on the subproblems is a tractable computation. Our algorithm is thus dynamic in the sense that the approximations are based on a set of evidence (e) about the current partial assignment. For a given variable X and value v, we evaluate PX = vje.
Our approximation heuristic is incorporated into a backtracking algorithm to advise on the next most likely move to lead to a solution. At an instantiation point, we consider the next value to assign to a variable based on the corresponding beliefs associated with each value in the variable's domain. We first select that value which has the highest probability or support. Upon choosing a value for a variable, we enter that instantiation as evidence in each of the subproblems and update their beliefs.
Our heuristic is inserted into a backtracking algorithm with very little effort. We define a procedure Advise(X,e) shown in Figure 1 . The Advise(X,e) procedure is called when considering a new variable to give advice on the search order over the domain.
It takes as an argument the current variable X as well as the current instantiation or evidence e and returns a vector of values representing the search order for the domain of X. This procedure first calls the Bayesian belief algorithm on each subproblem C i to get the exact probabilities over the variables given the evidence. Beliefs for the original CSP are then approximated through the independence equation of 3 in section 3.2. The next step of the Advise procedure creates the domain vector by adding as elements all values having non-zero probabilities and filtering out those known to be non-solutions. This step reflects the forward checking and arc-consistency algorithms described in the following section. We then call a sorting procedure (Sort(domain,P(X))) which arranges the values in the domain vector according to their corresponding probabilities and returns the ordered vector of values.
We use a commercial software package called Netica [9] to maintain the probabilities and compute beliefs for the Bayesian networks. It provides functionality through an API for entering and removing evidence for a variable instantiation and backtrack respectively. For an instantiation X = v, we enter the finding for each C i and for a backtrack, we undo the finding by reverting back to the state of each C i before X = v was admitted. An instantiation occurs in the backtracking algorithm when choosing a 
Experiment and Results
Previous analysis comparing the SST and uniform propagation methods was on relatively small experimental problem sizes and did not grade problems based on their difficulty [7] . This resulted in limited insight into the performance of each method in varying regions of problem hardness. For the experimental analysis of each approximation method we use as test cases three categories of problems with increasing levels of difficulty.
The experimental problem set consists of randomly-generated CSPs characterized by four parameters: n, the number of variables; m, the domain size; p 1 , the probability of a constraint between a given pair of variables; p 2 the probability that a pair of values for two variables is inconsistent given that a constraint exists. We restrict the size of our problems to CSPs with n = 2 0 and m = 1 0 and divide the problems into 3 sets varying in degrees of constrainedness where p 1 = f0:2; 0:5; 1:0g. The p 2 value for each set ranges from .01 to 1.0 in steps of .01 representing varying degrees of problem constrainedness. We generate 20 problems for each p 2 giving 2000 CSPs in each of the 3 sets. We are most interested in examining performance on hard CSPs. These types of problems can be found in the phase transition region where the solution probabilities have been found to decrease rapidly from 1 to 0 [1] , [13] . The problems in our experiments consist of both soluble and insoluble problems instances so that we may generate a cover of this region.
For our search algorithm we use backtracking with forward checking and conflictdirected backjumping (Prosser 1993) . To evaluate the heuristics, we consider the number of backtracks needed to find a solution or prove that no solution exists. A backtrack occurs when no values in the current variable's domain is consistent with the past instantiations and the assignment for the previous variable must be undone. Figures 2, 3 and 4 show the results of our experiments on the three problems sets. We plot the number of backtracks on a logarithmic scale against the constraint tightness (p 2 ) for each problem set.
In the easy region where the CSPs are dense with solutions, all the value ordering heuristics do have a degree of utility. In the easy regions of Figures 2, 3 and 4 (the areas left of the peaks), a random value order results in the most number of consistency checks on average. In general, the MST and uniform propagation methods seem to be the most useful in the easy region while the SST method is closest to random.
There is very little difference between each of the static value-ordering heuristics especially in the hard regions (identified as the peaks in each of the graphs). It is important to note that almost all of the problems represented in the regions to the right of the peaks are insoluble. For insoluble problems, static value-ordering heuristics are of no use since all possible configurations in the search space must be considered, thus all of the static methods are equal in the number of backtracks.
The dynamic method (dynamic MST) however, is capable of detecting insoluble instances in over-constrained problems with fewer backtracks. The reason for this is that in each of the decomposed subproblems C 1 ; ::; C N we compute the exact probabilities.
Instantiations that have a zero probability in a subproblem are interpreted as variablevalue assignments that cannot be part of a global solutions given the current set of instantiations. Instantiations with zero probabilities in the subproblems are eliminated from the complete CSP (when we compute the approximation in equation 5) and thus the overall size of the search space is reduced. In some over-constrained cases, it is possible that one of the decomposed subproblems C i is insoluble and we can conclude without searching that no solution exists to the complete CSP (from equation 5). This savings is seen in the regions to the right of the peaks in each of the graphs.
However, dynamic MST seems to lose its advantage as the constraint density of the problems increases. In Figure 2 , dynamic MST is noticeably better than any of the static methods in the hard region and as problems become over-constrained. However, in Figures 3 and 4 , the dynamic method becomes increasingly closer to a random ordering. We conjecture that the independence assumption for our MST methods is stronger for CSPs that are sparsely constrained and begins to break down as CSPs become more dense and less tree-like. Indeed our independence assumption holds for trees since our decomposition results in one subproblem (the original CSP). In this case, our probabilistic approximations are exact and searching for solutions and non-solutions is backtrack-free. However, as the problems become more dense and less tree-like, our assumptions begin to break down and the number of backtracks increases to the point where the approximations are no longer useful in guiding the search (as seen in Figure  4 ). 
Conclusions
We have given an empirical study of value-ordering in search and our results suggest that such heuristics do not improve performance on hard sets of problems. We've shown that as problem hardness increases, the utility of each approximation method as valueordering advice decreases to the point where they perform as poorly as a random ordering in guiding the search.
We also introduced a dynamic value-ordering heuristic using Bayesian networks and evidence about to the current search configuration to approximate solution probabilities for CSPs. This method detects insoluble problem instances for over-constrained CSPs with fewer backtracks on average than static methods. Also, the dynamic method was shown to perform close to an order of magnitude better than static heuristics in the hard region of sparsely constrained CSPs. However, as the density of CSPs increases, the performance of our dynamic heuristic in the hard region becomes close to that of a random ordering.
