Abstract. We consider the Lieb-Liniger model for a gas of bosonic δ−interacting particles. Using the Bethe Ansatz results we compute the thermodynamic limit of the form factors factors of the density operator. In particular we focus on the form factors between states of finite entropy. These form factors are crucial building blocks of thermal or post-quench dynamic correlation functions.
Introduction
Integrable quantum models are gaining an increasing role in modern physics. The access to an exact solution of a many-body interacting system gives an unprecedented opportunity to explore strongly correlated quantum systems beyond perturbative or numerical methods. Circumstances are especially encouraging in one-dimensional systems where some integrable models naturally appear and the theoretical predictions are of huge experimental value. For example the recent progresses in cold atoms experiments in optical lattices allow the manufacturing of different models in an almost ideally isolated environment. Many physical properties of some paradigmatic integrable models as the XXZ spin chain and the Lieb-Liniger model were indeed observed in such experiments [1] [2] [3] and similar observations were also possible in highly spatially anisotropic crystals [4, 5] .
The standard technique to solve interacting integrable models is the Bethe Ansatz [6] . This technique provides us a complete characterization of eigenstates and, at least in some cases, the matrix elements of physical operators between two eigenstates (form factors). However these expressions are usually cumbersome since they depend on all the N variables (rapidities) describing the eigenstates, where N is the number of constituents in the system. Moreover in order to address the two-point correlation functions one has to perform a summation of form factors over the whole Hilbert space. Performing such summations is so far beyond our analytical abilities but they can be evaluated numerically [7] [8] [9] . In the conformal limit the summations simplifies allowing for an exact treatment [10, 11] . This led to a derivation of the Luttinger liquid [12, 13] (an effective theory of gapless 1D models) results for correlation functions directly from a microscopic (integrable) theory. Similar results were also worked out in this direction: the phenomenological quantities entering the Luttinger liquid description of correlation functions were connected with microscopic data [14, 15] . However the full determination of correlation functions resisted so far the best efforts.
One of the main difficulty arises from a complicated structure of form factors as they are highly non-trivial functions of rapidities of two eigenstates. The thermodynamic limit at fixed density however allows for some simplifications. On the physical grounds we can reason that form factors of local operators are non-zero only when evaluated between two very similar eigenstates. Indeed a local operator is not expected to modify a macroscopic number of degrees of freedom and consequently its form factors aare functions of parameters specifying one of the states as an excited state over the other which we call an averaging state. The number of such excitations is a sub-extensive number n such that in the thermodynamic limit n/N → 0. We can then distinguish two different situations depending on a type of the averaging state. When the averaging state is the ground state of a gapless theory each excitation with a finite momentum and energy gets "dressed" by an infinite number of zero-energy excitations. This sign of the criticality in the system can be seen in a non-integer scaling behavior of the form factors with the size of the system (here the length L) as L −α , with α a rational number [16] . This makes the evaluation of the spectral sum, required for computation of dynamical correlation functions, a daunting task. Still some progress was achieved in the aforementioned conformal limit [10, 11] . Here we focus on another regime, when the averaging state is a finite entropy state. Similar averaging states were already considered, for example, in [17] .
The excited states of a finite entropy averaging state contribute indeed individually to the whole sum over the Hilbert space. This can be seen again at the level of the form factors as their scaling with the system size is determined by number of excitations n as L −n . In particular as we restrict here to the (repulsive) Lieb-Liniger model and to the density operator form factors the only relevant excitations are particle-hole excitations.
Our main result is the thermodynamic limit of the form factors of the density operator between the finite entropy averaging state and its excited states with a number n of particle-hole excitations. Such form factors are the building blocks of the correlation functions for a general, non-critical situation. The results are applicable to compute correlation functions at finite temperatures (when the averaging state is the thermal state) and also for systems out of equilibrium with the averaging state being the steady state of the unitary time evolution [18] .
Structure of the article
In section 2 we recall the Bethe Ansatz solution of the Lieb-Liniger model and we collect all the necessary ingredients to compute the thermodynamic limit of the density form factors. The bulk of the computation is shown in section 3. In section 4 we show how to regularize divergences present in form factors. In section 5 we compute the dynamical structure factor (density-density correlation function) in the 1/c expansion.
1D Bose gas
The Hamiltonian of N bosonic particles confined in a one spatial dimension is [19, 20] 
where c is the strength of the two-body, repulsive (c > 0) interactions and we set = 1 and 2m = 1. The wavefunctions are superpositions of plane waves [19] ,
where the summation extends over all permutations of N particles. We also adopt a shorthand notation in which x = {x j } N j=1 and λ = {λ j } N j=1 . The effect of interaction is encapsulated in the coefficients
3) with two-particle phase shift
The energy of an eigenstate |λ is
The operator of the total momentum,P = −i N j=1 ∂ x j , commutes with the Hamiltonian (2.1) and its eigenvalues are simply
Imposing the periodic boundary conditions constrains the set of rapidities λ to solutions of the Bethe equations
where L is the length of the system. Quantum numbers I j are integers (half-odd integers) for N odd (even) and follow the Pauli principle -wave function vanishes identically if any two of them coincide. The Hilbert space is spanned by allowed choices of quantum numbers. It is customary to name the eigenstates of (2.1) in the finite system the Bethe states. We follow this tradition. The norm of the Bethe states admits a neat representation in the form of a determinant [21, 22] 8) where the Gaudin matrix is
(2.10)
Note also that the kernel K(λ) is a derivative of the two-particle phase shift θ(λ).
We define the density operator aŝ
where {x j } N j=1 are the positions of all the particles in the gas. The two-point correlation function of this operator is particularly relevant for both theory and experiment. The form factors of the density operator are given by the Algebraic Bethe Ansatz approach [16] 12) where both |λ and |µ are Bethe states. Different factors appearing in (2.12) are
13) 14) and λ p is an arbitrary number, not necessarily from the set λ.
Thermodynamic limit
We consider now the thermodynamic limit N → ∞ with fixed density D = N/L. We denote such limit with lim th . The Bethe states can be then characterized by a filling function ϑ(λ) defined as a number of rapidities in an interval (λ, λ + dλ) divided by a maximal number of rapidities (in this interval). Due to an interacting nature of the gas the maximal number of the particles is not constant and the density of particles is connected with the filling function through an integral equation [23] 
The filling function obeys 16) which guarantees the existence of ρ(λ) through (2.15). The filling function provides a complete macroscopic characterization of the Bethe states in the thermodynamic limit. For example the extensive part of the momentum and the energy is (c.f. with eqs. (2.5) and (2.6))
In this work we focus on the regions of the Hilbert space that are characterized by a smooth (differentiable) filling function and are of the finite energy density:
A given smooth filling function corresponds to many different microscopic eigenstates. The number of them is equal to the logarithm of the entropy S[ϑ], the later is given by [23] 
where we introduced a shorthand notation 22) where ρ t (λ) has a meaning of the maximal density of the rapidities and ρ h (λ) denotes the density of holes. The density operator is diagonal in the functional space of the filling functions. Its form factors are nonzero only when the two eigenstates are characterized by the same filling function ϑ(λ) and differ only by a number n of excitations such that lim th n N = 0. The density form factors are zero for states containing different number of particles and therefore these excitations occur only as particle-hole pairs. We choose a set {λ . We denote the pair of particle-hole as {µ are absent in the excited state. A single excitation will be denoted here with µ − → µ + . Due to the correlated nature of the gas, particle-hole excitations modify the density of particles not only in the vicinity of µ + j and µ − j . In fact the density ρ(λ) acquires a change of order of 1/L, as can be seen from studying the difference µ j − λ j . This difference can be conveniently expressed as [6] 
where F (λ) is the back-flow function that fulfills the following linear integral equation (for a single particle-hole excitation)
The linearity of the back-flow implies that for multi particle-hole excitations the total back flow is the sum of individual contributions
It also implies the back-flow can be further factorized in the particle and hole contributions. We define the back-flow for the single excitation as
This allows to write the momentum and the energy of a single excitation as 28) which are the fundamental building blocks for the energy and momentum of a thermodynamic state with n particle-holes
The excited states, due to the back flow of their rapidities, have different entropy respect to the averaging state. The difference equals [24] δS[ϑ, µ
where in the last step we used the back-flow function for a single excitation (2.26). The differential entropy (2.30) corresponds to the number of microstates that share n particle-hole excitations with the same thermodynamic energy and momentum (given by (2.28) and (2.27)) but with different subleading corrections to them. Finally, let us introduce the form factors and relate them to the correlation functions. We consider an ensemble average, denoted by < · > of the density-density correlation function. We assume that the ensemble has a saddle-point configuration uniquely specifying the filling function ϑ(λ) [23] . In order to compute the form factors, it is useful to directly refer to a specific microscopic configuration that has ϑ(λ) as its thermodynamic limit. We will choose one such finite size configuration and call it a averaging state |λ . Any other state, with the same filling function but with microscopic differences can be viewed as an excitation (with a positive or negative energy) over the averaging state. The choice of the averaging state is not unique, indeed there is a number e S[ϑ] of possible choices, but the correlation functions in the thermodynamic limit are independent of this choice for most of the relevant operators [6] . For simplicity we choose here the averaging state with rapidites distributed such that for each interval [λ, λ + dλ] there are ρ(λ)dλ uniformly distributed rapidites:
We define then the density density correlation function in the thermodynamic limit as
The correlation function in the finite system can be expanded using the complete basis of Bethe states
where we defined the microscopic form factors as
and we used thatρ
To proceed further in taking the thermodynamic limit it is important to note two things. First the summation in eq. (2.32) is constrained since the set of rapidities must be a solution to the Bethe equations (2.7). On the other hand the form factors become in the thermodynamic limit rather smooth functions of the filling ϑ(λ) and of the particlesholes momenta {µ
. The only poles that appear are kinematic poles, when µ + j → µ − k , and they can be easily regularized (see Section 4). Therefore we do not need to evaluate the form factors precisely at the {µ
that follows from the solutions of the Bethe equations. In fact we can take now {µ
to be independent free parameters (macroscopic excitations) that we denote {p j , h j } n j=1 . For each choice of
there is a number exp n j=1 δS[ϑ; p j , h j ] (with δS defined in (2.30)) of microscopic states which share the same form factor up to finite size corrections. In order then to use macroscopic variables we need to multiply the form factors at fixed {p j , h j } n j=1 times the number of microscopic states that are characterized by the same macroscopic excitations. This allows to define the thermodynamic limit of the form factors for smooth filling functions ϑ
(2.35) Moreover we can recast the sum over the macroscopic rapidites of the excitations into integrals by taking a special care of the divergences encountered (as is done in section 4)
(2.36) With this notation we can then write the correlation functions as a sum over all the possible excitation on the thermodynamic state [24] ρ(x, t)ρ(0, 0) =
where the momentum and energy of the excitation follows (2.27) and (2.28) respectively. Eq. (2.37) reminds the LeClair-Mussardo formula that appears in the context of integrable field theories [25] 
The main difference between eqs (2.37) and (2.38) are the form factors used. The field theoretic form factors simply come from excitations over a structure-less vacuum. Here, eq (2.37) suggests that the concept of vacuum is not appropriate for the strongly correlated systems. The form factors still depend explicitly on the properties of the averaging state (through the filling function ϑ). Conceptually this difference is responsible for the insufficiency of the field theoretical approach to the two-point correlation function (contrary to the one-point functions where the field theory approach is correct). On the computational level this was shown in [26] .
Finite size corrections
In order to compute the thermodynamic limit of the form factors we need to characterize the density of the particles and the back flow function up to order 1/L. This is due to existence of products in eq. (2.12) which are of order N and in the thermodynamic limit can yield finite contributions from order 1/L terms. The derivation is similar to the one presented in [15] for the ground state distribution. Therefore here we simply state the result highlighting few differences between the two cases and for the details we refer to the section IV.B of [15] . The filling function ϑ(λ), as well as the particle density ρ(λ), comes from the thermodynamic limit of a certain class of Bethe states. Let {λ} N j=1 be the Bethe roots of one of these states. Let us consider Bethe equations (2.7) and define a variable x that satisfies
Clearly λ(I j /L) = λ j but we allow here x to take any real value. Therefore dx/dλ has a meaning of a number of possible quantum numbers in the range dλ. Thus
and from the Euler-Maclaurin formula we have
where λ 1,N are the smallest and largest rapidities respectively. Incorporating the 1/L in the boundaries of the integral yields
with q L = λ 1 + 1/(2Lρ p (λ 1 )) and q R = λ N + 1/(2Lρ p (λ N )). In the thermodynamic limit we have q R,L → ±∞ and it is convenient to separate the thermodynamic part from the finite size corrections. Before doing so, let us note that we can bound the finite-size corrections from above by choosing q = min(|q L |, q R ). We have
The last term that controls the finite-size corrections can be easily bounded (where M is a positive constant)
and the finite size corrections are proportional to ρ(q). For the energy of the state to be finite we require ρ(λ) ∼ λ −3− for large λ (c.f. (2.17)). The boundary q itself is a monotonically increasing function of N . For the particle density to spread over the whole real line, rather than to accumulate in the final interval of it, we should have q ∼ N 1+δ with δ > 0. Therefore ρ(q) ∼ N −3−γ with γ > 0 and the finite-size corrections are at least of order 1/L 3 and thus are negligible in the further analysis. We have
The finite-size corrections to the particle and hole rapidities follow from analogous computations as presented in [15] and are given by
46)
For the auxiliary rapidity µ − we have
We can consider now finite-size corrections to the back flow function. The thermodynamic limit is given by eq. (2.24) . The leading finite size corrections are
The first integral can be estimated in the following way
The same holds for the other integral between −∞ and q L . Therefore both integrals can be neglected in the leading order and
Finally the density of the excited state is
This completes the list of formulas required to take properly the thermodynamic limit of the form factors. This is achieved in the next section.
Thermodynamic limit for smooth distribution of rapidities
In this section we calculate the thermodynamic limit of the finite size (normalized) form factors (2.33) (see also (2.12) and (2.8) for explicit formulas). We are interested in the leading term in 1/L so with the equivalence ∼ we denote that we are neglecting extra sub-leading correction in 1/L. We proceed as in [15] since the two calculations share many common steps. Introducing the short-hand notation
we start from an intermediate expression for the thermodynamic limit of the form factors given by (c.f. eq. 88 in [15] )
where Det(1 + Kϑ 2π
) is the Fredholm determinant of the kernel
In eq. (3.2) there are three groups of elements which are still written for a finite system. We denote them as
The thermodynamic limit of them requires some work. Calculation of M 1 is exactly the same as for the ground state form factors and thus we do not reproduce it here. For the details we refer again to [15] . On the other hand the term M 2 has a manifestly different thermodynamic limit and is responsible for different size dependence of the ground state (critical) form factors and the finite entropy state form factors. Computations are presented in the next section. The thermodynamic limit of Θ was computed in [15] only for a specific type of excitations. As we require here the form factors for a generic particle-hole excitations we have to generalize the previous calculations. This is done in the subsequent section.
Evalutation of M 2
We focus here on the evaluation of the double products given by
which present formal differences in the thermodynamic limit when the states is described by a smooth distribution or when the distribution is discontinuous as for the ground state. Differently from the ground state situation this term is not expected to produce power law divergences in the system size as 1/L α . Following [15] we decompose the product in three pieces
depending on which rapidities we let the sum run over.
where by j =k we denoted the product where we excluded the particles excitations {µ
but we included the holes {µ
. When the two rapidities get closer, i.e. when j ∈ [k − n * , k + n * ] where n is a given sub-extensive cut-off such that n ∝ L 1−α with α < 1/2, then we substitute for the difference between the two
while for all the other j we can just exchange the sum for an integral over the rapidities (see figure 3 .1). The cut-off n * delimits the region where the approximation (3.10) start to break down, which corresponds to a distance in rapidities
We denote the two regions in λ j − λ k separated by the cut-off as the region I (smooth part) and II (discrete part) where the approximation (3.10) is valid (IIa where j < k and IIb where k < j ). T is then given by the product of these three terms
For the fist term we have the following
(3.13)
The computation in the sector II can be done analogously as in [15] leading to
where the cut-off depended part cancels exactly the one in T I leading to a cut-off independent result. Now we are left only with the computation of T particle and T hole defined as
(3.16) 17) where the product j runs respectively over all the rapidities in the state but not over the holes(particle). Proceeding as in [15] and using the fact that for a smooth distribution particle and holes are always arbitrarily close to an extensive number of rapidities of the state, we obtain
(3.18)
For T particle we have the same result
(3.19) Finally we can then write for the whole factor M 2 in the thermodynamic limit
Fredholm determinant
We are left with the problem of computing the thermodynamic limit of the determinant
where the matrix U is given in (2.13) and λ p is an arbitrary number. Analogously as is done in [15] we can take the limit λ p → ∞ leading to
It is useful to consider a vector
With this notation the determinant in (3.21) is expressed as 24) with the matrix A given by
Depending on j the vector a j has a different scaling behaviors with the system size
.
(3.26)
We can use this property to simplify the computation of the determinant. We denote bỹ a j a vector a j in which we substitute µ j by µ − j . Correspondingly we define a matrixÃ jk withã j as a prefactor instead of a j . Thus the matrix elements ofÃ jk are all of O(1/L). By B jk we denote the difference of the two matrices: B jk = A jk −Ã jk . Note that the matrix B jk has only n non-zero rows corresponding to the excited rapidites {λ
. Using standard proprieties of the determinant and assuming the matrix δ ij +Ã ij is invertible we can recast the determinant in a product of the determinant of an N × N matrix and the determinant of an n × n one 27) where the indices i, j in the second determinant run only over the n excited rapidities and 1 denotes here the identity matrix. We can now take the thermodynamic limit. The first determinant becomes a Fredholm determinant Det(1 +Â) with the kernel
whereã(λ j ) is the thermodynamic limit of ρ(λ j )a j . Standard computations give [15] 
(3.29)
where P V denotes the principal value of the integral
In the n × n determinant in (3.27) we note that we can neglect the 1/L corrections to B since lim th n L = 0. We introduce the matrix W = A(1 +Ã) −1 as the solution of the following equation
which in the thermodynamic limit becomes a set of integral equations for the function W
for i, j = 1, . . . , n and the vector b(λ) given by 33) where the product
runs over all the holes except the j−th one when λ = µ − j for any j = 1, . . . , n. Putting everything together we have then
and the determinant part of the form factors is then expressed as
Note that the Fredholm determinant is still a function of the excitations and not only of the the averaging state. This unfortunately poses still serious problems to the computation of correlation functions.
Final result
We report here the final expression for the thermodynamic limit of the form factors of the density operator between the representative state given by a smooth distribution ρ(λ) and a number n of particle-hole excitations. Most of the remaining computations can be carried out exactly as is done in [15] by simply rescalling the shift function as 
with the kernelsÂ and W given respectively in (3.28) and (3.32). The form factors are now completely characterized by thermodynamic data. Knowing the ϑ(λ) function we can find the density ρ t (λ). Specifying the rapidities of the excitations {h j → p j } n j=1
the back flow function F (λ|{h j → p j } n j=1 ) and the form factor itself follows. Still the expression is complicated and the meaning of many terms is rather obscure. The main difficulty is hidden in the Fredholm determinant which depends on the excitations and a factorization of it is still not possible. This represents the main obstacle towards a determination of the full dynamic correlation function.
To shed a bit of light on the structure of the form factor we will highlight few of its properties and compare it with the form factors from the Integrable Quantum Field Theories (IQFTs) [27] . The form factor (3.36) has a singularity whenever h j = p k . This type of singularities appear in the field theory and are known as kinematic singularities [28] . Without loss of generality we can consider the limit lim pn→hn . A closer inspection at (3.36) reveals the following relation
Thus the singularity is proportional to the form-factor with one excitation less. This is a well-known property of the form factors from IQFTs. It is also instructive to consider the form factor in the zero-density limit. That is we let ϑ(λ) → 0 and obtain
where we used that ρ t (λ) = 1/(2π) in the zero density limit. The matrix W (h, p) (3.32) also simplifies. The kernelÂ becomes zero and the we obtain an explicit expression for
Note that (3.38) in the limit p n → h n has the same behavior as the form factors at finite density (3.36). To make the correspondence with the field theory more apparent we introduce the S-matrix of the Lieb-Liniger model
and we obtain then the following relation
This relation should be compared with the corresponding one for the form factors of an integrable relativistic field theory. We consider the sinh-Gordon model as a relativistic version of the Lieb-Liniger model [29] . The Lorentz invariance imposes the following relation
We see that the structure of residues however consisting of the same building block is actually very different. The analytic properties of both expression are different as the logarithm has a branch-cut while the IQFT form factor has only a number of isolated poles in a complex plane of h n . Understanding implications of this observation requires further investigations which we do not attempt here.
Regularization of the divergences
To compute correlation functions we need to perform an integration over all possible values of the rapidites of the excitations. As the form factors have the aforementioned singularities we need to be careful while rewriting the sums as integrals. The aim of this section is to show how this can be done. Let us start with the finite size form of the correlation function where we already neglect sub-leading corrections (2.37)
2)
The sum over particle and holes rapidites transforms into a product of integrals under a proper regularization. The idea, already introduced to regularize the filed theory form factors in [26] , is to write the sum over the holes as a complex integral over all the values that the holes rapidites can take for a finite (but large) L using (2.46)
where {I j } are all the quantum numbers of the averaging state at some large fixed system size L. With a help of Q(h) we can write the sum of a function f (z) over all the values of hole rapidity h as
where the first integrals are taken on a single contour including the poles in Q(z) = 2πI j where I j are all the possible quantum numbers of the hole. In the second step we modified the sum over all these contours in the integral over the line above and below the real axes. In order to do that we need to subtract extra poles that we do not want to include. One type of them are the poles of f (z) in the stripe Γ delimited by the two imaginary lines. Other poles are located at the values z such that Q(z) = 2πr j with r j not a quantum number of the averaging state (where holes cannot be created). When L → ∞ only the integral above the real line survives the limit (since Q(z) is monotonic in z) leading to
If now we impose that f (z) has only a double pole in z = p we can then rewrite.
(4.6) which allows to conclude that the the integrals over holes in (2.37) have to be understood as Principal Value integrals.
Dynamical structure factor in 1/c expansion
We consider here the expansion in 1/c of the dynamical structure factor, defined as the Fourier transform of the density-density correlation
for a generic thermal state at temperature T = β −1 and density D = 1. Expanding at the first order in 1/c the only relevant form factors are the ones with only one particlehole excitation p, h with h the chemical potential fixing the density D = 1 of the gas. In the one particlehole spectrum dynamical structure factor at S(q, ω) is given in terms of a single form factor with energy ω and momentum q times the density of states, which is simply the Jacobian of the transformation from the rapidities of the excitations to the energy and momentum variable we obtain the same result as in [30] (where here we have chosen unitary density D = 1). Note that the limit T → 0 can be easily recovered from (5.8). The same is believed to be true for all the orders in 1/c of the correlation functions. This is a non-trivial statement since the procedure to obtain the form factors when the averaging state is the ground state and when is a thermal state are manifestly different. The example here is carried on for a thermal state, however this result can be extended to any filling fraction ϑ(λ) including for example the saddle point state after a quench in the Lieb-Liniger model [31] 
Conclusions
In this work we studied the thermodynamic limit of the form factors of the density operator for the 1D Bose gas. The computations presented here can be generalized to form factors of different operators (like the bosonic field operator Ψ) but also to other Bethe Ansatz solvable models for which the microscopic form factors are known such as the XXZ spin chain. These problems will be addressed in the future. These form factors constitute the building blocks to compute thermal or post-quench equilibrium correlation functions. They also provide a first step towards the post-quench time evolution as recently done in [32] for the Tonks-Girardeau (c = ∞) regime.
The final formula (3.36) is valid in the thermodynamic limit and it is considerably simpler than its finite size version but still it is not suitable to obtain close-form expressions of correlation functions. The Fredholm determinant of the kernelÂ is a non-trivial functions of the excitations parameters {p j , h j } n j=1 and we were not able to obtain further simplifications. A fully factorized expression of the form factors involving a simple almost factorized part depending only on the excitation parameters is still under research.
Another interesting point that deserves further analysis is the discrepancy between the residues structures of the form factors in the zero filling limit (3.41) and the form factors arising from the bootstrap program of the IQFT. We will address this in future.
Finally, following [14] where a relation between the form factors and the prefactors of the Lutinger liquid correlation functions at zero temperature was established, it would be interesting to see whether such simple relations also exist at finite temperature or even out-of-equilibrium. The result of [33] where low temperature correlation functions were studied seem to suggest that such relations might exists. This will be also a subject of further reasearch.
