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Abstract
This paper studies some temporal dependence properties and addresses the issue of para-
metric estimation for a class of state-dependent autoregressive models for nonlinear time series
in which we assume a stochastic autoregressive coefficient depending on the first lagged value
of the process itself. We call such a model state-dependent first-order autoregressive process,
(SDAR). We introduce some assumptions under which this class of models is strictly sta-
tionary and uniformly ergodic and we establish consistency and asymptotic normality of the
quasi-maximum likelihood estimator of the parameters. In order to capture the potentiality of
the model, we present an empirical application to nonlinear time series provided by the weekly
realized volatility extracted from returns of some European financial indices. The comparison
of forecasting accuracy is made considering an alternative approach provided by a two-regime
SETAR model.
Mathematics Subject Classification (2010): 60G10, 62M10, 91B84
JEL classification: C5, C01, C22, C58
Keywords: Nonlinear time series, state-dependent autoregressive models, stationarity,
ergodicity, quasi-maximum likelihood, forecasting accuracy.
1 Introduction
In this paper we propose a generalized version of a first-order autoregressive process to model
nonlinear time series where the autoregressive coefficient depends on the first lagged state
variable
Yt = α+ ψ(Yt−1;γ)Yt−1 + ξt, (1.1)
where ψ is a specified function satisfying some assumptions and depending on a set of parame-
ters γ and the error term ξt is independent of Yt−1 with zero mean and volatility σ. The model
is related to a much wider class of models with stochastic coefficients given by the family of
functional autoregressive processes of the form Yt = f(Yt−1) + ξt in which the function f(·)
can satisfy the most different properties. In this research line we have a number of contri-
butions starting from Hastie and Tibshirani (1990). Hardle et al. (1997) reviews alternative
nonparametric estimation techniques and Diaconis and Feedman (1999) offer a method for
studying the steady state distribution of a Markov chain using iterated random functions and
give useful bounds on rates of convergence in a variety of examples. Finally, it worths to
mention the two very exhaustive books on nonlinear time series of Fan and Yao (2003) and
Douc et al. (2014).
In line with the functional autoregressive approach, Chen and Tsay (1993) explored the
particular case of the ”functional coefficient AR” model
Yt = f1(Yt−d)Yt−1 + · · ·+ fp(Yt−d)Yt−p + ξt
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with d > 0 is some specified delay, which generlizes the well known “exponential autoregressive
(EXPAR)” model introduced in Haggan and Ozaki (1981). Cai et al (2000) adopt local linear
regression techniques to estimate functional coefficient regression models for times series data.
Chen and Liu (2001) study nonparametric estimation and hypothesis testing procedures for
the same model.
In this work we study the particular case, defined in (1.1), of the class of functional-
coefficient AR models where d = p = 1. We call our class of models state-dependent first-order
autoregressive process, SDAR. A preliminary version of this type of models can be found in
Cherubini and Gobbi (2013) and in Cherubini et al. (2016) where the model is applied to
time series of interest rates. Our aim is to study the persistence function ψ(·) in order to
derive the necessary assumptions for the SDAR model to generate nonlinear time series that
satisfy some serial dependence properties, such as strict stationarity and uniform ergodicity,
and such that the model parameters can be estimated using the quasi-maximum likelihood
(QML) estimation technique. More precisely, we introduce some assumptions on ψ in order
to ensure that the QML estimator is consistent and asymptotically normal. From this point
of view, the biggest problem is to assess that some functionals involving the data process Yt
and the vector of parameters θ = (α,γ, σ) satisfy a strong unform law of large numbers. For
this aim, we use a result of Potscher and Prucha (1989) who proved a generic strong uniform
law of large numbers for stochastic processes under general properties of serial dependence
and heterogeneity. Given the structure of the SDAR model, we apply the conditions needed
in the theorem of Potscher and Prucha (other possible approaches can be found in Bierens,
1981 and 1984, and in Andrews, 1987).
Notice that the potential of the SDARmodel is to be found above all in the fact that, having
a stochastic autoregressive coefficient, it generates nonlinear time series which are adequate to
explain many characteristics observed in contemporary time series, such as volatility clustering
and extreme value dependence and moreover, it can be used to model temporal dependencies
ranging from short to long-memory.
Moreover, as we will show, model (1.1) is a particular specification of the wider class of
convolution-based autoregressive processes introduced in Cherubini et al (2016) and studied
also in Gobbi and Mulinacci (2019). Such models, considered in full generality, are untractable:
aim of this paper is to consider a specific case in which temporal dependence properties and
estimation issues can be established.
In order to appreciate the potentiality of proposed SDAR models we present an empirical
application to real economic nonlinear time series. In particular, we consider the weekly
realized volatility extracted from returns of three European financial indices, CAC40 (France),
DAX30 (Germany) and FTSE100 (UK). We formulate and estimate a SDAR model on a
sub-sample of the historical data and the remaining out-of sample data are considered for a
forecasting perspective. In particular, we compare forecast accuracy of the selected SDAR
models with an alternative approach for modelling nonlinear time series given by the self-
exciting threshold autoregressive models (SETAR), which were first proposed and studied by
Tong (1978, 1986 and 1995) and Tong and Lim (1980). In SETAR models the variable yt
is a linear autoregression within a regime but may move among regimes depending on the
value taken by a lag of yt itself. SETAR models have been applied to a number economic
and financial variables. For example, and among others, Krager and Kugler (1993), Peel and
Speight (1994) and Chappell et al. (1996) apply such models to exchange rates and Tiao and
Tsay (1994), Potter (1995) and Clements and Krozling (1998) to U.S. GNP.
The plan of the paper is the following. Section 2 introduces SDAR models and discusses
their theoretical properties such as stationarity and ergodicity and the method of estimation.
In section 3 we present an empirical application to realized volatility and we compare forecast-
ing accuracy of SDAR models with leading nonlinear time series models such as the SETAR
model. Section 4 concludes.
2 SDAR models: definitions and theoretical results
In this section we introduce the SDAR model and we present its most significant theoretical
results such as strictly stationarity, uniform ergodicity and the consistency and the asymptotic
normality of the QML estimator of the vector of parameters.
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Let (Yt)t∈N be a stochastic process defined on a complete probability space (R∞,B(R∞),P0).
We say that (Yt)t is a SDAR process if it satisfies the following specification{
Yt = α+ ψ(Yt−1;γ)Yt−1 + ξt, t ≥ 1,
ξt ∼ i.i.d. N(0, σ), . (2.2)
where Y0 = 0 and ψ(Yt−1;γ) is a measurable function of the lagged variable Yt−1 that de-
pends on a p-dimensional vector of parameters γ. ψ specifies a dynamics for the autoregressive
coefficient which is not longer a constant as in the standard AR(1) case: we call this function
persistence function. The sequence of error terms, (ξt)t, is i.i.d. and normally distributed with
zero mean and volatility σ.
The model is a specific case of the class of convolution-based autoregressive processes (see
Cherubini et al., 2016) defined as
Yt = α+ φYt−1 + ηt
where ηt depends on Yt−1. More precisely, it corresponds to the case in which
ηt = h(Yt−1) + ξt
with h = ψ(y)y − φy and (ξt)t i.i.d. and normally distributed N(0, σ).
We denote by θ = (α,γ, σ) the vector of model parameters belonging to Θ = A⊗Γ⊗S ⊂
R
p+2 and we set Y t = Yt|Yt−1. Moreover, let pθt (Y t) be the conditional density of Yt given
Yt−1 and let θ0 be the true value of the parameter. The assumptions required case by case by
the main results, are the following:
• a1. ψ is differentiable with respect to y and |ψ(y;γ)|+
∣∣∣y ddyψ(y;γ)∣∣∣ ≤ K < 1 ∀y ∈ R
• a2. ψ(y;γ)y is uniformly bounded in y.
Remark 2.1. Notice that assumption a1 implies that the persistence function has to assume
values far away from 1.
Remark 2.2. Under assumption a2, all absolute moments of Yt of any order are finite.
We shall now introduce two propositions which establish that the SDAR model is strictly
stationary and uniformly ergodic for any θ ∈ Θ. Such properties are desirable in light of the
empirical potential of this family of models. Proofs are reported in the appendix 1.
Proposition 2.1. Under assumption a1, the SDAR model in (2.2) is strictly stationary.
Proof. See Appendix 1.
Proposition 2.2. Under assumption a2, the SDAR model in (2.2) is uniformly ergodic.
Proof. See Appendix 1.
As regards the estimation methodology of the vector of parameters θ = (α,γ, σ) which
characterize SDAR models we are going to establish the consistency and the asymptotic nor-
mality of the QML estimator. In order to make more easier the reading the statement of the
main theorem and the proofs in the appendix 1, we state the notation.
From an estimation point of view, we are interested in partial derivatives with respect to the pa-
rameters. The gradient of the function ψ is denoted by∇γψ(Yt−1;γ) =
[
∂
∂γk
ψ(Yt−1; γ)
]
k=1,...,p
=
[ψγk(Yt−1;γ)]k=1,...,p . The hessian matrix of ψ is
∇2γψ(Yt−1;γ) =
[
∂2
∂γk∂γj
ψ(Yt−1;γ)
]
k,j=1,...,p
= [ψγk,γj (Yt−1;γ)]k,j=1,...,p .
Furthermore, given a time series yn = (y1, ..., yn) generated by the SDAR model in (2.2) the
quasi log-likelihood associated to yn is
Ln(y
n;θ) =
1
n
n∑
t=1
ℓt(Y
t;θ),
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where ℓt(Y
t;θ) = ln pθt (Y
t). More explicitly, since the conditional distribution of Yt given Yt−1
is N (α+ ψ(Yt−1;γ)Yt−1, σ) the conditional density pθt (Y
t) = 1
σ
√
2π
e
− (Yt−α−ψ(Yt−1;γ)Yt−1)
2
2σ2
and hence
ℓt(Y
t;θ) = ln pθt (Y
t) ∝ −log(σ)− (Yt − α− ψ(Yt−1;γ)Yt−1)
2
2σ2
.
Hence, the gradient and the hessian matrix of ℓt(Y
t; θ) are respectively
∇θℓt(Y t;θ)
(p+2)×1
=


ℓαt (Y
t;θ)
∇γℓt(Y t; θ)
(p×1)
ℓσt (Y
t; θ)


where ℓαt (Y
t;θ) = ∂
∂α
ℓt(Y
t;θ), ℓσt (Y
t;θ) = ∂
∂σ
ℓt(Y
t;θ) and ∇γ denotes the gradient with
respect to γ, and
∇2θℓt(Y t; θ)
(p+2)×(p+2)
=
=


ℓααt (Y
t;θ) ℓαγ1t (Y
t;θ) . . . ℓ
αγp
t (Y
t;θ) ℓασt (Y
t;θ)
ℓ
γ1α
t (Y
t;θ) . . . ∇2γℓt(Y t;θ)
p×p
. . . ℓ
γ1σ
t (Y
t;θ)
...
. . .
...
. . .
...
ℓσαt (Y
t;θ) ℓσγ1t (Y
t;θ) . . . ℓ
σγp
t (Y
t;θ) ℓσσt (Y
t; θ)

 .
The QML estimator is the solution of the maximization problem
θˆn = argmax
θ∈Θ
1
n
n∑
t=1
ℓt(Y
t;θ).
Consistency and asymptotic normality of this estimator require three additional assumptions.
• a3. The parameter space Θ is a compact subset of Rp+2.
• a4. First and second-order partial derivatives with respect to the parameters of the
persistence function ψ are continuous and uniformly bounded in y.
• a5. |ψγk (y;γ)y| ≤ C uniformly on R×Θ, for all k and |ψγkγj (y;γ)y| ≤ D uniformly on
R×Θ, for all k, j.
Let us introduce the main theorem.
Theorem 2.1. Under assumptions a1-a5 the estimator θˆn is strongly consistent for θ
0 and
moreover it satisfies
H¯
0
n
(
G
0
n
)−1/2√
n(θˆn − θ0) d−→ N(0, I),
where
H¯
0
n = E
[
1
n
∑
t
∇2θℓt(Y t;θ0)
]
,
G
0
n = E
[
1
n
∑
t
(∇θℓt(Y t;θ0)) (∇θℓt(Y t;θ0))T
]
and I is the identity matrix of order (p+ 2).
Proof. See Appendix 1.
3 Empirical application
In this section we estimate the SDAR model using empirical time series by selecting two dif-
ferent functional form of the persistence function ψ. The forecasting performance is evaluated
using SETAR models as the benchmark.
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CAC40 DAX30 FTSE100
lag=1
tnn-test 0.0004 0.0019 <10−5
wnn-test 0.0004 0.0006 <10−5
tlrt-test 0.0009 0.0036 <10−5
tsay-test 0.0001 0.0004 <10−5
lag=2
tnn-test 0.1486 0.0172 0.0016
wnn-test 0.0845 0.2886 0.0073
tlrt-test 0.0257 0.0028 0.0016
tsay-test 0.0288 0.0023 0.0002
lag=3
tnn-test 0.4528 0.2408 0.0563
wnn-test 0.1228 0.9287 0.0105
tlrt-test 0.0337 0.1166 0.0083
tsay-test 0.1055 0.0311 0.0049
Table 1: Nonlinearity tests: p-values for different lag structures.
3.1 The data set
Our application considers the weekly realized volatility extracted from daily returns of three
different European financial market indices: CAC40 (France), DAX30 (Germany) and FTSE100
(U.K.). The sample period goes from January 2004 until April 2019. We consider a time se-
ries r = (r1, ..., rN) of N = 3890 daily returns from 2004.1 to 2018.48 for estimation purposes
whereas the remaining observations from 2018.49 to 2019.16 will be used for forecasting per-
spective. We recover the corresponding in-sample time series of weekly realized volatility con-
sidering the square root of the sum of squared returns within each week, vt =
√∑5t
s=5(t−1)+1 r
2
s ,
t = 1, ...n with n = 778. We apply the SDAR model to the logarithm of the volatility,
yt = ln(vt).
We make use of various tests to asses if time series of log weekly realized volatility are
nonlinear. In literature there are a number of nonlinearity tests which can be applied, but we
concentrate on four of them. The first two are used for testing the neglected nonlinearity in the
case where the null is the hypotheses of linearity in mean: the Teraesvirta Neural Network test
(tnn-test) introduced in Teraesvirta et al. (1993) and the White Neural Network test (wnn-
test) discussed in Lee et al. (1993). The third one is the likelihood ratio test for threshold
nonlinearity (tlrt-test) implemented by Chan (1990). The null hypothesis is that the fitted
model to the time series is an AR model with a specified lag structure and the alternative is
that the fitted model is a threshold autoregressive model with the same lag structure for each
regime.
The last test we implement is a test for quadratic nonlinearity in a time series in which the
null hypothesis is a normal AR process. The test (tsay-test) was introduced and implemented
in Tsay (1986). We use R packages ”fNonlinear” and ”TSA” to perform the four tests. The
results are presented in table 1. They are interesting and encouraging at the same time in
the sense that we may reject the null in a number of cases but we observe strong evidence of
nonlinear components only when we consider a lag equal to 1. For lag structures of higher
order only the realized volatility extracted from the FTSE100 highlights strong evidence of
nonlinearity whereas in the case of CAC40 and DAX30 such evidence is not found in particular
considering tnn-test and wnn-test. This may have consequences on the predictive ability of
the models used since the degree of nonlinearity present in the time series affects, how easy to
infer, the performance of nonlinear models.
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3.2 Two different choices for the persistence function ψ
We consider two possible specifications of the persistence function, say ψ1 and ψ2, satisfying
assumptions a1-a5. We refer to the SDAR model characterized by ψi as SDAR(Mi) with
i = 1, 2. Below we introduce the functional forms of ψ1 and ψ2 and we discuss conditions
under which assumptions a1-a5 are satisfied.
• SDAR(M1). Consider the persistence function
ψ1(y;γ) = e
−(γ0+γ1y2r), γ0 ∈ R, γ1, r > 0,
characterized by the vector of parameters γ = (γ0, γ1, r). Under this specification, the
SDAR model is a special case of the EXPAR model in Chen and Tsay (1993). Notice
that if γ1 = 0 we recover an AR(1) model.
It can be easily verified that requirements a1 and a2 are satisfied since
sup
y∈R
(
|ψ1(y;γ)|+
∣∣∣∣y ddyψ1(y;γ)
∣∣∣∣
)
= 2re−
2rγ0+2r−1
2r .
a4 and a5 are satisfied on any compact set
Θ ⊂
{
(γ0, γ1) ∈ (ln(2r)− 1 + 1
2r
,+∞)× (0,+∞)
}
since the partial derivatives with respect to the parameters are the following: ψγ01 (y;γ) =
−ψ1(y;γ), ψγ11 (y;γ) = −y2rψ1(y;γ), ψr1(y;γ) = −γ1y2r ln(y2)ψ1(y;γ) ψγ0γ01 (y;γ) =
ψ1(y;γ), ψ
γ0γ1
1 (y;γ) = y
2rψ1(y;γ), ψ
γ0r
1 (y;γ) = γ1y
2r ln(y2)ψ1(y;γ), ψ
γ1γ1
1 (y;γ) =
y4rψ1(y;γ), ψ
γ1r
1 (y;γ) = y
2r ln(y2)ψ1(y;γ)
[
γ1y
2r − 1], ψrr1 (y;γ) = γ1y2r ln2(y2)ψ1(y;γ) [γ1y2r − 1].
• SDAR(M2). Consider the persistence function
ψ2(y;γ) =
1
γ0 + γ1y2r
, γ0 > 1, γ1 > 0.
Requirements a1 and a2 are satisfied since
sup
y∈R
(
|ψ1(y;γ)|+
∣∣∣∣y ddyψ1(y;γ)
∣∣∣∣
)
=
(1 + 2r)2
8rγ0
.
a4 and a5 are satisfied on any compact set
Θ ⊂
{
(γ0, γ1) ∈
(
(1 + 2r)2
8r
,+∞
)
× (0,+∞)
}
since the partial derivatives with respect to the parameters are the following: ψγ02 (y;γ) =
−ψ22(y;γ), ψγ11 (y;γ) = −y2r−ψ22(y;γ), ψr1(y;γ) = −γ1y2r ln(y2)ψ22(y;γ), ψγ0γ02 (y;γ) =
2ψ32(y;γ), ψ
γ0γ1
2 (y;γ) = 2y
2rψ32(y;γ), ψ
γ0r
2 (y;γ) = 2γ1y
2r ln(y2)ψ32(y;γ), ψ
γ1,γ1
2 (y;γ) =
y4rψ32(y;γ), ψ
γ1r
2 (y;γ) = y
2r ln(y2)ψ22(y;γ) [2γ1ψ2(y;γ)− 1],
ψrr2 (y;γ) = γ1y
2r ln2(y2)ψ22(y;γ)
[
2γ1y
2rψ2(y;γ)− 1
]
.
3.3 Estimation results
We present and discuss estimation results applying the QML method introduced in section
2. We estimate the parameters for both models SDAR(M1) and SDAR(M2) for the realized
volatility extracted from CAC40, DAX30 and FTSE100. The parameters estimates are sum-
marized in table 2. Some insights are possible observing these results. Firstly, and indepen-
dently of the adopted model, all estimates are highly significant indicating that all parameters
of the model are relevant. Moreover, as expected, the estimate of r is systematic higher for
the SDAR(M2) model with respect to the SDAR(M1) model. A possible explanation of this
result depends on the fact that the specification characterized by ψ1 is more sensitive to the
variation of the parameter r. Furthermore, as it is easily to check, in order to reproduce the
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same value of the persistence (i.e., the same value of the coefficients ψ1 and ψ2) the parameter
r must be greater in the case M1 than in the case M2.
In order to identify the best model we use the AIC criterion, in the sense that for each
financial index we compute the AIC associated to each model and we select the model cor-
responding to the minimum AIC. Table 3 summarize the results. With the AIC criterion we
identify SDAR(M1) for CAC40 and DAX30 and SDAR(M2) for FTSE100. Furthermore, table
4 summarizes the evaluation of the goodness of the selected models through an independent
test of the residuals. We use the BDS test developed by Brock et al. (1987) and later pub-
lished by Brock et al. (1996). The test can be used as a portmanteau test of independent
and identically distribution when applied to the residuals of a fitted model as in our case (see,
among others, Krager and Kluger (1993)). In particular, if the null of i.i.d. residuals cannot
be rejected, this indicates that the model provides an adequate fit to the original time series
and successively removes the nonlinearity in the data. All p-values reported in table 4 allow
to accept the null and therefore our selected SDAR models are adequate for all three indices.
It can be interesting to analyze the variation of the estimated time-varying persistence func-
tions ψ1(yt−1, γˆ) and ψ2(yt−1, γˆ) along the sample period to investigate if they capture the
volatility dynamics. Figures 1-3 confirm this expectation. In periods when weekly volatility
is high, both functions increase indicating a greater persistence. This happens for all three
indices. However for CAC40 the maximum value reached by the persistence function at the
peak of volatility (which occurs in 2009, the year of the post-Lehman crisis for all three indices)
is much lower than that of the other two indices DAX30 and FTSE100 indicating an excess
persistence for the last two financial indices.
For forecasting purposes we estimate an alternative model widely used in nonlinear time
series forecasting: the self-exciting autoregressive model (SETAR) introduced by Tong (1978)
and intensively used for forecasting perspective in a number of articles as mentioned in the
introduction of this paper. In appendix 2 we briefly describe the mathematical formulation
of this model. The estimation procedure (Tong (1983, 1995), Potter (1995), among others)
starts with the choice of the number of regimes p. We consider two cases p = 2 or p = 3.
Once the number of regimes has been set, we choose a maximum value of the number of lags
(for each regime) and proceed with the estimation of the models. The preferred model is
that which minimizes AIC. We identify the following models: SETAR(2,3,3) for the CAC40,
SETAR(2,2,3) for the DAX30 and SETAR(2,4,4) for the FTSE100. Results concerning the
selected models are reported in the Appendix 2. As in the case of SDAR models we perform
the BDS test for fitted residuals and the obtained p-values corroborate the goodness-of-fit of
the estimated models.
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Figure 1: Realized volatility (line, left vertical axis) and estimated persistence function (points,
right vertical axis). SDAR(M1) for CAC40.
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SDAR(M1) SDAR(M2)
Index Parameters Coeff. Std error Coeff. Std error
CaC40 α -1.5856∗∗∗ 0.0408 -1.3663∗∗∗ 0.1218
γ0 0.3734
∗∗∗ 0.0157 1.1808∗∗∗ 0.0189
γ1 0.0649
∗∗∗ 0.0049 0.0785∗∗∗ 0.0067
σ 0.5134∗∗∗ 0.0192 0.5378∗∗∗ 0.0112
r 0.3198∗∗∗ 0.0275 0.5596∗∗∗ 0.0336
DAX30 α -1.8863∗∗∗ 0.0512 -1.4375∗∗∗ 0.0691
γ0 0.4453
∗∗∗ 0.0043 1.1346∗∗∗ 0.0207
γ1 0.0736
∗∗∗ 0.0015 0.0973∗∗∗ 0.0009
σ 0.5134∗∗∗ 0.0193 0.5524∗∗∗ 0.0159
r 0.4036∗∗∗ 0.0155 0.5628∗∗∗ 0.0525
FTSE100 α -1.8754∗∗∗ 0.0574 -1.3753∗∗∗ 0.0831
γ0 0.3701
∗∗∗ 0.0078 1.1705∗∗∗ 0.0124
γ1 0.0945
∗∗∗ 0.0053 0.0884∗∗∗ 0.0034
σ 0.5041∗∗∗ 0.0281 0.5017∗∗∗ 0.0195
r 0.3315∗∗∗ 0.0284 0.4555∗∗∗ 0.0498
Table 2: Estimated parameters and relative standard errors of the adopted SDAR models for
weekly realized volatilities obtained from the selected financial indices. Three asterisks denote
that the parameter is significantly different from zero at the 1% level.
SDAR(M1) SDAR(M2)
Index Fit
CAC40 AIC 1124.54 1134.30
DAX30 AIC 1148.82 1157.05
FTSE100 AIC 1151.36 1135.19
Table 3: Measures of goodness of fit.
BDS Test (p-values) CAC40 DAX30 FTSE100
eps[1] m=2: 0.7116 eps[1] m=2: 0.4390 eps[1] m=2: 0.1595
eps[1] m=3: 0.1581 eps[1] m=3: 0.2485 eps[1] m=3: 0.2838
eps[2] m=2: 0.4945 eps[2] m=2: 0.3058 eps[2] m=2: 0.1735
eps[2] m=3: 0.1735 eps[2] m=3: 0.1482 eps[2] m=3: 0.1957
eps[3] m=2: 0.4059 eps[3] m=2: 0.2029 eps[3] m=2: 0.1262
eps[3] m=3: 0.0855 eps[3] m=3: 0.0898 eps[3] m=3: 0.1385
eps[4] m=2: 0.3300 eps[4] m=2: 0.0895 eps[4] m=2: 0.1523
eps[4] m=3: 0.1150 eps[4] m=3: 0.0965 eps[4] m=3: 0.1670
Table 4: BDS test for independence of residuals. This table reports the p-value output of the func-
tion bdsTest() of R. The bdsTest test examines the spatial dependence of the observed series. To
do this, the series is embedded in m-space and the dependence is examined by counting near points.
Points for which the distance is less than a constant EPS are called near. In this case: embed-
ding dimension m = 3, EPS=(0.5*sd(residuals), sd(residuals), 1.5*sd(residuals), 2*sd(residuals)).
Selected models: SDAR(M1) for CAC40 and DAX30, SDAR(M2) for FTSE100.
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Figure 2: Realized volatility (line, left vertical axis) and estimated persistence function (points,
right vertical axis). SDAR(M1) for DAX30.
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Figure 3: Realized volatility (line, left vertical axis) and estimated persistence function (points,
right vertical axis). SDAR(M2) for FTSE100.
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3.4 Forecasting accuracy
Constructing multi-period forecasts for nonlinear models is considerably more difficult than
for linear models since exact analytical solutions are not available. For a general discussion
about a number of methods of obtaining forecasts for general nonlinear models see Granger
and Terasvisrta (1993). Clements and Smith (1997) compare a number of alternative meth-
ods of obtaining multi-period forecasts using SETAR models and they conclude that Monte
Carlo method performs reasonably well. For this reason, in this paper, SETAR forecasts are
generated by Monte Carlo simulation (denoted MC).
In the same way we proceed for the SDARmodel. In fact, MC method is a simple simulation
method for obtaining multi-step forecasts that can be applied as easily to complex models as
the SDAR model. Denote with H the forecast horizon. Let y˜
(m)
n+h be the (n + h)-th forecast
with h = 1, ..., H obtained in the m-th simulation where n is the time of the last observation
in the sample. The forecast simulation scheme is then{
y˜
(m)
n+1 = αˆ+ ψ(yn; γˆ)yn + ξ˜
(m)
n+1,
y˜
(m)
n+h = αˆ+ ψ(y˜
(m)
n+h−1; γˆ)y˜
(m)
n+h−1 + ξ˜
(m)
n+h, h = 2, ..., H
. (3.3)
where ξ˜
(m)
n+1 and ξ˜
(m)
n+h are normally distributed with zero mean and standard deviation σˆ for
each simulation m. Now, averaging these forecasts across the m = 1, ..,M iterations of the
MC yields
y˜n+h =
M∑
m=1
y˜
(m)
n+h, h = 1, .., H
To compare the accuracy of the forecasts obtained by SDAR and SETAR models we use
three different measures, the Mean Absolute Forecast Error (MAFE), the Mean Square Fore-
cast Error (MSFE) and the Mean Percentage Forecast Error (MAPE). In particular, we com-
pute the Relative Efficiency (RE) measure defined as the ratio of one of the considered measures
of the SDAR model and its competitor, the SETAR model. In other words, if we consider the
MAFE
RE =
MAFE(SDAR)
MAFE(SETAR)
.
A similar computation holds for MSFE and MAPE. A value of RE lesser or equal than unity
indicates that the SDAR model provides more accuracy than the SETAR model. Results are
summarized in tables 5 and figures 4-6. We consider a forecast horizon from 1 week to 20
weeks ahead (approximately corresponding to a period of 5 months of forecast). Figures 4-6
depict the RE of the three measures of accuracy for each financial index. We can see that
the relative forecast accuracy of the SDAR model with respect to the SETAR(2,4,4) model
is steadily improved for the realized volatility extracted from the FTSE100 regardless of the
adopted measure of accuracy (figure 6 for a forecast horizon from 2 to 20 weeks. In particular,
the SDAR model is approximately 15-20% better than the SETAR model for short horizons,
i.e., of 10-12 weeks. Differently, in the case of the CAC40 the SDAR model yields superior
forecasts up until about 13 weeks ahead after which it gets worse (figure 4). Finally, in the
case of the DAX30, the comparison is more complicated since neither model seems to prevail
over the other in a systematic way or for defined forecast horizons, even if for short horizons
the SETAR(2,2,3) model dominates the SDAR model up to 15%. On the other hand, for
long forecast horizon the RE approaches to 1, i.e., the models equates (figure 5) and often the
SDAR model provides more accurate forecasts. Forecasts of 1-week ahead deserve a separate
discussion. Here, the SETAR model perform significantly better than the SDAR model for
all three indices and independently on the adopted measures. The reason can be found in the
fact that for forecasting the (n+1)-th observation conditional on yn the regime is known with
certainty, whereas for forecast horizon greater or equal than 2 the regime must be determined
by the simulated value y˜n+1 (subjected by an error term). As regards the measures of accuracy
used, MAFE, MSFE and MAPE, the dynamics of the RE in terms of the forecast horizon is
very similar. However, we can observe that the MSFE is the one that provides the lowest
or highest values of the RE. However, we cannot say that there are appreciable differences
between the three measures in terms of a different assessment of the forecasts accuracy.
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CAC40 DAX30 FTSE100
MAFE MSFE MAPE MAFE MSFE MAPE MAFE MSFE MAPE
H = 1 1.5070 2.2708 1 .4070 1.4117 1.9927 1.4119 3.6388 3.9088 3.6379
H = 2 1.0226 0.9861 0.9666 1.0996 1.0914 1.0773 1.0375 0.7343 0.9800
H = 3 0.8795 0.8217 0.8379 1.0976 1.1212 1.0811 0.9381 0.7546 0.9111
H = 4 0.7392 0.6631 0.7043 1.0916 1.1661 1.0795 0.8580 0.6808 0.8424
H = 5 0.8213 0.6925 0.7731 1.0437 1.0100 1.0272 0.7669 0.6258 0.7602
H = 6 0.8099 0.7217 0.7654 1.0829 1.1312 1.0721 0.8915 0.8119 0.8832
H = 7 0.7148 0.5848 0.6777 1.0837 1.0704 1.0726 0.7652 0.6096 0.7606
H = 8 0.7976 0.7754 0.7496 0.9768 0.9448 0.9735 0.9070 0.7813 0.8941
H = 9 0.8671 0.8612 0.8153 1.0786 1.0061 1.0880 0.9486 0.8191 0.9338
H = 10 0.9189 0.9072 0.8704 1.0099 1.0074 1.0121 0.9791 0.8740 0.9669
H = 11 0.8525 0.7846 0.8072 0.9406 0.9542 0.9317 0.9077 0.7769 0.8984
H = 12 0.9347 0.9234 0.8823 1.0152 0.9615 1.0197 0.8672 0.7368 0.8582
H = 13 0.9953 0.9806 0.9477 1.0388 1.0396 1.0427 0.9061 0.7600 0.8919
H = 14 1.0132 1.0852 0.9610 0.9759 0.9911 0.9827 0.9899 0.8675 0.9696
H = 15 1.0326 1.1621 0.9804 0.9734 0.9373 0.9691 0.9073 0.8076 0.8920
H = 16 1.0802 1.1701 1.0307 1.0219 0.9886 1.0344 1.0045 0.9968 0.9885
H = 17 1.1174 1.2889 1.0652 1.0272 1.0171 1.0272 0.9828 0.9080 0.9619
H = 18 1.1330 1.3335 1.0696 1.0280 1.0127 1.0283 0.8837 0.7906 0.8732
H = 19 1.0710 1.1556 1.0229 1.0204 1.0083 1.0271 0.8879 0.7600 0.8736
H = 20 1.1327 1.3331 1.0885 1.0114 0.9881 1.0179 0.9434 0.8996 0.9275
Table 5: Relative efficiency of the SDAR model in terms of the SETAR model according to the
measures of forecast accuracy considered, MAFE, MSFE and MAPE. A value of the ratio lesser
than 1 indicates that the SDAR model ensures more accuracy than the SETAR model. We compare
SDAR(M1) and SETAR(2,3,3) for CAC40, SDAR(M1) and SETAR(2,2,3) for DAX30, SDAR(M2)
and SETAR(2,4,4) for FTSE100.
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Relative efficiency: CAC40
Figure 4: Relative efficiency in terms of MAFE (asterisk), MSFE (circle) and MAPE (square). The
SDARmodel forecast accuracy measure is expressed relative to the corresponding for SETAR(2,3,3)
model.
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Relative efficiency: DAX30
Figure 5: Relative efficiency in terms of MAFE (asterisk), MSFE (circle) and MAPE (square). The
SDARmodel forecast accuracy measure is expressed relative to the corresponding for SETAR(2,2,3)
model.
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Relative efficiency: FTSE100
Figure 6: Relative efficiency in terms of MAFE (asterisk), MSFE (circle) and MAPE (square).
The SDAR model forecast accuracy measure is expressed relative to the corresponding for
SETAR(2,2,4) model.
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4 Concluding remarks
In this paper we provide conditions under which the SDAR model is strictly stationary and
uniformly ergodic. The model is a special case of the class of functional-coefficient AR processes
in which the autoregressive coefficient is a function of the lagged state variable. We impose
a number of assumptions on the persistence function ψ to get nonlinear time series which
are strictly stationary and uniformly ergodic. From an estimation point of view, we propose
a quasi-maximum likelihood technique and we establish that the estimator is consistent and
asymptotically normal. An empirical application to weekly realized volatilities extracted from
three European financial indices (CAC40, DAX30 and FTSE100) is presented and the forecast
accuracy of the model is discussed relating to an alternative approach among the most used
in econometric literature, the SETAR model. We show that the SDAR model has a better
predictive ability than the SETAR model in the case of CAC40 and FTSE100 (except for a
forecast of 1-step ahead) and just worse in the case of DAX30 for short horizons, offering a
possible alternative in modelling and forecasting nonlinear economic time series. It is our belief
that further investigations are needed to fully understand the potentiality of SDAR models.
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5 Appendix 1
In this appendix we shall prove the main results introduced in this paper. Since in propositions
2.1 e 2.2 θ is assumed fixed, in order to simplify the notation, in the proofs of these results
we will drop the dependence of ψ on γ, i.e., we set ψ(y) = ψ(y;γ).
Proof of Proposition 2.1
Proof. We will apply theorem 4.40 in Douc et al. (2014). Preliminarily, it is necessary to
consider the SDAR model specified in (2.2) as a special case of a more general class of
models known as ”iterated random function” satisfying the following recurrence equation
Yt = fξt(Yt−1), for all t ∈ N, where fξt(Yt−1) = ψ(Yt−1)Yt−1 + ξt. Theorem 4.40 in Douc et
al. (2014) states that, under their assumptions A4.36-A4.38, for all y0 ∈ R the composition
y
(k)
t (y0) = fξt ◦ · · · ◦ fξt−k−1 (y0) converges P-a.s. to a r.v. y˜t which does not depend on y0
and, moreover, (y˜t)t is the only strictly stationary solution of Yt. Therefore, our goal is to
verify that under the SDAR model in (2.2) requirements A4.36-A4.38 of Douc et al (2014) are
satisfied. We will discuss them separately.
A4.36 The sequence (ξt)t is strict stationary and ergodic.
Since we assume that the error term sequence is i.i.d., the requirement trivially holds.
A4.37 There exists a measurable function e 7→ Ke such that |fe(y) − fe(z)| ≤ Ke|y − z|,
∀(y, z, e) ∈ R3, E[ln+(Kξ0)] <∞ and E[ln(Kξ0)] < 0.
In our SDAR model fe(y) = ψ(y)y + e, therefore |fe(y)− fe(z)| = |ψ(y)y − ψ(z)z|. As-
sumption a1 ensures that ψ(y)y is a Lipschitz function with Lipschitz constant L ∈ (0, 1)
so that |ψ(y)y−ψ(z)z| ≤ L|y− z|. Therefore, setting Ke = L for all e all conditions are
satisfied.
A4.38 There exists yˆ ∈ R such that E [ln+(|yˆ − fξ1 (yˆ)|)] <∞.
In the SDAR model, since ξ1 ∼ N(0, σ) we can write
E
[
ln+(|yˆ − ψ(yˆ)yˆ − ξ1|)
]
=
=
1
2σ
√
2π
∫ +∞
−∞
ln(|yˆ − ψ(yˆ)yˆ − s|)1{{s<yˆ−ψ(yˆ)yˆ−1}∪{s>yˆ−ψ(yˆ)yˆ−1}}e−
s2
2σ2 ds
which is clearly finite.
So, under assumption a1, the SDAR model satisfies A4.36-A4.38 in Douc et al (2014), and
the result is proved.
Proof of Proposition 2.2
Proof. The result is an immediate consequence of proposition 6.8 in Douc et al. (2014) and
more specifically of their example 6.11, taking into account that the density of the kernel of
the SDAR model with respect to the Lebesgue measure is given by
p(y, y˜) =
1
σ
√
2π
e
− 1
2σ2
(y˜−ψ(y)y)2
.
Proof of Theorem 2.1
Proof. The theorem follows from theorems 3.13 and 6.4 in White (1994) whose assumptions
are satisfied by the SDAR model as we are going to show. Actually, White’s requirements 2.1,
2.3, 3.6 and 3.9 are trivially satisfied under our assumptions a1-a4. So, we analyze all non
trivial assumptions 3.1, 3.2′, 3.7, 3.8 and 6.1.
3.1 a) E
[
ℓt(Y
t;θ)
]
exists and it is finite for all θ ∈ Θ; b) E [ℓt(Y t; ·)] is continuous on Θ;
c) (ℓt(Y
t; θ))t satisfies a strong uniform law of large numbers.
Notice that ℓt(Y
t;θ) = − ln(σ)− ξ2t
2σ2
= q(ξt;σ). Since (ξ
2
t )t is an i.i.d. sequence of r.vs.
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with finite moments requirements a) and b) are satisfied. In order to verify condition c),
we rewrite q(ξt;σ) as q(ξt;σ) = qˆ(zt;σ) = − ln(σ)− z
2
t
2
where zt ∼ i.i.d. N(0, 1). Since
sup
σ∈S
∣∣∣∣∣ 1n
n∑
t=1
qˆ(zt;σ)− E [qˆ(z1;σ)]
∣∣∣∣∣ = 12
∣∣∣∣∣ 1n
n∑
t=1
z
2
t − 1
∣∣∣∣∣→ 0
condition c) is satisfied.
3.2′ Let Ln(yn; θ) = 1n
∑n
t=1 ℓt(Y
t;θ) and let L¯n(θ) = E[Ln(y
n; θ)]. Assume that L¯n(θ) is
O(1) uniformly in Θ.
It is an immediate consequence of assumption a3.
3.7 a) E
[
1
n
∑n
t=1∇θℓt(Y t;θ)
]
< +∞ for all θ ∈ Θ, uniformly in n; b) E [ 1
n
∑n
t=1∇θℓt(Y t;θ)
]
is continuous on Θ uniformly in n; c) the sequence (∇θℓt(Y t;θ))t satisfies a strong uni-
form law of large numbers.
Notice that the elements of the gradient ∇θℓt(Y t;θ) are two types of sequences of
r.vs.: ℓαt (Y
t;θ) = ξt
σ2
and ℓσt (Y
t; θ) = 1
σ3
(ξ2t − σ2) are both i.i.d. sequences, whereas
ℓ
γk
t (Y
t;θ) = 1
σ2
ψγk (Yt−1;γ)ξtYt−1 is a martingale difference sequence, for all k = 1, ..., p.
Requirements a) and b) follow directly from our assumptions. As for condition c), let
us start considering the sequence ℓαt (Y
t;θ). Following the same idea used in the proof
of condition c) of assumption 3.1 in White (1994) above, we have
sup
θ∈Θ
∣∣∣∣∣ 1n
n∑
t=1
ℓ
α
t (Y
t;θ) − E[ℓαt (Y t;θ)]
∣∣∣∣∣ =
= sup
σ∈S
1
σ
∣∣∣∣∣ 1n
n∑
t=1
zt
∣∣∣∣∣ = 1σmin
∣∣∣∣∣ 1n
n∑
t=1
zt
∣∣∣∣∣→ 0
where σmin = minS > 0 by assumption a3. As for ℓσt (Y t;θ) we can use the same argu-
ments. Regarding the sequence (ℓγkt (Y
t;θ))t which has a more complex serial dependence
structure, we need to exploit theorem 1 in Potscher and Prucha (1989) where the authors
state a strong uniform law of large numbers for functionals relative to dependent and
heterogeneous sequence of r.vs.. We need to control assumptions 1, 2, 3, 4 and 5A in
the mentioned paper. Most assumptions are trivially satisfied under the hypotheses of
the SDAR model. The only non trivial ones are assumption 4, for which (ℓ
γk
t (Y
t;θ))t
is required to satisfy a pointwise strong law of large numbers and assumption 3 which
states that, for k = 1, . . . , p,
sup
n
1
n
n∑
t=1
E
[
sup
θ
∣∣ℓγkt (Y t;θ)∣∣1+δ
]
<∞. (5.4)
As for the first one, thanks to assumption a4 and Remark 2.2, the conclusion immediately
follows from Theorem 3.77 in White (1984). Moreover, (5.4) is verified since, under
assumption a5,
E
[
sup
θ
∣∣ℓγkt (Y t;θ)∣∣1+δ
]
= E
[
sup
θ
∣∣∣∣ 1σ2ψγk (Yt−1;γ)ξtYt−1
∣∣∣∣
1+δ
]
≤
≤ C
1+δ
σ1+δmin
E
[
|Z|1+δ
]
<∞,
where Z ∼ N(0, 1).
3.8 a) E
[
1
n
∑n
t=1∇2θℓt(Y t;θ)
]
< +∞ for all θ ∈ Θ, uniformly in n; b) E [ 1
n
∑n
t=1∇2θℓt(Y t;θ)
]
is continuous on Θ uniformly in n; c) the sequence (∇2θℓt(Y t;θ))t satisfies a strong uni-
form law of large numbers.
The elements of the hessian matrix ∇2θℓt(Y t;θ) are the following:
ℓ
αα
t (Y
t; θ) = − 1
σ2
,
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ℓ
αγk
t (Y
t;θ) = −Yt−1ψ
γk (Yt−1;θ)
σ2
, for all k,
ℓ
ασ
t (Y
t;θ) = −2ξt
σ3
,
ℓ
γkγk
t (Y
t;θ) = ξtYt−1
ψγkγk (Yt−1; θ)
σ2
− Y 2t−1 (ψ
γk(Yt−1;γ))2
σ2
, for all k,
ℓ
γkγj
t (Y
t;θ) =
= ξtYt−1
ψγkγj (Yt−1;γ)
σ2
− Y 2t−1ψ
γk (Yt−1; γ)ψγj (Yt−1;γ)
σ2
, for all k ≥ j,
ℓ
γkσ
t (Y
t;θ) = −ξtYt−1 2ψ
γk (Yt−1;γ)
σ3
, for all k,
and
ℓ
σσ
t (Y
t;θ) =
1
σ2
− 3ξ
2
t
σ4
.
Notice that we can make use of similar arguments as those used in the previous points
to establish that each of these sequences satisfy a strong uniform law of large numbers.
Indeed, we are dealing with i.i.d. sequences ((ℓααt (Y
t;θ))t and (ℓ
σσ
t (Y
t;θ))t), station-
ary and ergodic sequences ((ℓαγkt (Y
t;θ))t, for all k) and martingale difference sequences
((ℓγkσt (Y
t;θ))t, for all k), whereas (ℓ
γkγk
t (Y
t; θ))t and (ℓ
γkγj
t (Y
t;θ))t are linear combi-
nations of them. We will only discuss the last case by considering the others analogous.
Thanks to assumption a4 and Remark 2.2, Theorems 3.34 and 3.77 in White (1984)
ensure that a pointwise strong law of large numbers is satisfied by ℓγkγkt (Y
t; θ) and by
ℓ
γkγj
t (Y
t;θ). The most delicate issue is to check condition 3 in Potscher and Prucha
(1989). We consider the sequence ℓ
γkγj
t (Y
t; θ) being ℓγkγkt (Y
t;θ) completely equivalent.
We remark that, under assumption a5,
E
[
sup
θ
∣∣ℓγkγjt (Y t;θ)∣∣1+δ
]
=
= E
[
sup
θ
∣∣∣∣ξtYt−1ψγkγj (Yt−1; γ)σ2 − Y 2t−1ψ
γk (Yt−1;γ)ψγj (Yt−1;γ)
σ2
∣∣∣∣
1+δ
]
≤
≤
[
D
σmin
(
E[|Z|1+δ ]
) 1
1+δ
+
C2
σ2min
]1+δ
<∞
by Minkowski’s inequality.
6.1 The array 1√
n
s0t =
1√
n
∇θℓt(Y t;θ0) obeys the central limit theorem with covariance matrix
B
0
n = var(
1√
n
n∑
t=1
s
0
t ) = E[
1
n
n∑
t=1
∇θℓt(Y t;θ0)
(∇θℓt(Y t;θ0))T ],
which is O(1) and uniformly positive definite.
We prove this statement relative to the SDAR model thanks to Crowder (1976). We refer
to conditions 3.6 and 3.7 of that paper. Set Xt = 1
T∇θℓt(Y t; θ0). Notice that (Xt)t
is a martingale difference sequence, i.e., Et−1 [Xt] = 0, P0−a.s., where Et−1 denotes the
conditional expectation E[·|Yt−1]. Condition 3.6 in Crowder (1976) is∑n
t=1 Et−1
[
X2t
]∑n
t=1 E [X
2
t ]
P−→ 1.
But
Et−1r
[
X
2
t
]
= Et−1
[
(1T∇θℓt(Y t;θ0))2
]
=
= Et−1
[(
ℓ
α
t (Y
t;θ0) +
p∑
k=1
ℓ
γk
t (Y
t;θ0) + ℓσt (Y
t;θ0)
)2]
=
= Et−1
[(
ℓ
α
t (Y
t;θ0)
)2]
+ Et−1
[(
p∑
k=1
ℓ
γk
t (Y
t;θ0)
)2]
+
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+Et−1
[(
ℓ
σ
t (Y
t;θ0)
)2]
+ 2Et−1
p∑
k=1
ℓ
α
t (Y
t; θ0)ℓγkt (Y
t;θ0)+
+2Et−1
∑
k 6=j
ℓ
γk
t (Y
t;θ0)ℓ
γj
t (Y
t; θ0) + 2Et−1ℓ
α
t (Y
t; θ0)ℓσt (Y
t;θ0),
since it is easy to verify that Et−1
[
ℓσt (Y
t;θ0)ℓγkt (Y
t;θ0)
]
= 0, for all k = 1, .., p, and
Et−1
[
ℓαt (Y
t;θ0)ℓσt (Y
t;θ0)
]
= 0. Substituting the expressions of partial derivatives of
ℓt(Y
t;θ) we get
Et−1
[
X
2
t
]
=
3
σ2
+
2Yt−1
σ2
p∑
k=1
ψ
γk (Yt−1;γ
0)+
+
Y 2t−1
σ2

 p∑
k=1
(
ψ
γk (Yt−1;γ
0)
)2
+ 2
∑
k 6=j
ψ
γk (Yt−1;γ
0)ψγj (Yt−1;γ
0)

 .
We conclude that Et−1
[
X2t
]
is strictly stationary and uniformly ergodic sequence of r.vs..
By assumption a4 and Remark 2.2 we can apply theorem 3.34 in White (1984) to get∑n
t=1 Et−1
[
X2t
]∑n
t=1 E [X
2
t ]
=
1
n
∑n
t=1 Et−1
[
X2t
]− 1
n
∑n
t=1 E
[
X2t
]
1
n
∑n
t=1 E [X
2
t ]
+ 1
P−→ 1,
since E
{
Et−1
[
X2t
]}
= E
[
X2t
]
.
Condition 3.7 in Crowder (1976) requires that for some δ > 0 and for every ǫ > 0,
∑n
t=1 E[|Xt|2+δ1|Xt|≥ǫvn ]
v2+δn
→ 0 where v2n =
∑n
t=1 E
[
X2t
]
. Choosing δ = 2 and considering
the stationarity of Et−1
[
X2t
]
we get
∑n
t=1 E
[
X4t 1|Xt|>ǫvn
]
v4n
≤
∑n
t=1 E
[
X4t
]
v4n
≤ η · 1
n
−→ 0
where 0 < η <∞ is the upper bound of E [X4t ].
Since all required assumptions are satisfied, the result follows from Theorems 3.13 and
6.4 in White (1994).
6 Appendix 2
In this appendix we give a brief description of SETAR(p, d1, d2) models used as competitors
for evaluating forecasting accuracy of SDAR models. For a detailed discussion on SETAR
models the reader can consult Tong (1978, 1980, 1986 and 1995). SETAR models assume that
a variable yt is a linear AR within a regime but may move among regimes depending on the
value assumed by the lagged variable yt−d. In our application d = 1 the number of regimes
p is 2. More in particular, the process yt follows an AR(d1) process when it is in the ”low
regime” and an AR(d2) process when it is in the ”high regime”. Formally,{
yt = c1 +
∑d1
i=1 φ1,iyt−i + ǫ1,t, yt−1 ≤ r
yt = c2 +
∑d2
i=1 φ2,iyt−i + ǫ2,t, yt−1 > r,
. (6.5)
where ǫj,t ∼ N(0, σj), j = 1, 2. We report the output of R (package ”tsDyn”) relating to the
estimated SETAR models for the three different index log-volatilities.
• CAC40. R output: Non linear autoregressive model
SETAR model ( 2 regimes)
Coefficients:
Low regime:
const.L phiL.1 phiL.2 phiL.3
-1.3292280 0.2297850 0.2442498 0.1805137
High regime:
const.H phiH.1 phiH.2 phiH.3
-0.6589916 0.4226148 0.3088542 0.1112698
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Threshold Variable: Z(t) = + (0) X(t)+ (1)X(t-1)+ (0)X(t-2)
Proportion of points in low regime: 35.66%, High regime: 64.34%
Residuals:
Min 1Q Median 3Q Max
-1.9040632 -0.2957076 -0.0064422 0.2994092 1.4948586
Fit: residuals variance = 0.1983, AIC = -1239, MAPE = 9.375%
Coefficient(s)
Estimate Std. Error t value Pr(> |t|)
const.L -1.329228 0.454556 -2.9242 0.0035545 **
phiL.1 0.229785 0.061935 3.7101 0.0002221 ***
phiL.2 0.244250 0.089647 2.7246 0.0065847 **
phiL.3 0.180514 0.058308 3.0959 0.0020337 **
const.H -0.658992 0.189383 -3.4797 0.0005303 ***
phiH.1 0.422615 0.043588 9.6956 < 2.2e-16 ***
phiH.2 0.308854 0.062391 4.9503 9.112e-07 ***
phiH.3 0.111270 0.045072 2.4687 0.0137753 *
Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1
BDS Test (p-values)
eps[1] m=2: 0.5944
eps[1] m=3: 0.6796
eps[2] m=2: 0.8801
eps[2] m=3: 0.9139
eps[3] m=2: 0.9262
eps[3] m=3: 0.9241
eps[4] m=2: 0.9720
eps[4] m=3: 0.9621
• DAX30. R output: Non linear autoregressive model
SETAR model ( 2 regimes)
Coefficients:
Low regime:
const.L phiL.1 phiL.2
-1.8719247 0.2265772 0.2711836
High regime:
const.H phiH.1 phiH.2 phiH.3
-0.8432665 0.3662158 0.2818168 0.1424999
Threshold Variable: Z(t) = + (0) X(t)+ (1)X(t-1)+ (0)X(t-2)
Proportion of points in low regime: 15.12%, High regime: 84.88%
Residuals:
Min 1Q Median 3Q Max
-1.953924 -0.260304 0.035248 0.305523 1.660976
Fit: residuals variance = 0.2086, AIC = -1202, MAPE = 9.367%
Coefficient(s)
Estimate Std. Error t value Pr(> |t|)
const.L -1.871925 0.679896 -2.7533 0.0060397 **
phiL.1 0.226577 0.083477 2.7142 0.0067914 **
phiL.2 0.271184 0.142042 1.9092 0.0566112 .
const.H -0.843266 0.168321 -5.0099 6.760e-07 ***
phiH.1 0.366216 0.039314 9.3152 ¡ 2.2e-16 ***
phiH.2 0.281817 0.051639 5.4574 6.517e-08 ***
phiH.3 0.142500 0.040288 3.5371 0.0004288 ***
Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1
19
BDS Test (p-values)
eps[1] m=2: 0.8822
eps[1] m=3: 0.7256
eps[2] m=2: 0.5463
eps[2] m=3: 0.4947
eps[3] m=2: 0.2789
eps[3] m=3: 0.2962
eps[4] m=2: 0.1310
eps[4] m=3: 0.1758
• FTSE100. R output: Non linear autoregressive model
SETAR model ( 2 regimes)
Coefficients:
Low regime:
const.L phiL.1 phiL.2
-2.1761709 0.2340485 0.2454682
High regime:
const.H phiH.1 phiH.2 phiH.3 phiH.4
-0.5842767 0.4288785 0.2148472 0.0202444 0.2013528
Threshold Variable: Z(t) = + (0) X(t)+ (1)X(t-1)+ (0)X(t-2)
Proportion of points in low regime: 35.06%, High regime: 64.94%
Residuals:
Min 1Q Median 3Q Max
-1.388613 -0.298019 0.041845 0.302668 1.377064
Fit: residuals variance = 0.1968, AIC = -1245, MAPE = 8.932%
Coefficient(s)
Estimate Std. Error t value Pr(> |t|)
const.L -2.176171 0.491236 -4.4300 1.079e-05 ***
phiL.1 0.234048 0.061853 3.7840 0.0001664 ***
phiL.2 0.245468 0.095003 2.5838 0.0099554 **
const.H -0.584277 0.190443 -3.0680 0.0022306 **
phiH.1 0.428879 0.043040 9.9647 ¡ 2.2e-16 ***
phiH.2 0.214847 0.064563 3.3277 0.0009173 ***
phiH.3 0.020244 0.046275 0.4375 0.6618838
phiH.4 0.201353 0.044348 4.5403 6.518e-06 ***
Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1
BDS Test (p-values)
eps[1] m=2: 0.5739
eps[1] m=3: 0.8881
eps[2] m=2: 0.8580
eps[2] m=3: 0.6026
eps[3] m=2: 0.8120
eps[3] m=3: 0.7970
eps[4] m=2: 0.6593
eps[4] m=3: 0.8517
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