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Marginal Fermi-liquid physics near optimal doping in high Tc cuprates has been explained within
two competing scenarios such as the spin-fluctuation theory based on an itinerant picture and the
slave-particle approach based on a localized picture. In this study we propose an alternative sce-
nario for the anomalous transport within the context of the slave-particle approach. Although
the marginal Fermi-liquid phenomenology was interpreted previously within deconfinement of the
compact gauge theory, referred to as the strange metal phase, we start from confinement, introduc-
ing the Polyakov-loop parameter into an SU(2) gauge theory formulation of the t-J model. The
Polyakov-loop parameter gives rise to incoherent electrons through the confinement of spinons and
holons, which result from huge imaginary parts of self-energy corrections for spinons and holons.
This confinement scenario serves a novel mechanism for the marginal Fermi-liquid transport in the
respect that the scattering source has nothing to do with symmetry breaking. Furthermore, the
incoherent Fermi-liquid state evolves into the Fermi liquid phase through crossover instead of an
artificial second-order transition as temperature is lowered, where the crossover phenomenon does
not result from the Anderson-Higgs mechanism but originate from an energy scale in the holon
sector. We fit an experimental data for the electrical resistivity around the optimal doping and find
a reasonable match between our theory and the experiment.
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2I. INTRODUCTION
The scattering mechanism for anomalous transport near optimal doping in high Tc cuprates has been a long standing
puzzle since the discovery of high Tc superconductivity [1]. A phenomenological description was proposed immediately,
referred to as the marginal Fermi-liquid Ansatz, where the existence of critical fluctuations is essential [2]. In particular,
the nature of such critical excitations is suggested to be local, where dominant contributions for scattering with
electrons result from their frequency dependence. As a result, dynamics of electrons becomes incoherent, described by
the local self-energy correction linearly proportional to frequency/temperature for its imaginary part. The relaxation
rate can be identified with the scattering rate associated with transport because vertex corrections for relaxation of
currents vanish automatically due to the locality of critical fluctuations. This explains the origin of the quasi-linear
behavior of the electrical resistivity in temperature near the optimally doped high Tc cuprates. Later, a microscopic
description for the marginal Fermi-liquid phenomenology was developed, called the circulating orbital-current model
based on the three-band Hubbard model [3].
A standard description for such an incoherent Fermi-liquid state is based on the spin-fluctuation model, strongly
correlated Fermi liquid being illustrated in the vicinity of an itinerant antiferromagnetic quantum critical point [4].
Unfortunately, the low-energy physics of this effective field theory is not known even in the large-N limit, where N is
the spin degeneracy and 1/N is the only expansion parameter [5]. In spite of uncontrolled approximation, the quasi-
T -linear electrical resistivity was demonstrated, the results of which was in remarkable agreement with experimental
data near optimal doping [4]. The main difficulty of this Fermi-liquid based approach is that the connection to an
insulating-like state in the underdoped region is not clear.
Another popular approach is based on the slave-particle representation, where an electron field is assumed to be
a composite operator given by a fermionic spinon field and a bosonic holon field, carrying spin and charge quantum
numbers separatively [6]. The spin-charge separation scenario being followed, the anomalous transport property was
explained in terms of the incoherent dynamics of holons, where the scattering mechanism for the incoherent dynamics
is served from spin chirality fluctuations, described by gauge fluctuations in this effective field theory [7]. The spin-
charge separated anomalous metallic state evolves into the Fermi liquid phase via the condensation of holons which
results in coherent electrons. An essential aspect is that this scenario is based on a paramagnetic Mott insulating
phase called a spin liquid state [8]. As a result, the evolution of electron dynamics from a Mott insulator to a Fermi
liquid can be systematically described. However, the Anderson-Higgs mechanism gives rise to an artificial transition
from the finite-temperature spin liquid to the Fermi liquid instead of the crossover, which remains as an open issue.
Furthermore, the connection between the slave-particle approach and the spin-fluctuation scenario is also elusive near
optimal doping.
In this study, we propose an alternative scenario to describe the marginal Fermi-liquid phenomenology near opti-
mal doping and to resolve the artificial finite-temperature transition to the Fermi liquid. Although the spin-charge
separation is assumed in the underdoped region of high Tc cuprates [6], spinons and holons are conjectured to be
confined around the optimal doping region. Based on this confinement Ansatz, we reproduce the experimental data
for the electrical transport [9], which implies that the confinment of the spinons and holons may play an essential role
in dynamics of incoherent electrons. In addition to the non-Fermi liquid physics via the Polyakov-loop parameter, we
realize the crossover instead of the second order transition, described by the coherence of such confined electrons.
The confinement of the spinons and holons will be described phenomenologically, the Polyakov-loop parameter
being introduced [10] to measure an effective fugacity of such fractionalized excitations. The Polyakov-loop parameter
becomes condensed to allow the deconfinement at high temperatures while it vanishes to cause the confinement at
low temperatures. The crossover from the marginal Fermi liquid to the Fermi liquid is conjectured to occur below
the confinement-deconfinement crossover temperature. In this paper we do not discuss how the spin liquid state in
the underdoped region evolves into the Fermi liquid phase in the overdoped region, leaving it for more serious future
investigations beyond this study.
The Nambu-Jona-Lasinio model (NJL) has been successfully used as an effective model for nonperturbative Quan-
tum Chromodynamics (QCD) in explaining low-energy phenomena such as properties of hadrons, since it describes
successfully the spontaneous breakdown of chiral symmetry (SBχS) [11–13]. The model consists of only quark degrees
of freedom, the gluons being being integrated out, for example, via instantons [14, 15]. While the NJL model explains
certain aspects of the QCD vacuum and spectra of lowest-lying hadrons, it does not contain any feature of the con-
finement. One of the simplest ways to bring this confinement back into this framework is to introduce an additional
temporal static gluon field, which can be coupled to quarks. This effective model is called the Polyakov extended
NJL model (PNJL) [16]. The thermally averaged Polyakov loop can be taken as an order parameter for deconfine-
ment in the limit of the heavy-quark mass. In this case, the crossover of confinement-deconfinement is featured by
the spontaneous breakdown of the ZNc center symmetry with the number of color Nc [17–20]. The presence of the
dynamical quark breaks explicitly this symmetry, so that the Polyakov loop is no more order parameter. However, it
was shown that the Polyakov loop describes a rapid crossover in the vicinity of the critical point of the deconfinement
3phase, which indicates that we still can consider the Polyakov loop as a signature for the deconfinement. The results
of various susceptibilities from the PNJL are known to be consistent with the lattice simulation [21]. In addition, the
PNJL scheme has been employed for the case of finite density of quarks [22] to study a generic phase diagram in quark
matter. Analogously, the PNJL will provide a good phenomenological framework for investigating the crossover from
non-Fermi liquid to Fermi liquid.
We point out the previous study in which the spinon-holon binding was introduced in the U(1) slave-boson ap-
proach [23]. Although it is in line with the present work, the spinon-holon bound state is distinguished from the
spinon-holon confined state: such a fractionalized particle is a well-defined excitation above the binding energy in the
previous study [23], while it is unstable for all energy scales due to the presence of the Polyakov-loop parameter in
our formulation.
The present paper is organized as follows: In Section II, we briefly review the PNJL model in the context of an
SU(2) gauge theory of the t-J model. In Section III, we describe the coherent crossover from non-Fermi liquid to
Fermi liquid with the effects of the confinement considered via the Polyakov-loop parameter. We present the results
of the electrical resistivity which shows the crossover at low temperatures. The final Section is devoted the summary
and discussion of the present results.
II. A PNJL-MODEL DESCRIPTION FOR AN SU(2) GAUGE THEORY OF THE T-J MODEL
A. Review on an SU(2) slave-boson theory of the t-J model
We start from the t-J model for doped Mott insulators
H = −t
∑
〈ij〉
(c†iσcjσ +H.c.) + J
∑
〈ij〉
(~Si · ~Sj − 1
4
ninj) , (1)
where hopping of electrons is allowed only when the site for hopping is empty. This constraint raises an important
problem for the quantization because the electron operator with it does not satisfy the anti-commutation relation.
One way to avoid this problem is to write an electron field as a composite operator
ci↑ =
1√
2
h†iψi↑ =
1√
2
(b†i1fi1 + b
†
i2f
†
i2),
ci↓ =
1√
2
h†iψi↓ =
1√
2
(b†i1fi2 − b†i2f †i1) , (2)
where the holon and spinon fields are expressed, respectively, as
hi =
(
bi1
bi2
)
, ψiσ =
(
fiσ
ǫσσ′f
†
iσ′
)
. (3)
ǫσσ′ is an antisymmetric tensor, i.e., ǫ12 = +1 and ǫ21 = −1. Equation (2) is known to be the SU(2) slave-boson
representation, originally introduced in Ref. [24], which incorporates low-lying fluctuations missed in the U(1) slave-
boson representation of the t-J model near half-filling [25]. The holon and spinon fields carry respectively charge
and spin quantum numbers, satisfying the commutation and anti-commutation relations, respectively. Since this
representation enlarges the physical Hilbert space, a constraint for the single occupancy should be introduced as
follows:
1
2
ψ†iατkψiα + h
†
i τkhi = 0 , (4)
which recovers the physical Hilbert space and satisfies the electron anti-commutation relation. The τk is the Pauli
matrix with k = 1, 2, 3, which acts on the SU(2) spinor space of Eq. (3).
Using this SU(2) slave-boson representation, one can rewrite the t-J model for electrons as an effective one for
holons and spinons [6]
Z =
∫
DψiαDhiDUijDa
k
i0e
−
∫
β
0
dτL (5)
with the Lagrangian
L =
1
2
∑
i
ψ†iα(∂τ − iaki0τk)ψiα + J
∑
〈ij〉
(ψ†iαUijψjα +H.c.) +
∑
i
h†i (∂τ − µ− iaki0τk)hi
4+ t
∑
〈ij〉
(h†iUijhj +H.c.) + J
∑
〈ij〉
tr[U †ijUij ], (6)
where aki0 is a Lagrange multiplier field to impose the SU(2) slave-boson constraint given in Eq. (4), identified with
the time component of the SU(2) gauge field. The matrix of the order parameter can be written as
Uij =
(
−χ†ij ∆ij
∆†ij χij
)
, (7)
which comes from the standard bosonization procedure for interactions, where the spin-singlet interaction channel of
the J-term is decomposed into particle-hole exchange hopping and particle-particle d-wave pairing scattering channels.
The Hubbard-Stratonovich transformation is performed to introduce effective bosonic order parameters, χij and ∆ij
associated with the particle-hole and particle-particle channels, respectively. Such order parameter fields are given by
χij = 〈f †iσfjσ+H.c.〉 and ∆ij = 〈ǫσσ′fiσfjσ′〉, respectively, in the saddle-point approximation. We want to emphasize
that Eq. (6) can be regarded as one reformulation of the t-J model, decomposing an electron field into the spinon and
holon fields as in Eq. (2), where the Gutzwiller projection, i.e., the constraint for hopping, is replaced with the exact
integration over aki0.
Employing the mean-field approximation for Uij and a
k
i0, Wen and Lee [6] found the phase diagram of the effective
theory represented by Eq. (6) in the (δ, T ) plane with a fixed J/t, where δ denotes the hole concentration and T
stands for the temperature. The optimally hole-doped region at high temperatures is described by USMij = −iχI and
〈hi〉 = 0 with aki0 = 0, which is called the strange metal (SM) phase, where the spinons form a large Fermi surface but
the incoherent electron spectra are only observed [26]. The Fermi liquid state appears from the SM phase, given by
the condensation of holons 〈bi1〉 6= 0 and 〈bi2〉 = 0, which results from the change of the chemical potential iaki0 6= 0.
Low-energy physics and the stability of each phase should be investigated beyond the mean-field description, quan-
tum fluctuations being introduced and an effective field theory being constructed. Considering quantum fluctuations
USMij = −iχeia
k
ijτk in the SM phase, we can discuss its low-energy physics based on the following SU(2) gauge theory
[27]
Leff = ψ†α(∂τ − µsτ3 − iakττk)ψα +
1
2mψ
|(∂i − iaki τk)ψα|2
+ h†(∂τ − µ− iakττk)h+
1
2mh
|(∂i − iaki τk)h|2 +
1
4g2
[∂µa
k
ν − ∂νakµ − gǫklmalµamν ]2 , (8)
where the temporal akτ and spatial a
k
i components of the SU(2) gauge fields come from the Lagrange multiplier field
aki0 and phase of the order parameter matrix a
k
ij , respectively. The µs represents a spinon chemical potential, which
originates from the vacuum expectation value of the time-component gauge field, as discussed just above. While
mψ ∝ 1/J is a band mass for the spinons, mh ∝ 1/t is that for the holons. The g denotes an effective coupling
constant between the spinons (holons) and the gauge bosons. Note that the SU(2) Maxwell dynamics results from
high energy fluctuations of the spinons and holons. In this effective field theory the spinons interact with the holons
via SU(2) gauge fluctuations. Such gauge interactions have been proposed as the source for the anomalous transport
in the SM phase [7]. However, it is not enough to treat gauge fluctuations perturbatively in order to simulate the
Gutzwiller projection [28, 29]. Moreover, such an approach based on the deconfinement cannot recover electron
excitations at low temperatures without the Anderson-Higgs mechanism, which means that the Fermi liquid phase is
never obtained without the artificial transition. Thus, we propose in the present work one possible way of describing
the crossover from the SM to the Fermi liquid around the optimal doping, based on the confinement-deconfinement
feature.
B. PNJL model in the strange metal phase
We write down the covariant derivative as
Dµ = ∂µ − iφτ3δµτ − iakµτk, (9)
where φ corresponds to a nontrivial vacuum contribution, nothing but the mean-field part of the gauge field associ-
ated with the Polyakov-loop parameter, and akµ express quantum fluctuations around the nontrivial vacuum state.
Integrating over such quantum fluctuations, we find an effective Lagrangian of the PNJL decomposed into the matter
and gauge parts
LPNJL = LMPNJL + LGPNJL , (10)
5where LMPNJL and LGPNJL describe matter and gauge sectors, respectively. The matter part is written as
LMPNJL = ψ†α(∂τ − iφτ3 − µsτ3)ψα +
1
2mψ
|∂iψα|2 + h†(∂τ − iφτ3 − µ)h+ 1
2mh
|∂ih|2 + Lint , (11)
where Lint is generated from the gauge interactions akµ, which is assumed to be local as follows:
Lint = gI
(
ψ†ατkψα + h
†τkh
)2
+ gJ
( 1
2mψ
[ψ†ατk∂iψα −H.c.] +
1
2mh
[h†τk∂ih−H.c.]
)2
. (12)
The gI and gJ denote an effective coupling strength for isospin density interactions and isospin current ones, respec-
tively. This local approximation is well utilized in the QCD context, realizing SBχS successfully [21]. Introducing non-
local interactions will improve the qualitative picture more quantitatively. However, we will assume local interactions,
since our goal is to show the emergence of the confinement-deconfinement crossover instead of the precise description of
chiral symmetry breaking. The local current-current interactions are expected to be irrelevant in the renormalization
group sense, so that they will be neglected for simplicity. Using the following identity τknmτ
k
pq = −δnmδpq + 2δnqδmp,
we write down the isospin interaction term as
Lint ≈ 2gIψ†αnψαpψ†βpψβn + 4gIψ†αnψαph†phn , (13)
where the local interactions of the holons are absorbed into the usual ϕ4 term called self-interactions.
The spinon-exchange interaction, i.e., the first term of Eq. (13), can be ignored in the SM phase, while the electron
resonance term, which is given as the second one of Eq. (13), will be allowed as quantum corrections later. Then, it
is straightforward to find an effective free energy from the “non-interacting” theory
FM [φ, µ; δ, T ] = −Ns
β
∑
k
{
ln
(
1 + e−β(E
ψ
k
−µs−iφ)
)
+ ln
(
1 + e−β(E
ψ
k
+µs+iφ)
)}
+
1
β
∑
q
{
ln
(
1− e−β(Ehq−µ−iφ)
)
+ ln
(
1− e−β(Ehq−µ+iφ)
)}
+ µδ + µs , (14)
where Eψk = k
2/2mψ and E
h
q = q
2/2mh denote the dispersions for the spinons and holons, respectively. The Ns is
the spin degeneracy, which is given by Ns = 2 in the physical case. This effective free energy can be rewritten in the
following typical PNJL expression
FSMM [Φ, µ; δ, T ] = −
Ns
β
∑
k
ln
(
1 + 2
[
Φcoshβµs −
√
1− Φ2 sinhβµs
]
e
−β k
2
2mψ + e
−2β k
2
2mψ
)
+
1
β
∑
q
ln
(
1− 2Φe−β( q
2
2mh
−µ)
+ e
−2β( q
2
2mh
−µ)
)
+ µδ + µs , (15)
where Φ = cosβφ is the Polyakov-loop parameter that is gauge-invariant and physical. Minimizing the free energy
with respect to Φ, one always finds Φ = 1, so that Eq. (11) is reduced to a deconfined theory. Matter fluctuations
favor the deconfinement as expected.
The confinement of the spinons and holons can be realized by an effective Polyakov-loop action from gauge dynamics.
Although an explicit form of the Yang-Mills action with the Polyakov-loop order parameter is much complex, one
can derive an effective theory of the Polyakov-loop parameter in principle, integrating over quantum fluctuations.
Actually, performing
∫
Da1µDa
2
µ in the one-loop level, one finds [30]
FG[Φ;T ] =
1
2πβ
∫ ∞
0
dkk ln(1− 2Φe−βk + e−2βk) , (16)
well shown in appendix A. Unfortunately, the free energy for the gauge field from one-loop approximation always
gives rise to Φ = 1 that corresponds to the deconfinement phase [30]. It is necessary to take quantum fluctuations
into account in a non-perturbative way. Though such a procedure is not theoretically known yet, we will construct
an effective free energy as follows
FG[Φ;T ] = A4T
3
{A2T0
A4
(
1− T0
T
)
Φ2 − A3
A4
Φ3 +Φ4
}
, (17)
where the constants Ai=2,3,4 are positive definite, and T0 is identified with the critical temperature for the confinement-
deconfinement transition (CDT). Since the CDT is known as the first order from the lattice simulation [21], the cubic-
power term with a negative constant is introduced such that Φ = 0 in T < T0 while Φ = 1 in T > T0, corresponding
to the center symmetry (Z2) breaking [16].
6Combining both matter and gauge sectors, we obtain an effective PNJL free energy for the SM phase
FPNJL[Φ, µ; δ, T ] = FM [Φ, µ; δ, T ] + FG[Φ;T ]
= −Ns
β
∑
k
ln
(
1 + 2
[
Φcoshβµs −
√
1− Φ2 sinhβµs
]
e
−β k
2
2mψ + e
−2β k
2
2mψ
)
+
1
β
∑
q
ln
(
1− 2Φe−β( q
2
2mh
−µ)
+ e
−2β( q
2
2mh
−µ)
)
+ µδ + µs
+ A4T
3
{A2T0
A4
(
1− T0
T
)
Φ2 − A3
A4
Φ3 +Φ4
}
. (18)
The CDT is driven by the gauge sector while the matter fluctuations turn the first-order transition into the
confinement-deconfinement crossover (CDC) because the Z2 center symmetry is explicitly broken in the presence
of matters, so that the Polyakov-loop does not become an order parameter in a rigorous sense [16]. One may regard
this PNJL construction as our point of view for the present problem, motivated from the crossover without the Higgs
mechanism. Actually, one can construct the PNJL free energy. Precisely speaking, the gauge sector results in Φ = 0
in T < TCD and Φ = 1 in T > TCD. Note that TCD is the CDC temperature in the presence of matters, which is
smaller than T0 because matters favor the deconfinement.
Figure 1 shows the free energy as a function of the Polyakov-loop order parameter with temperature varied. The
free energy at Φ = 0 in T < TCD is drawn in the dotted curve, whereas that at Φ = 1 in T > TCD is depicted in the
dashed one. The thick solid curve represents the case of T = TCD. An interesting point is that the holon chemical
potential of a negative value is much larger in the confinement phase than that in the deconfinement phase, being
consistent with confinement. The inset of Fig. 1 displays the Polyakov-loop parameter that starts to appear around
T = TCD < T0, where T0 is the confinement-deconfinement transition temperature of the pure gauge sector.
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FIG. 1. (Color online) The effective PNJL free energy as a function of the Polyakov-loop parameter with T < TCD (Black-
Dotted), T = TCD (Blue-Thick), and T > TCD (Red-Dashed). Inset: The Polyakov-loop parameter as a function of temperature
scaled with T0. The Polyakov-loop parameter vanishes in T < TCD, causing confinement, while it becomes condensed in
T > TCD, resulting in deconfinement.
Interestingly, the result in the mean-field approach of the PNJL model implies that the condensation of holons is not
allowed, since D[Φ, µ] = 1− 2Φ exp [−β(q2/2mh − µ)] + exp [−2β(q2/2mh − µ)] of the holon sector in Eq.(18) cannot
reach the zero value because of 0 ≤ Φ < 1 except for Φ = 1. In other words, Higgs phenomena are not compatible
with the confinement in this description, being not inconsistent with the previous field-theoretic result [31]. It should
be also noted that the mean-field approximation does not take into account feedback effects from matters to gauge
fluctuations. In fact, The fluctuations of the Fermi surface are not introduced, so that Landau-damped dynamics
for gauge fluctuations is still missing. Thus, it is desirable to introduce quantum corrections beyond the mean-field
approximation in the PNJL, which is the main topic of the work.
7Since the Higgs phase is not allowed in the presence of the Polyakov-loop order parameter, an immediate issue boils
down to how to describe the Fermi liquid phase. We will now examine the electron self-energy in the confinement phase,
certainly recovering the Fermi liquid self-energy proportional to ω2 with frequency ω below a certain temperature
associated with the holon chemical potential or the holon mass gap.
III. CROSSOVER FROM NON-FERMI LIQUID TO FERMI LIQUID
The central question of the present study is about the fate of the spinons and holons when the Polyakov-loop
parameter vanishes. The spinon-holon coupling term in Eq. (13) can be expressed as follows
Sel =
∫ β
0
dτ
∫
d2r
(
ψ†σnhncσ + c
†
σh
†
pψσp −
1
gI
c†σcσ
)
, (19)
where σ and n(p) represent spin and SU(2) indices, respectively. Since the Grassmann variable cσ carries exactly
the same quantum numbers as the electron, one may identify it as the Hubbard-Stratonovich field cσ. The effective
coupling constant gI plays a role of the chemical potential for the electrons. Note that the Fermi surface of the
electrons differs from that of the spinons in principle.
One can introduce quantum corrections self-consistently in the Luttinger-Ward functional approach [32], in which
only self-energy diagrams are taken into account, vertex corrections [33] being ignored,
FLW [φ, µ; δ, T ] = − 1
β
∑
iω
∑
k
{
ln
(
−Gψ−1σσ,pp′ (k, iω)
)
+Σψσσ,pp′ (k, iω)G
ψ
σσ,p′p(k, iω)
}
− 1
β
∑
iω
∑
k
{
ln
(
−Gc−1σσ (k, iω)
)
+Σcσσ(k, iω)G
c
σσ(k, iω)
}
+
1
β
∑
iΩ
∑
q
{
ln
(
−Gh−1pp′ (q, iΩ)
)
+ Σhpp′(q, iΩ)G
h
p′p(q, iΩ)
}
− 1
β
∑
iω
∑
k
1
β
∑
iΩ
∑
q
Gcσσ(k + q, iω + iΩ)G
h
p′p(q, iΩ)G
ψ
σσ,pp′ (k, iω) + µδ + µs . (20)
Here, Gcσσ(k, iω), G
ψ
σσ,pp′(k, iω), and G
h
pp′(q, iΩ) represent the single-particle Green functions for confined electrons,
spinons, and holons, respectively, written as
−Gc−1σσ (k, iω) = Σcσσ(k, iω)− g−1I ,
−Gψ−1σσ,pp′(k, iω) = [−i(ω + pφ)− pµs]δpp′ +
k2
2mψ
δpp′ +Σ
ψ
σσ,pp′(k, iω),
−Gh−1pp′ (q, iΩ) = [−i(Ω + pφ)− µ]δpp′ +
q2
2mh
δpp′ +Σ
h
pp′(q, iΩ), (21)
where Σcσσ(k, iω), Σ
ψ
σσ,pp′ (k, iω), and Σ
h
pp′(q, iΩ) designate the self-energy corrections for confined electrons, spinons,
and holons, respectively. This approximation is referred to as the Eliashberg theory that was previously believed to
be valid in the large-N limit [34], where N represents the spin degeneracy. However, the validity of the large-N limit
has been questioned [5, 35, 36] recently, which will be discussed in the final section.
Having minimized the free energy with respect to each self-energy
∂FLW (x, T )
∂Σcσσ(k, iω)
= 0,
∂FLW (x, T )
∂Σψσσ,pp′(k, iω)
= 0,
∂FLW (x, T )
∂Σhpp′(q, iΩ)
= 0 , (22)
we find the self-consistent equations for the self-energies as follows
Σcσσ(k, iω) = −
1
β
∑
iΩ
∑
q
Ghp′p(q, iΩ)G
ψ
σσ,pp′ (k − q, iω − iΩ),
Σψσσ,pp′(k, iω) = −
1
β
∑
iΩ
∑
q
Gcσσ(k + q, iω + iΩ)G
h
p′p(q, iΩ),
Σhpp′(q, iΩ) =
1
β
∑
iω
∑
k
Gcσσ(k + q, iω + iΩ)G
ψ
σσ,pp′(k, iω) . (23)
8These equations were intensively discussed in the context of heavy fermions [37] without the confinement, i.e., without
the Polyakov-loop parameter. Thus, this framework may be regarded as an extension of the mean-field analysis, both
the confinement effects and the quantum fluctuations being incorporated self-consistently.
In the confinement phase the spectral function of the spinon should not be reduced to the delta function owing to
the presence of the background potential φ even if the self-energy correction is ignored. Actually, the Polyakov-loop
parameter plays a role of the imaginary part of the self-energy, which makes the spinon resonance disappear as shown
in the first panel of Fig. 2. The holon spectrum also features a broad structure, presented in the second panel of
Fig. 2. It indicates that both the spinon and the holon are not well-defined excitations in the confinement phase. On
the other hand, the electron as a spinon-holon composite exhibits a rather sharp peak in the last graph of Fig. 2,
since the imaginary part of their self-energy vanishes at the Fermi surface in spite of no pole structure in the electron
Green function.
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FIG. 2. (Color online) Spinon, holon, and electron spectra: The Polyakov-loop parameter gives rise to huge imaginary parts
for self-energies of both spinons and holons in the confinement region, making the spinon and holon spectra broader (blue thick
curve). On the other hand, electron excitations become rather sharply defined due to confinement, but not fully coherent at
high temperatures, which originates from strong inelastic scattering with such incoherent spinon and holon excitations.
The holon self-energy is found to be of the standard form in two dimensions:
Σbp(q, iΩ)− Σbp(q, 0) = −
ρc
i(α− 1)
{
tan−1
( iΩ+ ipφ− vcF q∗ + vcF q
−iΩ− ipφ+ vcF q∗ + vcF q
)
− tan−1
( iΩ+ ipφ− αvcF q∗ + αvcF q
−iΩ− ipφ+ αvcF q∗ + αvcF q
)}
(24)
except for iΩ → iΩ + ipφ. The ρc denotes the density of states for the confined electron, and vcF stands for the
corresponding Fermi velocity. The α represents the ratio of the electron band mass to the spinon one, given as almost
9unity. The q∗ designates the Fermi-momentum mismatch between the confined electron and the spinon. A detailed
derivation is shown in Appendix B.
Inserting Eq. (24) into the electron self-energy equation, we can find its explicit form. See Appendix C for its
derivation. An important energy scale is given by the holon chemical potential µ. In T > |µ|, holon dynamics is
described by the dynamical exponent z = 3, resulting from the Landau damping of the electron and spinon [33, 37].
The imaginary part of the self-energy turns out to be proportional to T 2/3, since the confined electrons are scattered
with such z = 3 dissipative modes [33, 37]. On the other hand, the holon excitations have gaps in T < |µ|, so that
scattering with confined electrons are suppressed, which recovers the Fermi liquid. Thus, the Fermi liquid appears as
the coherence effect in the confinement phase rather than the Higgs phase in the deconfinement state. This mechanism
resolves the artificial transition at finite temperatures.
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FIG. 3. (Color online) The results of the electrical resistivity are drawn as a function of temperature. The circle, triangle,
and lozenge denote the experimental data [9] corresponding to different values of the doping. The non-Fermi liquid electrical
resistivity [41] evolves into the typical Fermi-liquid behavior below the crossover temperature, given by the holon gap.
The coherence crossover can be manifestly observed in the electrical transport. It should be realized that the
Ioffe-Larkin composition rule for the transport [38] does not apply to the confinement phase. Instead, the electrical
currents would be carried by confined electrons dominantly. This is in sharp contrast with the existing gauge-theoretic
description for the SM phase, where the anomalous electrical transport originates from holon dynamics interacting
with gauge fluctuations [7]. In addition to this important aspect, the relaxation time associated with the imaginary
part of the self-energy differs from the transport time, and the back scattering contribution is factored out by the
vertex corrections. Actually, the role of the vertex corrections has been investigated carefully in the context of the
heavy fermion quantum criticality of the Kondo breakdown [37, 39, 40]. Employing the quantum Boltzmann equation
approach, Refs. [37, 39, 40] have shown that the backscattering contribution selected from the vertex corrections is
given by 1−α cos θ in the scattering mechanism from spinon-holon binding fluctuations, where θ is an angle measured
from the direction of the electric current. An important point is that this scattering mechanism introduces the factor
α, which is negligibly small in the Kondo breakdown scenario, because the band mass of the spinons is large due to the
f -orbital character. On the other hand, we should have α ≈ 1 in the SM phase because the band mass of the spinons
is almost identical with that of the emergent electrons. In this case the vertex corrections should be introduced. Their
temperature dependence is well known to be proportional to T 2/3 for two dimensional z = 3 fluctuations [39].
Introducing both the self-energy and vertex corrections, we reach the final expression of the electrical resistivity
ρel(T ) = ρ0 + C
(
Nsρc
vc2F
3
)−1
T 2/3Im[Σc(T )] , (25)
where ρ0, C, andNs denote, respectively, the residual resistivity due to disorder, the strength for the vertex corrections,
and the spin degeneracy, among which ρ0 and C are free parameters. Note that the T 2/3 factor results from the vertex
corrections. As shown in Fig. 3, the results are in remarkable agreement with the experimental data, which supports
our confinement scenario. In addition, the T 2 behavior is clearly observed at low temperatures, confirming our
10
statement that the crossover from the SM phase to the Fermi liquid state is described by the coherence effect with
the confinement.
IV. CONCLUSION : LOOSE END
In the present study we proposed a novel mechanism for the marginal Fermi-liquid phenomenology near optimal
doping in high Tc cuprates. First, we tried to resolve the artificial finite-temperature second-order transition from
a spinon-holon deconfined non-Fermi liquid state (or a finite-temperature spin-liquid state) to a spinon-holon Higgs-
confined Fermi-liquid phase. Indeed, we made the continuous transition smoothen into the crossover, but from a
spinon-holon confined incoherent Fermi-liquid state to a spinon-holon confined coherent Fermi-liquid phase. The
confinement of spinons and holons at finite temperatures was phenomenologically described by the Polyakov-loop pa-
rameter, where confined spinon-holon composite particles are identified with incoherent electrons in the temperature-
regime above the ”holon” chemical potential. Although holons are not elementary excitations due to confinement,
given by the huge imaginary part from the Polyakov-loop parameter, their chemical potential defines the coherence
energy scale.
The second point, which is more important in our opinion, is that we proposed one possible mechanism for the non-
Fermi liquid resistivity near the optimal doping, introducing the Polyakov-loop parameter. This object gives rise to
not only confinement but also an interesting self-energy correction to such confined spinons, where the imaginary part
of the spinon self-energy is proportional to temperature, regarded as the signature of confinement. This anomalous
dynamics affects dynamics of incoherent electrons, responsible for the non-Fermi liquid resistivity above the Fermi-
liquid coherence temperature near the optimal doping. We believe that this is a novel mechanism for the non-Fermi
liquid transport around the optimal doping in high Tc cuprates. In order to realize such non-Fermi liquid physics, we
usually resort to some type of critical fluctuations, which can give rise to the T-linear self-energy correction. Recall
the marginal Fermi-liquid Ansatz. In this study we do not assume any kinds of symmetry breaking for the scattering
mechanism. The Polyakov-loop parameter serves a novel scattering mechanism for the marginal Fermi-liquid physics
near the optimal doping.
In fact, we cannot justify the fundamental reason why the Polyakov-loop parameter should be utilized near optimal
doping. Our formulation is based on a spin liquid state, expected to apply to an underdoped paramagnetic insulating-
like state (at least applicable to finite temperatures, usually referred to as the proximity effect of the spin liquid
physics), where spinons and holons appear as elementary excitations. Although we cannot explain how such deconfined
particles evolve into confined electrons as a function of hole concentration, we believe that these deconfined excitations
should be confined around the optimal doping region above the pseudogap phase, where the anomalous T -linear-like
resistivity is shown. An important question is how to construct incoherent electrons from spinons and holons at
finite temperatures. One can introduce a spinon-holon bound state based on the ladder-type t-matrix approximation
without the Polyakov-loop parameter. However, it is not clear whether this construction allows the non-Fermi liquid
resistivity or not. We would like to emphasize again that the Polyakov-loop parameter can solve two problems at the
same time, confinement (conceptually valid) and non-Fermi liquid (marginal Fermi liquid) physics near the optimal
doping.
If one insists that deconfinement should be stabilized due to the Fermi surface [42] and the confined Fermi liquid state
results from the Anderson-Higgs mechanism, we would like to point out that the existence argument can be justified in
the large-N limit, where N is the number of degeneracy in fermion flavors. If we consider a realistic situation at finite
N , several types of missing correlations may play an important role for fermion dynamics, where enhanced correlations
will reduce conductivity, which means that such fermions can have difficulty in screening gauge interactions. It is
natural to expect that fermions in an almost insulating state will not screen gauge forces appropriately, even if they
form their Fermi surface [43]. Although we cannot give any definite statement on confinement in the presence of the
Fermi surface, we believe that there is no consensus, in particular, when finite N should be considered [44]. What
we can argue here is that our confinement formulation based on the Polyakov-loop parameter turns the artificial
second-order transition into the crossover, conceptually more advantageous than the holon condensation.
One may suspect whether our Fermi liquid state is the genuine Fermi liquid phase or not because it is not obvious
that the Fermi surface of such coherent electrons satisfies the Luttinger theorem [45]. The main quantity is the
chemical potential of electrons, emerging from confinement of spinons and holons. Although this quantity should be
and can be determined self-consistently in our formulation, we did not perform such a serious analysis. That analysis
will involve many delicate issues, for example, a more accurate expression of the self-energy correction of electrons in
order to determine the chemical potential accurately. In our study we just introduce the electron chemical potential
phenomenologically, which can be determined to satisfy the Luttinger theorem. This is the best at present in our
formulation, which is another reason why we call our theory a phenomenological description.
We would like to point out that the issue on the formation of incoherent electrons from deconfined spinons and holons
11
is not seriously discussed in our study. Incoherent electrons are assumed to exist at finite temperatures around the
optimal doping region, resorting to the Polyakov-loop parameter. Of course, we pointed out that spinons and holons
can be deconfined at high temperatures, showing that the Polyakob-loop parameter is non-vanishing in the saddle-
point approximation. In our mean-field analysis the change from the spinon-holon deconfined state to the confined
incoherent Fermi-liquid state (by Polyakov loop) is naturally interpreted as the crossover at finite temperatures (much
higher than the non-Fermi liquid to Fermi liquid crossover temperature) because there is no symmetry breaking, as
discussed before. Unfortunately, it doesn’t seem to be clear whether it is crossover or not beyond the mean-field
analysis, which means to introduce quantum fluctuations for the Polyakov-loop parameter [46]. It is also an open
question in our description how the Polyakov-loop parameter evolves by hole doping. We believe that this requires
some modifications of our present formulation.
One may criticize cautiously the Eliashberg approximation for neglecting the vertex corrections for self-energies.
It has been recently clarified that two dimensional Fermi surface is still strongly interacting even in the large-N
limit [5, 35, 36, 47–49], which implies that vertex corrections should be incorporated. An important question is raised
as to whether these vertex corrections give rise to novel critical exponents beyond the Eliashberg theory. Several
perturbative analysis demonstrated that although ladder-type vertex corrections do not change the critical exponents
of the Eliashberg theory, Aslamasov-Larkin corrections bring about modifications for such critical exponents [35, 36].
If this is a general feature beyond this level of approximation, various quantum critical phenomena [50] should be re-
considered because the novel anomalous exponents in the fermion self-energy corrections are expected to affect various
novel critical exponents for thermodynamics, transport, etc. However, considering our recent experiences in compari-
son with various experiments in heavy fermion quantum criticality, we want to emphasize that the critical exponents
based on the Eliashberg theory explain thermodynamics [51], both electrical and thermal transport coefficients [39],
uniform spin susceptibility [52], and Seebeck effect [53] noticeably well.
Recently, one of the authors investigated the role of the vertex corrections non-perturbatively, summing them to
infinite order [48, 49]. It turns out that particular vertex corrections given by ladder diagrams do not change Eliashberg
critical exponents at all [48], being consistent with the perturbative analysis. This was performed in a fully self-
consistent way, the Ward identity being utilized. In contrast with the previous perturbative analysis, the Aslamasov-
Larkin corrections were shown not to modify the Eliashberg dynamics [49]. In analogy with superconductivity,
where the superconducting instability described by the Aslamasov-Larkin vertex corrections is reformulated by the
anomalous self-energy in the Eliashberg framework of the Nambu spinor representation [54], we claimed that the
off-diagonal self-energy associated with the 2kF particle-hole channel incorporates the same (Aslamasov-Larkin) class
of quantum corrections in the Nambu spinor representation. We evaluated an anomalous pairing self-energy in the
Nambu-Eliashberg approximation, which vanishes at zero energy but displays the same power-law dependence for the
frequency as the normal Eliashberg self-energy. As a result, even the pairing self-energy corrections do not modify
the Eliashberg dynamics without the Nambu spinor representation. We leave this profound and important issue for
future investigations.
It will be of great interest to apply the PNJL scheme to the spin-liquid theory [8] and Kondo breakdown scenario
[37] for heavy fermions. In particular, the artificial finite-temperature transition would be resolved for the heavy
fermion transition in the same way as the present case, which may allow a new scenario of quantum criticality.
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Appendix A: An effective Polyakov-loop action in the one loop level from the Yang-Mills theory
Taking the reparameterization
a+µ =
a1µ + a
2
µ√
2
, a−µ =
a+µ − a2µ√
2i
, (A1)
one can rewrite the Yang-Mills action as follows
LYM = 1
4g2
(
[∂µa
+
ν − ∂νa+µ − ig(a3µa+ν − a3νa+µ )]2 + [∂µa−ν − ∂νa−µ + ig(a3µa−ν − a3νa−µ )]2
12
+ [∂µa
3
ν − ∂νa3µ − ig(a+µ a−ν − a+ν a−µ )]2
)
=
1
4g2
(
[(∂τ − iga3τ )a+i − (∂i − iga3i )a+τ ]2 + (i←→ τ) + [(∂i − iga3i )a+j − (∂j − iga3j)a+i ]2
)
+
1
4g2
(
[(∂τ + iga
3
τ)a
−
i − (∂i + iga3i )a−τ ]2 + (i←→ τ) + [(∂i + iga3i )a−j − (∂j + iga3j)a−i ]2
)
+
1
4g2
(
[∂τa
3
i − ∂ia3τ − ig(a+τ a−i − a+i a−τ )]2 + (i←→ τ) + [∂ia3j − ∂ja3i − ig(a+i a−j − a+j a−i )]2
)
, (A2)
where a3µ is introduced as the covariant derivative for the a
±
µ field.
Taking the Ansatz
a3τ = φ, a
3
i = 0 (A3)
for the lowest-order approximation, we reach the following expression for the Yang-Mills action
LYM ≈ 1
2g2
(
[(∂τ − igφ)a+i − ∂ia+τ ]2 + [∂ia+j − ∂ja+i ]2
)
+
1
4g2
(
[(∂τ + igφ)a
−
i − ∂ia−τ ]2 + [∂ia−j − ∂ja−i ]2
)
+
1
2
[a+τ a
−
i − a+i a−τ ]2 +
1
4
[a+i a
−
j − a+j a−i ]2 . (A4)
Integrating over a±µ without their interactions given by the last two terms, we obtain an effective action for the
Polyakov-loop parameter in the one loop level, corresponding to Eq. (16).
Appendix B: Holon self-energy with the Polyakov-loop parameter
Linearizing the band dispersion near each Fermi surface, we obtain the electron and spinon Green functions
Gc(k, iω) ≈ 1
iω − vcFk − Σc(iω)
,
Gψ(k + q, iω + iΩ) =
1
(iω + iΩ+ ipφ)− vψFk − vψF q‖ − vψF q∗ − Σψp (iω + iΩ)
, (B1)
respectively, where each self-energy correction is assumed to depend only on the frequency, which is well adopted
in the Eliashberg framework [34] because most singular corrections result from the frequency dependence. In the
electron Green function we set Σc(k, iω) ≈ k22mc +Σc(iω), and expand the dispersion near the chemical potential g
−1
I .
The Fermi velocity vψF of the spinons is related with that of the electrons as v
ψ
F = αv
c
F , where α ≈ 1 because the band
mass of the electrons is almost identical with that of the spinons. q∗ = kcF − kψF is the Fermi surface mismatch.
Since fermion self-energies are assumed to depend on frequency only, the boson self-energy is basically the same
as that in the random-phase approximation [34]. Inserting the above fermion Green functions into the self-consistent
equation for the boson self-energy, we obtain
Σbp(q, iΩ)− Σbp(q, 0)
≈ − ρc
2π2
∫ ∞
−∞
dω
∫ 2pi
0
dθ
∫ ∞
−∞
dǫ
1
iω − ǫ
1
(iω + iΩ+ ipφ)− αǫ − αvcF q∗ − αvcF q cos θ
= i
ρc
2π
∫ ∞
−∞
dω
∫ 2pi
0
dθ
Θ(ω +Ω+ pφ)−Θ(ω)
iΩ+ (1 − α)iω + ipφ− αvcF q∗ − αvcF q cos θ
=
ρc
2
∫ 0
−Ω−pφ
dω
{
[iΩ+ (1− α)iω + ipφ− αvcF q∗ + αvcF q][−iΩ− (1− α)iω − ipφ+ αvcF q∗ + αvcF q]
}− 1
2
= − ρc
i(α− 1)
{
tan−1
( iΩ+ ipφ− vcF q∗ + vcF q
−iΩ− ipφ+ vcF q∗ + vcF q
)
− tan−1
( iΩ+ ipφ− αvcF q∗ + αvcF q
−iΩ− ipφ+ αvcF q∗ + αvcF q
)}
, (B2)
where ρc is the density of states for electrons. The Σ
b
p(q, 0) is proportional to q
2.
Appendix C: Electron self-energy with the Polyakov-loop parameter
Since the boson self-energy is nothing but the typical expression in the two dimensional Fermi liquid except for
the Polyakov-loop parameter, the boson self-energy is given by the Landau-damping, that is, not by Ω alone but by
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Ω+ pφ in the low-energy limit. Inserting this approximate boson self-energy with the damping coefficient γb into the
electron self-energy equation, we obtain
Σc(kcF , iω)
= − 1
β
∑
iΩ
∫ ∞
−∞
dq‖
2π
∫ ∞
−∞
dq⊥
2π
1
[−i(Ω + pφ)− µ] + q2⊥2mh + γb
|Ω+pφ|
q⊥
× 1
−i(ω − Ω+ pφ) + vψF q‖ +Σψp (kcF − q, iω − iΩ)
≈ − 1
β
∑
iΩ
∫ ∞
−∞
dq‖
2π
1
−i(ω − Ω + pφ) + vψF q‖
1
[−i(Ω + pφ)− µ] + q2⊥2mh + γb
|Ω+pφ|
q⊥
. (C1)
The spectral representation being employed, the imaginary part of the electron self-energy is given by
Im[Σc(kcF , ω + iδ)] = −
1
π
∫ ∞
−∞
dq‖
2π
∫ ∞
−∞
dq⊥
2π
∫ ∞
−∞
dν
∫ ∞
−∞
dν′δ(ω − ν + ν′)[n(ν) + f(ν′)]
×
φ+ γb
ν
q⊥(
ν + µ− q2⊥2mh − γb
φ
q⊥
)2
+
(
φ+ γb
ν
q⊥
)2 φ
(ν − vψF q‖)2 + φ2
− 1
π
∫ ∞
−∞
dq‖
2π
∫ ∞
−∞
dq⊥
2π
∫ ∞
−∞
dν
∫ ∞
−∞
dν′δ(ω − ν + ν′)[n(ν) + f(ν′)]
×
−φ+ γb νq⊥(
ν + µ− q2⊥2mh + γb
φ
q⊥
)2
+
(
−φ+ γb νq⊥
)2 −φ
(ν − vψF q‖)2 + φ2
, (C2)
where the presence of the Polyakov-loop parameter is the key feature.
It is straightforward to integrate over q‖, which yields
Im[Σc(kcF , ω + iδ)]
= − 1
2πvψF
∫ ∞
−∞
dq⊥
2π
∫ ∞
−∞
dν
∫ ∞
−∞
dν′δ(ω − ν + ν′)[n(ν) + f(ν′)]
φ+ γb
ν
q⊥(
ν + µ− q2⊥2mh − γb
φ
q⊥
)2
+
(
φ+ γb
ν
q⊥
)2
+
1
2πvψF
∫ ∞
−∞
dq⊥
2π
∫ ∞
−∞
dν
∫ ∞
−∞
dν′δ(ω − ν + ν′)[n(ν) + f(ν′)]
−φ+ γb νq⊥(
ν + µ− q2⊥2mh + γb
φ
q⊥
)2
+
(
−φ+ γb νq⊥
)2 . (C3)
It is essential to notice that the background potential is given by φ(T ) ≈ pi2T in the confinement phase because the
Polyakov-loop parameter vanishes, i.e., cosβφ ≈ 0. Then, the potential φ has the same scaling with the frequency.
It is straightforward to see that the imaginary part of the electron self-energy follows the typical expression of z = 3
quantum criticality when T ≫ |µ| because the holon excitations are effectively gapless in this regime. As a result, we
have Im[Σc(T )] ∝ T 2/3. On the other hand, the holon fluctuations become gapped in T ≪ |µ|, and the self-energy
corrections from these fluctuations can be neglected, which gives rise to the typical Fermi liquid form Im[Σc(T )] ∝ T 2.
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