In an increasingly polarized world, demagogues who reduce complexity down to simple arguments based on emotion are gaining in popularity. Are opinions and online discussions falling into demagoguery? In this work, we aim to provide computational tools to investigate this question and, by doing so, explore the nature and complexity of online discussions and their space of opinions, uncovering where each participant lies.
each others' comments explicitly using, e.g., upvotes and downvotes. Here, whenever a user upvotes or downvotes a comment in an online discussion, she reveals the relative position of her opinion with respect to the opinion expressed in the comment in a latent space of opinions. By leveraging this observation from multiple comments, upvotes and downvotes, our goal is to investigate the nature and complexity of an online discussion and its space of opinions, uncovering where each participant lies.
There is a long history of theoretical models [3, 17, 18, 38, 39] and empirical studies [4, 10-12, 15, 16, 27, 31] of opinions. However, most of this previous work has reduced (potentially) complex opinions down to real-valued numbers-they have assumed that opinions lie on the real line. While a unidimensional space of opinions may be sufficient to coarsely characterize people into 2 groups, e.g., left leaning vs right leaning or liberals vs conservatives, they may be lacking at accurately representing complex, multisided opinions in an online discussion. In fact, if such opinions exist, a unidimensional representation of opinions will be unable to explain many common voting patterns under some of the most popular voting models, as we will show in Section 2. That being said, there are two notable exceptions-aspected oriented sentiment analysis [9, 25] and collaborative filtering based on matrix factorization [6, 22, 24] . The former relies heavily on ad hoc methods and textual analysis for determining the sides in online reviews rather than on human judgments as we do. The latter aims to predict users' tastes (or ratings) about a set of items (e.g., movies) based on a partial observation of user-items ratings. While it typically considers multiple sides (or factors), it differs from our work in several key aspects. First, users and items typically lie in two different latent spaces while, in our work, comments and voters lie in the same latent space. Second, it determines the number of dimensions (sides) of the latent spaces empirically (e.g., using cross validation). This is in contrast with our work, which determines the dimension from first principles. Finally, most approaches consider real-valued ratings while we consider (binary) votes. Current work. Given an online discussion consisting of a set of comments, which are upvoted and downvoted by a set of voters, we first introduce a latent multidimensional representation of the opinions expressed in the comments and the opinions held by the voters. Then, we propose two voting models, one deterministic and another probabilistic, which leverage the above multidimensional representation to characterize the voting patterns within an online discussion. Under this characterization, it becomes apparent that the dimensionality of the latent space of opinions is a measure of complexity of the online discussion-along how many different axis Voters Comments I like red candy! Candy is good and red is the best! I like green candy! Candy is bad for you! Figure 1 : Our modeling framework. From left to right, given a (toy) online discussion with a set of comments C and voters V, our framework maps the upvotes and downvotes into a partially observed sign matrix S. Within S, each row corresponds to a comment and each column corresponds to a voter. Each +1 entry indicates that the voter upvoted the comment, −1 indicates that she downvoted the comment, and ? indicates that the voter did not vote. Then, the framework represents the opinions expressed in the comments and those held by the voters as r -dimensional real-valued vectors lying in the same latent space of opinions. Finally, it provides a set of practical algorithms to both estimate the dimension r of the latent space of opinions as well as infer the vectors of opinions which are consistent with the partially observed sign matrix S.
can the opinions expressed in the comments and the opinions held by the voters differ. The representation of opinions in this latent space of opinions has a remarkable property: if two opinions are close (far away) in the latent space it is because the voters-the crowd-think that they are similar (dissimilar). Such a property may not hold for other representations of the opinions, e.g., those based only on the textual data in the comments [23, 30] because of nuances in the use of language. Motivated by these observations, we develop 1 :
(i) A polynomial time algorithm to determine an upper bound on the minimum dimensionality that a latent space of opinions needs to have so that they are able to explain a particular voting pattern under the deterministic voting model. (ii) An inference method based on quantifier elimination to recover the latent opinions from the observed voting patterns under the deterministic voting model. (iii) An inference method based on maximum likelihood estimation to recover the latent opinions from the observed voting patterns under the probabilistic voting model. Finally, we experiment with a large dataset from Yahoo! News, Yahoo! Finance, Yahoo! Sports, and the Newsroom app, which consists of one day of online discussions about a wide variety of topics. Our analysis yields several interesting insights. We find that only ∼25% of the online discussions we analyzed can be explained using a unidimensional representation of opinions, ∼60% of them require a two dimensional representation, and the remaining ones require a greater number of dimensions. This provides empirical evidence that, to provide opinions representations that are coherent with human judgments, it may be often necessary to move beyond one dimension. The presence of multisided opinions is an indication that the discussion may not be falling prey to demagoguery. Such finding is also supported by a positive correlation between the dimension of a discussion and its linguistic diversity. Moreover, the estimated r -dimensional opinions allow us to predict upvotes/downvotes in a discussion more accurately than a state of the art matrix factorization method [26] and a logistic regression classifier [29] . In this context, whenever an online discussion can be represented using one dimensional opinions, the deterministic model achieves higher predictive performance than the probabilistic model. However, for discussions with multisided opinions, the probabilistic 1 Implementation at https://github.com/Networks-Learning/discussion-complexity. model, which allows for noisy voting, provides more accurate predictions. This suggests that, whenever humans face more complex discussions, their judgments become less predictable. Moreover, we find that a positive correlation between the complexity of the discussions and the level of agreement among comments. Lastly, by looking at particular examples of online discussions, we show that our modeling framework, by relying on human judgments, may be able to circumvent language nuances like sarcasm and humor, which are often difficult to detect using natural language processing. The examples will also illustrate how the dimensions uncover the different sides of the discussion.
MODELING OPINIONS AND VOTES
At the very outset, the underlying mechanism behind voting on online discussions is fairly commonplace and straight-forward. Every time a user expresses an opinion by posting a new comment in an online discussion, other users can upvote (downvote) the comment to indicate that they agree (disagree) with the expressed opinion.
In this context, whenever a user upvotes or downvotes a comment, she reveals the relative position of her opinion with respect to the opinion expressed in the comment. By leveraging this observation to multiple comments, upvotes and downvotes, our modeling framework will be able to infer the relative positioning of comments in an online discussion, as judged by the crowd. Moreover, by doing so, it will also find a meaningful joint latent representation for the opinions expressed in an online discussion as well as the opinions held by the users who voted. In the remainder of the section, we formally introduce our modeling framework, starting from the data it is designed for. Online voting data. We observe an online discussion consisting of a set of comments C which are upvoted and downvoted by a set of voters V. Here, we keep track of who voted what by means of the variables y i j = { ↑ , ↓ , •}, which indicate that voter j ∈ V upvoted, downvoted, or did not vote on comment i ∈ C, respectively. Then, we define a (partially) observed sign matrix S = [s i j ], where each (i, j)-th entry is given by
Session 5: Understanding Conversation, Discussion, and Opinions WSDM '19, February 11-15, 2019 , Melbourne, VIC, Australia the sign ? indicates that the voter did not vote and thus we cannot know whether she agrees (or disagrees) with the comment. We denote by Ω the set of indexes where we have observations, i.e., Ω = {(i, j) | s i j ?}. Figure 1 illustrates the above definitions for a given toy example. Next, we introduce our multidimensional representation of the opinions expressed in the comments and those held by the voters and then elaborate on our voting model, which relates these opinions to the observed voting data. Opinion representation. Unidimensional (scalar) real-valued representations of opinions, owing largely to their interpretability, have been used most commonly in the literature, following the example set by the seminal works by DeGroot [14] and Rowley [34] . Thus, we could think of using such unidimensional representation of opinions in our work. However, under that choice, we would be unable to explain certain voting patterns illustrated below, which are common in many online discussions.
Given an online discussion, assume we represent the opinions expressed in each comment i ∈ C as c i ∈ R and the opinion held by voter j ∈ V as v j ∈ R. Now, we elaborate separately on two of the most popular voting models in the literature [28] : the proximity model and the directional model. Under the proximity model, the voters use the Euclidean distance as a similarity measure and decide to cast an upvote if |v j − c i | ≤ θ , where θ is a threshold, and a downvote otherwise. Now consider the voting pattern 1 in Figure 2a . It is easy to show that there are no real-valued scalar opinions v 1 , v 2 , v 3 and c 1 , c 2 , c 3 leading to such a voting pattern: assume that v 1 ≤ v 2 ≤ v 3 (as the pattern is symmetric, we can always relabel the voters and comments to make this true) and c 2 < v 2 . Then |v 2 − c 2 | > θ =⇒ v 2 > c 2 + θ , and |v 3 − c 2 | ≤ θ =⇒ v 3 ≤ c 2 + θ . This contradicts the assumption that v 2 ≤ v 3 . We arrive at a similar contradiction with the assumption c 2 > v 2 .
Under the directional model, the voters use the dot product as a similarity measure and decide to cast an upvote if v j · c i ≥ 0 and a downvote otherwise. Here, consider the voting pattern 2 in Figure 2b . Again, it is easy to show that there are no real-valued nonzero scalar opinions v 1 , v 2 , v 3 and c 1 , c 2 , c 3 leading to such a voting pattern. The first row requires v 1 · c 1 ≥ 0 and v 2 · c 1 < 0, which implies sign(v 1 ) sign(v 2 ). However, the second row requires v 1 · c 2 ≥ 0 and v 2 · c 2 ≥ 0, which implies sign(v 1 ) = sign(v 2 ) and this leads to a contradiction.
Motivated by the above examples, given an online discussion, we represent the opinions expressed in the comments and those held by the voters as r -dimensional real-valued vectors lying in the same latent space. More formally, we represent the opinion expressed in each comment i ∈ C as c i ∈ R r and we stack all these opinions into a matrix C, in which the i-th row corresponds to the opinion c T i . Similarly, we represent the opinions held by each voter j ∈ V as v j ∈ R r and stack all these opinions into a matrix V , in which the j-th row corresponds to the opinion v T j . Here, one can think of the dimension r as a measure of the complexity of the online discussion-along how many different axis can the opinions expressed in the comments and the opinions held by the voters differ. Figure 1 illustrates the above definitions using a toy example. Voting model. Given a comment i which expresses an opinion c i and a voter j who holds an opinion v j , we introduce two voting models, one deterministic and another probabilistic, inspired by the directional model of voting discussed above. -Deterministic voting model: In this model, we can uniquely determine each vote y i j from the comment's opinion c i and voter's opinion v j by means of the following deterministic rule:
In the above rule, the vote y i j depends on the angle between the opinion vectors c i and v j -if the angle is greater (less) than 90 • , i.e., c i and v j lie in the same (different) half-plane in the latent space, then y i j = ↑ (↓). Under this voting model and a partially observed sign-matrix S derived from votes using Eq. 1, two natural question emerge:
(i) What is the minimum dimension r of the latent space needed to recover the observed entries in S from the above decision rule without errors? (ii) Once we know the minimum dimension r , can we infer the opinion vectors c i and v j ? We will answer both questions affirmatively in Section 3 and 4, respectively. -Probabilistic voting model: In the definition of our deterministic model, we have implicitly assumed that voters do not make any errors while casting their votes. However, this assumption might be rather restrictive in some scenarios. To overcome this, we also propose a probabilistic voting model in which votes are binary random variables Y i j , and, 
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COMPLEXITY OF ONLINE DISCUSSIONS
In this section, we present an algorithm which can determine an upper bound on the minimum dimension r that a latent space of opinions needs to have so that C and V are able to explain voting patterns exhibited by the voters which result in a particular vote-matrix S under the deterministic voting model, i.e., ∀ (i, j) ∈ Ω, s i j = sign(m i j ), where [m i j ] = CV T . To this aim, we will first introduce the notion of sign-rank of a sign matrix. Then, we will show that the problem of determining r reduces to finding the sign-rank of a partially observed sign matrix. Finally, we will present an efficient algorithm to estimate the sign-rank.
Sign-rank of a sign matrix. Paturi and Simon [32] introduced the classical notion of sign-rank of a sign matrix, which is closely related to the VC dimension of concept classes [2] , as follows: Here, we extend the above definition to partially observed sign matrices as follows: Definition 2. The sign rank of a partially observed sign matrix S is defined as:
It is easy to see that, if the rank of a matrix M is r , then we can decompose the matrix into two components of the form CV T using, e.g., the singular value decomposition (SVD). Hence, the problem of determining r reduces to the problem of finding sign-rank(S).
Note that the sign-rank of a sign matrix can be much lower than its actual rank, as was noticed by Hsieh et al. [19] in the context of signed graph models. For example, consider the sign-rank of the matrix B = 2I n − 1 n , where I n is the identity matrix and 1 n is the matrix of all 1 of size n × n. For n ≥ 3, sign-rank(B) remains 3 though the matrix itself is always of full rank n. Moreover, note that, in our setting, the sign-rank does not merely correspond to the number of topics being discussed in an online discussion. Instead, the complexity may be manifest in the combination of the topics under discussion: the voters may agree with some opinions in a comment while disagreeing with others. Estimating the sign-rank of a partially observed sign matrix. The problem of determining whether sign-rank(S) is 1 can be solved by a simple breath-first search (BFS). We first create a signed bipartite graph of comments and voters with adjacency matrix S. Then for each connected component in the graph, pick one (i, j) ∈ Ω, set c i = +1 and v j = s i j , and fill in the remaining values using BFS by multiplying the source node value with the sign of the edge to arrive at the destination node value. The intuition is that if voter j has down (up) voted comment i, then i and j have opposite (same) polarity. If a consistent assignment of ±1 to all the nodes is possible, then sign-rank(S) = 1.
However, this algorithm does not generalize to multiple dimensions. To estimate the sign-rank of a partially observed sign matrix, we adapt the algorithm for (fully observed) sign matrices proposed recently by Alon et al. [2] . First, we explain the main ideas behind the original algorithm and then describe the necessary, non trivial modifications we propose.
The original algorithm upper-bounds the sign-rank of a (fully observed) sign matrix S by the number of sign-changes in the columns of the matrix. More formally, define the function SC(S) as the maximum number of sign changes in any column of the matrix S, i.e., Then, the following lemma establishes the relationship between the sign-rank of matrix S and SC * (S), which the original algorithm exploits [1]:
Lemma 3. For a sign matrix S, sign-rank(S) ≤ SC * (S) + 1.
To use the above result, our algorithm needs to do two tasks:
• Find a matrixS = [s i j ] such that it is a completion of S, i.e.,
• Find S ′ ∈ Sym(S) such that it minimizes the maximum number of sign-changes in its columns. The algorithm will output SC(S ′ ) + 1 as the estimated sign-rank.
Our algorithm does both tasks together while it computes an estimation of SC * (S) using an algorithm by Welzl [37, See Ex. 4] . In a nutshell, we construct a graph in which each node corresponds to a row of the partially observed matrix S and the weight of each edge between nodes u and v is given by the number of columns where the signs of the corresponding rows disagree. Then, we extract a spanning tree from the completely connected graph which minimizes the number of sign-changes between pairs of vertices connected by an edge, as shown in Algorithm 1. In the process of creating the spanning tree, we also fill the matrix. Finally, we derive a permutation of the rows based on the tree to construct S ′ .
More in detail, to understand how Algorithm 1 fills the matrix as it computes the spanning tree, we distinguish two different cases: 
F ← F ∪ (u * , v * ); l ← l + 1; However, if this edge was chosen in line 6 of Algorithm 1, we could keep the weight the same by merely ensuring that both u and v have the same value in the third column, i.e., s u,3 ≡ s v,3 . Hence, we create and save the constraint that the third column of u and v must always have the same value in line 9 of Algorithm 2. Now, say a few steps into the creation of the spanning tree, we find that the missing value in u has to be set to −1 as it was being picked as part of an edge under Case 1 above. Then, we can also set the same value in the third column of v, i.e., s v,3 ← +1, via line 5 in Algorithm 2. Note that since each column in S contains at least 1 entry which is ±1, as each voter has voted at least once, we will eventually hit Case 1 and fill in all missing entries. This process is illustrated in Figure 3 , where the first step creates an equivalence s 13 ≡ s 23 , and the second step fills in the missing entires with s 33 .
Note that we are conservative and greedy while filling in the missing entries, i.e., the edge selected at the lth step will have the same weight w(e) at the lth iteration if the algorithm was to be run on the filled matrix and it will be the minimum weight amongst all valid edges at step l (though the edge may not be unique in having that weight). Additionally, our algorithm ensures that the weight of the edge selected at iteration l is the minimum possible, given the history of selections. After obtaining a spanning tree, one can walk the tree by performing a depth-first search starting from any source node and create a permutation of the rows by dropping the duplicate nodes in the walk. Hence, we can obtain S ′ ∈ Sym(S) and report SC(S ′ ) + 1 as r .
Then, we can establish the upper bound on the dimension by using the following series of self-evident inequalities: sign-rank(S) ≤ sign-rank(S ′ ) ≤ SC * (S ′ ) + 1 ≤ SC(S ′ ) + 1. Finally, we would like to highlight that the spanning tree algorithm presented above minimizes the average number of signchanges in S ′ . Welzl [37] also describe a variant of the algorithm which produces guarantees on the worst case number of signchanges in S ′ ; the way the weight w(·) is calculated is more involved in the variant. This variant was used by Alon et al. [2] to design the first polynomial time algorithm with approximation guarantees for the sign-rank of the matrix S ′ . Remarkably, the Update procedure in Algorithm 2 can be ported to that variant without any changes, to complete a partially observed matrix S matrix with worst case guarantees as well. However, that version is computationally more expensive, more complex, and does not offer significantly better results in practice in our dataset. Hence, for ease of exposition, we have described the simpler of the two versions. Computational complexity. The computational complexity of Algorithm 1 can be determined by the computations needed for each missing element in the matrix S. Except on the first initialization iteration (l = 0), the loop on line 3 will be executed once for each missing element (u, i) in the initial S, right after s ui is fixed via Update. Hence, the work done for each missing entry, in the worst case, will be incrementing w(·) by 1 ∀v ∈ [|V |] such as s u j s v j in the loop on line 3. This can be done in O(|C| log |C|) time if w(·) is implemented as a priority queue. As there are at most |C| × |V | missing entries, the computational cost of Algorithm 1 is O(|C| 2 |V | log |C|). All other operations, i.e., initialization of w(·), calculating argmin, checking for cycles in the tree, the creation of an walk, maintaining E, etc., have lower complexity. Remark. In our implementation, we do a (non-exhaustive) search over walks with different sources to improve our estimate of r and break ties in calculating the argmin w(·) randomly. Also, as sign-rank(S) = sign-rank(S T ), we run the algorithm on both matrices and report the smaller value.
MULTISIDED OPINION ESTIMATION
Given an online discussion, we infer the corresponding r -dimensional opinions C and V for the deterministic and probabilistic voting models introduced in Section 2 as follows. Deterministic voting model. By definition, under the deterministic voting model, we know that the corresponding r -dimensional opinions V and C and the partially observed sign matrix S need to satisfy the following inequalities:
where c ik and v jk are the k-th entry of the opinions c i and v j , respectively, and Ω is the set of observed entries in S. However, we also know from Section 3 that, for each voting pattern, there will be a minimum dimension r min under which such an opinion embedding will not exist. This reduces the problem of finding the opinions V and C to the existential theory of reals [36] and, for small values of r and moderate number of comments and voters, |C| and |V |, this problem can be solved via a procedure called quantifier elimination [20] , using, e.g., the solver Z3 [13] . This procedure eliminates the inequalities in the disjunction in Eq. 5 one by one by discovering subsets of R r ×(|V |+ | C |) where they are satisfied, backtracking to select a different region when an inequality cannot be satisfied, and using sound heuristics to prune the search. The procedure terminates when any assignment to each variable is found or when all regions of R r ×(|V |+ | C |) are eliminated.
Note that, if r < r min , the solver will conclude that the problem is unsatisfiable. Hence, by iteratively increasing r and checking for satisfiability of Eq. 5, one could determine the true sign-rank of any matrix S. However, as the most efficient method known for quantifier elimination is doubly exponential in the number of variables, calculating the minimum dimension r in this way would be computationally more expensive than using the polynomial algorithm introduced in Section 3. Probabilistic voting model. Given a partially observed matrix S, under the probabilistic voting model, we estimate V and C by solving the following constrained maximum likelihood estimation problem with hyperparameters α: 
The structure of the above problem allows us to adapt an efficient 1-bit matrix completion method based on stochastic gradient descend [8] . Finally, note that unlike in the deterministic model, for each voting pattern and dimension r , there will always exist opinions C and V that best fit the data. Table 1 : Number of comments, voters and unique voting patterns seen in the dataset for discussions with different dimensions. The numbers in each column are the mean values ± the standard deviation. Dimensions marked with * indicate that they were determined using Z3 and are the true dimensions of the discussions. While the dimension of discussions is positively correlated with the size and participants, discussions of different complexity can be found on the entire spectrum, as is also shown in Figure 5 . 
EXPERIMENTS
Data description. Our dataset contains ∼19,800 online discussions, each associated to an article from Yahoo! News (including contributed articles), Yahoo! Finance, Yahoo! Sports, and the Newsroom app, which contain ∼5 million votes, cast by ∼200,000 voters on ∼685,000 comments, posted by ∼151,000 users. These votes were randomly sampled from all votes which were cast on comments made by users in the US on August 8, 2017.
As a pre-processing step, we discard discussions with less than 10 comments, as they contain too little data to provide meaningful results. After this step, our dataset consists of 4,700 discussions, with ∼4.5 million votes, cast by ∼199,000 voters, on ∼645,000 comments, posted by ∼137,000 users. Figure 4 shows the richness of the data in the votes gathered in the online discussions by means of the sparsity of S and the number of unique columns of S, which we name as voting patterns. Complexity of discussions. In this section, we compute the complexity of the discussions, i.e., the dimensionality of the latent space of opinions, for the online discussions in our dataset. For each online discussion, we determine whether it can be explained using an unidimensional space of opinions using the linear time algorithm presented at the beginning of Section 3. If it cannot be explained Figure 7 : Lexical similarity of an online discussion against its dimension. The lexical similarity is the mean Jaccard similarity of the lexical tokens used in all pairs of comments in the discussion. The discussions are classified by the number of comments as small (smallest 33%), medium, and large (largest 33%) and data is shown only for dimensions which contain more than 5 discussions.
using one dimension, we determine whether it can be explained using a two-or three-dimensional space of opinions via quantifier elimination 2 , following Section 4. Finally, if it cannot be explained using two or three dimension, we resort to the algorithm presented in Section 3, which provides an upper bound on the true dimension. Table 1 summarizes the results, which show that the opinions of about 1,139 (25%) of the discussions can be explained using one dimension, 2,820 (60%) of the discussions require two dimensions, while the remaining 757 discussions (15%) require a higher number of dimensions. This allows us to conclude that the opinions in most of the online daily discussions (85%) can be explained using a latent space of relatively low dimensions, i.e., r ≤ 3. Moreover, while discussions with a higher number of participants (|C| + |V |) and richness (i.e., higher number of voting patterns and lower sparsity) require, in general, a latent space of opinions with a larger number of dimensions, there is a large variability spanning the entire spectrum of online discussions, as shown in Figure 5 . Next, we evaluate how tight is the upper bound on the true dimension provided by our algorithm for online discussions, which we used above for discussions whose dimension we could not find using quantifier elimination. To this aim, we run our algorithm on discussions whose true dimension we could find using quantifier elimination and compare the upper bound with the true dimension. Figure 6 summarizes the results, which show that, for discussions whose opinions can be explained using two (three) dimensions, our algorithm recovers the true dimension for 48% (46%) of the discussions and is off by one for 37% (44%) of them.
Finally, we investigate the relationship between the complexity of the discussions, estimated using human judgments, and their linguistic diversity, estimated using textual features. To this aim, for Figure 8 : Vote prediction accuracy for the deterministic voting model (DVM), the probabilistic voting model (PVM), a state of the art matrix factorization method [26] (MF), and a logistic regression classifier [29] (LR) using textual features extracted using Rake [33] . Moreover, the performance for DVM, PVM and MR uniformly increases as the number of unique voting patterns increases, in contrast, the performance for LR remains relatively constant. each online discussion, we compute the average Jaccard similarity of the lexical tokens used in all pairs of comments as a measure of lexical similarity. Figure 7 summarizes the results, which show a positive correlation between the complexity of a discussion and its linguistic diversity, as one may have expected. Opinions in online discussions. In this section, we first evaluate both quantitatively and qualitatively the quality of the estimated r -dimensional opinions in the online discussions and then leverage the estimated opinions to shed some light on the level of controversy in online discussions. Here, we used the opinion estimation method for the probabilistic voting model introduced in Section 4, which scales graciously with the dimension r .
In terms of quantitative evaluation, we assess to which extent the deterministic voting model (DVM) and the probabilistic voting model (PVM) can predict whether a voter will upvote or downvote a comment from the estimated opinions in comparison with two baseline methods: (i) a state of the art matrix factorization method [26] (MF), which assumes the entries in S are real valued, and (ii) a logistic regression classifier [29] (LR) that uses 200,000 keywords extracted using Rake [33] as features. To this aim, for each discussion, we held out some of the observed upvotes and downvotes, estimate the opinions from the remaining votes, and then predict the votes from the held-out set. However, since our data is very sparse, as shown in Figure 4 , and even holding out a small fraction of votes may change the underlying dimension of the latent space of opinions, we resort to leave-one-out validation. Figure 10 : A subset of comments, estimated multidimensional opinions and unidimensional sentiments for an online discussion about politics. Two pairs of comments, i.e., (C 0 , C 1 ) and (C 3 , C 4 ), express a similar opinion, however, the lexical overlap between comments within each pair is low. By leveraging the judgments of the voters, our method is able to identify they are similar, and their estimated opinions lie close to each other in the latent space of opinions, however, sentiment analysis is unable to do so and the unidimensional sentiments do not lie close to each other. Moreover, the estimated opinion of a comment expressing an opposite view to the ones above, C 2 , lies in an orthogonal direction. a Jack Dorsey is the CEO of Twitter. Figure 11 : A subset of comments, estimated multidimensional opinions and unidimensional sentiments for an online discussion about finance. There are two distinct issues being discussed: (i) the price of a stock (C 0 , C 1 , C 2 , C 3 ) and (ii) a discussion about reasons for the price (C 2 , C 4 ). C 0 and C 1 say humorously that the price will stay below $16, while C 2 and C 3 suggest that the price may rise up. C 4 suggests Wall Street/media bias against the stock and is neutral about its price, while C 2 questions the management of the company.
Moreover, we randomly select 200 discussions to tune the hyperparameters of PVM and these discussions are excluded from the validation set. LR was regularized using 10-fold cross-validation and MF was provided the true rank of the underlying matrix as input. Figure 8 summarizes the results, which show that: (i) DVM (PVM) beats all other methods for discussions with dimension 1 (2). (ii) The performance of DVM, PVM and MF increases as the number of unique voting patterns in the dataset increase, in contrast, the performance of LR, which uses text features, does not benefit much from additional voting patterns. (iii) While for discussions where opinions can be explained using two dimensions, PVM achieves better performance, for discussions which require only one dimension, DVM beats PVM. A potential explanation for this behavior is that, whenever humans face simpler decisions, i.e., their opinions can be explained using one dimension, they become more predictable. In terms of qualitative evaluation, we first assess to which extent comments in online discussions agree (or disagree) by analyzing the estimated opinion embeddings of the comments. More specifically, for each online discussion, we compute the percentage of distinct comment pairs (c i , c j ) for which c T i c j > 0 and compare this quantity with the percentage of upvotes among all votes (upvotes and downvotes). Figure 9a summarizes the results, which show that the higher the dimensionality of the latent space of opinions, the lower the agreement between comments, as one may have expected. Remarkably, such finding would not be apparent directly from the relatively constant fraction of upvotes. However, relative upvotes are typically the measure of controversy (or, rather, consensus) employed by various websites, like Reddit, to sort articles/comments. Finally, we take a close look into the comments, inferred multidimensional opinions and unidimensional sentiment 3 of a discussion about politics, shown in Figure 10 , and a discussion about finance, shown in Figure 11 . The discussion about politics shows that, even if the lexical overlap between comments which express a similar opinion is low, e.g., C 0 and C 2 or C 4 and C 5 , our opinion estimation method is able to identify they are similar, as a human would do, by leveraging the judgments of the voters. Note that, due to their low lexical overlap, it would be difficult to identify such similarity using methods based on textual analysis, as revealed by the unidimensional sentiments. The discussion about the price of Twitter stock (see Figure 11 ) shows that our method is able to capture objective opinions about the price (whether it stays at $16 or goes up, C 3 , or stays down, C 0 and C 1 ), along one axis and subjective opinions questioning the reason behind the price drop along a different axis (suggesting management is the reason, C 2 , or media bias/corruption in Wall Street, C 4 ). Note that C 2 suggests both, that the price should go up, and that the reason for the decrease is the management. Also in this case, an analysis of the unidimensional sentiments would not reveal these rich relationships among the comments.
CONCLUSION
In this work, we have proposed a modeling framework to generate latent representations of opinions using human judgments, as measured by online voting. As a consequence, such representations exhibit a remarkable semantic property: if two opinions are close in the latent space of opinions, it is because the voters-the crowd-think that they are similar. Our modeling framework is theoretically grounded and establishes an unexplored, surprising connection between opinion and voting models and the sign-rank of a matrix. Moreover, it also provides a set of practical algorithms to both estimate the dimension of the latent space of opinions and infer where opinions expressed in comments and held by voters lie in this space. Experiments on a large dataset from Yahoo! News show that many discussions are multisided and avoid falling prey to demagoguery, provide insights into human judgments and opinions, and show that our framework is able to circumvent language nuances, e.g., sarcasm and humor, by relying on human judgments.
Our work also opens up many interesting venues for future work. For example, our measure of complexity-the dimension of the latent space of opinions-may be a good starting point to develop theoretically grounded measures of polarization [10, 11, 27] and controversy [15, 16] , which have been lacking in the literature. Moreover, it would be very interesting to augment our modeling framework to also incorporate, in addition to the voting data, the textual information in the comments, the identity of commenters, and their trust-worthiness. Besides increasing the accuracy of our method, these may aid the interpretability of the dimensions as well. Our algorithm for determining the minimum dimension under which the opinion space is able to explain the voting data exhibits weak theoretical guarantees though it performs well on real-data. It would be interesting to develop exact algorithm by adapting recent advances in exact sign-rank estimation [5, 7] .
