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Abstract. Dynamical locality is a condition on a locally covariant physical theory, asserting
that kinematic and dynamical notions of local physics agree. This condition was introduced in
[arXiv:1106.4785], where it was shown to be closely related to the question of what it means for a
theory to describe the same physics on different spacetimes. In this paper, we consider in detail the
example of the free minimally coupled Klein–Gordon field, both as a classical and quantum theory
(using both the Weyl algebra and a smeared field approach). It is shown that the massive theory
obeys dynamical locality, both classically and in quantum field theory, in all spacetime dimensions
n ≥ 2 and allowing for spacetimes with finitely many connected components. In contrast, the
massless theory is shown to violate dynamical locality in any spacetime dimension, in both classical
and quantum theory, owing to a rigid gauge symmetry. Taking this into account (equivalently,
working with the massless current) dynamical locality is restored in all dimensions n ≥ 2 on
connected spacetimes, and in all dimensions n ≥ 3 if disconnected spacetimes are permitted. The
results on the quantized theories are obtained using general results giving conditions under which
dynamically local classical symplectic theories have dynamically local quantizations.
1 Introduction
In the functorial description of locally covariant quantum field theory in curved spacetimes
introduced by Brunetti, Fredenhagen and Verch (BFV) [8], a physical theory is described
by a functor from a category of globally hyperbolic spacetimes to a category of (C)∗-
algebras. This view-point has proved fruitful in various aspects of model-independent
quantum field theory, e.g., the proof of the spin-statistics connection [43], analogues of
the Reeh-Schlieder theorem [40, 14], superselection theory [10, 11], and the perturbative
construction of interacting theories in curved spacetime [7, 32, 33]. Moreover, it has led
to applications in cosmology [15, 17, 44] and constraints on Casimir energy densities in
cavities of arbitrary geometry [26, 23].
The same formalism can be applied to branches of physics other than quantum field
theory by suitable choice of the target category. As we have emphasized in [27] (see
also [24]) the functorial framework allows us to analyse theories and relationships between
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theories at the level of the functors, rather than in individual spacetimes. In particular,
we showed in [27] how one can even address questions such as whether a given theory can
be regarded as representing the same physics in all spacetimes (SPASs). In particular, we
gave a simple condition that should be obeyed by any reasonable notion of SPASs and
showed that (a) it is not satisfied by the full class of locally covariant theories, but (b) it is
satisfied by the subclass of theories obeying dynamical locality, which is free of the known
pathologies associated with the full class.
The precise definition of dynamical locality will be reviewed in Sect. 2; roughly, it
requires that kinematical and dynamical notions of localisation coincide for the theory. A
variety of properties of dynamically local theories were studied in [27], suggesting that the
property is of independent interest in locally covariant physics. For instance, it permits
a general proof of the impossibility of selecting a single ‘natural’ state in each spacetime
for any nontrivial dynamically local theory that reduces to a Haag–Kastler or Wightman
theory in Minkowski space, with the supposed natural state as the vacuum (see [27, §6.3]).
Previous results on this question were confined to free models, and even there were not
absolutely complete arguments.
The present paper provides examples to illustrate the theory developed in [27]. In
particular, we will show that the massive minimally coupled Klein–Gordon theory obeys
the dynamical locality condition, but that the massless minimally coupled theory does not,
unless it is formulated as a theory of currents. This property holds for both the classical and
quantized theories, with quantization performed either using a ∗-algebra of smeared fields,
or the Weyl C∗-algebra approach. Our results on the quantized theories are established as
special cases of general results, which we prove, showing how dynamically local classical
theories (valued in a category of symplectic spaces) have dynamically local quantizations
under mild additional hypotheses.
The failure of dynamical locality in the massless case may be traced to the existence
of the rigid gauge freedom ϕ 7→ ϕ + constant, which is normally ignored in treating this
theory. Taking the gauge symmetry seriously, and quantizing the theory on the same lines
as electromagnetism and related theories [20, 25, 38], we find that dynamical locality is re-
stored with the sole exception of the theory in two-dimensional (potentially disconnected)
spacetimes. Dynamical locality holds if one restricts to connected spacetimes. The signif-
icance of this sole exception is unclear and will provide the basis for further work. In a
separate work [21] it will be shown that the nonminimally coupled Klein–Gordon theory
obeys dynamical locality for any value of the mass (in this case there is no gauge freedom).
Studies of other theories are under way.
The paper is structured as follows. We review the basic ideas and terminology of [27] in
Sect. 2, and then discuss the dynamical locality of the classical minimally coupled field and
massless current in Sects. 3 and 4. Our general results on quantization by the infinitesimal
Weyl algebra and Weyl algebra approaches appear in Sects. 5 and 6. Remarks on related
approaches appear in Sect. 7. The appendices give background on some multilinear algebra
required in the body of the paper, and also establish the differentiability of the relative
Cauchy evolution for the real scalar field.
2
2 Dynamical locality
We briefly summarise the BFV approach to locally covariant physics, as elaborated in [27].
This is a framework for studying physics on fixed spacetimes, which are taken to be globally
hyperbolic, but not necessarily connected. The fundamental definitions of category the-
ory [35, 2] will be assumed, but some particular structures will be defined where necessary.
Spacetimes A spacetime of dimension n ≥ 2 is a quadruple (M, g, o, t) such that M
is a smooth, paracompact, orientable nonempty n-manifold with finitely many connected
components, g is a smooth time-orientable metric of signature + − · · ·− on M, and o
and t are choices of orientation and time-orientation respectively. A spacetime is said
to be globally hyperbolic if it contains no closed causal curves and the intersection of the
causal past and future of any pair of points is compact. It is sufficient that M contains a
Cauchy surface, i.e., a subset met exactly once by every inextendible timelike curve in the
spacetime. (A number of properties of globally hyperbolic spacetimes, and comments on
different notions appearing in the literature may be found in Sect. 2 of [27].)
The globally hyperbolic spacetimes (of dimension n) form the objects of a category Loc.
By definition, a morphism ψ in Loc between M = (M, g, o, t) and M ′ = (M′, g′, o′, t′)
is a smooth embedding (also denoted ψ) of M in M′ whose image is causally convex3 in
M ′ and such that ψ∗g′ = g, ψ∗o′ = o and ψ∗t′ = t. Thus the embedding is isometric
and respects orientation and time-orientation. The full subcategory of Loc with connected
spacetimes as objects will be denoted Loc0.
Two particular classes of Loc and Loc0 morphisms will be used extensively in what
follows: canonical inclusions and Cauchy morphisms. Inclusions arise as follows. For any
M in Loc (and hence Loc0) let O(M) be the set of open globally hyperbolic subsets of
M with at most finitely many connected components all of which are mutually causally
disjoint, and let O0(M) be the set of connected open globally hyperbolic subsets of M .
For each M = (M, g, o, t) ∈ Loc, any nonempty O ∈ O(M) induces an object M |O =
(O, g|O, o|O, t|O) of Loc, which we call the restriction of M to O, and the subset inclusion
of O in M induces a Loc-morphism ιM ;O : M |O →M that we call a canonical inclusion.
If O ∈ O0(M) for M ∈ Loc0 then ιM ;O is also a Loc0-morphism, provided O is nonempty.
A Cauchy morphism is a morphism ψ : M → N whose image ψ(M) contains a Cauchy
surface for N .
Physical systems The categories Loc0 and Loc provide the arena for locally covariant
physics. Physical systems themselves are described as objects in a category Phys, which
is determined by the type of physical system under consideration. The general conditions
imposed on Phys in [27] are:
• all morphisms in Phys are monic, i.e., f ◦ g = f ◦ h implies g = h for all f, g, h;
• there is an initial object, I, i.e., for every object A of Phys, there is a exactly one
morphism from I to A, denoted IA;
3That is, it contains all causal curves of which it contains the endpoints.
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• it has equalizers, i.e., for any pair of morphisms f, g : A→ B there is a morphism h
(the equalizer of f and g) such that f ◦ h = g ◦ h and such that if k is any morphism
such that f ◦ k = g ◦ k then k factorizes uniquely via h, i.e., k = h ◦m for a unique
morphism m — we write h ∼= eq(f, g);
• it has intersections and unions (see [18], and Appendix B to [27]).
Here, intersections and unions are not generally identical to the intersections and unions of
set theory, but appropriate generalizations to the category in question, e.g., the ‘union’ in
a category of vector spaces is determined by the linear span etc. Like equalizers, they are
defined by universal properties, only up to isomorphism: if f : A→ B is an intersection of
the morphisms fi : Ai → B, and g : A
′ → A is an isomorphism, then f ◦ g : A′ → B is also
an intersection of the fi. We write f ∼=
∧
i fi in such circumstances, and likewise denote
a union by f ∼=
∨
i fi. In concrete categories where the morphisms can be regarded as
functions (with particular structure) and composition is composition of the functions, the
‘up to isomorphism’ nature of these definitions can largely be ignored, because the image
of such a map is unchanged by precomposition with an isomorphism.
To illustrate the definitions, we give the examples which will be relevant to us in
the present paper. In the quantum theory, we will use Alg, the category of unital com-
plex ∗-algebras, with unit-preserving injective ∗-homomorphisms as the morphisms, and
C∗-Alg, the full subcategory of Alg consisting of C∗-algebras. The initial object is the
algebra of complex numbers with 1 as unit and complex conjugation as the ∗-operation
and (for C∗-Alg) the complex modulus as C∗-norm. Subobjects may be identified with
(C)∗-subalgebras; the intersection is the ordinary intersection of (C)∗-subalgebras and the
union is the (C)∗-algebraic span; the equalizer of α, β : A → B can be described as the
inclusion map in A of the maximal (C)∗-subalgebra of A on which α and β agree.
For the classical theory, we will consider various categories of (pre)symplectic spaces.
Let K be either R or C. A pre-symplectic space over K is a pair (V, σ) consisting of a
K-vector space V equipped with an antisymmetric K-bilinear4 form σ : V × V → K. In
the special case where, to each nonzero u ∈ V , there is a v ∈ V with σ(u, v) 6= 0, we
say that (V, σ) is a weakly nondegenerate symplectic space. A symplectic map between
two pre-symplectic spaces (V, σ) and (V ′, σ′) is a K-linear map f : V → V ′ such that
σ′(fu, fv) = σ(u, v) for all u, v ∈ V . We define a category preSymplR to be the category of
real pre-symplectic spaces, with injective symplectic maps as morphisms.
In the complex case, we wish to have available a complex conjugation as well. Thus
preSymplC will denote the category whose objects are triples (V, σ, C), where (V, σ) is a
complex pre-symplectic space and C : V → V is an antilinear involution with σ(Cu,Cv) =
σ(u, v), and with morphisms (V, σ, C)→ (V ′, σ′, C ′) given by an injective symplectic maps
f : (V, σ) → (V ′, σ′) such that C ′ ◦ f = f ◦ C. We may regard preSymplC as the cate-
gory of complexified real pre-symplectic spaces. The full subcategory of preSymplK whose
objects are weakly nondegenerate will be denoted SymplK. (Note that if (V, σ) is weakly
nondegenerate then any symplectic map with domain (V, σ) is injective.)
4
Not sesquilinear, in the complex case.
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Given any (V, σ) ∈ preSymplR any vector subspace W of V induces (W,σ|W×W ) ∈
preSymplR and a canonical inclusion morphism (W,σ|W×W ) → (V, σ) in preSymplR. Sim-
ilarly, given (V, σ, C) ∈ preSymplC, any C-invariant subspace W of V induces analogous
structures in preSymplC. (Weak nondegeneracy is not necessarily inherited under this re-
striction, which is why we work with pre-symplectic spaces.) The trivial vector space with
zero symplectic form5 (and trivial complex conjugation if K = C) provides an initial object
in preSymplK. Intersections and unions are obtained in an obvious way from intersections
and spans of (C-invariant) vector subspaces; the equalizer of f, g : (V, σ) → (V ′, σ′) in
preSymplR is the canonical inclusion morphism induced by the subspace ker(f −g) of V ; in
the complex case, with f, g : (V, σ, C)→ (V ′, σ′, C ′), the subspace ker(f−g) is C-invariant,
and again defines the equalizer. Accordingly, preSymplR and preSymplC meet our general
conditions to be categories of physical systems.
There is a useful functor R : preSymplC → preSymplR: to each (V, σ, C), it assigns
(V C , σ|V C×V C ), where V
C := ker(C−idV ), regarded as a real vector space; to any morphism
f : (V, σ, C) → (V ′, σ′, C ′), it assigns the restriction f |V C , whose range is easily seen to
lie in WC
′
. Moreover, this functor preserves weak nondegeneracy, intersections, unions
and equalizers: for C-invariant subspaces U, U ′ of V , we have (U ∩ U ′)C = UC ∩ U ′C ,
(U + U ′)C = UC + U ′C , while for morphisms f, g, (ker(f − g))C = ker(f |V C − g|V C).
Locally covariant physical theories A locally covariant physical theory assigns physi-
cal systems to spacetimes and, importantly, to each hyperbolic embedding of spacetimes it
assigns an embedding of the corresponding physical systems. It is represented by a (covari-
ant) functor A : Loc→ Phys (or from Loc0 if one restricts to connected spacetimes). The
theories form the objects of a category LCT (or LCT0 for theories on Loc0) in which mor-
phisms between theories are natural transformations between the corresponding functors;
this was used intensively in [27] but will not be needed here.
An important general feature of the BFV framework is that it contains a natural notion
of dynamics: relative Cauchy evolution. Let M = (M, g, o, t) ∈ Loc be a globally hyper-
bolic spacetime. Given any symmetric h ∈ C∞0 (T
0
2M) such that g+h is a time-orientable
Lorentz metric on M, there is a unique choice of time-orientation th for g +h that agrees
with t outside K. If M [h] = (M, g + h, o, th) is a globally hyperbolic spacetime, we say
that h is a globally hyperbolic perturbation of M and write h ∈ H(M). The subset of
h ∈ H(M) with support in K ⊂ M is denoted H(M ;K). Clearly, M = M [0], where 0
is identically zero, and indeed H(M) contains an open neighbourhood of 0 in the usual
test-function topology on symmetric smooth compactly supported sections of T 02M (see
§7.1 of [5]). We endow H(M) with the subspace topology induced from D(T 02M).
For each h ∈ H(M), set M± = M\ J∓M(supph), where J
+/−
M (S) denotes the causal
future/past of a set S (see [37] for definitions relating to causal structure). As shown
in Sect. 3.4 of [27], the M± are globally hyperbolic subsets of both M and M [h] and
therefore define canonical inclusions ı±M [h] : M
±[h] → M and ±M [h] → M [h], where
M±[h] := M |M±. Moreover, these canonical inclusions are Cauchy.
5This is non-degenerate, despite initial appearances.
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Then for any theory satisfying the time-slice property, which requires that the functor
should map each Cauchy morphism to an isomorphism in Phys, we obtain isomorphisms
τ±M [h] = A (
±
M [h]) ◦ (A (ı
±
M [h]))
−1 : A (M)→ A (M [h])
and an automorphism rceM [h] of A (M) given by
rceM [h] = (τ
−
M [h])
−1 ◦ τ+M [h],
which is called the relative Cauchy evolution induced by h. This formulation of the relative
Cauchy evolution is equivalent to that given in BFV, by [27, Prop. 3.3].
Dynamical locality BFV emphasised that the standard structures of algebraic quantum
field theory can be recovered from the locally covariant approach, on specialisation to
particular spacetimes. The same can be done in the general case. Recalling that O(M)
is the set of globally hyperbolic open subsets of M with at most finitely many mutually
causally disjoint connected components, each nonempty O ∈ O(M) induces a canonical
inclusion ιM ;O : M |O →M . Any locally covariant theory A : Loc→ Phys, then assigns a
physical system A (M |O) and a morphism A (ιM ;O) : A (M |O)→ A (M) embedding this
as a subsystem of the physical system assigned to M .
Accordingly, let Phys be any category obeying our minimal assumptions and let A ∈
LCT (resp., LCT0). For M ∈ Loc (resp., Loc0) and nonempty O ∈ O(M) (resp., O ∈
O0(M)), we define
A kin(M ;O) = A (M |O), and α
kin
M ;O = A (ιM ;O) : A
kin(M ;O)→ A (M).
We refer to the assignment O 7→ αkinM ;O as the kinematic net.
In general categories, it is better to focus on the morphism αkinM ;O := A (ιM ;O), than
its image in A (M), but for categories Phys such as those discussed in this paper, there is
little harm in identifying A kin(M ;O) with this image.
One of the main ideas in [27] is that we may also use dynamics to identify local physics
in theories obeying the time-slice property. This is done as follows. If K is a compact
subset of globally hyperbolic spacetime M , any hyperbolic perturbation h ∈ H(M ;K⊥)
represents a modification in the spacetime in regions causally inaccessible from K. We
may test the sensitivity of subsystems of A (M) to these metric perturbations using the
relative Cauchy evolution; in particular, we identify those subsystems that are insensitive
to all such perturbations in H(M ;K⊥) as candidates for being localised in K.
In the cases Phys = Alg,C∗-Alg, this motivates the definition of a subalgebra
A •(M ;K) = {A ∈ A (M) : rceM [h]A = A for all h ∈ H(M ;K
⊥)};
more generally, we may define a morphism α•M ;K as the unique (up to isomorphism) sub-
object of A (M) such that (i)
rceM [h] ◦ α
•
M ;K = α
•
M ;K ∀h ∈ H(M ;K
⊥); (2.1)
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and (ii) if any other morphism α satisfies Eq. (2.1) in place of α•M ;K , then there is a
unique morphism β with α = α•M ;K ◦β. The existence of α
•
M ;K follows from the structural
assumptions on Phys — indeed, we may write
α•M ;K
∼=
∧
h∈H(M ;K⊥)
eq(rceM [h], idA (M)),
where
∧
denotes the intersection in Phys. To obtain the local physics on a general O ∈
O(M), we take the Phys-union over a suitable class of compact subsets of O,
αdynM ;O
∼=
∨
K∈Kb(M ;O)
α•M ;K .
Here K ∈ Kb(M ;O) if is a finite union of causally disjoint subsets of O, each of which is
the closure of a Cauchy ball B with a relatively compact Cauchy development DM (B); a
Cauchy ball B is a subset of a Cauchy surface, for which there is a chart containing the
closure of B, and in which B is a nonempty open ball. (We also set Kb(M ; ∅) = {∅} by
convention.) This differs slightly from the definition given first in [27], but is equivalent
by Lemma 5.3 of that reference. As shown in [27], in spacetime dimension n ≥ 3, each
K ∈ Kb(M ;O) has the property that K⊥ has connected intersection with each connected
component of M ; that this is not true in n = 2 dimensions will have an interesting
consequence in Sect. 4.
Given these definitions, dynamical locality is defined as follows:
Definition 2.1 A theory A ∈ LCT (resp., LCT0) obeys dynamical locality if it obeys the
timeslice property and, additionally, for each M ∈ Loc (resp., Loc0) and all nonempty
O ∈ O(M) (resp., O0(M)) we have A kin(M ;O) ∼= A dyn(M ;O), i.e., more abstractly,
αkinM ;O
∼= α
dyn
M ;O.
It is the main purpose of the present paper to investigate the extent to which this condition
holds for the specific example of the minimally coupled Klein–Gordon field.
Before proceeding, we note one abstract result that will be useful to us. Suppose that
Phys1 and Phys2 are two categories of physical systems meeting the general criteria above,
and let F : Phys1 → Phys2 be a functor that preserves intersections, unions and equalizers,
i.e.,∧
i
F (αi) ∼= F (
∧
i
αi),
∨
i
F (αi) ∼= F (
∨
i
αi), eq(F (α1),F (α2)) ∼= F (eq(α1, α2))
for collections (αi) of Phys1-morphisms. Then any physical theory A1 : Loc → Phys1
induces a theory A2 = F ◦A1 : Loc → Phys2; moreover, if A1 is dynamically local, then
so is A2. In particular, any dynamically local theory L : Loc → preSymplC induces a
dynamically local theory R ◦L : Loc→ preSymplR.
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The SPASs property The motivation underlying [27] is to understand the conditions
under which a given theory may be regarded as displaying the same physics in all space-
times. This is a difficult issue to make formal and it is conceivable that there could be
a range of differing ways of doing so; however, we argued that (as well as local covari-
ance) any such definition should have the following property: if two theories are given,
each of which [under the given definition] individually represents the same physics in all
spacetimes, and one theory is a subtheory of the other, and they coincide in one particular
spacetime, then they coincide in all spacetimes. In the functorial context, this is made
precise when one understands ‘A is a subtheory of B’ to mean that there is a natural
transformation η : A
.
→ B, and ‘A coincides with B in M ’ to mean that the component
ηM is an isomorphism. We call this the SPASs property. Then the theories coincide in
all spacetimes if and only if the functors A and B are naturally isomorphic, which is the
usual understanding of functorial equivalence.
In [27] it was shown that the class of all locally covariant theories (even restricting to
those with the time-slice property) is far too large to have the SPASs property. Thus there
is more to the issue of SPASs than simple local covariance. However, the dynamically local
theories do have the SPASs property (see Sect. 6.2 in [27]). While no claim is made that
dynamical locality is the only possible definition that would qualify as a notion of SPASs,
nor that the SPASs property is the only requirement one might reasonably demand of such
a notion, it is currently the only contender. For this reason, and because dynamically local
theories have a number of other nice properties, it is important to show that the main
examples of quantum field theory in curved spacetime obey dynamical locality. This is the
task to which we now turn.
3 Classical theory of the Klein–Gordon field
Functorial definition Given any M ∈ Loc, the minimally coupled Klein–Gordon equa-
tion is
PMφ := (✷M +m
2)φ = 0,
where m ≥ 0 is constant. We write LK(M) to denote the space of smooth K-valued
solutions to this equation that have compact support on Cauchy surfaces in M , and equip
LK(M) with an antisymmetric bilinear form
σM (φ, φ
′) =
∫
Σ
(φna∇aφ
′ − φ′na∇aφ) dΣ, (3.1)
where Σ is any Cauchy surface with future-pointing unit normal na; its values are in-
dependent of the choice of Σ. In the case where K = C, we use complex conjugation
of functions as the antilinear involution on LC(M), i.e., CMφ = φ¯. It is clear that
(LR(M), σM ) ∈ preSymplR and (LC(M), σM , CM) ∈ preSymplC. We will focus on the
complex case, from which we may read off all the structure of the real case by applying
the functor R : preSymplC → preSymplR. To unburden the notation, we write LC as L for
the rest of this section.
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A number of standard facts will be used in the sequel, and are collected here for refer-
ence. Let E±M : C
∞
0 (M) → C
∞(M ) be the advanced (−) and retarded (+) fundamental
solutions, such that suppE±Mf ⊂ J
±
M(supp f). Then the advanced-minus-retarded funda-
mental solution is EM = E
−
M − E
+
M , and acts as a bilinear form on C
∞
0 (M) by
EM(f, f
′) = (EMf
′)(f) (f, f ′ ∈ C∞0 (M)). (3.2)
Then (see, e.g., [4] for proofs) EM has range and kernel
L (M) = EMC
∞
0 (M), kerEM = PMC
∞
0 (M )
and there is an identity
σM (EMf, φ) =
∫
M
φ(p)f(p)dvolM(p) (3.3)
for f ∈ C∞0 (M), φ ∈ L (M ), which implies
σM (EMf, EMf
′) = EM (f, f
′) (3.4)
and also shows that σM is weakly nondegenerate.
Now suppose a morphism ψ : M → N is given, and define the push-forward on test
functions by ψ∗f
(ψ∗f)(p) =
{
f(ψ−1(p)) p ∈ ψ(M)
0 otherwise,
for f ∈ C∞0 (M). As L (M) = EMC
∞
0 (M ) and
ψ∗ kerEM = ψ∗PMC
∞
0 (M) = PNψ∗C
∞
0 (M) ⊂ kerEN ,
there is a unique linear map LK(ψ) : L (M)→ L (N), with L (ψ)◦EM = EN ◦ψ∗ which
extends a solution on M to one on N . Covariance of the field equation together with
uniqueness of advanced/retarded solutions to the inhomogeneous Klein–Gordon equation
gives the identity ψ∗ENψ∗ = EM on C
∞
0 (M) and it follows that ψ
∗L (ψ)φ = φ for all
φ ∈ L (M), so L (ψ) is injective.
Owing to the calculation
σN (L (ψ)EMf,L (ψ)EMf
′) = σN (ENψ∗f, ENψ∗f
′) = EN (ψ∗f, ψ∗f
′) = EM (f, f
′)
= σM (EMf, EMf
′)
and the obvious properties in relation to compositions and identities, L is a functor from
Loc to preSymplC; as L (M) is weakly nondegenerate for every M , we describe L as
weakly nondegenerate. Accordingly, there is a unique factorization of L through the
forgetful functor from SymplC to preSymplC.
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Time-slice property and relative Cauchy evolution The following result is a mild
extension of a standard argument [19, Lem. A.3].
Lemma 3.1 (i) Let K be a compact subset of M , with K ⊂ O ∈ O(M). Then there
exists a smooth function χ such that every φ ∈ L (M) with supp φ ⊂ JM(K) may be
written as φ = EMPMχφ with PMχφ ∈ C
∞
0 (O). (ii) If O ∈ O(M) contains a Cauchy
surface of M , then there exists a smooth function χ such that every φ ∈ L (M) may be
written as φ = EMPMχφ with PMχφ ∈ C
∞
0 (O).
Proof: (i) As K is compact and contained in O, JM (K) has compact intersection with
Cauchy surfaces of O (using e.g., [4, Cor. A.5.4] and causal convexity of O). Choosing
Cauchy surfaces Σ± of O passing to the future (+) and past (−) of K, the sets K± =
JM(K) ∩ Σ
± are compact and give a cover
JM(K) = J
+
M (K
+) ∪ J−M(K
−) ∪K0
in which the first two sets on the right-hand side are closed and disjoint, while K0 =
JM(K) ∩ (J
−
M(K
+) ∩ J+M(K
−)) is compact (see e.g., [4, Lem. A.5.7]) and contained in O.
We may therefore choose χ ∈ C∞(M) with χ = 0 on J+M(K
+) and χ = 1 on J−M(K
−)
(see, e.g., [1, Prop. 5.5.8]). Following a standard argument [19], PMχφ is supported in the
compact set K0 ⊂ O; on support grounds, it follows that
χφ = E−MPMχφ, (χ− 1)φ = E
+
MPMχφ
and hence φ = EMPMχφ ∈ EMC
∞
0 (O).
(ii) If O ∈ O(M) contains a Cauchy surface Σ of M , then it also contains Cauchy
surfaces Σ± passing to the future/past of Σ. As J+M (Σ
+) and J−M(Σ
−) are closed and
disjoint, we may choose χ ∈ C∞(M) with χ = 0 on J+M (Σ
+) and χ = 1 on J−M(Σ
−); the
argument proceeds as before. 
It follows immediately that L has the time-slice property: if ψ : L → M is Cauchy,
then L (ψ) is surjective in addition to being symplectic and injective and therefore has a
symplectic inverse. Moreover, because ψ(L) contains a Cauchy surface of M we may also
characterize L (ψ)φ as the unique PM -solution on M whose pull-back to L coincides with
φ. This allows us to read off the relative Cauchy evolution. Given h ∈ H(M) and setting
M± = M \ J∓M(supph),
rceM [h]φ = L (ı
−
M [h]) ◦L (
−
M [h])
−1 ◦L (+M [h]) ◦L (ı
+
M [h])
−1φ ∈ L (M)
is the unique PM -solution agreeing onM
− with the unique PM [h]-solution that agrees with
φ onM+. Explicit formulae are given in Sec. 4 of BFV (notation differs) and Appendix B.
An important example arises in the massless case. If M has one or more components
with compact Cauchy surfaces, there are nontrivial solutions φ which are locally constant,
i.e., take constant (possibly different) values on each connected component. These are
solutions to the massless Klein–Gordon equation for any smooth metric on the underlying
manifold of M and are therefore fixed points under arbitrary relative Cauchy evolution.
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As first pointed out by BFV, the functional derivative of the relative Cauchy evolution
with respect to the metric is closely related to the stress energy tensor. In the present
setting this can be seen as follows. Let Sym(M) denote the space of smooth symmetric
second rank covariant tensor fields of compact support onM , and Sym(M ;O) the subspace
consisting of those supported in O ⊂M . For f ∈ Sym(M), s 7→ rceM [sf ] is differentiable
at s = 0 in the weak symplectic topology, i.e., there exists a linear map FM [f ] : L (M)→
L (M) such that
σM (FM [f ]φ, φ
′) =
d
ds
σM (rceM [sf ]φ, φ
′)
∣∣∣∣
s=0
(φ ∈ L (M)) (3.5)
for any f ∈ Sym(M). The maps FM [f ] are given in BFV:
6
FM [f ]φ = EM
(
1
2
(
∇af bb
)
∇aφ−∇af
ab∇bφ
)
= EM
(
1
2
∇af bb∇aφ−∇af
ab∇bφ+
1
2
m2φf bb
)
(3.6)
where the Klein–Gordon equation was employed in the last step. However we note that a
more informative form can be given: it turns out that
σM (FM(f )φ, φ) =
∫
M
fabT
ab
M [φ]dvolM , (3.7)
where TM [φ] is the classical stress-energy tensor on M for the solution φ:
T abM [φ] = (∇
(aφ)(∇b)φ)−
1
2
gabgcd(∇cφ)(∇dφ) +
1
2
m2|φ|2gab. (3.8)
To see this, we use (3.3) to note that
σM (FM(f )φ, φ) =
∫
M
φ
(
1
2
∇af bb∇aφ−∇af
ab∇bφ+
1
2
m2φf bb
)
dvolM
and then integrate by parts in the first two terms, using the fact that f is compactly
supported and symmetric to discard boundary terms and thereby obtain the required
result.
Let us also recall that if u is a timelike unit vector then
T abM [φ]uaub =
1
2
hab∇aφ∇bφ+
1
2
m2|φ|2,
where hab = 2uaub − gab is positive definite. Accordingly, vanishing of TM [φ] at a point p
implies that ∇φ vanishes there; for m > 0 we may also conclude that φ also vanishes at p.
6 Although BFV give a formula for the derivative, the precise sense in which differentiability is un-
derstood was not delineated there, nor was differentiability actually proved. This is remedied here; see
Appendix B for a proof of differentiability. The weak symplectic topology plays a role in general investi-
gations of the canonical commutation relations [36] and appears the natural choice here.
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Dynamical locality An immediate consequence of the definition is that the kinematic
subspaces are given, for nonempty O ∈ O(M), by
L kin(M ;O) = Ran (L (ιM ;O)) = EMC
∞
0 (O).
As a slight digression, which will be useful later, we note that if O,O′ ∈ O(M) are
nonempty and causally disjoint, then
σM (L
kin(M ;O),L kin(M ;O′)) = {0} (3.9)
because EM vanishes on pairs of test functions with causally disjoint supports. By analogy
with the situation in algebraic quantum field theory, we call this Einstein causality. It
follows that we also have the analogue of the extended locality property of QFT [41, 34],
L kin(M ;O1) ∩L
kin(M ;O2) = {0}.
For suppose φ 6= 0 is an element of the intersection, then it can be written as φ =
L (ιM ;O)φˆ for some φˆ ∈ L (M |O). By weak nondegeneracy, there exists φˆ′ ∈ L (M |O)
with σM |O(φˆ, φˆ
′) 6= 0. But then also σM (φ,L (ιM ;O)φˆ′) 6= 0, which is a contradiction
because φ may also be regarded as an element of L kin(M ;O′).
We now proceed to compute the dynamical subspaces.
Proposition 3.2 Let K be any compact subset of M ∈ Loc. Then
L •(M ;K) = {φ ∈ L (M) : suppTM [φ] ⊂ JM (K)}.
Proof: Suppose that φ ∈ L •(M ;K). Given any f ∈ Sym(M ;K⊥), there is an interval
containing s = 0 for which sf ∈ H(M ;K⊥); as rceM [sf ]φ = φ for all such s we may
differentiate to obtain FM [f ]φ = 0 for all such f . It follows immediately from (3.7) that
TM [φ] is supported in JM (K).
Conversely, suppose φ ∈ TM [φ] vanishes in K
⊥. Then ∇φ vanishes in K⊥ and so φ
is constant in each connected component of K⊥. Accordingly, φ is also a Klein–Gordon
solution with respect to any perturbed metric induced by h ∈ H(M ;K⊥), which shows
that rceM [h]φ = φ for all such h, i.e., φ ∈ L •(M ;K). 
Note that L •(M ;K) includes solutions whose support extends to the boundary of
JM(K). By contrast, if O is a nonempty open relatively compact globally hyperbolic
subset of M , solutions in L kin(M ;O) have (closed) support contained in JM(O) which
is a proper subset of JM(cl(O)). Thus we see that L kin(M ;O) is a proper subset of
L •(M ; cl(O)) in this case. In general, we also have
Lemma 3.3 L kin(M ;O) ⊂ L dyn(M ;O) for all nonempty O ∈ O(M).
Proof: Suppose φ = L kin(M ;O), so φ = EMf for some f ∈ C∞0 (O). We may decompose
f as a finite sum f =
∑
fi in which supp fi ∈ K (M ;O). (Take an open cover of supp f
by diamonds and pass to a finite subcover and then a subordinate partition of unity.) Each
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EMfi has support in JM (supp fi) and hence belongs to L •(M ; supp fi), which shows that
φ =
∑
iEMfi ∈ L
dyn(M ;O). 
At this stage, the mass parameter m becomes important. Ifm > 0 then, using Prop. 3.2
and Lem. 3.1(i), we have
L •(M ;K) = {φ ∈ L (M) : suppφ ⊂ JM(K)} ⊂ EMC
∞
0 (O) = L
kin(M ;O)
for every K ∈ K (M ;O) and O ∈ O(M). Taking a union over all such K, we obtain the
reverse inclusion to Lem. 3.3. As dynamical locality of L = LC implies that of LR, we
have proved:
Theorem 3.4 The classical Klein–Gordon theory LK is dynamically local in LCT (and
hence its restriction to Loc0 is dynamically local in LCT0) for all m > 0.
Now consider the casem = 0. Any function onM that is locally constant (i.e., constant
on each connected component of M) satisfies the field equation; we denote by Ll.c.(M)
the space of locally constant solutions with compact support on Cauchy surfaces, which
has dimension equal to the number of compact connected components of M . (In the case
whereM has purely noncompact Cauchy surfaces Ll.c.(M) is trivial.) Now from Prop. 3.2,
we know that
L •(M ;K) = {φ ∈ L (M) : supp∇φ ⊂ JM(K)}
for any compact set K, so any φ ∈ L •(M ;K) is constant on each connected component
of K⊥. This allows us to prove:
Lemma 3.5 If K ⊂ M is compact, and K⊥ has connected intersection with each con-
nected component of M , then
L •(M ;K) = {φ ∈ L (M) : suppφ ⊂ JM(K)}+ Ll.c.(M).
Proof: The remarks above and the hypothesis on K permit us to write any φ ∈ L •(M ;K)
as a sum φ = φl.c. + φ0, where φl.c. ∈ Ll.c.(M) is locally constant and φ0 is supported in
JM(K). This gives the inclusion of the left-hand side in the right; for the reverse inclusion,
we use the fact that every element of Ll.c.(M) is invariant under arbitrary classical relative
Cauchy evolution. 
If O ∈ O(M) is nonempty, L dyn(M ;O) is the span of the subspaces L •(M ;K) for
K ∈ Kb(M ;O), defined before Def. 2.1. In spacetime dimension n > 2 each such K meets
the hypotheses of Lem. 3.5 and we easily see that
L dyn(M ;O) = L kin(M ;O) + Ll.c.(M).
Spacetime dimension n = 2 is complicated by the fact that every nonempty K ∈ Kb(M ;O)
has disconnected intersection with at least one of the connected components of M . This
is worthy of more discussion, but for the present, we simply observe that L dyn(M ;O)
contains L kin(M ;O) + Ll.c.(M).
Summarising, we have shown:
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Theorem 3.6 The classical Klein–Gordon theory LK is not dynamically local for m = 0.
The classical massless Klein–Gordon field is singled out by not obeying the dynamical
locality property. As we will see below, this also propagates to the quantum field theory.
Although the discrepancy between the kinematic and dynamical subspaces is slight and
under full control, we adopt the viewpoint that the failure of dynamical locality should
be taken seriously as an indication of a defect in the usual treatment of the massless
minimally coupled model. The root cause is easily seen: namely, the rigid gauge symmetry
φ 7→ φ + const in the Lagrangian. In the next section, we show how the massless theory
can be formulated in a dynamically local way, by treating it as a (rather simple) gauge
theory.
To conclude this section, we summarise a number of features of the Klein–Gordon
theory with arbitrary mass m ≥ 0 from the above discussion. For L = LC or LR we have:
(L 1) L has a smooth stress-energy tensor, i.e., the relative Cauchy evolution is differen-
tiable in the weak symplectic topology as in (3.5), and the resulting maps FM [f ]
obey
σM (FM [f ]φ, CMφ) =
∫
fabT
ab
M [φ]dvol (f ∈ Sym(M ;O)), (3.10)
where TM [φ] ∈ C
∞(T 20 (M)) is a smooth conserved symmetric tensor field for each
φ ∈ L (M) (in the case K = R, take CM to be the identity).
(L 2) For each O ∈ O(M) containing supp f , we have imFM [f ] ⊂ L kin(M ;O).
(L 3) L obeys extended locality.
(L 4) The stress-energy tensor is sufficient to define the dynamical subspaces, i.e.,
L •(M ;K) =
⋂
f∈Sym(M ;K⊥)
kerFM [f ]. (3.11)
One might expect these properties to hold for wide range of theories of interest. Later,
it will be useful to have the following technical result, in which dynamical locality is not
assumed.
Proposition 3.7 Suppose L : Loc → preSymplK is weakly nondegenerate and obeys
properties (L 1–L 4). Let O be a nonempty open subset of M ∈ Loc. If a finite-
dimensional subspace Y ⊂ L (M) is invariant under FM [f ] for every f ∈ Sym(M ;O)
then Y ⊂
⋂
f∈Sym(M ;O) kerFM [f ]. (In particular, every φ ∈ Y has vanishing stress-energy
tensor in O.) In the case O = K⊥ for compact K, this implies that Y ⊂ L •(M ;K).
Remark: In particular, we any finite dimensional subspace Y that is invariant under
rceM [h] for all h ∈ H(M ;K
⊥) obeys Y ⊂ L •(M ;K). The result also holds with Loc
replaced by Loc0 throughout.
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Proof. Let p ∈ O be arbitrary. In any neighbourhood O˜ of p with O˜ ⊂ O choose causally
disjoint open subsets O1, . . . , O1+dimY and consider the subspaces
Yi =
∨
f∈Sym(M ;Oi)
imFM [f ]|Y (3.12)
of Y (where
∨
denotes the span of subspaces). Using (L 2) and (L 3), it is clear that the
Yi constitute 1 + dimY subspaces of Y with trivial pairwise intersections,so at least one
of the Yi, say Y1, must be trivial. For each φ ∈ Y we must therefore have FM [f ]φ = 0 for
every f ∈ Sym(M ;O1).
The existence of a smooth stress-energy tensor entails, by a polarisation argument, that
for each φ′ ∈ L (M) there is a smooth tensor field TM [φ, φ′] with σM (FM [f ]φ, CMφ′) =∫
M
T abM [φ, φ
′]fabdvol, where CM is the conjugation in L (M). The above remarks show
that TM [φ, φ
′] vanishes identically in O1 ⊂ O˜. As O˜ was arbitrary, it follows by con-
tinuity that TM [φ, φ
′] vanishes at p, which was an arbitrary point of O. Consequently,
σM (FM [f ]φ, CMφ
′) = 0 for arbitrary φ′ ∈ L (M ), f ∈ L (M ;O). As σM is weakly
nondegenerate, we conclude that FM [f ]φ = 0 for all φ ∈ Y and f ∈ Sym(M ;O). The last
statement follows from (L 4). 
4 The massless current
Our eventual aim is to quantize the massless minimally coupled model as a gauge theory,
following the general lines of treatments of the electromagnetic field [20, 25] or its analogues
[38] (although we will not make the cohomological restrictions imposed in these references).
In this section, we describe the underlying classical field theory, aiming for a dynamically
local theory valued in preSymplK. As before, we will focus on the complex case, dropping C
from the notation, with L denoting the massless Klein–Gordon field as formulated above
(in preSymplC).
It is convenient to employ differential forms: as usual, dM denotes the exterior deriva-
tive, while δM is the codifferential, defined with the conventions of [1] (also used in [25])
in which ✷M = −(δMdM + dMδM), [i.e., minus the Laplace–de Rham operator], which
agrees with the action of gab∇a∇b up to lower order terms that vanish on 0-forms. Thus
✷M has metric principal symbol on p-forms of any degree and has unique advanced (−) and
retarded (+) fundamental solutions E±M : Ω
p
0(M)→ Ω
p(M) extending the usual notation
for 0-forms. A key property is that the exterior derivative and coderivative commute with
✷M and hence E
±
M (or more precisely intertwine their actions on forms of adjacent rank).
For any M ∈ Loc, let L0(M) be the space of φ ∈ C∞(M) such that ✷Mφ = 0 and
obeying the following conditions: (A) there is at least one locally constant function c so
that the support of φ − c has compact intersection with all Cauchy surfaces;7 (B) the
constraint ∫
Σ
∇nφdΣ = 0 (4.1)
7The function c is unique if and only if M has purely noncompact Cauchy surfaces.
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holds on each smooth spacelike Cauchy surface Σ of each component of M , where na is
the unit future-pointing normal field to Σ. It is enough to verify conditions (A) and (B) for
any particular choices of Cauchy surface to deduce that they hold in general: for (B) this
follows using the field equation and divergence theorem, in conjunction with the support
properties of (A). Conditions (A) and (B) together entail that the usual formula for the
symplectic product σM gives a well-defined convergent integral on solutions in L0(M),
although it is now degenerate as the locally constant solutions have vanishing symplectic
product with all other solutions – this is exactly the content of Eq. (4.1), which can also be
interpreted as the vanishing of the Noether charge associated with the φ 7→ φ+c invariance
in each component of M . Next, we define the linear equivalence relation φ ∼ φ′ on L0(M)
to mean that φ− φ′ is locally constant, and then take the quotient J (M) = L0(M)/ ∼
as the classical phase space of the theory. Condition (B) guarantees that the symplectic
form descends to an antisymmetric bilinear form σ0M on the equivalence classes in J (M)
and is readily seen to be nondegenerate: if σ0M([φ], [φ
′]) = 0 for all [φ′] ∈ J (M), then
σM (φ, φ
′) = 0 for all φ′ ∈ L (M), where φ is a representative of [φ] in L (M); it follows
that φ and hence [φ] vanish, because σM is weakly nondegenerate. Thus J (M), equipped
with σ0M and complex conjugation defines a weakly nondegenerate object of preSymplC.
The covariance of this theory is easily established using the following result.
Lemma 4.1 Suppose ψ : M → N in Loc. Then (a) L (ψ)(Ll.c.(M)) ⊂ Ll.c.(N); (b) if
φ ∈ L (M) obeys condition (B) in M (whereupon [φ] ∈ J (M)) then L (ψ)φ also obeys
condition (B) in N and hence [L (ψ)φ] ∈ J (N).
Proof (a) Take χ ∈ C∞(M) so that dχ = 0 outside a neighbourhood of a Cauchy surface
in M and so that η = EM✷Mχη for any η ∈ L (M). Then L (ψ)η = ENψ∗✷Mχη and
using well-known intertwining relations,
dL (ψ)η = E(1)N dψ∗✷Mχη = E
(1)
N ψ∗✷
(1)
Mdχη,
where d is the exterior derivative and E(1), ✷(1) are the 1-form analogues of E, ✷. If η ∈
Ll.c.(M) then dχη has compact support8 and we get ψ∗✷
(1)
Mdχη = ✷
(1)
N ψ∗dχη, whereupon
it is clear that dL (ψ)η = 0 so L (ψ)η ∈ Ll.c.(N).
(b) We observe that φ = EMf (f ∈ C
∞
0 (M)) obeys condition (B) if and only if for
each component B of M , with Cauchy surface ΣB ,
0 =
∫
ΣB
∇nφdΣ =
∫
B
f dvolB
using [19, Lem. A.1] applied to the smooth constant solution 1. Thus if φ = EMf obeys
condition (B) then L (ψ)φ = ENψ∗f with
∫
C
ψ∗fdvol = 0 in each component C of N , so
L (ψ)φ obeys condition (B) in N . 
Given this result, for ψ : M → N it is possible to define J (ψ) : J (M) → J (N)
by J (ψ)[φ] = [L (ψ)φ], where φ is a representative lying in L (M). (Note that L (ψ)φ is
8Recall that η can only be nonzero on components of M with compact Cauchy surfaces.
16
then a representative of J (ψ)[φ] in L (N).) This is well-defined because if [φ] = [φ′] with
both φ, φ′ ∈ L (M), then φ−φ′ ∈ Ll.c.(M) and hence L (ψ)φ ∼ L (ψ)φ′ by Lemma 4.1(a).
Moreover, as
σ0N(J (ψ)[φ],J (ψ)[φ
′]) = σN (L (ψ)φ,L (ψ)φ
′) = σM (φ, φ
′) = σ0M([φ], [φ
′]),
it is clear that J (ψ) : J (M)→ J (N) in Sympl, so J (ψ) is necessarily injective. The
functorial property of L induces the corresponding property for J . Hence J is indeed
a functor from Loc to Sympl and is easily shown to have the timeslice property: if ψ is
Cauchy, it is clear that [φ] 7→ [L (ψ)−1φ] is inverse to J (ψ) – one need only check that
L (ψ) maps Ll.c.(M) surjectively onto Ll.c.(N) for Cauchy ψ.
From the definition of J (ψ) it follows immediately that the kinematic subspaces are
given as
J kin(M ;O) = [L kin(M ;O)]
for nonempty O ∈ O(M). Furthermore, the relative Cauchy evolution is easily seen to be
rce0M [h][φ] = [rceM [h]φ]
for h ∈ H(M), where φ is a representative in L (M) of [φ], and we use rce0 and rce in
place of rce(J ) and rce(L ) to unburden the notation.
Proposition 4.2 For any compact K ⊂M , and any O ∈ O(M) we have
J •(M ;K) = [L •(M ;K)], and J dyn(M ;O) = [L dyn(M ;O)].
If, additionally, O is nonempty, we also have J kin(M ;O) ⊂ J dyn(M ;O).
Proof: We note that [φ] ∈ J •(M ;K) (with φ a representative in L (M)) if and only if
rceM [h]φ ∼ φ for all h ∈ H(M ;K
⊥). But as both φ and rceM [h]φ have compact support
on Cauchy surfaces, their difference must therefore be an element of Ll.c.(M). Accordingly
the finite dimensional subspace Cφ+Ll.c.(M) is invariant under all such rceM [h], and by
Prop. 3.7 is therefore contained in L •(M ;K). In particular, φ ∈ L •(M ;K). As the
reverse inclusion is trivial, the first equality is proved; the second follows immediately on
taking the linear spans. Finally, we use the above results to compute
J kin(M ;O) = [L kin(M ;O)] ⊂ [L dyn(M ;O)] = J dyn(M ;O),
where the inclusion follows from Lem. 3.3. 
The spacetime dimension now enters in an essential way. In dimensions n > 2,
L dyn(M ;O) differs from L kin(M ;O) (for nonempty O ∈ O(M)) only by locally con-
stant solutions, which are annihilated by the quotient, thus giving dynamical locality:
J dyn(M ;O) = [L dyn(M ;O)] = [L kin(M ;O)+Ll.c.(M )] = [L
kin(M ;O)] = J kin(M ;O).
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In n = 2 dimensions, however, there is an added complication. First, consider the case
in which O ∈ O0(M) for M ∈ Loc0. If K ⊂ O is the closure of the base of a multi-
diamond, then there is a smooth spacelike Cauchy surface Σ for O that contains K. As a
connected one-dimensional paracompact manifold, Σ is homeomorphic to either R or S1;
in either case, as K must have nonempty causal complement, it is evident that we may
find a connected, contractible compact set K˜ so that K ⊂ K˜ ⊂ Σ. Then it is clear that
J •(M ;K) ⊂ J •(M ; K˜) ⊂ J kin(M ;O)
and as J dyn(M ;O) is generated over such K, we have the inclusion J dyn(M ;K) ⊂
J kin(M ;O). Together with the last statement of Prop. 4.2, this establishes dynamical
locality for J in LCT0, i.e., when regarded as a theory on the category of connected
spacetimes, Loc0.
On the other hand, we can also see that dynamical locality fails when disconnected
spacetimes are permitted, i.e., in LCT. Let M 0 be two-dimensional Minkowski space, with
standard (t, x) coordinates and metric dt2 − dx2, and let O be the Cauchy development
of the set B = {(0, x) : a < |x| < 2a} for some a > 0. The causal complement B⊥
consists of the Cauchy development of (−∞,−2a) ∪ (−a, a) ∪ (2a,∞), which has three
connected components. Now let f ∈ C∞0 (R) be such that f ≡ 1 on (−a, a) and f ≡ 0
outside (−2a, 2a). Then φ(t, x) = 1
2
(f(x− t) + f(x+ t)) is a solution taking the value
1 inside the Cauchy development of (−a, a) and vanishing in the other two components
of B⊥. This solution is invariant under relative Cauchy evolutions induced by metric
perturbations supported in B⊥ but is not locally constant; accordingly, [φ] is a nonzero
element of J •(M 0;B) ⊂ J dyn(M 0;O). However, [φ] is not an element of J kin(M 0;O),
because the pull-back ι∗M ;Oφ of φ to O cannot be reduced to a solution of compact support
on Cauchy surfaces (of O) by adding a locally constant function. Thus J kin(M 0;O) is a
proper subspace of J dyn(M 0;O), and dynamical locality fails.
Summarising:
Theorem 4.3 The theory J is dynamically local in LCT0 for all dimensions n ≥ 2. It is
dynamically local in LCT for all dimensions n ≥ 3, but not in dimension n = 2.
Moreover, the above discussion shows that J obeys conditions (L 1–L 4) in all dimensions
n ≥ 2, and whether formulated in LCT or LCT0. For (L 1) and (L 2) hold because the
relative Cauchy evolution of J is inherited from that of L , and the classical stress-
energy tensor of the massless scalar field is independent of the choice of representative
in equivalence classes modulo locally constant functions; likewise, (L 3) follows from the
extended locality of L , while (L 4) holds by the first equation in Prop. 4.2.
The failure of dynamical locality for J in LCT for dimension n = 2 suggests the
need for further work. The cause of the defect is evidently connected to the presence of
topological charge; we conjecture that it can be addressed by admitting topological charge
as an additional background feature of spacetimes. At any rate, it seems clear that when
dynamical locality fails, it does so for interesting reasons.
Finally, we give a technical result that will be used later on.
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Lemma 4.4 The map Ω10(M) ∋ ω 7→ [EMδMω] is a linear surjection onto J (M ) with
kernel ker δM ∩ Ω
1
0(M) + (Ω
1
0(M) ∩ dMC
∞(M )).
Proof: First, suppose ω ∈ Ω10(M) and set φ = EMδMω. Let C be any connected compo-
nent of M , let ΣC be a Cauchy surface for C with unit future-pointing normal n, and 1C
the locally constant function on M that takes the value 1 on C and 0 otherwise. Then∫
ΣC
∇nφ dΣC = σM (EMδMω, 1C) =
∫
M
1CδMωdvolM =
∫
C
δCω|CdvolC = 0,
by [19, Lem. A.1] (because 1C is a smooth solution while δMω ∈ C
∞
0 (M)) and as C was
arbitrary, we have [EMδMω] ∈ J (M); the map is evidently linear. To check surjectivity,
given any element of J (M) choose a representative φ with compact support on Cauchy
surfaces and write φ = EMf for some f ∈ C
∞
0 (M). Then, with C, ΣC , 1C as before,∫
C
f |CdvolC = σC(ECf |C , 1) =
∫
ΣC
∇nφ dΣC = 0,
from which we may deduce that f |C ∈ δCΩ
1
0(C) for each C and hence f ∈ δMΩ
1
0(M)
by a standard result on the compact cohomology group of highest degree for connected
manifolds, (see, e.g., Theorem 7.5.19(i) in [1]). Accordingly, surjectivity holds.
Next, suppose ω ∈ Ω10(M) and [EMδMω] = 0. Then 0 = dMEMδMω = EMdMδMω
and hence
dMδMω = ✷Mβ (4.2)
for some β ∈ Ω10(M). In particular, β vanishes to the past, so we may solve for β by
applying the retarded fundamental solution for 1-forms,
β = E+MdMδMω = dME
+
MδMω ∈ Ω
1
0(M) ∩ dMC
∞(M)
(equally, we could have used the advanced fundamental solution). On the other hand,
Eq. (4.2) also implies
✷MδMω = −δMdMδMω = −δM✷Mβ = −✷M δMβ
and hence δMω = −δMβ (as both have compact support). Thus ω = −β + κ for some
κ ∈ ker δM and β ∈ Ω
1
0(M) ∩ dMC
∞(M ). Finally, suppose that ω takes this form, with
β = −dMχ ∈ Ω
1
0(M), χ ∈ C
∞(M). Then
dMEMδMω = EMdMδMdMχ = −EM✷MdMχ = 0
(recall that dMχ has compact support) so [EMδMω] = [0]. 
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5 Quantized theory: smeared fields
In this section, we describe how weakly nondegenerate dynamically local classical theories,
valued in preSymplC and obeying the additional conditions (L 1–L 4), can be quantized
as the ‘infinitesimal Weyl algebra’ (cf. [3]) to obtain a dynamically local quantum field
theory. For the Klein–Gordon case, this is the usual ∗-algebra of smeared fields. We begin
by describing this quantization method in a form that will be convenient for our purposes.
We will also make contact with other standard presentations of the theory.
5.1 Quantization functor
The infinitesimal Weyl algebra quantization of a presymplectic space (V, σ, C) ∈ preSymplC
is given by the unital ∗-algebra Q(V, σ, C), whose underlying complex vector space is the
symmetric tensor vector space over V ,
Q(V, σ, C) = Γ⊙(V )
def
=
⊕
n∈N0
V ⊙n, (5.1)
equipped with a product such that
u⊙m · v⊙n =
min{m,n}∑
r=0
(
iσ(u, v)
2
)r
m!n!
r!(m− r)!(n− r)!
S
(
u⊗(m−r) ⊗ v⊗(n−r)
)
, (5.2)
where S denotes symmetrisation, and a ∗-operation defined by (u⊙n)∗ = (Cu)⊙n; both
operations being extended by (anti-)linearity to general elements of Γ⊙(V ). In the above,
all tensor products and direct sums are algebraic – we do not complete in any topology
– and by convention u⊙ = 1 ∈ V ⊙0 = C, f⊗0 = idC. The product may be summarised
via the Weyl relations W (λu)W (µv) = e−iλµσ(u,v)/2W (λu + µv), understood as relations
between the formal power series
W (λu) =
∞⊕
n=0
(iλ)n
n!
u⊙n, (u ∈ V, λ ∈ R).
(Here, it is not necessary to demand that u is ‘real’, in the sense that u = Cu.)
In addition, given any morphism f : (V, σ, C)→ (V ′, σ′, C ′) in preSymplC, we define
Q(f) = Γ⊙(f) =
∞⊕
n∈N0
f⊙n. (5.3)
Proposition 5.1 Equations (5.1), (5.2) and (5.3) define a functor Q : preSymplC → Alg.
If (V, σ, C) is weakly nondegenerate, then Q(V, σ, C) is simple.
The proof of this result is largely a matter of assembling standard results – it will be given
below for completeness. Before that, we make a number of remarks.
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For obvious reasons, we refer to Q as a quantization functor. Given any classical theory
L : Loc→ preSymplC, we obtain a quantum theory A = Q ◦L ; if L obeys the timeslice
property, then so does A , because functors preserve isomorphisms, and its relative Cauchy
evolution is given by
rceM [h] = Q(rce
(L )
M [h]) =
⊕
n∈N0
RM [h]
⊗n. (5.4)
where, to unburden the notation, we have written rce for rce(A ) and R for rce(L ). Further-
more, Q interacts well with the unions in preSymplC and Alg: given a (possibly infinite)
family of C-invariant subspaces of V , Wi, then∨
i
Γ⊙(Wi) = Γ⊙(
∨
i
Wi),
where the union on the left-hand side is an algebraic span (in Q(V, σ, C)), while that on
the right is a vector space span in V . Inclusion of the left-hand side in the right-hand side
is obvious; the reverse inclusion arises from the freedom to form products as well as linear
combinations in Alg.
We now turn to the proof of Prop. 5.1, beginning by giving a construction of Q(V, σ, C)
that allows its various properties to be established. Let iVect be the category whose objects
are pairs (V, C), where C is an antilinear involution on complex vector space V , and with
morphisms f : (V, C)→ (V ′, C ′) which are injective linear maps such that C ′ ◦ f = f ◦ C.
Then there is a functor T : iVect → Alg which constructs the tensor algebra over given
vector spaces:
T (V ) =
⊕
n∈N0
V ⊗n, T (f) =
⊕
n∈N0
f⊗n
where the product in T (V ) is given by the tensor product and the ∗-operation by
(φ1 ⊗ · · · ⊗ φn)
∗ = C(φn)⊗ · · · ⊗ C(φ1)
(injectivity of T (f) follows from injectivity of f after some multilinear algebra — see
Appendix A for details). As above, all tensor products and direct sums are algebraic.
There is an obvious forgetful functor from preSymplC to iVect, and so T (we use the
same notation for T and its composition with the forgetful functor) can be defined from
preSymplC → Alg. Given any (V, σ, C), let Z (V, σ, C) be the two-sided ∗-ideal in T (V, σ, C)
generated by elements of form
(−iσ(u, v), 0, u⊗ v − v ⊗ u, 0, . . .) (u, v ∈ V )
and write Q(V, σ, C) for the quotient T (V, σ, C)/Z (V, σ, C). If f : (V, σ, C)→ (V ′, σ′, C ′)
then T (f) maps Z (V, σ, C) into Z (V ′, σ′, C ′), which induces a unital ∗-homomorphism
Q(f) : Q(V, σ, C)→ Q(V ′, σ′, C ′).
As it is clear that Z (V, σ, C) has trivial intersection with the symmetric subspace
of T (V, σ, C), it follows that (i) the quotient algebras are nontrivial; (ii) every element
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A ∈ T (V, σ, C) has a unique symmetric representative A⊙, in the symmetric subspace
and that A = 0 iff A⊙ = 0; (iii) we may therefore identify Q(V, σ, C) as a vector space
with Γ⊙(V ) (as in (5.1)) and any morphism Q(f) (f : (V, σ, C) → (V
′, σ′, C ′)) may be
identified as a linear map with the restriction of T (f) to this subspace (as in (5.3)); (iv)
the homomorphisms Q(f) are therefore injective and hence define Alg-morphisms. It is
clear that Q inherits functoriality from T .
To complete the proof of Prop. 5.1, we need to verify the product formula (5.2) and
show that Q(V, σ, C) is simple when (V, σ, C) is weakly nondegenerate. The latter follows
from Scholium 7.1 in [3], while the former requires a tedious calculation with commutators
if written explicitly. However, the mere existence of such an argument indicates that the
question is purely one of combinatorics, and can be resolved by examining the case in
which V is of dimension 2, σ is nondegenerate, u = λe1, v = µe2, for λ, µ ∈ R, where
σ(e1, e2) = 1 and Cei = ei. Invoking a Fock representation (e.g., with respect to the
Hilbert space norm in which the ei are orthonormal) the Weyl operators may be obtained
as convergent power series on a domain of analytic vectors and the required product may
be read off as a consequence of the Weyl relations.
To conclude this discussion, we note that our construction is equivalent to a more
familiar quantization of the scalar field (and similar Bose free fields). Let LC be the
complex Klein–Gordon theory (with mass m ≥ 0), with corresponding quantum field
theory A = Q ◦LC. Now, for each f ∈ C∞0 (M) let
ΦM (f) = (0, EMf, 0, . . .) ∈ A (M) = Γ⊙(LC(M)).
As LC(M) is precisely the range of EM on C∞0 (M), it is easy to see that the ΦM(f)
generate A (M) and obey the relations:
• f 7→ ΦM(f) is complex linear
• ΦM (f)
∗ = ΦM (f)
• ΦM (PMf) = 0
• [ΦM (f),ΦM(f
′)] = iEM (f, f
′)1
for all f, f ′ ∈ C∞0 (M). In fact, owing to simplicity of A (M), it may be completely
characterized by these generators and relations. Moreover, for any morphism ψ : M →N ,
we have
A (ψ)ΦM (f) = (0,LC(ψ)EMf, 0, . . .) = (0, ENψ∗f, 0, . . .) = ΦN (ψ∗f).
In this sense, Φmay be regarded as a natural transformation between the functor D : Loc→
Vect, with D(M) = C∞0 (M), D(ψ) = ψ∗, and the functor A , after the latter is composed
with a forgetful functor to the category of vector spaces. This is the understanding of
‘quantum fields as natural transformations’ first articulated by BFV.
The quantized massless current, C = Q ◦ J , may be treated in the same way. To
each ω ∈ Ω10(M), we assign JM(ω) = (0, [EMδMω], 0, . . .) ∈ Γ⊙(J (M)) = C (M). The
surjectivity result in Lemma 4.4 establishes that these elements generate C (M); moreover,
they clearly satisfy the relations
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• Ω10(M) ∋ ω 7→ JM(ω) is complex linear
• JM(ω)
∗ = JM(ω), for all ω ∈ Ω
1
0(M)
• JM(ω) = 0 for all ω ∈ Ω
1
0(M) ∩ ker δM + Ω
1
0(M) ∩ dMC
∞(M)
• [JM(ω), JM(ω
′)] = iEM (δMω, δMω
′)1 for all ω, ω′ ∈ Ω10(M).
The last of these holds because
σ0M ([EMδMω], [EMδMω
′]) = σM (EMδMω,EMδMω
′) = EM(δMω, δMω
′).
Moreover, under any ψ : M → N in Loc, we have the naturality property C (ψ)JM(ω) =
JN (ψ∗ω) by a similar calculation to that used in the standard scalar field case. Although it
is not immediately obvious, the third relation above is compatible with this map, because
C is known to be a functor. A direct proof can be given, but will not be done here.
5.2 Dynamical locality
Suppose that L : Loc → preSymplC is a weakly nondegenerate locally covariant theory,
obeying the general conditions (L 1–L 4) stated in Sect. 3, but which is not necessarily
dynamically local.9 As shown above, all these assumptions hold for the massive minimally
coupled field and the massless current and are expected to hold for the dynamically local
linear Bose fields of interest. At any rate, as we will see, these statements isolate the
properties that are necessary to establish dynamical locality of the quantized theory A =
Q ◦L in the case that L is dynamically local.
To begin the discussion, we note that the kinematic net is easily obtained in terms of
that of L : for any nonempty O ∈ O(M) we have A (ιM ;O) = Q(L (ιM ;O)) and hence
A kin(M ;O) may be identified as the linear subspace
A kin(M ;O) = Γ⊙(L
kin(M ;O)) ⊂ A (M ).
One might think that there would be a similar ‘abstract nonsense’ computation of the
dynamical nets, given the close relation between the relative Cauchy evolutions of L and
A . It is certainly true that if Q were to preserve equalizers, intersections and unions,
then the dynamical net could be computed in this way. However Q does not preserve
equalizers10 and we must calculate the dynamical subalgebras directly.
To this end, note that each element A ∈ A (M) may be associated with a finite-
dimensional subspace YA of L (M) in the following way. For each n ≥ 1, the component
9In passing, however, we remark that for theories obeying dynamical locality, (L 3) is equivalent to the
absence of nonzero elements invariant under arbitrary relative Cauchy evolution — see Thm 6.5 of [27].
Moreover, in (L 2), conservation of the stress-energy tensor follows from the arguments given in BFV in
the quantum case.
10As an example, consider (V, σ, C), where V = C2 with a basis vi (i = 1, 2) obeying σ(v1, v2) = 1 and
Cvi = vi. Then the map f(av1 + bv2) = av2 − bv1 (a, b ∈ C) defines an automorphism of (V, σ, C) whose
equalizer with the identity is trivial. However, v1 ⊗ v1 + v2 ⊗ v2 is a (nonzero) eigenvector of eigenvalue 1
for Q(f), which therefore has nontrivial equalizer with the identity in Q(V, σ, C).
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An of A in L (M )⊙n may be regarded as a linear map An : (L (M)⊗(n−1))∗ → L (M)
with finite dimensional image, which we call the support subspace of An; the support space
YA of A is defined to be the span of these images for n ≥ 1, only finitely many of which are
nontrivial. (Here, all duals are algebraic.) Moreover, A ∈ Γ⊙(YA). Some basic properties
of support spaces are summarised in Appendix A. The crucial observation is:
Lemma 5.2 If A ∈ A •(M ;K) then the support subspace YA is invariant under RM [h] for
all h ∈ H(M ;K⊥) and hence under FM [f ] for all f ∈ Sym(M ;K
⊥). Hence A •(M ;K) ⊂
Γ⊙(L •(M ;K)).
Proof: As rceM [h]A = A for all h ∈ H(M ;K
⊥), we have Γ⊙(RM [h])A = A for all such
h, and because the action is diagonal with respect to the direct sum structure, it is clear
that the component An of A in L (M)⊙n obeys RM [h]⊗nAn = An for all such h. By
Lem. A.1, this entails that the support space Yn of An is invariant under RM [h] for any
n ≥ 1, so the support space YA =
∨∞
n=1 Yn is also invariant. The statement regarding
invariance under FM follows, given their definition as functional derivatives of the RM
with respect to the metric, and we deduce that YA ⊂ L •(M ;K) by Prop. 3.7. Hence
A ∈ Γ⊙(YA) ⊂ Γ⊙(L •(M ;K)). 
Our main result of this section is that the dynamical nets of A are, after all, related
to those of L by the quantization functor Q. We use the notation α•/dyn/kinM ;X for the
inclusions of A •/dyn/kin(M ;X) in A (M), and λ•/dyn/kinM ;X for the corresponding morphisms
in the theory L .
Theorem 5.3 Let L : Loc → preSymplC be any weakly nondegenerate theory obeying
assumptions (L 1)–(L 4) and let A = Q ◦L . For any compact set K in M ∈ Loc,
A •(M ;K) = Γ⊙(L
•(M ;K)), (5.5)
as vector spaces, i.e., α•M ;K
∼= Q(λ•M ;K). For any nonempty O ∈ O(M),
A dyn(M ;O) = Γ⊙(L
dyn(M ;O)), (5.6)
i.e., αdynM ;K
∼= Q(λdynM ;K). Hence if, additionally, L is dynamically local, then A is dynam-
ically local.
Proof. The inclusion of the left-hand side of (5.5) in the right-hand side is established in
Lem. 5.2. The reverse inclusion is immediate from (5.4) and the definition of L •(M ;K).
The second part follows from the fact that Q preserves unions. 
Our application is then immediate.
Corollary 5.4 The infinitesimal Weyl-algebra quantizations of (a) the Klein–Gordon the-
ory for m > 0 in any dimension n ≥ 2, as a theory on Loc or Loc0, and (b) the theory of
the massless current in any dimension n ≥ 2 as a theory on Loc0, or n ≥ 3 as a theory on
Loc, are dynamically local. The infinitesimal Weyl-algebra quantizations of (c) the massless
Klein–Gordon theory in any dimension n ≥ 2, and as a theory on either Loc0 or Loc, and
(d) the massless current in dimension n = 2 as a theory on Loc, are not dynamically local.
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For example, in the massless scalar field, we have
A dyn(M ;O) = A kin(M ;O) ∨ Γ⊙(Ll.c.(M))
which differs from A kin(M ;O) in any spacetime with (at least one connected component
having) a compact Cauchy surface. The failure of dynamical locality in this case is related
to another pathology of the model, namely, the nonexistence of ground states in ultrastatic
spacetimes with compact Cauchy surface. Again it is the locally constant solutions (usually
regarded in terms of the zero modes of the spatial Laplacian) that create the problem, which
is absent in the theory of the massless current. We observe that the rigid φ 7→ φ + const
symmetry is spontaneously broken — it cannot be unitarily implemented even in the
Minkowski vacuum state although it is an automorphism of the algebra [42]; at a higher
level the symmetry generates automorphisms of the functor A [22].
6 Quantized theory: Weyl algebra
In this section, we study the other main approach to the quantization of linear field theo-
ries, namely the Weyl algebra approach. We show that dynamically local theories valued
in preSymplR have dynamically local quantizations under mild additional conditions: essen-
tially it is enough that the symplectic products of the classical theory are nondegenerate
(so the theory factors via SymplR) and the relative Cauchy evolution acts continuously in
a certain sense. These conditions are met by the massive Klein–Gordon theory and the
theory of currents. It seems reasonable to expect that the Proca and (with some care)
electromagnetic fields could also be shown dynamically local. See [25] for the algebraic
approach to the quantization of the Proca field and [14] for details on its locally covariant
formulation; for electromagnetism, see [20, 25, 14] for the formulation in terms of vector
potentials and [16] and Appendix A of [31] treatments in terms of field strength.
We begin by recalling some relevant background. If (S, σ) ∈ SymplR, the category
of weakly nondegenerate real symplectic spaces11 the CCR algebra CCR(S, σ) may be
defined as C∗-subalgebra of the bounded linear operators on ℓ2(S) generated by operators
{W (u) : u ∈ S} with action (W (u)f)(v) = eiσ(u,v)/2f(u+ v) (f ∈ ℓ2(S)). These operators
evidently obey the Weyl relations
W (0) = 1, W (u)∗ = W (−u), W (u+ v) = eiσ(u,v)/2W (u)W (v).
We write W(S, σ) for the ∗-algebraic span of the W (u) (which simply amounts to their
linear span given the Weyl relations). Accordingly, any A ∈ CCR(S, σ) may be written as
a limit (in operator norm)
A = lim
n→∞
∑
u∈S
an(u)W (u)
11See [6] for the construction of the Weyl algebra over pre-symplectic spaces.
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where, for each n, at most finitely many an(u) are nonzero, and there are at most countably
many u for which there is any n with an(u) 6= 0.
12 Considering matrix elements, it is clear
that we have limits a(u) = limn an(u) for each u, at most countably many of which are
nonzero. Let eu be the basis vector in ℓ
2(S) labelled by u ∈ S: eu(v) = δuv. Then
Ae0 = lim
n
∑
u∈S
an(−u)eu =
∑
u∈S
a(−u)eu
and
∑
u∈S |a(u)|
2 = ‖Ae0‖
2 <∞.
As is well-known, CCR is a functor from SymplR to C
∗-Alg (see, e.g., BFV or Sec. 4.2
of [4]). Accordingly, if L is any weakly nondegenerate theory L : Loc→ preSymplR, then
we obtain the Weyl-algebra quantization of this theory as the functor W : Loc → C∗-Alg
given by W = CCR ◦L (slightly abusing notation by regarding L as being valued in
SymplR, rather than preSymplR).
We will need some information concerning fixed-points. If α is an automorphism of
CCR(S, σ) induced by symplectic automorphism g of (S, σ) then
αA = lim
n→∞
∑
u∈S
an(u)W (gu) = lim
n→∞
∑
u∈S
an(g
−1u)W (u).
Thus if αA = A, we have in particular (by considering the action on e0) that a(u) = a(g
−1u)
for all u. As
∑
u∈S |a(u)|
2 is finite, it follows that a(u) can be nonzero only for u such that
gku = u for some k ∈ Z. Thus the fixed-point subalgebra CCR(S, σ)α is the closed linear
span (in B(ℓ2(S))) of elements of the form
∑k−1
j=0 W (g
ju) for gku = u.
More generally, if we consider the fixed-point subalgebra relative to a group of auto-
morphisms G of (S, σ) we must restrict to elements of form
∑
v∈GuW (v) for u such that
the orbit Gu of u under G is finite.
Proposition 6.1 Let I ⊂ R be an open interval containing the origin, and let (g(s))s∈I
be a family of automorphisms of (S, σ), with g(0) = id(S,σ), generating a subgroup G ⊂
Aut(S, σ). If there is any Hausdorff topology on S for which s 7→ g(s) acts continuously
on S, then
CCR(S, σ)G = cl span {W (u) : u ∈ S, g(s)u = u ∀s ∈ I}.
Proof: The inclusion of the right-hand side in the left is obvious. On the other hand,
the remarks above show imply that CCR(S, σ)G is generated by (at most) those W (u) for
which {g(s)u : s ∈ I} is a finite set. But as there is a Hausdorff topology on S so that
s 7→ g(s)u is continuous, it follows that g(s)u is constant and therefore equal to g(0)u = u
for all s ∈ I. 
Theorem 6.2 Let L : Loc → preSymplR be any weakly nondegenerate dynamically local
theory. Suppose that for each f ∈ Sym(M), s 7→ rce
(L )
M [sf ] acts continuously in the weak
symplectic topology on some open neighbourhood of s = 0. Then W = CCR ◦L : Loc →
C∗-Alg is dynamically local.
12The point is that A can be realised as a limit of a sequence in W(S, σ), each term of which involves
only finitely many u ∈ S. Thus at most countably many such u appear in this sequence as a whole.
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Proof: Let M ∈ Loc be arbitrary, and O ∈ O(M) be nonempty. We first observe that
W kin(M ;O) is generated by Weyl generators WM (u) indexed by u ∈ L kin(M ;O). Next,
the weak symplectic topology separates points on (L (M), σM ), because σM is weakly
nondegenerate, and therefore defines a Hausdorff locally convex topology on S.13 By
Prop. 6.1,
W •(M ;K) = cl span {W (u) : u ∈ L •(M ;K)} ⊂ W kin(M ;O)
because L •(M ;K) ⊂ L kin(M ;O) by dynamical locality of L . Taking the C∗-union over
K ∈ Kb(M ;O), we find W dyn(M ;O) ⊂ W kin(M ;O).
On the other hand, let u ∈ L kin(M ;O). Using dynamical locality of L , we have
u ∈ L dyn(M ;O) =
∨
K∈Kb(M ;O)
L •(M ;K)
so u may be expressed as a finite sum u =
∑
i ui, with ui ∈ L
•(M ;Ki) and with Ki ∈
Kb(M ;O). Hence the Weyl generator WM(u) may be expressed as a finite product of
elements in the subalgebras W •(M ;Ki) and is, in particular, contained in W dyn(M ;O).
As W kin(M ;O) is generated by Weyl generators of this type, we have W kin(M ;O) ⊂
W dyn(M ;O), which concludes the proof of dynamical locality for W . 
Corollary 6.3 The Weyl algebra quantizations of (a) the Klein–Gordon theory for m > 0
in any dimension n ≥ 2, as a theory on Loc or Loc0, and (b) the theory of the massless
current in any dimension n ≥ 2 as a theory on Loc0, or n ≥ 3 as a theory on Loc, are
dynamically local. The Weyl algebra quantizations of (c) the massless Klein–Gordon theory
in any dimension n ≥ 2, and as a theory on either Loc0 or Loc, and (d) the massless current
in dimension n = 2 as a theory on Loc, are not dynamically local.
Proof: We need only add that in the case of the massless field, the arguments above show
that W dyn(M ;O) contains W kin(M ;O) ∨ Wl.c.(M), where Wl.c.(M) is the subalgebra of
W (M) generated by solutions in Ll.c.(M). 
7 Conclusion
We have shown that the class of dynamically local theories contains at least the basic ex-
amples of free quantum fields, with the caveat that the massless Klein–Gordon field should
be formulated as the theory of the massless current. Our results were obtained by first
showing that our theories of interest are dynamically local as classical symplectic theories
and then by applying general theorems which lift dynamical locality to the quantized the-
ory. The existence of these theorems illustrates again the natural nature of the dynamical
locality definition.
13We follow the definitions of [39, Ch. V].
27
We should like to make some comments about related work. In [9], the authors
start from an (anti-)unitary representation u of the proper Poincaré group in 1 + d di-
mensions on a Hilbert space H (later interpreted as a “one-particle space”). They con-
sider the wedge-region W = {(x0, x1, . . . , xd) : x1 > 0, −x1 < x0 < x1} in 1 + d-
dimensional Minkowski spacetime, and the associated wedge-reflection symmetry rW :
(x0, x1, x2, . . . , xd) 7→ (−x0,−x1, x2, . . . , xd) as well as the one-parametric group ΛW(t)
(t ∈ R) of Lorentz boosts leaving the region W invariant. Setting δ
1/2
W = u(ΛW(i)) and
jW = u(rW), they define a “one-particle Tomita operator” sW = jWδ
1/2
W , and a one-particle
subspace
KW = {ξ ∈ dom(δ
1/2
W ) : sWξ = ξ} ⊂ H.
This is regarded as the one-particle subspace of H consisting of one-particle wave functions
localized in W, in the spirit of a “reverse interpretation” of the Bisognano-Wichmann
theorem [30]. Passing to the second quantization on the Fock space F⊙(H), they associate
the von Neumann algebras R(W) = {W (ξ) : ξ ∈ KW}
′′ with the spaces KW , where W (ξ)
is the Weyl-operator of ξ ∈ H on F⊙(H). By forming local von Neumann algebras of
observables
R(O) =
⋂
LW⊃O
R(LW)
where O is a double cone, and LW is the image ofW under any Poincaré transform L, one
obtains a net of local observable algebras complying with the Haag-Kastler axioms, under
mild, generic additional assumptions (most importantly, positivity of the energy).
The definition of KW—inspired by the Bisognano-Wichmann theorem—is, in some
ways, analogous to our requirement of invariance under suitable relative Cauchy evolutions.
The analogy becomes somewhat more obvious on noting that KW could equivalently be
characterized as the symplectic complement, in H, of KW ′, where W
′ = rW(W) is the
causal complement wedge ofW (cf. [9, Thm 2.5]). However, the analogy does not seem, as
yet, to carry much further, since the elements of the Poincaré group (or, equivalently, the
Tomita-Takesaki modular objects) act globally, whereas the relative Cauchy evolution in
our setting acts locally. There is clearly room for further investigation of potential relations
beyond this analogy.
To conclude, we note that the strategy developed here could be applied to other linear
Bose theories (and, with modifications, to linear Fermi theories as well). For example, given
any collection of weakly nondegenerate dynamically local theories Li : Loc → preSymplC
obeying (L 1–L 4), we may form the algebraic direct sum theory L , with
L (M) =
⊕
i
Li(M), L (ψ) =
⊕
i
Li(ψ)
for any M ∈ Loc, and Loc morphism ψ. As we work with algebraic direct sums, there
is no issue concerning the convergence of symplectic products etc, even when i runs over
an infinite index set. This is clearly a weakly nondegenerate functor to preSymplC obeying
(L 1–L 4) because of the direct sum structure. Moreover, it is equally clear that this new
theory is dynamically local. Then the theory Q ◦ L is dynamically local; similarly, we
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would have this for the Weyl algebra theory CCR ◦L , provided that the relative Cauchy
evolution acts continuously in the weak symplectic topology for each Li. This establishes
the dynamical locality of arbitrary multi-component minimally coupled scalar fields, with
arbitrary mass spectrum [treating any zero mass components using massless current theory,
and subject to the same constraints on the spacetime dimension as in Corollaries 5.4
and 6.3].
The failure of dynamical locality for the massless current in two-dimensional space-
times with disconnected components bears some analogy to the occurrence of topological
superselection sectors in the short-distance scaling limit of the massive free scalar field
on two-dimensional Minkowski spacetime discussed in the scaling algebra framework in
[12]. Interestingly, there is a dynamical constraint involved in the construction of scaling
algebra and scaling limit, and it appears that there might be a deeper connection between
dynamical locality and the occurrence of topological charges, a point worthy of further
investigation.
In summary, we have established that the class of dynamically local theories contains
many interesting theories; others will be studied elsewhere. Theories with pure gauge
degrees of freedom will not generally be expected to satisfy dynamical locality, without
further modification.
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A Support subspaces
In the body of the paper, we made use of some simple observations on linear algebra in ten-
sor products. Although these are presumably known, we include details for completeness.
In the following, X1 and X2 are vector spaces of possibly infinite dimension over C, and
⊗ denotes the standard tensor product of vector spaces. Recall that every bilinear map
T : X1 ×X2 → Y (for Y any vector space) induces a unique linear map T˜ : X1 ⊗X2 → Y
so that T˜ (x1 ⊗ x2) = T (x1, x2) for all xi ∈ Xi. In particular, this gives linear maps
L(X∗1 , X2)
ρ1
←− X1 ⊗X2
ρ2
−→ L(X∗2 , X1)
so that, for example, ρ2 is defined by extension of the bilinear map
X1 ×X2 ∋ (u, v) 7→ v
∗∗(·)u ∈ L(X∗2 , X1),
where v∗∗ is the canonical embedding of v ∈ X2 into X
∗∗
2 . Now, any φ ∈ X1 ⊗ X2
may be written as a finite sum φ =
∑
i ui ⊗ vi with nonzero ui ∈ X1, vi ∈ X2, so
ρ2(φ)(·) =
∑
i v
∗∗
i (·)ui is a finite rank map, as is ρ1(φ). Moreover, by combining and
possibly discarding terms, we may assume that the ui and vi in the expansion of φ each
form linearly independent sets, which are then easily seen to span the images of ρ1(φ)
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and ρ2(φ) respectively (consider the applications of these maps to dual bases to the bases
formed by extensions of the ui and vi). We see then that φ ∈ im ρ1(φ) ⊗ im ρ2(φ), which
also proves that the ρi are injective.
More generally, given any vector spaces X1, . . . , Xn, we have injections
ρk : X1 ⊗ · · · ⊗Xn → L((X1 ⊗ · · · X̂k · · · ⊗Xn)
∗, Xk)
where the hat denotes an omitted factor, and any φ ∈ X1 ⊗ · · · ⊗Xn obeys
φ ∈ im ρ1(φ)⊗ · · · ⊗ im ρn(φ).
We refer to the subspaces im ρk(φ) ⊂ Xk as support subspaces of φ. If all the spaces
X1, . . .Xn are the same, and φ is an element of the symmetric or antisymmetric subspaces
of X⊗n, then all the support subspaces are identical.
Lemma A.1 Suppose vector spaces X1, . . . , Xn and Y1, . . . , Yn are given (n ≥ 1), with
Si ∈ L(Xi, Yi) for each i, and define Tn = S1⊗ · · ·⊗Sn. (a) If each Si is monic then Tn is
also injective. (b) If Yi = Xi for each i and φ 6= 0 is an eigenvector of Tn with eigenvalue
λ 6= 0, then for each 1 ≤ k ≤ n, Sk restricts to an automorphism of the support subspace
im ρk(φ).
Proof: (a) We argue by induction on n: suppose this is known to be true for some n ≥ 1
(it is true for n = 1). If Tn+1φ = 0 then
0 = ρn+1(Tn+1φ) = Sn+1 ◦ ρn+1(φ) ◦ T
∗
n .
Now Tn is injective by the inductive hypothesis, so T
∗
n is surjective (see e.g. [28, §2.28]),
while Sn+1 is injective by hypothesis. Thus ρn+1(φ) = 0 and thus φ = 0 by injectivity of
ρn+1. Hence Tn+1 is injective and the result follows. (For a different argument, see [29,
§1.18].)
For (b), we have
Sk ◦ ρk(φ) ◦ U
∗
k = ρk(Tnφ) = λρk(φ)
for each k = 1, . . . , n, where Uk = S1⊗· · · Ŝk · · ·⊗Sn. As λ 6= 0, it follows that im ρk(φ) ⊂
Sk(im ρk(φ)), which, on dimension-counting grounds, is possible only if Sk restricts to an
isomorphism of the support space im ρk(φ) with itself. 
B Differentiability of classical relative Cauchy evolution
We indicate how differentiability of rceLKM may be established in the weak symplectic topol-
ogy for K = R,C. By convention, we take spaces of smooth functions to be K-valued.
Fix a relatively compact open set O ⊂ M and Cauchy surfaces Σi (1 ≤ i ≤ 4) with
Σi+1 ⊂ I
+
M (Σi) for i = 1, 2, 3 and cl(O) ⊂ I
+
M(Σ2) ∩ I
−
M(Σ3). In general, we write M i,j
for I+M (Σi) ∩ I
−
M(Σj). To start with, let h ∈ H(M ;O) be any hyperbolic perturbation
supported in O.
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Owing to the time-slice property, it suffices to study the action of rceM [h] onEMC
∞
0 (M 3,4).
Fix χ ∈ C∞(M), with χ = 0 on I+M (Σ2) and χ = 1 on I
−
M(Σ1). Then the identity
rceM [h]EM = EMPMχEM [h] = EMPMχE
−
M [h] (B.1)
holds on C∞0 (M 3,4). Next, the identity PME
−
M [h]f = f + (PM − PM [h])E
−
M [h]f entails (as
both terms on the right-hand side are compactly supported)
E−
M [h]f = E
−
Mf − E
−
MKM [h]E
−
M [h]f
by uniqueness of advanced solutions to the inhomogeneous equation, where KM [h] =
PM [h] − PM . Iterating this formula,
E−
M [h]f = E
−
Mf −E
−
MKM [h]E
−
Mf + E
−
MKM [h]E
−
MKM [h]E
−
M [h]f (B.2)
for all f ∈ C∞0 (M). Substituting this in (B.1), we have
(rceM [h]− id)EMf = −EMPMχE
−
MKM [h](E
−
Mf − E
−
MKM [h]E
−
M [h]f)
for f ∈ C∞0 (M 3,4). Now as suppχ lies to the past of the support of KM [h]φ for any
smooth φ, we may replace χE−M by χEM in the above formula, and use the fact that
EMPMχEM = EM . Thus
(rceM [h]− id)EMf = −EMKM [h](E
−
Mf −E
−
MKM [h]E
−
M [h]f)
= −EMKM [h]EMf + EMKM [h]E
−
MKM [h]E
−
M [h]f.
Taking symplectic products with φ′ ∈ LK(M), we obtain
σM ((rceM [h]−id)EMf, φ
′) = −
∫
M
φ′KM [h]EMfdvolM+
∫
M
φ′K
M [h]E
−
MKM [h]E
−
M [h]fdvolM .
Now put h = sf for f ∈ Sym(M ;O). We will argue below that the second integral in the
previous formula is of order O(s2) as s→ 0, with φ′ and f fixed. Accordingly,
d
ds
σM (rceM [h]φ, φ
′)
∣∣∣∣
s=0
= − lim
s→0
1
s
∫
M
φ′KM [sf ]φdvolM
=
∫
M
φ′
(
1
2
(
∇af bb
)
∇aφ−∇af
ab∇bφ
)
dvolM
= σM (FM [f ]φ, φ
′),
where FM [f ] is as defined in the body of the paper.
To complete the proof we need to establish the O(s2) behaviour for the integral given
above. The integrand is supported in M 2,4, on which both φ
′ and K
M [h]E
−
MKM [h]E
−
M [h]f
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are square-integrable. It is therefore enough to show that the L2-norm of the latter is O(s2)
as s→ 0. This may be done by means of energy estimates, which show that∥∥∥E−M [sf ]f∥∥∥
p
≤ Cp‖f‖p−1 (f ∈ C
∞
0 (M 2,4))
for any p ≥ 1, with Cp uniform in s for sufficiently small s, and where ‖ · ‖p is an energy
norm on the strip M 2,4. (See, e.g., the proof of Thm 3.7 of [13, Appx 3], noting that
the condition of Sobolev regularity holds as we are able to work within a finite number of
charts.) Thus we have∥∥∥KM [sf ]E−MKM [sf ]E−M [f ]f∥∥∥
0
≤ C2C3
∥∥∥KM [sf ]∥∥∥
0,2
∥∥∥KM [sf ]∥∥∥
1,3
‖f‖2
and the required estimate follows because the first two norms on the right-hand side are
each of order O(s) as s→ 0.
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