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Abstract
Automatic Web comment detection could
significantly facilitate information retrieval
systems, e.g., a focused Web crawler. In
this paper, we propose a text genre clas-
sifier for Web text segments as intermedi-
ate step for Web comment detection in Web
pages. Different feature types and clas-
sifiers are analyzed for this purpose. We
compare the two-level approach to state-of-
the-art techniques operating on the whole
Web page text and show that accuracy can
be improved significantly. Finally, we il-
lustrate the applicability for information re-
trieval systems by evaluating our approach
on Web pages achieved by a Web crawler.
1
1 Introduction
The high amount of social media tools lead to
constantly growing user generated content in the
Web. Different types of Web sites, e.g., blogs,
forums as well as news sites provide function-
alities to post Web comments to related arti-
cles. Whereas an abundance of Web comments
is publicly available, the size of the World Wide
Web makes it a challenging task to identify Web
pages with Web comments. One solution to build
topic specific Web comment corpora, is a focused
crawler jointly using a topic classifier and a Web
comment classifier. Altogether, automatic Web
1This work is licensed under a Creative Commons Attri-
bution 4.0 International License (CC BY 4.0). Page numbers
and proceedings footer are added by the organizers. License
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comment detection has the potential to signifi-
cantly improve the performance of information
retrieval systems and provide corpora, which can
efficiently be used, e.g., for marketing studies.
In this paper, we use Web comment as a par-
ticular text genre. It is fundamental to consider
the fact, that a Web page can be a composition
of different text genres. For example Web com-
ments posted to a particular article on the same
Web page obviously comprise the text genre arti-
cle and Web comment. It is to be expected that the
associated feature vectors of different text genres
show different characteristics which can be iden-
tified more easily if they are investigated sepa-
rately. Therefore, we apply a two-level classifica-
tion approach. We first classify the text genre of
each text segment of the Web page. On the sec-
ond level we declare a Web page to be relevant,
if a Web comment is detected in at least one text
segment.
The outline of this paper is as follows. After
reviewing related work in Section 2, we propose
the two-level classification approach and discuss
potential features for detecting Web comments in
Web pages in Section 3. Section 4 introduces the
corpora used and Section 5 reports experimental
results. Finally, we conclude our work and dis-
cuss future research directions.
2 Related Work
State-of-the art Web text genre classification ap-
proaches differ mainly in the feature set they use
and the genre classes they define. Various types
of features have been proposed for automatic text
genre classification. Web pages are additionally
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equipped with information such as, formatting in-
formation from HTML tags or css-style classes,
and meta information given in the URL of a Web
page, which further increases the possible feature
dimension. Classes for Web genre classification
are often related to the type of Web page. They
lead from very few classes, e.g., seven in (Lee and
Myaeng, 2002), to fine-grained classification with
fifteen genres, (Lim et al., 2005). In (Meyer zu
Eissen and Stein, 2004) a user study on Web genre
class usefulness is performed. As a matter of fact,
selected genres influence feature selection for au-
tomatic classification.
(Meyer zu Eissen and Stein, 2004; Lim et al.,
2005; Qi and Davison, 2009) propose to use style-
related HTML features, e.g., HTML tag frequen-
cies, token-related features, e.g., text statistics or
digit frequencies and POS features, e.g., noun
or verb frequencies. In (Lim et al., 2005) some
URL-related features, e.g., depth of URL, are pro-
posed as additional features. (Qi and Davison,
2009) particularly investigate Web-specific fea-
tures and their usability for different Web page
classification tasks, e.g., sentiment classification
and subject classification. Beside, on-page fea-
tures, directly located on the page to be classified,
they investigate the usability of features of linked
pages. The performance of different POS-related
features is particularly studied in (Feldman et al.,
2009; Santini, 2004). (Feldman et al., 2009) pro-
pose to use POS histograms over a sliding win-
dow as features. Compared to the results achieved
by a classifier working with POS trigram features
a significant performance increase is reported. All
these approaches achieve classification accuracies
between 70% and 80%.
3 Classification Approach
The goal of our work is to detect Web com-
ments in Web pages. The overall approach is
simple, Web pages are split into small text seg-
ments, which are represented by feature vectors
and thereby classified. As we aim at showing that
the classification can significantly be improved by
the segmentation approach, we apply a very sim-
ple rule based segmentation based on HTML tags:
All tags, but links <a>, line breaks <br> and
some font tags, e.g., <small> and <strong>, are
used for splitting. The result is a very fine-grained
segmentation, which might result in splitted Web
comments or articles. We believe that splitting
in too many segments will not effect the perfor-
mance too much. Though, the parametrization of
the classification may be effected, e.g., k.
In the following we mathematically describe
the two-level classification problem, classify-
ing Web text segments on first level and Web
pages on second level. We define the index set
PM = {1, . . . , P} for Web pages. Each Web









where each text segment spi , i = 1, . . . , Np is rep-
resented by an n-dimensional feature vector
(spi )
T ∈ X = S1 × S2 × . . .Sn.
The aim of the segment classification is to predict
the to Sp associated genre class vector
cp =
(





with cpi ∈ C for i = 1, . . . , Np and C comprises
the set of genre classes.
First of all, we consider a seven-class prob-
lem. We differentiate between the seven classes,
WebCOMment, ARTicle, USEr, TIT le,
TIMe, METa and OTHer, represented by
C = {COM,ART,USE, TIT, TIM,MET,OTH} . (1)
Applying this approach, related information like
the posting date, the user name or the related ar-
ticle are automatically identified. The Web com-
ment corpus quality benefits from such informa-
tion. However, for Web comment detection the
binary decision if the class is COMment or not
is sufficient. In order to solve the sequence label-




where g represents any decision function, is
solved. This is a huge optimization problem,
which is simplified by two assumptions. First, the
genre classes cˆpi are predicted independently from
predictions cˆpj for j 6= i by
cˆpi = argmax
cpi
{g (Sp, cpi )} .
Second, we assume that the text genre class for a
given text segment spi at position i only depends
on some - here k - preceeding and succeeding text
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Note that, for the first and last segments of each
Web page p, there are not enough predecessor
and successor segments available. In such cases
the number of considered predecessor and suc-
cessor segments is reduced to the maximal pos-
sible amount. Web pages are considered to be
RELevant, if at least one segment is classified as






i ) ≥ 1, with 1A (x) =
{
1, x ∈ A
0, else
representing the indicator function for any set A.
In order to compare our approach to existing
approaches, we directly solve the classification
on Web page level. We represent the whole Web
page text by the same feature vector than for later
Web page text segments. Hence, we solve the op-
timization problem for Np = 1.
3.1 Web Page Feature Types
We generally expect that the combination of sev-
eral features from each level can be used to iden-
tify text segments as elements of C , which can
then be used to identify relevant Web pages. In
our approach we combine some of the features
proposed in (Lim et al., 2005; Meyer zu Eissen
and Stein, 2004; Kohlschu¨tter et al., 2010) with
some new features, which results in 102 features
in total. New features are introduced for all three
feature types. Such features are motivated by an
extensive study of the language in Web comments
and the structure of Web pages like blogs and fo-
rums.
3.1.1 Token-based Features
Token-based features are easily accessible,
without any text preprocessing. However, in
order to develop a topic independent solution,
token-level features need to be carefully selected.
We extend simple frequency count features, e.g.,
punctuation marks, digits or symbols, by Web
comment related features. Emoticons, letter it-
erations, e.g., Halllloooo (Helllloooo), multiple
punctuations, e.g., !!!, ?!, @ symbols, uncapital-
ized words, etc. are taken as additional features
counting the frequency. Furthermore, some sen-
timent related features are defined. Adjectives
in Web comments are inherently connected with
evaluative judgements. Hence, frequency counts
of positive and negative orientated adjectives are
promising features for differentiating Web com-
ments from other texts. The SentiWS word list
proposed in (Remus et al., 2010) is used for such
frequency counts.
Finally, we complement some features pro-
posed in previous works. (Kohlschu¨tter et al.,
2010) propose a text density measure particu-
larly for Web text segment classification. From,
e.g., (Lim et al., 2005) we take over frequency
counts of content, function and unusual words. In
total 50 token-based features are used for the clas-
sification.
3.1.2 POS-based Features
Many approaches introduce features based on
Part-of-Speech (POS) information for text classi-
fication. Basically, such features are simple fre-
quency counts of single POS tags (1-gram) or ra-
tios between different POS tags, e.g., the verb-
noun ratio. For our approach we combine POS-
based features proposed in (Lim et al., 2005;
Meyer zu Eissen and Stein, 2004) using the STTS
tagset (Schiller et al., 1999) with 54 part-of-
speech tags. As a tagger we use WebTagger (Ne-
unerdt et al., 2014) particularly developed for so-
cial media texts. Previous studies have shown,
that due to the dialogic style of Web comments,
particularly the sequence of POS tags are differ-
ent. E.g., in (Neunerdt et al., 2013) POS trigram
(3-gram) statistics evaluated on a social media
text corpus show significant differences compared
to newspaper texts. Hence, POS 3-grams seem
to be a good feature to differentiate Web com-
ments from other texts. However, to determine
reliable POS tag features requires automatic POS
tagging with high accuracies. Common state-of-
the art taggers achieve high accuracies on news-
paper texts, which significantly drops when ap-
plied to unstandardized texts, such as Web com-
ments. For the main classification approach we
use 38 POS-based features. Note that, POS-based
features, such as sentence length statistics, are
also included here, since we use POS tags to de-
tect the end of a sentence.
3.1.3 HTML-based Features
Structural features, based on HTML tags
(headline <h1>, paragraph <p>, etc.) or CSS
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classes are commonly used for Web page classi-
fication approaches. Unfortunately, the usage of
CSS classes and HTML tags are mainly Web site
specific. The increasing usage of CSS classes and
styles makes it even more difficult to infer seman-
tic relations between HTML tags and text seg-
ments. However, CSS class names are not cho-
sen arbitrarily and often have a semantic relation
to the text elements they are defined for, e.g. the
user, the date or the web comment. This allows us
to define useful features based on such CSS class
names. For example the style of a Web comment
is frequently defined by CSS class names like,
e.g., comment, post, message. Based on a list of
common class name strings, we define binary fea-
tures marking, if one of the strings is contained in
the CSS class name of the current segment. In ad-
dition, we define another binary feature, marking
the presence of HTML tags, which never jointly
occur with Web comments due to their function-
ality, e.g., h1 option, title, em, button. Finally, we
use further structure related features. Since, the
position of the Web segment is often a good hint
for the corresponding class, we introduce that as
additional feature. For example, Web comments
are often located below the article at the end of a
Web page. Some other features, e.g., the link den-
sity, are taken from (Meyer zu Eissen and Stein,
2004). In total, 14 HTML-based features are used
for classification.
4 Corpora
Evaluations are performed on two different cor-
pora, a manually collected Web page corpus for
training and testing, and a collection of Web
pages accessed with a crawler for validation.
Both corpora are selections of German Web pages
solely.
4.1 Web Comment Collection
The Web comment collection is created particu-
larly to train a Web comment classifier. It con-
sist of 336 manually assessed Web pages from
237 different Web sites/domains. 71% of the Web
pages contain at least one posted Web comment.
The remaining 99 Web pages contain Web com-
ments related articles. The Web pages contain fo-
rums, blogs and different news sites dealing with
different topics. In this paper we call that cor-
pus Web Comment Train (WCTrain). First we ap-
ply the segmentation described in Section 3 to
each Web page. Considering the visual repre-
sentation in a Web browser, plain Web text seg-
ments are labeled by four human annotators as ei-
ther WebCOMment, ARTicle, USEr, TIT le,
TIMe or METa (text, which gives any further
meta information to another text/author). Note
that, every page is labeled by one annotator, since
we do not expect significant inter-annotator dis-
agreement in this context. Unselected text is re-
garded to OTHer (no content, left over class).
The distribution of all classes at token (including
non-words)-, word- and segment-level is depicted
in Table 1.
Class # Segments # Words # Tokens
Total 45,955 479,483 596,630
WebCOMment 5.36 % 36.78% 35.10%
TITle 2.94% 1.53% 1.52%
TIMe 4.79% 0.62% 1.01%
METa 2.16% 0.71% 1.59%
USEr 4.43% 0.83% 0.82%
ARTicle 1.59% 25.34% 23.89 %
OTHer 78.74% 34.19% 36.07%
NonCOMment 94.64% 63.22% 64.90%
Table 1: Class distribution in the WCTrain Corpus.
4.2 Crawl Collection
A second corpus is introduced, with the goal to
evaluate the applicability of the developed Web
comment classifiers for information retrieval sys-
tems. The Web page corpus is acquired by start-
ing a crawl process from 112 seed pages. We
manually have selected the seed pages from 78
different domains, fulfilling one of the two cri-
teria: The Web page is a blog, forum or news
site, which contains at least one Web comment.
The Web page is a so called hub page, which con-
tains a high number of links to Web pages, which
also fulfill the first requirement. The crawl pro-
cess results in 72,534 Web pages from 1414 dif-
ferent Web domains. For the sample corpus Web
Page Crawl (WPCrawl) 827 Web pages are se-
lected randomly from the basic crawl result. In
contrast to the WCTrain corpus the annotation is
performed on Web page level rather then Web
segment level. Two human annotators label each
Web page as Web pages are labeled by four hu-
man annotators as RELevant, if it contains at least
one Web comment. All remaining Web pages are
regarded to be non-RELevant. In total, 57% of
such Web pages are RELevant. This corpus serves
as validation for classification on the second level.
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5 Experimental Results
In this section we analyze different classifiers uti-
lizing different feature combinations. In order to
build a good information retrieval system, it is im-
portant to achieve high precision rates for the par-
ticular COMment class. High precision means,
high quality Web comment corpora. Therefore,
we particularly study the classifiers, considering
precision rates PCOM on segment level for the
COM class. For our experiments we use the
WEKA software, (Hall et al., 2009). We ana-
lyze three different classifiers, a KNN classifier,
a decision tree (J48) and a Support Vector Ma-
chine (SVM). For the KNN classifier we used the
weighted Manhattan distance as a metric consid-
ering K = 9 next neighbors, which gave the best
result for K = 1 . . . 15. Varying the decision tree
threshold of the minimum number of objects in
a leaf from 2 to 15 and choosing between binary
and non-binary split, we used a non-binary tree
with a threshold of 6, which gave the best result.
For the SVM classifier a Pearson VII function-
based universal kernel achieves best results.
5.1 Validation on WCTrain Corpus
Cross validation results for the three classifiers us-
ing an n-dimensional feature vector are depicted
in Table 2. We measure classification accuracy
by COM class precision PCOM , COM class re-
callRCOM , averageF1-Score, average ROC Area
under Curve (AuC) and total accuracy (AC). The
upper part of Table 2 depicts classification accu-
racies achieved with the three different classifiers
using all proposed features. In order to analyze
the influence of integrating features from prede-
cessor and successor segments for classification
in more detail, classification accuracies for differ-
ent values of parameter k are depicted in addition.
Comparison of the classifiers for k = 0 shows
not much difference in total accuracies (AC).
However, considering PCOM class precision re-
sults, the KNN classifier significantly outper-
forms the other approaches. Highest precision
rates for the 2-class and 7-class are achieved for
k = 2 for all classifiers. This confirms our as-
sumption that similar small sequences of text seg-
ments occur in Web pages. Hence, considering
the text segments close by are useful features for
text genre prediction. The KNN classifier solv-
ing a 2-class problem achieves the highest preci-
sion rate with 0.94. Hence, beside using different
classifiers, the values of k allow for further ad-
justments towards PCOM precision rates without
decrease of total accuracies.
Considering that KNN achieves the best re-
sults for k = 0, we exemplarily investigate the
performance of KNN classifier, for each feature
type separately. Results are depicted in the mid-
dle part of Table 2. Using an approach based on
token-based features outperforms the POS-based
and HTML-based approach. However, classifica-
tion accuracy drops significantly, compared to the
approach, when using all feature types in combi-
nation (KNN (k=0)). We further investigate dif-
ferent feature types by calculating the per-feature
information gain. Figure 1 shows the features
in decreasing order of their information gain for
the 2-class and 7-class problem. Information gain
values are below 0.17 for the 2-class and below
0.35 for the 7-class problem. Generally, sim-
ple token-based features, e.g., capitalized token
counts or letter counts, and POS-based features,
e.g., POS tags counts or verb noun-ratio, appear to
be strong indicators for class membership for the
2- and 7-class problem. Confirming the results
achieved with the classifier using HTML-based
features solely, HTML-based features are lower
ranked. However, assessing features usability by
the information gain rates them independently. In
order to investigate the combination of different
feature considering their redundancy, we apply a
greedy correlation-based feature subset selection
proposed by (Hall, 1998). Subsets of features that
are highly correlated with the class while having
low intercorrelation are preferred. Results are de-
picted in the lower part of Table 2. PCOM rates
are slightly lower, compared to the classifiers us-
ing all 102 features, however the number of fea-
tures can significantly be reduced by 4/5, which
reduces computational classification effort. Ana-
lyzing the resulting feature subsets, e.g., for the
7-class problem results in a combination of 36%
token-based, 41% POS-based and 23% HTML-
based features. We conclude that, the selected
subsets of different feature types as well as rel-
atively low per-feature information gain but at the
same time high acceptable classification accuracy
shows that particularly combining features from
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Algorithm n PCOM RCOM AverageF1-Score Average AuC AC
2-class 7-class 2-class 7-class 2-class 7-class 2-class 7-class 2-class 7-class
KNN (k=0) 102 0.88 0.87 0.70 0.73 0.88 0.76 0.99 0.97 0.978 0.915
KNN (k=1) 306 0.93 0.91 0.79 0.82 0.92 0.81 0.99 0.98 0.985 0.934
KNN (k=2) 510 0.94 0.93 0.85 0.86 0.94 0.81 0.99 0.98 0.988 0.938
SVM (k=0) 102 0.87 0.84 0.75 0.80 0.90 0.74 0.87 0.92 0.980 0.911
SVM (k=1) 306 0.88 0.89 0.86 0.80 0.93 0.77 0.93 0.92 0.986 0.926
SVM (k=2) 510 0.90 0.90 0.88 0.78 0.94 0.69 0.94 0.90 0.988 0.908
J48 Tree (k=0) 102 0.80 0.78 0.73 0.73 0.88 0.75 0.93 0.91 0.976 0.912
J48 Tree (k=1) 306 0.82 0.79 0.75 0.75 0.89 0.76 0.93 0.91 0.978 0.935
J48 Tree (k=2) 510 0.83 0.79 0.76 0.78 0.89 0.76 0.93 0.89 0.979 0.958
KNN, token features 50 0.83 0.80 0.63 0.67 0.85 0.63 0.98 0.93 0.973 0.878
KNN, POS features 38 0.80 0.78 0.62 0.65 0.85 0.61 0.96 0.92 0.971 0.865
KNN, HTML features 14 0.71 0.64 0.48 0.55 0.78 0.59 0.94 0.90 0.962 0.855
KNN, Subset features 23/22 0.87 0.82 0.62 0.69 0.86 0.60 0.95 0.91 0.975 0.872
SVM, Subset features 23/22 0.80 0.76 0.39 0.70 0.75 0.50 0.69 0.84 0.962 0.863
J48, Subset features 23/22 0.78 0.74 0.67 0.71 0.86 0.62 0.94 0.90 0.973 0.878
Table 2: Cross Validation Results achieved for different classification approaches 2-class/7-class.
2-class problem
KNN Classifier Decision Tree SVM Classifier
k PREL RREL ACPAGE PREL RREL ACPAGE PREL RREL ACPAGE
0 0.83 0.83 0.80 0.68 0.98 0.72 0.84 0.94 0.86
1 0.83 0.86 0.82 0.75 0.96 0.79 0.73 0.95 0.77
2 0.87 0.85 0.84 0.68 0.92 0.71 0.83 0.94 0.86
Classification results achieved on total Web page withNp = 1
0.78 0.85 0.78 0.73 0.78 0.71 0.75 0.88 0.76



























Figure 1: Information gain of different feature types
applied to 2- and 7-class problem.
different types is particularly important.
5.2 Validation on WPCrawl Corpus
In order to show the usability of our classification
approach for information retrieval tasks, we apply
our classifier on the WPCrawl Corpus. Results
are depicted in Table 3. Precision PREL, recall
RREL and total accuracy ACPAGE are given on
the second classification level for a total Web page
rather than a text segment. Hence, e.g., PREL
is the number of RELevant Web pages classi-
fied as RELevant divided by the total number
of RELevant pages. Considering the task of
building a Web comment corpus by selecting all
RELevant classified pages, high PREL are par-
ticularly important. However, the resulting cor-
pus size is even important and hence RREL is
not neglectable. Best PREL results are achieved
with the KNN classifier with k = 2. In this
case 463 Web pages would be selected from the
original WPCrawl corpus, where 87% would be
RELevant pages. For comparison, the last col-
umn shows results achieved with the classifiers
performed without segmentation, on the whole
Web page. The highest PREL of 0.78 is achieved
with the KNN classifier, which is significantly
lower compared to our two-level classification.
6 Conclusion
In this paper, we presented a simple approach for
Web comment detection classifying Web text seg-
ments as intermediate step. The two level classifi-
cation particularly improves precision rates com-
pared to a classifier applied to the whole Web
page text. Applying our classifier combining to-
ken, POS and HTML-based for Web comment
corpus refinement to Web pages accessed by a
crawler, shows significant improvement in corpus
quality. The amount of relevant Web pages con-
taining Web comments, could be improved from
57% to 87% using a KNN classifier.
The presented results raise research in many
different directions. Results achieved by feature
extensions, motivate to use a Markov model clas-
sifier to label Web text sequences. That would al-
low to model dependencies of predecessor classi-
fication results and could further improve classifi-
cation accuracies. Furthermore, we need to inves-
tigate possibilities for feature selection in more
detail, to reduce the complexity of the classifier.
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