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We describe an audio-visual automatic continuous speech recognition system, which significantly improves speech recognition
performance over a wide range of acoustic noise levels, as well as under clean audio conditions. The system utilizes facial animation
parameters (FAPs) supported by the MPEG-4 standard for the visual representation of speech. We also describe a robust and
automatic algorithm we have developed to extract FAPs from visual data, which does not require hand labeling or extensive
training procedures. The principal component analysis (PCA) was performed on the FAPs in order to decrease the dimensionality
of the visual feature vectors, and the derived projection weights were used as visual features in the audio-visual automatic speech
recognition (ASR) experiments. Both single-stream and multistream hidden Markov models (HMMs) were used to model the
ASR system, integrate audio and visual information, and perform a relatively large vocabulary (approximately 1000 words) speech
recognition experiments. The experiments performed use clean audio data and audio data corrupted by stationary white Gaussian
noise at various SNRs. The proposed system reduces the word error rate (WER) by 20% to 23% relatively to audio-only speech
recognition WERs, at various SNRs (0–30 dB) with additive white Gaussian noise, and by 19% relatively to audio-only speech
recognition WER under clean audio conditions.
Keywords and phrases: audio-visual speech recognition, facial animation parameters, snake.
1. INTRODUCTION
Human listeners use visual information, such as facial ex-
pressions, and lips and tongue movement, in order to im-
prove perception of the uttered audio signal [1]. Impaired
hearing individuals, using lipreading, or speechreading, can
achieve very good speech perception [1, 2, 3, 4]. The use of
visual information in addition to audio, improves speech un-
derstanding especially in noisy environments. Visual infor-
mation, obviously independent of audio noise, is comple-
mentary to the audio signal, and as such can improve speech
perception even in noise-free environments [5].
In ASR, a very active area of research over the last
decades, visual information is ignored. Because of this the
performance of the state of the art systems is much worse
than that of humans, especially in the presence of audio
noise [6, 7]. Hence, in order to achieve noise robust speech
recognition, the interest in the area of audio-visual speech
recognition (AVSR), also known as automatic lipreading or
speechreading [8, 9, 10, 11], has been growing over the last
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several years. Improving ASR performance by exploiting the
visual information of the speaker’s mouth region is the main
objective of AVSR. Visual features, usually extracted from
the mouth area, thought to be the most useful for ASR are
the outer lip contour, the inner lip contour, the teeth and
tongue location, and the pixel intensities (texture) of an im-
age of the mouth area. Choosing the visual features that con-
tain the most useful information about the speech is of great
importance. The improvement of the ASR performance de-
pends strongly on the accuracy of the visual feature extrac-
tion algorithms. There are three main approaches for vi-
sual feature extraction from image sequences; image-based,
model-based, and combination approaches. In the image-
based approach, the transformed mouth image (by, for ex-
ample PCA, Discrete Wavelet Transform, Discrete Cosine
Transform) is used as a visual feature vector. In the model-
based approach, the face features important for visual speech
perception (mainly lip contours, tongue, and teeth positions)
are modeled, and controlled by a small set of parameters
which are used as visual features [12]. In the combination
approach, features obtained from the previous two methods
are combined and used as a new visual feature vector. A num-
ber of researchers have developed audio-visual speechread-
ing systems, using image-based [13, 14, 15, 16], model-based
[16, 17, 18, 19, 20], or combination approaches [13, 21] to
obtain visual features. The reported results show improve-
ment over audio-only speech recognition systems. Most of
the systems performed tests using a small vocabulary, while
recently results of the audio-visual ASR performance im-
provement over audio-only ASR performance on a large vo-
cabulary were shown [13, 14].
In this paper, we utilize a model-based feature extraction
approach. The use of templates, defined as certain geometric
shapes, and their fitting to the visual features can, in some
cases, be successfully used as a visual feature extraction al-
gorithm [22, 23]. On the other hand, face features cannot be
represented accurately enough with simple geometric shapes,
and in order to achieve a close fit of the templates to the real
visual features the order of the geometric shapes has to be
increased, which increases computational requirements. The
active contour method is a relatively new method for extrac-
tion of visual features, and is very useful in cases when it is
hard to present the shape of an object with a simple template
[16, 21]. This method, however, is sensitive to random noise,
and to certain salient features, such as lip reflections close to
the desired features, which can aﬀect the deformation of the
snake.
MPEG-4 is an audio-visual object-based video represen-
tation standard supporting facial animation. MPEG-4 facial
animation is controlled by the facial definition parameters
(FDPs) and FAPs, which describe the face shape and move-
ment, respectively [24, 25]. A synthetic (avatar’s) face can
be animated with diﬀerent shapes and expressions by us-
ing FDPs and FAPs. The MPEG-4 standard defines 68 FAPs.
Transmission of all FAPs at 30 frames per second requires
only around 20 kbps (or just a few kbps, if MPEG-4 FAP
interpolation is eﬃciently used [26]), which is much lower
than standard video transmission rates. There are many
applications that can use the information contained in FDPs
and FAPs, such as communicating with hearing impaired
people, and customizing ATMmachine interfaces (by storing
a set of FDPs on a card, or in a database on a local disc).When
video conferencing is not feasible, due to bandwidth limita-
tions, audio, FDPs and FAPs could be utilized to transmit a
synthesized facial representation of the individual. FAPs con-
tain important visual information that can be used in addi-
tion to audio information in ASR [27]. Another application
area is automatic transcription of speech to text. FAPs require
much less storage space than video, and can be stored to-
gether with audio and used to improve automatic transcrip-
tion of speech to text. To the best of our knowledge no results
have been previously reported on the improvement of AVSR
performance when FAPs are used as visual features with a rel-
atively large vocabulary audio-visual database of about 1000
words. Reporting on such results is the main objective of this
paper.
In this paper, we first describe an automatic and ro-
bust method for extracting FAPs, by combining active con-
tour and templates algorithms. We use the Gradient Vec-
tor Field (GVF) snake, since it has a large capture area,
and parabolas as templates. We next describe the audio-
visual ASR systems we developed, utilizing FAPs for the vi-
sual representation of speech. The single-stream and mul-
tistream HMMs were used to model the audio-visual in-
formation integration, in order to improve speech recogni-
tion performance over a wide range of audio noise levels.
In our experiments, we utilize a relatively large vocabulary
(approximately 1000 words) audio-visual database, the Bern-
stein Lipreading Corpus [28]. The results of the performance
improvement in noisy and noise-free speech conditions are
reported.
The rest of the paper is organized as follows. In Section 2,
the database used is described. In Section 3, the auto-
matic algorithm for visual feature extraction is presented.
In Section 4, the method applied on the extracted FAP vec-
tors in order to decrease the dimensionality of the visual fea-
ture observation vectors is described. In Section 5, the audio-
visual integration methods, namely early integration (single-
stream HMMs) and late integration (multistream HMMs),
are presented. Finally, in Sections 6 and 7 we describe the au-
dio only, and audio-visual ASR experiments performed, we
compare the results, and present conclusions.
2. THE AUDIO-VISUAL DATABASE
This work utilizes speechreading material from the Bern-
stein Lipreading Corpus [28]. This high quality audio-visual
database includes a total of 954 sentences, of which 474 were
uttered by a single female talker, and the remaining 480 by a
male talker. For each of the sentences, the database contains
a speech waveform, a word-level transcription, and a video
sequence time synchronized with the speech waveform. The
raw visual observations framed the head and shoulders of the
speaker against a light blue background. Each utterance be-
gan and ended with a period of silence. The vocabulary size
is approximately 1,000 words. The average utterance length












Figure 1: FAP extraction system.
(a) (b) (c)
Figure 2: (a) Neutral facial expression image; (b) extracted nose template; (c) extracted mouth image.
is approximately 4 seconds. In order to extract visual features
from the Bernstein Lipreading Corpus, the video was sam-
pled at a rate of 30 frames/sec (fps) with a spatial resolution
of 320×240 pixels, 24 bits per pixel. The luminance informa-
tion was used in the development of the algorithms and the
experiments. Audio is collected at a rate of 16 kHz (16 bits
per sample).
3. VISUAL FEATURE EXTRACTION
Figure 1 illustrates the FAP extraction system we have imple-
mented. In order to extract the mouth area from the Bern-
stein Lipreading Corpus, and extract the FAPs, a neutral fa-
cial expression image was chosen among the sampled video
images (Figure 2a). A 17 × 44 image of the nostrils, (shown
enlarged in Figure 2b) was extracted from the neutral fa-
cial expression image to serve as a template for the tem-
plate matching algorithm. The nostrils were chosen since
they did not deform significantly during articulation. The
template matching algorithm, applied on the first frame of
each sequence, locates the nostrils by searching a 10×10 pixel
area centered at the neutral face nose location, for the best
match. Once the location has been identified, a rectangu-
lar 90 × 68 pixel region is extracted enclosing the mouth
(shown enlarged in Figure 2c). In the subsequent frames, the
search area is constrained to a 3 × 3 pixel area centered at
the nose location in the previous frame. Since the position of
the speaker’s head in the Bernstein database does not change
significantly during articulation, it was not necessary to com-
pensate for scaling or rotation, just for translation.
3.1. Facial animation parameters
The MPEG-4 standard defines 68 FAPs. They are divided
into 10 groups, as shown in Figure 3 and Table 1, which de-
scribe the movement of the face [24, 25]. These parame-
ters are either high level parameter (group 1), that is, pa-
rameters that describe the facial expressions, or low-level pa-
rameters (groups 2–10), that is, parameters which describe
displacement of the specific single point of the face. FAPs
control the key features of the mesh model of a head, shown
in Figure 4a (the corresponding texture model is shown in
Figure 4b), and animate facial movements and expressions
[29]. In this work, only group 8 parameters, which describe
the outer lipmovements, are considered. Group 8 parameters
are expected, together with inner lip (group 2) and tongue
(group 6) position parameters, to be the FAPs that contain
the most useful information for ASR. The eﬀectiveness of
group 8 parameters is demonstrated in this work.
3.2. Gradient vector flow snake
A snake is an elastic curve defined by a set of control points
[30, 31], and is used for finding important visual features,
such as lines, edges, or contours. The snake parametric rep-
resentation is given by
x(s) = [x(s), y(s)], s ∈ [0, 1], (1)
where x(s) and y(s) are vertical and horizontal coordinates
and s the normalized independent parameter. Snake defor-
mation is controlled by the internal and external snake forces,
Eint(x(s)), Eext(x(s)), respectively. The snake moves through





















α · ∣∣x′(s)∣∣2 + β · ∣∣x′′(s)∣∣2), (3)
where α and β are the parameters that control the tension
and rigidity of the snake, while x′(s) and x′′(s) denote the
first and second derivatives of x(s) with respect to s. The ex-
ternal forces, Eext(x(s)), are derived from the image data. The
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Figure 3: Facial animation parameters (FAPs) [24].




) = −∣∣∇(Gσ ∗ I)∣∣2, (5)
where ∇ denotes the gradient operator, Gσ denotes a two-
dimensional Gaussian function with standard deviation σ ,
and I denotes the intensity of a gray level image.
The gradient vector flow field [32, 33], defined as a vector
field v(x, y) = (u(x, y), v(x, y)), can be used as an external













+ |∇ f |2 · |v−∇ f |2 dx dy, (6)
where f denotes an edge map, defined as f = −Eext(x(s)),
and µ is a weighting factor which is determined based on the
noise level in the image. The important property of the GVF
is that when used as an external force, it increases the cap-
ture range of the snake algorithm. The initial snake for the
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Table 1: Facial Animation Parameters [24].
Facial Animation Parameters (FAPs)
Group Description Number of parameters
1 Visemes and expressions 2
2 Jaw, chin, inner lowerlip, cornerlips, midlip 16




7 Head rotation 3




Figure 4: (a) The MPEG-4 mesh model; (b) the corresponding
MPEG-4 texture model [29].
GVF snake algorithm can also cross the boundary and does
not require prior knowledge of whether to shrink or expand,
since the forces point toward the boundary from both sides
of it [32, 33].
The deformation process of the snake is controlled by
the iterative search for a local minimum of the energy func-
tional (2). In order to obtain group 8 FAPs from the extracted
mouth image, lip tracking, using the GVF snake [32, 33], was
performed. An example of a gray level mouth image is shown
in Figure 5a, the corresponding GVF in Figure 5b, and the re-
sulting snake position in Figure 5c.
3.3. Parabola templates
Based on our investigations we concluded that the snake al-
gorithm which uses only the GVF as an external force is sen-
sitive to random noise and certain salient features (such as,
lip reflections) around the lips. Therefore, in some cases it
does not achieve a close fit of the resulting snake to the outer
lips, as will be demonstrated later. In order to improve the
lip-tracking performance in these cases, two parabolas are
fitted along the upper and lower lip by following the steps
described below.
Edge detection is performed on every extracted mouth
image using the Canny detector [34] and an edge map im-
age is obtained (an example of a gray level mouth image is
shown in Figure 6a, and the corresponding edge map image
in Figure 6b). In order to obtain sets of points on the up-
per and lower lip, the edge map image is scanned from the
bottom and the top, column-wise, keeping only the first en-
countered nonzero pixels (shown in Figure 6c). Parabolas are
fitted through each of the obtained sets of points, as shown
in Figure 6d.
The noise present in the mouth image and the texture of
the area around the mouth in some cases results in unwanted
edges in the edge map, which may cause inaccurate fitting of
the parabolas to the outer lips. Examples of such unwanted
edges are shown in Figures 7d and 7e, which are derived from
the images shown in Figures 7a and 7b. Clearly, attempting
to fit parabolas to the sets of edges shown in Figures 7d and
7e would result in undesirable outcomes. We resolved these
cases by taking the following steps.
(i) The scan area was constrained by two half ellipses
(shown in Figure 7c), to eliminate the pixels in the corners of
the mouth image which may not be part of the actual mouth.
Since there is a lot of texture inside the mouth area, the edge
detection step will result in a large number of edges in that
area, as can be seen in Figures 6b, 7d, 7e, and 8b. Therefore,
this fact was used to calculate in two steps the medians of
the horizontal and vertical coordinates of the edge map pix-
els and position the scan area. In the first step, medians were
calculated based on all edges in the edge map image, while in
the second step medians were obtained after outliers whose
contribution to the variance is much larger than average were
removed. The medians obtained in the second step were used
to position the scan area and eliminate the edges outside it
(examples are shown in Figures 7f and 7g).
(ii) In order to resolve the cases in which there are un-
wanted edges inside the scan area (Figure 7g), we calculated
in two steps the median (m) and the variance (σ) of the verti-
cal coordinate of the nonzero pixels, inside the scan area, and
kept just the ones inside the area of (m− l ·σ), and (m+n·σ)
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(a) (b) (c)
Figure 5: (a) Extracted mouth image; (b) GVF, external force field; and (c) the final snake position.
(a) (b)
(c) (d)
Figure 6: (a) Extracted mouth image; (b) corresponding edge map
image; (c) sets of points on upper and lower lip boundaries; and (d)
fitted parabolas.
(the values of l and n were experimentally determined to be
equal to 4.75 and 4.5, respectively). The edge map obtained
after step (ii) was applied to Figure 7g is shown in Figure 7h.
(iii) In order to eliminate unwanted edges, which are
close to the lip contour, we performed the fitting of the
parabolas in two steps (examples are shown in Figure 8), by
eliminating the points that are the farthest from the parabo-
las obtained in the first step. Figure 8a shows the gray level
mouth image, Figure 8b shows the edge map image obtained
after steps (i) and (ii) were taken, Figure 8c shows the sets
of points through which parabolas were fitted. The darker
parabolas in Figure 8d resulted from the application of the
first step of the algorithm, while the lighter parabolas in
the same figures resulted from the second step of the algo-
rithm, after the farthest points (indicated as darker points)
were eliminated. The fitted parabolas after the second step
are shown in Figure 8e. Afterwards the image consisting of
the two final parabolas was blurred and the parabola exter-
nal force, vparabola, was obtained with a use of the gradient
operator. It was added to the GVF external force, vGVF, to ob-
tain the final external force, vfinal, by appropriately weighting
the two external forces, that is,
vfinal = vGVF +w · vparabola. (7)
The value of w = 1.5 proved to provide consistently bet-
ter results. The final external force was used for running the
snake algorithm. For each frame (except for the first frame
of each sequence), a resulting snake from the previous frame
was expanded and used as an initial snake in order to de-
crease the number of iterations. Accurate initialization of
the snake is not necessary since the GVF has a large capture
area and can capture a snake from either side of the outer
lips boundary. Both components of the final external force
for the snake are obtained from the gradient information.
This intensity gradient information, extracted twice in two
diﬀerent ways is, as can be seen in Figure 9, in most cases
complementary in part of the boundary. For example, in
Figure 9a2 the GVF external force is inaccurate at the bot-
tom of the lip (due to specular reflection, see Figure 9a1),
while the parabolas in Figure 9a3 (which were also driven by
gradient information) are quite accurate, resulting in a satis-
factory overall result in Figure 9a4. A similar example is rep-
resented by Figures 9b1, 9b2, 9b3, and 9b4. The reverse is
true in Figures 9d1, 9d2, 9d3, and 9d4. This complemen-
tarity of the information is further represented by Figures
9c1, 9c2, 9c3, and 9c4 where both components of the exter-
nal force are in error, but not at the same place. Examples in
which bothmethods give suﬃcient information are shown in
Figure 10.
All FAPs are expressed in terms of facial animation pa-
rameter units (FAPU), shown in Figure 11. These units are
normalized by important facial feature distances in order
to give an accurate and consistent representation. The FAPs
from group 8 that describe the outer lip contours are repre-
sented with the use of two FAPUs, mouth-width separation
and mouth-nose separation. Each of these two distances is
normalized to 1024. In the experiments with the Bernstein
database, the first frame face in each sequence was used as
a neutral face for that sequence. The resulting lip contour
of each frame, and the resulting lip contour of the neutral
(first) frame were compared in order to generate FAPs, by
aligning the current lip contour with the neutral frame refer-
ence lip contour, calculating the movement, and normalizing
the distance between corresponding locations. As a result we
obtained for each frame, at time t, a visual feature vector ft
consisting of 10 outer lip FAPs,
ft = [FAP8.1.,FAP8.2., . . . ,FAP8.10.]T . (8)
The above described FAP extraction algorithm was applied
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 7: (a), (b) Original mouth images; (c) the scan area; (d), (e) edge map images; (f), (g) the edges inside the scan area; (h) the edge
map image after the step (ii) was taken.
(a) (b) (c)
(d) (e)
Figure 8: (a) The mouth image; (b) the edge map image after steps (i) and (ii) were taken; (c) points used for parabola fitting; (d) two-step
parabola fitting, (darker points were not used in the second step), (e) resulting fitted parabolas.
on every video frame of the female speaker in the Bernstein
database and the visual feature vectors, with elements FAPs,
were obtained.
Through visual evaluation of the FAP extraction results,
we observed that the extracted parameters produced a nat-
ural movement of the MPEG-4 decoder that synchronized
well with the audio (examples of facial animations, obtained
by running the MPEG-4 decoder with extracted FAPs, are
shown in Figure 12). Therefore, we concluded that the de-
veloped algorithm performed very well without any previous
use of hand labeling or computationally extensive training.
However, the ultimate success in extracting the FAPs needs
to be evaluated in terms of the increase in performance of
the audio-visual ASR system.
4. VISUAL FEATURE DIMENSIONALITY REDUCTION
In order to decrease the dimensionality of the visual feature
vector without losing the relevant speechreading informa-
tion, PCA, or Discrete Karhunen-Loeve expansion, was per-
formed on the FAP vectors. FAPs obtained from the training
data were used to obtain the 10 × 1 mean FAP visual fea-
ture vector f¯t and the 10 × 10 covariance matrix. The eigen-
values and eigenvectors of the covariance matrix were com-
puted and sorted according to decreasing values of the eigen-
values. The first K (K = 1, 2, 6) eigenvectors corresponding
to the largestK eigenvalues were chosen, since they define the
projection of the 10-dimensional data onto a K-dimensional
space, that best represents the data in the least-squares sense.
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(a1) (b1) (c1) (d1)
(a2) (b2) (c2) (d2)
(a3) (b3) (c3) (d3)
(a4) (b4) (c4) (d4)
Figure 9: (a1)–(d1) Original mouth images; (a2)–(d2) GVFs; (a3)–(d3) fitted parabolas; and (a4)–(d4) final results, for cases when GVF
external force does not give enough information (a), (b), and when the parabola templates do not give good results when applied individually
(c), (d).
The extracted FAP visual feature vectors, of dimension 10,
which describe the outer lip shape, were then projected onto
the eigenspace defined by the first K eigenvectors,
ft = f¯t + E · ovt , (9)
where,
E = [e1, e2, . . . , ek] (10)
is the matrix of K eigenvectors, e1, e2, . . . , eK , which corre-
spond to the K largest eigenvalues, and ovt the K × 1 vector,
that denotes the projection weights for each eigenvector in E.
The projection weights, ovt , are used as visual features from
this point on. In our experiments the models with diﬀerent
number of eigenvectors were used to describe the outer lip
shape. The first 6 eigenvectors describe 99.6% of the total
variance described by all 10 eigenvector, the first 2 describe
93%, and the first eigenvector only describes 81% of the total
variance. The mean outer lips shape and the outer lips shape
described by the variation of the projection weights ovt (by
±2 standard deviations) for the first 4 eigenvectors are shown
in Figure 13. They are obtained by running the MPEG-4 de-
coder for the visual feature vectors (9). As can be clearly
seen in Figure 13, the first eigenvector mostly describes the
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(a1) (b1) (c1) (d1)
(a2) (b2) (c2) (d2)
Figure 10: (a1), (a2) Original images; (b1), (b2) GVF external force; (c1), (c2) fitted parabolas; and (d1), (d2) final results, for the cases
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Figure 11: Facial animation parameter units (FAPU) [24].
position of the lower lip, the second eigenvector mostly de-
scribes the position of the upper lip, while the third and the
forth eigenvector describe the asymmetries in the lip shape.
It is shown in the following paragraphs that considerable
ASR improvements for both noisy and clean speech can be
achieved even when using only one-dimensional (K = 1) vi-
sual feature vectors.
5. AUDIO-VISUAL INTEGRATION
The audio and visual speech information can be combined
using several techniques. One such technique (early integra-
tion) is to just concatenate audio and visual features, form
bigger feature vectors, and then train a single-stream HMM
system on the concatenated vectors. Audio and visual feature
streams should be synchronized before the concatenation is
performed. Although using concatenated audio-visual fea-
tures can improve ASR performance over audio-only ASR,
it does not allow for the modeling of the reliability of the
audio and visual streams. It therefore cannot take advantage
of the information that might be available about the acous-
tic noise in the environment, which aﬀects audio features, or
the visual noise, which aﬀects the quality of the visual fea-
tures. A second approach is to model audio and visual fea-
tures as separate feature streams (late integration), by use of
multistream HMMs. Their log-likelihoods can be combined
using the weights that capture the reliability of each particu-
lar stream. The recombination of log-likelihoods can be per-
formed at diﬀerent levels of integration, such as state, phone,
word, and utterance [13].
1222 EURASIP Journal on Applied Signal Processing
(a)
(b)
Figure 12: (a) Original images; (b) MPEG-4 facial animations run by extracted FAPs.
The two streams, audio and visual, are combined in the
approach we developed as shown in Figure 14. The mel-
frequency cepstral coeﬃcients (MFCC), widely used in
speech processing, were used as audio features, while the pro-
jections of the FAPs onto the eigenspace defined by (9), for
diﬀerent values of the dimensionality of the eigenvector space
K , were used as visual features. Since MFCCs were obtained
at a rate of 90Hz, while FAPs at a rate of 30Hz, FAPs were
interpolated in order to obtain synchronized data.
5.1. The single-streamHMM
In this approach the audio-visual feature observation vector
(ot) is formed by appending the visual observations vector
(ovt ) to the audio observations vector (o
a










The newly obtained joint features were used to train a single-












In (12) subscript j denotes a state of a context-dependent
model, M denotes the number of mixtures, cjm denotes the
weight of themth mixture component, and N is a multivari-
ate Gaussian with mean vector µjm and diagonal covariance
matrix Σ jm. The sum of mixture weights cjm is equal to 1.
5.2. ThemultistreamHMM
We also used a multistream HMM, and a state log-likelihood
recombination method, to perform audio-visual integration,
since it allows for easy modeling of the reliability of the au-
dio and visual streams. Two data streams were used to sep-
arately model audio and visual information, and audio and
visual stream log-likelihoods were combined at the state level
to recognize audio-visual speech [35, 36]. The state emis-














In (13) subscript j denotes context-dependent state, Ms de-
notes the number of mixtures in a stream, cjsm denotes the
weight of the mth mixture of the stream s, and N is a multi-
variate Gaussian with mean vector µjsm and diagonal covari-
ance matrix Σ jsm. The nonnegative stream weights are de-
noted by γs, and they depend on the modality s. We assumed
that stream weights satisfy,
γa + γv = 1. (14)
In order to perform multistream HMM training, stream
weights must be chosen a-priori. They were roughly opti-
mized by minimizing the word error rate (WER) on a de-
velopment data set.





Figure 13: The middle column shows the mean lip shape, while the left and right columns show the lip shapes obtained by the variation of
the projection weights corresponding to the first (a), second (b), third (c), and fourth (d) eigenvector by 2 standard deviations (st. dev.).
 


















Figure 14: Audio-visual system for ASR.
6. SPEECH RECOGNITION EXPERIMENTS
The baseline speech recognition system was developed us-
ing the HTK toolkit version 2.2 [35]. A training procedure
similar to the one described in the HTK reference manual
[35, Chapter 3] was used. All the experiments performed
used only the part of the Bernstein database with the fe-
male talker.Wemodeled 39 phonemes, silence “sil” and short
pause “sp.” All HMMs were left-right, with 3 states, except
the “sp” model which had only one state. Context depen-
dent phoneme models (triphones) were used since they ac-
count for variations of the observed features caused by coar-
ticulation eﬀects. They were used as speech units, and their
state emission probabilities were modeled by Gaussian mix-
ture densities. Decision-tree based clustering was performed
in order to tie states of context-dependent phone models,
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Table 2: Parameters that describe the dependence between audio
stream weights and SNR for diﬀerent visual features dimensionality
K .
Visual features dimensionality a b
K = 1 0.0059 0.5089
K = 2 0.0064 0.5011
K = 6 0.0062 0.5224
and therefore perform reliable estimation of models parame-
ters. The Baum-Welch re-estimation algorithm was used for
training the HMMmodels. Iterative mixture splitting and re-
training were performed to obtain the final 9-mixture com-
ponent context dependent models, which were used for test-
ing. Approximately 80% of the data was used for training,
18% for testing, and 2% as a development set for obtaining
roughly optimized stream weights, word insertion penalty
and the grammar scale factor. A bi-gram language model was
created based on the transcriptions of the training data set.
Recognition was performed using the Viterbi decoding al-
gorithm, with the bi-gram language model. The same train-
ing and testing procedure was used for both audio-only and
audio-visual automatic speech recognition experiments. To
test the algorithm over a wide range of SNRs, white Gaus-
sian noise was added to the audio signals. The experiments
for SNRs from 0 dB to 30 dB were performed. Both audio-
visual integration methods described above, simple concate-
nation and single-stream HMMs, and multistream HMMs
were applied. Separate training and testing procedures were
performed for diﬀerent number of principal components
(K = 1, 2, 6) used as visual feature vectors. The experiments
with the clean original speech, using both audio-visual inte-
gration methods, were also performed.
In all experiments that used multistream HMMs, the
stream weights were estimated, by roughly minimizing the
WER on the development data set, which was exposed to
the same noise as the testing data set. The experiments for
multiple weights from 0.45 to 0.95 with a step of 0.025 were
run, and then the weights, for which the best results were
obtained, were chosen. The estimation of the stream weights
was performed for each diﬀerent dimensionality of the visual
data, K . The stream weights obtained were roughly linearly
related to the SNR according to
γa = a · SNR(dB) + b,
γv = 1− γa, (15)
where the parameters a and b depend on the dimensionality
K , and their values are shown in Table 2.
6.1. Audio-only speech recognition experiments
Twelve MFCCs and signal energy with first and second or-
der derivatives were used as audio features. HMMs were
trained using the procedures described in the previous sec-
tion. Training and testing were performed on audio cor-
rupted by stationary Gaussian white noise over a wide range
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AV single-stream K = 1
Figure 15: Audio-only and audio-visual single-stream system
WERs vs. SNR.
of SNRs (0–30 dB), and on clean audio. All audio-only re-
sults were obtained using HMMs trained in matched condi-
tions, by corrupting the training data used by the same level
of stationary Gaussian white noise, as used for corrupting
the testing data. This approach was used in order to accu-
rately measure the influence of visual information on ASR
performance, since it results in better performance than sys-
tems trained on unmatched data, which use noise compensa-
tion techniques [36]. Speech recognition results obtained are
summarized in Figure 15. All the results are reported based
on the NIST scoring standard [35]. It can be observed that
the recognition performance is severely aﬀected by additive
noise.
6.2. Audio-visual speech recognition experiments
Projections of the ten FAPs, describing the outer lip move-
ment, onto the eigenspace defined by (10), and their first
and second order derivatives were used as visual features.
The first and second order derivatives were included, since
the dynamics of the movement of the lips contains important
speechreading information. The single-stream and the mul-
tistream HMMs were trained using the procedure described
in previous sections.
6.2.1 Experiments with single-streamHMMs
A single-stream HMM, with a concatenated vector of 12
MFCCs, signal energy, K visual parameters, and their first
and second derivatives was trained. Training and testing were
performed on the audio corrupted by stationary Gaussian
white noise over a wide range of SNRs (0–30 dB). Experi-
ments were performed for diﬀerent values of the dimension-
ality, K (K = 1, 2, 6), of the visual feature vectors. The re-
sults obtained are shown in Figure 15 together with audio-
only HMM system results.
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Figure 16: Audio-only and audio-visual multistream systemWERs
vs. SNR.
It can be seen from Figure 15 that the audio-visual sys-
tem performed much better than the audio-only system for
almost all SNRs tested. It is also important to point out
that performance of the systems that use 6-dimensional vi-
sual features, was better than the performance of the audio-
only ASR system only for SNRs smaller than 30 dB, while
for the SNR of 30 dB, they performed worse than the audio-
only ASR system, due to the higher dimensionality of the vi-
sual feature vectors resulting in inadequate modeling. On the
other hand, due to the facts that the first 2 eigenvectors of
the covariance matrix describe 93% of the total variance de-
scribed along all 10 eigenvector, and that the first eigenvector
only describes 81% of the total variance, systems that used 2-
and 1-dimensional visual features performed better than the
audio-only system for all values of SNRs, for which tests were
run.
6.2.2 Experiments withmultistreamHMMs
The multistream HMMs experiments were performed for
diﬀerent values of the dimensionality of the visual feature
vectors, K (K = 1, 2, 6). The stream weights, a and b in (15),
that were obtained by minimizing the WER on the develop-
ment set are shown in Table 2. The results obtained over a
wide range of SNRs are shown in Figure 16, where they are
compared with audio-only ASR results.
As can be clearly seen, the proposed multistream HMM
audio-visual ASR system performs considerably better than
audio-only ASR for all dimensionalities of the visual feature
vectors, and for all values of SNR. At the same time the mul-
tistreamHMM system outperforms the single-stream system
for all values of K and for all values of SNR. The results
confirm the belief that modeling the reliability of the au-
dio and visual streams improves the ASR performance over
the single-streamHMMperformance. The relative reduction
of WER achieved, compared to the audio-only WER, ranges











K = 1 21.48
K = 2 21.34
K = 6 24.47
Audio-visual system
(Multistream method)
K = 1 18.21 0.75
K = 2 18.07 0.7
K = 6 18.16 0.85
from 20% for the noisy audio with SNR of 30 dB to 23% for
SNR of 0 dB. It is important to point out that the consid-
erable performance improvement was achieved even in the
case when only one-dimensional visual features were used.
Clearly, the fact that the system has similar performance for
diﬀerent sizes of visual features (K = 1, 2, 6) is due to the
trade-oﬀ between the number of parameters that have to be
estimated and the amount of the visual speechreading in-
formation contained in the visual features. Results may be
further improved by better adjusting the audio and visual
stream weights [37].
6.2.3 Experiments with clean speech
Experiments were also performed with clean speech by us-
ing both audio-visual integration methods and visual feature
vectors of diﬀerent dimensionalities. The results obtained
are shown in Table 3. Improved ASR performance in clean
speech was achieved when the single-stream HMMs system
(except for K = 6) was used, and considerable improvement
in the ASR performance was achieved when the multistream
HMMs were used (for all values of K). The maximum rela-
tive reduction of WER over the audio-only ASR systemWER
in clean speech was 19% and was achieved when visual fea-
ture vectors of dimension 2 (K = 2) were used, and when the
audio stream weight was equal to 0.7 (γa = 0.7).
7. CONCLUSIONS
We described a robust and automatic FAP extraction system
that we have implemented, using GVF snake and parabolic
templates. Our method does not require any previous use of
hand labeling or computationally extensive training.
We described two audio-visual integration systems that
we used in our experiments, the single-stream and multi-
stream systems, and tested their performance on a relatively
large audio-visual database, over a wide range of noise lev-
els, and for diﬀerent values of the dimensionality of the vi-
sual feature vectors. The performance of the single-stream
HMM system was higher when only 1- or 2-dimensional vi-
sual features were used due to better modeling of the system
resulting from the lower dimensionality of the visual feature
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vectors. Although we used only K-dimensional visual feature
vectors (K = 1, 2, 6) and no information about the mouth
area intensities, we still obtained considerable improvement
in ASR performance for all noise levels tested and for all di-
mensionalities K when the multistream approach was used.
The training and testing of the audio-visual system under
clean audio conditions was also performed, and considerable
improvement in performance over audio-only system perfor-
mance was obtained. Themultistreammethod achieves a sig-
nificant WER relative reduction of 19% compared to audio-
only system. The improvement in ASR performance that can
be obtained by exploiting the visual speech information con-
tained in group 8 FAPs was determined. Therefore, the use-
fulness of the FAPs in the audio-visual MPEG-4 related ap-
plications, like automatic transcription of speech to text, was
shown.
As a second step, we plan to extract all the remain-
ing FAPs that contain important speechreading information
(FAPs describing inner lip shape and tongue position), de-
termine how much speechreading information they contain,
and keep only the FAPs with significant and independent
speechreading information [26], in order to lower the visual
feature dimensionality and improve the audio-visual ASR
performance. We also plan to perform experiments on mul-
tispeaker large vocabulary databases, like [13], when they be-
come publicly available.
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