Asymptotic Behaviour for $\mathcal{H}-$holomorphic Cylinders of Small
  Area by Doicu, Alexandru & Fuchs, Urs
ar
X
iv
:1
80
2.
05
57
3v
2 
 [m
ath
.SG
]  
3 D
ec
 20
19
Asymptotic Behavior for H−holomorphic Cylinders of Small Area
Alexandru Doicu, Urs Fuchs
December 4, 2019
Abstract
H−holomorphic curves are solutions of a modified pseudoholomorphic curve equation involving a harmonic
1−form as perturbation term. Following [7] we establish an asymptotic behavior of a sequence of finite energy
H−holomorphic cylinders with small dα−energies. Our results can be seen as a first step toward establishing
the compactness of the moduli space of H−holomorphic curves, which in turns, due to the program initiated in
[3], can be used for proving the generalized Weinstein conjecture.
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1 Introduction
Let (M,α) be a closed, contact 3−dimensional manifold, ξ = ker(α) the contact structure, and Xα the Reeb vector
field, defined by ιXαα ≡ 1 and ιXαdα ≡ 0. Denote by πα : TM→ ξ the projection along the Reeb vector field. By
1
definition, it is obvious that the Reeb vector field is transverse to the contact structure so that the tangent bundle
splits as TM = RXα ⊕ ξ. Note that (ξ,dα) is a symplectic vector bundle. We choose a complex structure Jξ on
ξ compatible to dα, i.e. such that gJξ(·, ·) = dα(·, Jξ·) defines a smooth fiberwise metric on the vector bundle
ξ→M. The complex structure Jξ on ξ extends to a complex structure J on T(R×M), defined by
J(v,w) = (−α(v), Jξ ◦ παw+ vXα) (1.1)
for all (v,w) ∈ T(R ×M) ∼= TR ⊕ TM. This J defines thus an R−invariant almost complex structure on R ×M.
Using the splitting of TM, the fibrewise metric gJξ on ξ extends to a R-invariant Riemannian metric g on R×M
given by g = dr⊗ dr + α⊗ α+ gJξ ; here r is the R−coordinate on R×M. As in [7], let P ⊂ R be the set
P = {0} ∪ {T > 0 | there exists a T − periodic orbit of Xα}.
In the following we assume that all periodic orbits of the Reeb vector field are non-degenerate, i.e. the linearization
of the flow of Xα, restricted to the contact structure along the periodic orbit, does not contain 1 in its spectrum.
A non-degenerate T−periodic orbit is isolated among the periodic orbits with period close to T [5]. Due to the
non-degeneracy condition, we define for each E0 > 0,
 hE0 = min{|T1 − T2| | T1, T2 ∈ P, T1, T2 6 E0, T1 6= T2}. (1.2)
Note that  hE0 depends on E0 and is positive. If E1 > E2, then  hE1 6  hE2 .
A pseudoholomorphic curve (or J−holomorphic curve) is a smooth map u = (a, f) : S → R ×M, where (S, j) is a
Riemann surface such that
J(u) ◦ du = du ◦ j. (1.3)
Projecting the above equation to the contact structure and to the Reeb direction equation (1.3) yields
παdf ◦ j = Jξ(u) ◦ παdf,
f∗α ◦ j = da. (1.4)
Further on, with
EH(u; S) = sup
ϕ∈A
∫
S
u∗d(ϕα)
being the Hofer energy, we assume the finite Hofer energy condition EH(u; S) < +∞. Here A is the set of smooth
functions ϕ : R → [0, 1] with ϕ′(r) > 0. By a local computation it can be easily checked that the integrand of the
Hofer energy is non-negative.
In [7], Hofer, Wysocki and Zehnder studied pseudoholomorphic cylinders u = (a, f) : [−R,R]× S1 → R×M with a
finite Hofer energy and a small dα−energy, defined by
Edα(u; [−R,R]× S1) =
∫
[−R,R]×S1
f∗dα.
It has been shown that for sufficiently large R > 0 and a sufficiently small dα−energy, the curve u is either close
to a point in R×M, in the case of vanishing center action, or close to a cylinder over a periodic orbit, in the case
of non-zero center action. In the later case, precise estimates by determining the shape of the cylinder have been
derived. It should be pointed out that these results have been used in the proof of the SFT compactness theorem
[1], [6].
In this paper we will derive similar results for H−holomorphic cylinders and establish a notion of convergence
under certain conditions. A smooth map u = (a, f) : S → R ×M, defined on a Riemann surface (S, j), together
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with a harmonic 1−form γ on S (i.e., γ satisfies dγ = d(γ ◦ j) = 0) is called a H−holomorphic curve if
παdf ◦ j = Jξ(u) ◦ παdf,
f∗α ◦ j = da+ γ. (1.5)
The H−holomorphic curve equation differs from the pseudoholomorphic curve equation due to the presence of
the harmonic 1−form γ in the second equation of (1.5). Because of this perturbation, the Hofer energy of such a
map may have a somewhere negative integrand. To overcome this drawback, we define the α−energy resp. the
dα−energy of a H-holomorphic curve u on S as
Eα(u; S) = sup
ϕ∈A
∫
S
ϕ′(a)da ◦ j∧ da and Edα(u; S) =
∫
S
f∗dα,
and finally the energy of u as E(u; S) = Eα(u; S) + Edα(u; S). If the perturbation 1−form γ vanishes, then the
energy and the Hofer energy of u mutually bound each other. As an additional condition we require u to have
finite energy, i.e. E(u; S) < +∞. This modification of the pseudoholomorphic curve equation was first suggested
by Hofer in [2] and used extensively in the program initiated by Abbas et al. [3] to prove the generalized Weinstein
conjecture in dimension three. However, due to lack of a compactness result of the moduli space of H−holomorphic
curves, the generalized Weinstein conjecture has been proved only in the planar case, i.e. when the leaves of the
holomorphic open book decomposition [10] have genus zero. In this regard, our results can be seen as a first step
towards establishing compactness of the moduli space of H−holomorphic curves.
The L2−norm of the harmonic perturbation 1−form γ is defined as
‖γ‖2L2(S) =
∫
S
γ ◦ j∧ γ.
In the following, we consider finite energy H−holomorphic cylinders u = (a, f) : [−R,R] × S1 → R ×M with
harmonic perturbation γ. We define the period of γ over the cylinder as
P(γ) =
∫
{0}×S1
γ (1.6)
and the co-period by
S(γ) =
∫
{0}×S1
γ ◦ i.
Furthermore, the conformal period is defined as τ = P(γ)R while the conformal co-period is defined by σ = S(γ)R.
The goal of our analysis is to establish the asymptotic behaviour of finite energy H−holomorphic cylinders with
a uniformly small dα−energy and harmonic perturbation 1−forms having uniformly bounded L2−norms and uni-
formly bounded conformal periods and co-periods.
More specifically, for constants E0,C0,C1, δ1 and C > 0 we consider for a H-holomorphic cylinder u = (a, f) :
[−R,R]× S1 → R×M with harmonic perturbation γ the following conditions:
A0 E(u, [−R,R]× S1) 6 E0 and ‖γ‖2L2([−R,R]×S1) 6 C0.
A1 ‖df(z)‖ := sup‖v‖
eucl.
=1 ‖df(z)v‖g 6 C1 for all z ∈ ([−R,−R+ δ1] ∐ [R− δ1,R])× S1.
A2 Edα(u, [−R,R]× S1) 6  h/2, where  h :=  hE˜0 in the sense of (1.2) for E˜0 := 2C1 + E0.
A3 |τ|, |σ| 6 C, where τ (resp. σ) is the conformal (co-)period of γ on [−R,R]× S1.
For the rest of paper, we fix E0,C0,C1, δ1 and C > 0. When we say that a H-holomorphic cylinder u satisfies
A0-A3, it always means that the H-holomorphic cylinder u with harmonic perturbation γ satisfies A0-A3 for
the fixed constants E0,C0,C1, δ1 and C > 0.
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The task is to describe the asymptotic behavior of H-holomorphic cylinders satisfying A0-A3, whose domain
cylinders [−R,R]×S1 have arbitrary large conformal modulus (that is, we consider families where R > 0 is arbitrary
large). More precisely, we derive the following results. For a H−holomorphic cylinder u = (a, f) : [−R,R]× S1 →
R×M satisfying A0-A3 with R sufficiently large, we consider its center action similarly as in [7]. The center action
of u is defined as the unique element A(u) ∈ P which is sufficiently close to
∣∣∣∣
∫
S1
u(0)∗α
∣∣∣∣ .
For more details the reader might consult Section 2.2. It follows from Theorem 14 that either A(u) = 0 or A(u) >  h.
For a sequence un of H-holomorphic cylinders un satisfying A0-A3 we distinguish between two cases: the first
case is when there exists a subsequence of un with vanishing center action and the second case is when there is no
subsequence of un with this property. In this regard, Theorem 2 deals with the asymptotic behavior in the case of
vanishing center action, while Theorem 5 deals with the asymptotic behavior in the case of positive center action.
Before stating the main result we construct a sequence of diffeomorphisms θn : [−Rn,Rn] × S1 → [−1, 1] × S1
with certain properties. We first construct diffeomorphisms θˇn : [−Rn,Rn] → [−1, 1], the θn are then obtained as
θˇn × idS1 . The construction is similar to that given in [6] and will enable us to describe the C0−convergence.
Remark 1. For all sequences Rn,hn ∈ R>0 with hn < Rn and hn,Rn/hn →∞ as n→∞, consider a sequence of
diffeomorphisms θˇn : [−Rn,Rn]→ [−1, 1] with the following properties:
1. The left and right shifts θˇ±n(s) := θˇn(s± Rn) restrict to maps θˇ+n : [0,hn]→ [−1,−1/2] resp. θˇ−n : [−hn, 0]→
[1/2, 1], which converge in C∞loc to diffeomorphisms θˇ− : [0,∞) → [−1,−1/2) and θˇ+ : (−∞, 0] → (1/2, 1],
respectively.
2. θˇn is a linear diffeomorphism on [−Rn + hn,Rn − hn]. More precisely, we require
θˇn : Op([−Rn + hn,Rn − hn])→ Op
([
−
1
2
,
1
2
])
s 7→ s
2(Rn − hn)
,
where Op([−Rn + hn,Rn − hn]) and Op([−1/2, 1/2]) are sufficiently small neighborhoods of the intervals
[−Rn + hn,Rn − hn] and [−1/2, 1/2], respectively.
3. These maps θˇn give rise to the desired diffeomorphisms θn := θˇn × idS1 : [−Rn,Rn] × S1 → [−1, 1] × S1.
Similarly, we define θ±n := θˇ
±
n × idS1 and θ± := θˇ± × idS1 .
Theorem 2. Let un : [−Rn,Rn] × S1 → R ×M be a sequence of H−holomorphic cylinders with harmonic
perturbations γn satisfying A0-A3. Assume that Rn →∞ and that each un has vanishing center action.
Then there exists a subsequence of un (for each n suitably shifted in the R−coordinate), still denoted by un,
H−holomorphic cylinders u± with exact harmonic perturbations dΓ± defined on (−∞, 0]×S1 and [0,∞)×S1
respectively, σ, τ ∈ R and a point wf ∈ M such that for every sequence hn ∈ R>0 with hn,Rn/hn → ∞ the
following C∞loc− and C0−convergence results hold: σn := SnRn → σ, τn := PnRn → τ and
C∞loc−convergence:
1. For any sequence sn ∈ [−Rn + hn,Rn − hn] for which sn/Rn converges to κ ∈ [−1, 1], the shifted maps
un(s+ sn, t), defined on [−Rn + hn − sn,Rn − hn − sn]× S1, converge in C∞loc on R× S1 to the constant
map (−σκ,φα−τκ(wf)). The shifted harmonic 1−forms γn(s + sn, t) converge in C
∞
loc to 0.
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2. The left shifts u−n(s, t) := un(s−Rn, t), defined on [0,hn)× S1, converge in C∞loc to u− = (a−, f−) defined
on [0,+∞)×S1 and lims→∞ u−(s, ·) = (σ,φατ (wf)) in C∞(S1,R×M). The left shifted harmonic 1−forms
γ−n converge in C
∞
loc to dΓ
− defined on [0,+∞)× S1 with ‖dΓ−‖2L2([0,∞)×S1) 6 C0.
3. The right shifts u+n(s, t) := un(s + Rn, t) defined on (−hn, 0] × S1, converge in C∞loc to u+ = (a+, f+),
defined on (−∞, 0] × S1 and lims→−∞ u+(s, ·) = (−σ,φα−τ(wf)) in C∞(S1,R × S1). The right shifted
harmonic 1−forms γ+n converge in C
∞
loc to dΓ
+ defined on (−∞, 0]× S1 with ‖dΓ+‖2L2((−∞,0]×S1) 6 C0.
C0−convergence: For every sequence of diffeomorphisms θn : [−Rn,Rn]× S1 → [−1, 1]× S1 as in Remark 1
1. The maps vn : [−1/2, 1/2]× S1 → R×M defined by vn = un ◦ θ−1n , converge in C0 to the map
(s, t) 7→ (−2σs,φα−2τs(wf)).
2. The maps v−n : [−1,−1/2]× S1 → R×M defined by v−n = un ◦ (θ−n)−1, converge in C0 to a map
v− : [−1,−1/2]× S1 → R×M such that v− = u− ◦ (θ−)−1 and v−(−1/2, t) = (σ,φατ (wf)).
3. The maps v+n : [1/2, 1]× S1 → R×M defined by v+n = un ◦ (θ+n)−1, converge in C0 to a map
v+ : [1/2, 1]× S1 → R×M such that v+(s, t) = u+ ◦ (θ+)−1 and v+(1/2, t) = (−σ,φα−τ(wf)).
An immediate Corollary is
Corollary 3. Under the same hypothesis of Theorem 2 the following C∞loc−convergence results hold.
1. The maps v−n converge in C
∞
loc to v
−, where lims→−1/2 v
−(s, ·) = (σ,φατ (wf)) in C∞(S1,R ×M). The
harmonic 1−forms [(θ−n)
−1]∗γ−n with respect to the complex structure [(θ
−
n)
−1]∗i converge in C∞loc to a
harmonic 1−form [(θ−)−1]∗dΓ− with respect to the complex structure [(θ−)−1]∗i.
2. The maps v+n converge in C
∞
loc to v
+, where lims→1/2 v
+(s, ·) = (−σ,φα−τ(wf)) in C∞(S1,R ×M). The
harmonic 1−forms [(θ+n)
−1]∗γ−n with respect to the complex structure [(θ
+
n)
−1]∗i converge in C∞loc to a
harmonic 1−form [(θ+)−1]∗dΓ+ with respect to the complex structure [(θ+)−1]∗i.
Definition 4. Let (r−, r+) ⊂ R be an interval and u, v : (r−, r+) × S1 → R ×M be smooth maps. We say u and
v have the same asymptotics as s → r±, if for some (or equivalently, any) metric dC∞ metrizing the Whitney
C∞-topology on C∞(S1,R×M), which is invariant under the R-action on R×M, we have
lim
s→r±
dC∞(u(s, ·), v(s, ·)) = 0.
Theorem 2 concerns H-holomorphic curves with vanishing center action. If instead the maps un (after passing to
a subsequence) have all positive center action, we have the following.
Theorem 5. Let un : [−Rn,Rn] × S1 → R ×M be a sequence of H−holomorphic cylinders with harmonic
perturbations γn satisfying A0-A3. Assume that Rn →∞ and that all the un have positive center action.
Then there exist a subsequence of un (for each n suitably shifted in the R−coordinate), still denoted by
un, H−holomorphic half cylinders u
± with exact harmonic perturbations dΓ± defined on (−∞, 0] × S1 and
[0,∞)× S1 respectively, T ∈ R \ {0} and a |T |-periodic Reeb orbit x and σ, τ ∈ R such that for every sequence
hn ∈ R>0 with hn,Rn/hn →∞, the following convergence results hold: σn := SnRn → σ, τn := PnRn → τ and
C∞loc−convergence:
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1. For any sequence sn ∈ [−Rn + hn,Rn − hn] for which sn/Rn converges to κ ∈ [−1, 1], the shifted maps
un(s + sn, t) − Tsn, defined on [−Rn + hn − sn,Rn − hn − sn] × S1, converge in C∞loc on R × S1 to the
map (s, t)→ (Ts− σκ,φα−τκ(x(Tt)) = x(Tt− τκ)) on R× S1. The shifted harmonic 1−forms γn(s+ sn, t)
converge in C∞loc to 0.
2. The left shifts u−n(s, t) := un(s − Rn, t) + TRn, defined on [0,hn)× S1, converge in C∞loc to u− = (a−, f−)
defined on [0,+∞)× S1. The curve u− has the same asymptotics as (Ts + σ,φατ (x(Tt)) = x(Tt + τ)) as
s → ∞. The left shifted harmonic 1−forms γ−n converge in C∞loc to dΓ− defined on [0,+∞) × S1 with
‖dΓ−‖2L2([0,∞)×S1) 6 C0.
3. The right shifts u+n(s, t) := u(s+Rn, t)− TRn, defined on (−hn, 0]×S1 converge in C∞loc to u+ = (a+, f+),
defined on (−∞, 0]× S1. The curve u+ has the same asymptotics as (Ts− σ,φα−τ(x(Tt)) = x(Tt− τ)) as
s→ −∞. The right shifted harmonic 1−forms γ+n converge in C∞loc to dΓ+ defined on (−∞, 0]× S1 with
‖dΓ+‖2L2((−∞,0]×S1) 6 C0.
C0−convergence: For every sequence of diffeomorphisms θn : [−Rn,Rn]× S1 → [−1, 1]× S1 as in Remark 1
1. The maps fn ◦ θ−1n : [−1/2, 1/2]× S1 →M converge in C0 to φα−2τs(x(Tt)) = x(Tt− 2τs).
2. The maps f−n ◦ (θ−n)−1 : [−1,−1/2]× S1 →M converge in C0 to a map f− ◦ (θ−)−1 : [−1,−1/2]× S1 →M
such that f−((θ−)−1(−1/2), t) = φατ (x(Tt)) = x(Tt+ τ).
3. The maps f+n ◦ (θ+n)−1 : [1/2, 1]× S1 →M converge in C0 to a map f+ ◦ (θ+)−1 : [1/2, 1]× S1 →M such
that f+((θ+)−1(1/2), t) = φα−τ(x(Tt)) = x(Tt− τ).
4. Set r−n := inft∈S1 an(−sgn(T)Rn, t) and r
+
n := supt∈S1 an(sgn(T)Rn, t) where sgn(T) := T/|T | ∈ {±1}.
Then r+n−r
−
n →∞ and for every R > 0 there exists ρ > 0 and N ∈ N such that an◦θ−1n (s, t) ∈ [r−n+R, r+n−R]
for all n > N and all (s, t) ∈ [−ρ, ρ] × S1.
An immediate corollary is
Corollary 6. Under the same hypothesis of Theorem 5 we have the following C∞loc−convergence results.
1. The maps v−n + TRn converge in C
∞
loc to v
− where f−((θ−)−1(−1/2, t)) = x(Tt + τ). The harmonic
1−forms [(θ−n)
−1]∗γ−n with respect to the complex structure [(θ
−
n)
−1]∗i converge in C∞loc to a harmonic
1−form [(θ−)−1]∗dΓ− with respect to the complex structure [(θ−)−1]∗i.
2. The maps v+n −TRn converge in C
∞
loc to v
+ where f+((θ+)−1(1/2, t)) = x(Tt−τ). The harmonic 1−forms
[(θ+n)
−1]∗γ−n with respect to the complex structure [(θ
+
n)
−1]∗i converge in C∞loc to a harmonic 1−form
[(θ+)−1]∗dΓ+ with respect to the complex structure [(θ+)−1]∗i.
Establishing this, we need to make use of a modified version of the results from [7].
Remark 7. For a sequence of H−holomorphic curves un together with the harmonic perturbations γn satisfying
A0-A3 and Rn →∞ we can conclude that the left and right shifts u±n together with the harmonic perturbations γ±n
defined on [0,hn]×S1 and [−hn, 0]×S1, respectively, converge after a suitable shift in the R−coordinate in C∞loc, to
the H−holomorphic half cylinders u± with harmonic perturbations dΓ± defined on [0,∞)× S1 and (−∞, 0]× S1,
respectively. The H−holomorphic curves u± are asymptotic to the points w± = (w±a ,w
±
f ) ∈ R ×M or trivial
cylinders over Reeb orbits (x±, T). Without the assumption A3, the asymptotic data of u− and u+ cannot be
described as in Theorems 2 and 5. In fact, dropping assumption A3 it is not possible to connect the asymptotic
data w− or x−(T ·) of the left shifted H−holomorphic curve u− to the asymptotic data w+ of x+(T ·) of the right
shifted H−holomorphic curve u+ by a compact cylinder as in Theorems 2 and 5. Examples provided in Appendix
C, show that these results do not hold, if the assumption A3 is omitted.
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1.1 Outline of the paper
The paper is organized as follows. We begin by considering a generalH−holomorphic cylinder u = (a, f) : [−R,R]×
S1 → R×M with harmonic perturbation γ satisfying assumptionsA0−A3. In Section 2, thisH−holomorphic curve
is transformed, as in [12], by the flow φα : R×M→M of the Reeb vector field Xα into a usual pseudoholomorphic
curve with respect to a domain-dependent almost complex structure that varies in a compact set. Here, the bound
on the conformal period in condition A3 is essential. The transformed curve is a map which is pseudoholomorphic
for a domain-dependent almost complex structure JP. The domain dependence is relatively mild, since it depends
on the point (s, t) ∈ [−R,R]× S1 in the domain only via the product Ps and we have |Ps| 6 C for all s ∈ [−R,R] by
A3, c.f. Remark 11 and Definition 12. The conditions imposed on the energy are transferred to the JP−holomorphic
curves. We then derive a notion of center action for the JP−holomorphic curves by employing the same arguments
as in Theorem 1.1 of [7]; here, we distinguish the cases when the center action vanishes and is greater than  h.
In Section 3 we consider the case of vanishing center action. First, we derive a result for JP−holomorphic
curves, which is similar to that established in Theorem 1.2 of [7], and which basically states that a finite en-
ergy JP−holomorphic curve with uniformly small dα−energy and having vanishing center action, is close to a point
in R×M. This is done by using a version of monotonicity Lemma for JP−holomorphic curves given in Appendix
B. Then we describe the asymptotic behavior of JP−holomorphic curves, and finally, by using the inverse trans-
formation with the flow of the Reeb vector field, we translate these results into the language of H−holomorphic
cylinders and prove Theorem 2.
In Section 4 we formulate the above findings in the case of positive center action. We prove a result which is similar
to that stated by Theorem 1.3 of [7] for JP−holomorphic curves, and then Theorem 5.
In order to prove Theorems 2 and 5 we use a compactness result for a sequence of harmonic functions defined on
cylinders and possessing certain properties; this is established in Appendix A.
Acknowledgement. We thank Peter Albers and Kai Cieliebak who provided insight and expertise that greatly
assisted the research. We would also like to thank the anonymous referee for carefully reading the manuscript and
many constructive comments which helped improving the quality of the paper.
U.F. is supported by the SNF fellowship 155099, a fellowship at Institut Mittag-Leffler and the GIF Grant 1281.
2 JP−holomorphic curve and center action
In this section we transform a H−holomorphic curve into a pseudoholomorphic curve with domain-dependent
almost complex structure on the target space R×M, and introduce a notion of center action for this curve.
2.1 JP−holomorphic curve
We consider an H−holomorphic curve u = (a, f) : [−R,R]× S1 → R×M with harmonic perturbation γ satisfying
Assumptions A0-A3, and construct a new map u = (a, f) : [−R,R]× S1 → R×M as follows. Recall that P := P(γ)
is the period of γ over {0}× S1 from (1.6) and let φαt : M→M be the Reeb flow on M. Defining
f(s, t) := φαPs(f(s, t)) (2.1)
we find by straightforward calculation that
παdf = dφ
α
Psπαdf and f
∗
α = Pds + f∗α
giving
f
∗
α ◦ i = −Pdt+ f∗α ◦ i = −Pdt+ da+ γ. (2.2)
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Remark 8. Obviously, as γ is a harmonic 1−form, the 1−form −Pdt + γ is harmonic with vanishing period over
[−R,R]× S1. Thus −Pdt+ γ is globally exact, i.e. there exists a harmonic function Γ : [−R,R]× S1 → R which is
unique up to addition by a constant such that −Pdt+ γ = dΓ .
Note that
‖dΓ‖2L2([−R,R]×S1) 6 (‖γ‖L2([−R,R]×S1) +
√
2RP2)2 6 (
√
C0 +
√
2CP)2
with C0 and C from assumptions A0 resp. A3. For technical reasons, which will become apparent later on, we
choose Γ such that it has a vanishing mean value over [−R,R]× S1, i.e.
1
2R
∫
[−R,R]×S1
Γ(s, t)ds∧ dt = 0.
Set
a := a+ Γ (2.3)
where Γ was chosen as in Remark 8.
Define the parameter-dependent complex structure J : [−C,C]×M→ End(ξ) by
J(ρ,m) = dφαρ (φ
α
−ρ(m)) ◦ Jξ(φα−ρ(m)) ◦ dφα−ρ(m) (2.4)
for all ρ ∈ [−C,C] and all m ∈ M, where C > 0 is the constant from assumption A3. We write also Jρ := J(ρ, ·)
for the complex structure on ξ obtained by fixing ρ ∈ [−C,C]. Each Jρ extends as usual to a R-invariant almost
complex structure on R×M, still denoted by Jρ. Note that J0 is the original almost complex structure J from (1.1).
Proposition 9. The curve u = (a, f) : [−R,R] × S1 → R ×M, where a and f are the maps defined by (2.3)
and (2.1), is pseudoholomorphic with respect to a domain-dependent, R-invariant almost complex structure
JP on R×M defined by JP((s, t), (r,m)) := JPs(m) for (s, t) ∈ [−R,R]× S1 and (r,m) ∈ R×M, i.e.
παdf(s, t) ◦ i = JPs(f(s, t)) ◦ παdf(s, t), (2.5)
(f
∗
α) ◦ i = da (2.6)
for all (s, t) ∈ [−R,R]× S1. Moreover, for the α− and dα−energies we have
Edα(u; [−R,R]× S1) = Edα(u; [−R,R]× S1),
Eα(u; [−R,R]× S1) 6
∫
{R}×S1
|f∗α|+
∫
{−R}×S1
|f∗α|+ Edα(u; [−R,R]× S1).
Proof. Note that for a H−holomorphic curve u : [−R,R] × S1 → R ×M satisfying assumptions A0-A3 we have
Ps ∈ [−C,C] for all s ∈ [−R,R] (here P = τ/R as in the introduction). Thus JP is well-defined.
Next, by (2.2) and (2.3) it is obvious that (2.6) holds. Let us consider (2.5). The left-hand side of this equation goes
over in παdf(s, t) ◦ i = dφαPsπαdf, while the right-hand side goes over in JPs(f(s, t)) ◦ παdf(s, t) = dφαPs(f(s, t)) ◦
Jξ(f(s, t)) ◦ παdf(s, t). Hence, (2.5) is satisfied. Thus u = (a, f) : [−R,R]× S1 → R×M is an i − JP−holomorphic
curve, where JP is a parameter-dependent almost complex structure. The energies transform as follows. The
dα−energy remains unchanged, since dα is invariant under the flow φα. For the α−energy we have by using (2.6)
that
Eα(u; [−R,R]× S1) = sup
ϕ∈A
[
−
∫
[−R,R]×S1
d(ϕ(a)da ◦ i) +
∫
[−R,R]×S1
ϕ(a)d(da ◦ i)
]
6
[∫
{R}×S1
|f∗α|+
∫
{−R}×S1
|f∗α|
]
.
Here we use that the second integrand is non-positive, since d(da ◦ i) = −f∗dα is a non-positive two-form on
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[−R,R]× S1 and ϕ is a non-negative function.
Remark 10. The α−energy of u constructed as above from some H-holomorphic cylinder u satisfying A0-A3 is
uniformly bounded. To show this we argue as follows. Due to assumption A1, the quantities∫
{R}×S1
|f∗α| and
∫
{−R}×S1
|f∗α|
are uniformly bounded by the constant C1 > 0. Hence, we see that
E(u; [−R,R]× S1) = Eα(u; [−R,R]× S1) + Edα(u; [−R,R]× S1) 6 E˜0 := 2C1 + E0.
To analyze the properties of the transformed pseudoholomorphic curve u, we consider the following additional
structure on M: On the contact structure ξ = ker(α), let J : [−C,C] ×M → End(ξ) be the parameter-dependent
almost complex structure defined by (2.4). On R×M we use the following family of Riemannian metrics:
gρ,m(v,w) = dr⊗ dr(v,w) + α⊗ α(v,w) + dα(v, Jρ(m)w) (2.7)
for all ρ ∈ [−C,C] and all m ∈ M, where r is the coordinate on the R−component of R ×M. Before going any
further we make a remark about the metrics involved.
Remark 11. For any ρ, the norms induced by the metrics gρ on R ×M that are defined by (2.7) are equivalent,
i.e. there exists a positive constant C1 > 0 such that for every ρ ∈ [−C,C] we have
1
C1
‖·‖gρ 6 ‖·‖g0 6 C1 ‖·‖gρ . (2.8)
This follows from the fact that the complex structures Jρ = J(ρ, ·) on ξ defined by (2.4) vary continuously in a
compact set of the space of complex structures on ξ tamed by dα for ρ ∈ [−C,C].
Definition 12. A triple (u,R,P) is called a JP−holomorphic curve if P,R ∈ R with R > 0, |PR| 6 C, and
u = (a, f) : [−R,R]× S1 → R×M satisfies
παdf(s, t) ◦ i = JPs(f(s, t)) ◦ παdf(s, t), and f∗α ◦ i = da
on [−R,R]× S1.
Remark 13. In the following we consider for C˜1 > 0 the JP−homolorphic curves (u,R,P) satisfying the following
assumptions:
A0 E(u; [−R,R]× S1) 6 E˜0 := 2C1 + E0 (c.f. assumption A2).
A1 For the constant δ1 > 0 from Assumption A1 we have
∥∥df(z)∥∥ 6 C˜1 for all z ∈ ([−R,−R+δ1]∐ [R−δ1,R])×S1.
A2 Edα(u; [−R,R]× S1) 6  h/2, where  h is as in A2.
A3 For the constant C > 0 from Assumption A3 we have |PR| 6 C and |SR| 6 C.
If C˜1 > C is sufficiently large, then for any H-holomorphic cylinder u satisfying A0-A3, the associated
JP−homolorphic curve (u,R,P) satisfies A0-A3. This follows immediately from Remark 10 and the definition
of f in (2.1).
We fix for the rest of the paper such a constant C˜1. When we say that a JP−homolorphic curve (u,R,P) satisfies
A0-A3, it always means that the JP−homolorphic curve (u,R,P) satisfies A0-A3 for this C˜1 > 0 (and for the
constants E0,C0,C1 and δ1 fixed throughout the paper).
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2.2 Center action
In the following we apply the results established in [7] to this new curve, and introduce the notion of the center
action for the JP−holomorphic curve (u,R,P).
The next result is similar to Theorem 1.1 of [7].
Theorem 14. For all ψ such that 0 < ψ <  h/2, there exists h0 > 0 such that for any R > h0 and any
JP−holomorphic curve (u,R,P) satisfying A0- A3 there exists a unique element T ∈ P such that T 6 E˜0 and∣∣∣∣
∣∣∣∣
∫
S1
u(0)∗α
∣∣∣∣− T
∣∣∣∣ < ψ2 .
As in [7], the unique element T ∈ P associated with the JP−holomorphic curve (u,R,P) satisfying the assumptions
of Remark 13 is called the center action of u and is denoted by
T = A(u). (2.9)
If u is a H-holomorphic cylinder satisfying A0-A3, then we define the center action of u as A(u) := A(u), where
u is the JP−holomorphic curve (u,R,P) associated to u, which according to Remark 13 satisfies A0-A3.
Note that while
∫
S1
u(0)∗α may in general have an arbitrary sign, it may be assumed to be non-negative by possibly
replacing u(s, t) by u(−s,−t).
Remark 15. From the definition of the constant  h, the center action A(u) of a curve u fulfilling the assumptions
of Theorem 14 satisfies A(u) = 0 or A(u) >  h.
To prove the theorem 14 we need the following
Lemma 16. For any δ > 0 there exists a constant C′1 > 0 such that the gradients of all JP−holomorphic
curves (u,R,P) satisfying A0-A3 and R > δ, are uniformly bounded on [−R+ δ,R− δ]×S1 by the constant C′1,
i.e.
sup
(s,t)∈[−R+δ,R−δ]×S1
‖du(s, t)‖geucl.,gPs 6 C
′
1.
Proof. We prove this lemma by using bubbling-off analysis. Let us assume that the assertion is not true. Then we
find δ0 > 0 such that for any C1,n = n there exist JPn−holomorphic curves (un,Rn,Pn) with Rn > δ0 such that
sup
(s,t)∈[−Rn+δ0,Rn−δ0]×S1
‖dun(s, t)‖geucl.,gPns > C1,n = n.
Therefore there exist points (sn, tn) ∈ [−Rn + δ0,Rn − δ0]× S1 for which
‖dun(sn, tn)‖geucl.,gPnsn = sup
(s,t)∈[−Rn+δ0,Rn−δ0]×S1
‖dun(s, t)‖geucl.,gPns > n.
Set Rn := ‖dun(sn, tn)‖geucl.,gPnsnand note that Rn → ∞. Choose a sequence ǫn such that ǫn > 0, ǫn → 0 and
ǫnRn → +∞. Now, apply Hofer’s metric lemma [10] to the continuous sequence of functions ‖dun(s, t)‖geucl.,gPns
defined on [−Rn,Rn]×S1. For each (sn, tn) and ǫn, there exist (s ′n, t ′n) ∈ [−Rn+δ0,Rn−δ0]×S1 and ǫ ′n ∈ (0, ǫn]
with the properties:
1. ǫ ′n ‖dun(s ′n, t ′n)‖geucl.,gPns′n > ǫn ‖dun(sn, tn)‖geucl.,gPnsn ;
2. |(sn, tn) − (s
′
n, t
′
n)|geucl. 6 2ǫn;
3. ‖dun(s, t)‖geucl.,gPns 6 2 ‖dun(s
′
n, t
′
n)‖geucl.,gPns′n for all (s, t) such that |(s, t) − (s
′
n, t
′
n)| 6 ǫ
′
n.
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Thus we have found the points (s ′n, t
′
n) and a sequence ǫ
′
n such that:
1. ǫ ′n > 0, ǫ
′
n → 0, R ′n := ‖dun(s ′n, t ′n)‖geucl.,gPns′n →∞ and ǫ ′nR ′n →∞;
2. ‖dun(s, t)‖geucl.,gPns 6 2R
′
n for all (s, t) such that |(s, t) − (s
′
n, t
′
n)| 6 ǫ
′
n.
Now we do rescaling. Setting z ′n = (s
′
n, t
′
n) and defining the maps
u˜n(s, t) :=
(
an
(
z ′n +
z
R ′n
)
− an(z
′
n), fn
(
z ′n +
z
R ′n
))
= (a˜(z), f˜(z))
for z = (s, t) ∈ Bǫ′nR′n(0), we obtain
du˜n(z) =
1
R ′n
dun
(
z ′n +
z
R ′n
)
and
‖du˜n(z)‖geucl.,g
Pn
(
s′n+
s
R′n
) =
1
R ′n
∥∥∥∥dun
(
z ′n +
z
R ′n
)∥∥∥∥
geucl.,g
Pn
(
s′n+
s
R′n
)
.
Thus, for all z = (s, t) ∈ Bǫ′nR′n(0) we have that
‖du˜n(z)‖geucl.,g
Pn
(
s′n+
s
R′n
) 6 2 (2.10)
and ‖du˜n(0)‖geucl.,gPns′n = 1, and moreover, that u˜ = (a˜, f˜) solves
παdf˜n(z) ◦ i = JPn
(
s′n+
s
R′n
)(f˜n(z)) ◦ παdf˜n(z),
f˜∗nα ◦ i = da˜n.
As Pns
′
n is bounded by C, we go over to some convergent subsequence, i.e., Pns
′
n → ρ as n → ∞. From
the uniform gradient bound (2.10) it follows that there exists a subsequence converging in C∞loc to some curve
u˜ = (a˜, f˜) : C→ R×M such that:
1. u˜ solves
παdf˜(z) ◦ i = Jρ(f˜(z)) ◦ παdf˜(z) and f˜∗α ◦ i = da˜;
2. the gradient bounds go over in ‖du˜(z)‖geucl.,gPs′ 6 2 and ‖du˜(0)‖geucl.,gPs′ = 1.
From the last two results, u˜ is a usual non-constant pseudoholomorphic plane with energy by E˜0 (finite energy
plane). As the dα−energy is smaller than  h we arrive at a contradiction (see [8]).
Proof. (of Theorem 14) We prove Theorem 14 by contradiction. Assume that we find 0 < ψ˜ <  h/2 such that for
any constant h0,n = n, there exist Rn > h0,n = n and a JPn−holomorphic curves (un,Rn,Pn) satisfying A0− A3
and ∣∣∣∣
∣∣∣∣
∫
S1
un(0)
∗α
∣∣∣∣− T
∣∣∣∣ > ψ˜2
for any T ∈ P with T 6 E˜0. By Lemma 16, we have for δ = 1,
sup
(s,t)∈[−Rn+1,Rn−1]×S1
‖dun(s, t)‖geucl.,gPns 6 C˜1. (2.11)
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Since the Riemannian metrics gPns are all equivalent by Remark 11 we obtain
sup
(s,t)∈[−Rn+1,Rn−1]×S1
‖dun(s, t)‖geucl.,g0 6 C˜1C1.
After suitable shifts in the R-direction in R ×M and passing to a subsequence, the maps un converge in C∞loc to
some C∞-map u = (a, f) : R × S1 → R ×M. This convergence together with |Pns| 6 C|s|/Rn from A3 imply that
for each fixed (s, t) the endomorphism JPns(fn(s, t)) ∈ End(T(R×M))un(s,t) converges to J0(f(s, t)). Thus
1. u solves
παdf(z) ◦ i = J0(f(z)) ◦ παdf(z) and f∗α ◦ i = da;
2. E(u;R× S1) 6 E˜0, Edα(u;R× S1) 6  h/2 by A0 and A2 for un and Fatou’s lemma, and
∣∣∣∣
∣∣∣∣
∫
S1
u(0)∗α
∣∣∣∣− T
∣∣∣∣ > ψ˜2
for all T ∈ P with T 6 E˜0 by the C∞-convergence un → u on {0}× S1.
The rest of the proof proceeds as in the proof of Theorem 1.1 from [7]. For the sake of completeness we present this
proof in detail. The map u can be regarded as a finite energy map defined on a 2−punctured Riemann sphere. A
puncture is removable or has a periodic orbit on the Reeb vector field as asymptotic limit. In both cases, the limits
lim
s→±∞
∫
S1
u(s)∗α ∈ R
exist. The limit is equal to 0 if the puncture is removable, and equal to the period of the asymptotic limit if this
is not the case. As a result and by means of Stokes’ theorem, the dα−energy of u can be written as∫
R×S1
u∗dα = T2 − T1,
with T2 > T1, where T1, T2 ∈ P and T1, T2 6 E˜0. Since un satisfy A2 we have Edα(u;R × S1) 6  h/2, and from
the definition of the constant  h we conclude that that T1 = T2. Set T := T1 = T2. If T = 0, both punctures are
removable, u has an extension to a J0−holomorphic finite energy sphere S
2 → R×M, and so, the map u must be
constant; hence ∣∣∣∣
∣∣∣∣
∫
S1
u(0)∗α
∣∣∣∣− T
∣∣∣∣ = 0 < ψ˜2 ,
a contradiction. If T > 0, the finite energy cylinder u is non-constant, has a vanishing dα−energy, and so, u must
be a cylinder over a periodic orbit x(t) of the form u(±(s, t)) = (Ts+ c, x(Tt+d)) for some constants c and d, and
with a period T 6 E˜0; hence ∣∣∣∣
∣∣∣∣
∫
S1
u(0)∗α
∣∣∣∣− T
∣∣∣∣ = 0 < ψ˜2 ,
a contradiction. Thus, there exists a constant h0 > 0 such that for any JP−holomorphic curve (u,R,P) with R > h0
satisfying the energy estimates, the center loop u(0, ·) has an action close to an element T ∈ P with T 6 E˜0, i.e.∣∣∣∣
∣∣∣∣
∫
S1
u(0)∗α
∣∣∣∣− T
∣∣∣∣ < ψ2 . (2.12)
To deal with the uniqueness issue, we consider two elements T1, T2 ∈ P with T1, T2 6 E˜0 satisfying the above
estimate. Then we have
|T1 − T2| <
ψ
2
+
ψ
2
= ψ.
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By assumption, ψ <  h/2, and from the definition of  h it follows that T1 = T2. Therefore there is a unique T ∈ P
satisfying T 6 E˜0 and the estimate (2.12).
3 Vanishing center action
Let un be a sequence as in Theorem 2 with vanishing center action (as defined between Theorem 14 and Remark
15). We use a version of the monotonicity lemma (Corollary 43) to characterize the behavior of a JP−holomorphic
curve (u,P,R) (Theorem 18). Using these results we describe the convergence of a sequence of JP−holomorphic
cylinders (Theorem 20) and then prove Theorem 2.
3.1 Behaviour of JP−holomorphic curves with vanishing center action
The following result is an adapted version of Lemma 2.1 from [7]:
Lemma 17. For all δ > 0 there exists h0 > 0 such that for any R > h0 and any JP−holomorphic curve
(u,R,P) satisfying A0-A3 and having vanishing center action, the loops u(s) satisfy
diamg0(u(s)) 6 δ and |α(∂tu(s))| 6 δ (3.1)
for all s ∈ [−R+ h0,R− h0].
Proof. The proof is similar to that given in [7]. Nevertheless, for the sake of completeness we sketch it here. By
setting ψ :=  h/4 and using Theorem 14 we obtain some h0 > 0 such that∣∣∣∣
∣∣∣∣
∫
S1
u(0)∗α
∣∣∣∣− 0
∣∣∣∣ < ψ2 ,
for any JP−holomorphic curve (u,R,P) satisfying A0-A3 with vanishing center action and R > h0. To show that we
have diamg0(u(s)) 6 δ for s ∈ [−R+ h0,R − h0] for sufficiently large h0, we argue by contradiction. Thus assume
there is a constant δ0 > 0, a sequence Rn > hn := n + h0, and a sequence of JP−holomorphic curves (un,Rn,Pn)
such that
E(un; [−Rn,Rn]× S1) 6 E˜0,
Edα(un; [−Rn,Rn]× S1) 6
 h
2
,∣∣∣∣
∫
S1
un(0)
∗α
∣∣∣∣ 6 ψ2 ,
diamg0(un(sn)) > δ0
for a sequence sn ∈ [−Rn + n + h0,Rn − n − h0]. By Stokes’ theorem, we have∣∣∣∣
∫
S1
un(sn)
∗α
∣∣∣∣ 6
∣∣∣∣
∫
[sn,0]×S1
f
∗
ndα
∣∣∣∣+
∣∣∣∣
∫
S1
un(0)
∗α
∣∣∣∣
6
 h
2
+
ψ
2
6
3 h
4
.
Now define the maps u˜n = (a˜n, f˜n) : [−Rn − sn,Rn + sn]× S1 → R×M by
u˜n(s, t) := (an(s+ sn, t), fn(s+ sn, t)),
for which, the above assumptions go over in
E(u˜n; [−Rn,Rn]× S1) 6 E˜0,
Edα(u˜n; [−Rn,Rn]× S1) 6
 h
2
,∣∣∣∣
∫
S1
u˜n(0)
∗α
∣∣∣∣ 6 3 h4 ,
diamg0(u˜n(0)) > δ0.
As sn ∈ [−Rn + n + h0,Rn − n − h0], we see that |Rn + sn| → ∞ and |Rn − sn| → ∞ as n → ∞. Moreover, u˜n
satisfies the pseudoholomorphic curve equation
παdf˜n(s, t) ◦ i = JPn(s+sn)(f˜n(s, t)) ◦ παdf˜n(s, t),
f˜∗nα ◦ i = da˜n.
For the new sequence
v˜n(s, t) = (b˜n(s, t), f˜n(s, t)) = (a˜n(s, t) − a˜n(0, 0), f˜n(s, t)),
the R−invariance of Jτ and of g0, yields
E(v˜n; [−Rn − sn,Rn − sn]× S1) 6 E˜0,
Edα(v˜n; [−Rn − sn,Rn − sn]× S1) 6
 h
2
,∣∣∣∣
∫
S1
v˜n(0)
∗α
∣∣∣∣ 6 3 h4 ,
diamg0(v˜n(0)) > δ0
and
παdv˜n(s, t) ◦ i = JPn(s+sn)(f˜n(s, t)) ◦ παdv˜n(s, t),
v˜∗nα ◦ i = db˜n.
Since |sn| 6 Rn, we have |Pnsn| 6 C according to A3; thus a subsequence of Pnsn converges to some τ ∈ [−C,C].
By the same bubbling-off argument as in the proof of Theorem 14, a subsequence of v˜n converges (up to shifts in
the R-direction) in C∞loc to a map v˜ = (b, v) : R × S1 → R ×M, which is a usual Jτ−holomorphic cylinder, since
JPn(s+sn)(f˜n(s, t))→ Jτ(v(s, t)) for each fixed (s, t) ∈ R× S1. Since v˜ is a nonconstant Jτ-holomorphic cylinder of
finite Hofer energy, it is asymptotic to periodic Reeb orbits at the punctures and its dα-energy can be expressed
as the difference of the asymptotic periods P±∞. Since |P∞ − P−∞| = Edα(v˜;R × S1) 6  h/2, it follows from the
definition of  h that P∞ = P−∞ and thus Edα(v˜;R× S1) = 0. Summarizing we have:
Eα(v˜;R× S1) + Edα(v˜;R× S1) 6 E˜0,
Edα(v˜;R× S1) = 0,∣∣∣∣
∫
S1
v˜(0)∗α
∣∣∣∣ 6 3 h4 ,
diamg0(v˜(0)) > δ0.
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In particular, v˜ is a non-constant finite energy cylinder having a vanishing dα−energy. Hence v˜ is a cylinder over
a periodic orbit of period 0 < T 6 E˜0. Consequently, we obtain∣∣∣∣
∫
S1
v˜(0)∗α
∣∣∣∣ = T >  h,
contradicting the previous estimate
∣∣∫
S1 v˜(0)
∗α
∣∣ 6 3 h
4
. Thus diamg0(u(s)) 6 δ for all s ∈ [−R + h,R − h]. For
|α(∂tu(s))| 6 δ we proceed analogously, and the proof is finished.
The next theorem characterizes the behavior of a JP−holomorphic curve (u,R,P) with vanishing center action.
Theorem 18. For any ǫ > 0 there exists h1 > 0 such that for any R > h1 and any JP−holomorphic curve
(u,R,P) satisfying A0-A3 and A(u) = 0 we have u([−R+ h1,R− h1]× S1) ⊂ Bg0ǫ (u(0, 0)).
Proof. In the first part of the proof we employ exactly the same arguments as in the proof of Theorem 1.2 from
[7]. With ǫ > 0 as in the statement of the theorem, we choose 0 < r < ǫ
2
and δ > 0 sufficiently small such that
8δ < C8r
2 and δ+ r 6
ǫ
2
. (3.2)
where C8 > 0 is the constant from the monotonicity Lemma (Corollary 43). For the JP−holomorphic curve (u,R,P)
with R > h0 as in the Lemma 17 we have diamg0(u(s)) 6 δ and |α(∂tf(s))| 6 δ for all s ∈ [−R + h0,R − h0]. In
order to simplify notation denote h0 by h. The definition of the energy and Stokes’ theorem give
E(u|[−R+h,R−h]×S1 ; [−R+ h,R− h]× S1) = Eα(u|[−R+h,R−h]×S1; [−R+ h,R− h]× S1)
+ Edα(u|[−R+h,R−h]×S1; [−R+ h,R− h]× S1)
= sup
ϕ∈A
∫
[−R+h,R−h]×S1
ϕ′(a)da ◦ j∧ da
+
∫
[−R+h,R−h]×S1
f
∗
dα
= sup
ϕ∈A
∫
[−R+h,R−h]×S1
− [d(ϕ(a)da ◦ j) −ϕ(a)d(da ◦ j)]
+
∫
[−R+h,R−h]×S1
f
∗
dα
= sup
ϕ∈A
[∫
[−R+h,R−h]×S1
−d(ϕ(a)da ◦ j) −
∫
[−R+h,R−h]×S1
ϕ(a)f
∗
dα
]
+
∫
[−R+h,R−h]×S1
f
∗
dα
6 sup
ϕ∈A
∣∣∣∣
∫
{R−h}×S1
ϕ(a)da ◦ j−
∫
{−R+h}×S1
ϕ(a)da ◦ j
∣∣∣∣
+
[∫
{R−h}×S1
f
∗
α−
∫
{−R+h}×S1
f
∗
α
]
= sup
ϕ∈A
∣∣∣∣−
∫
{R−h}×S1
ϕ(a)f
∗
α+
∫
{−R+h}×S1
ϕ(a)f
∗
α
∣∣∣∣
6 2
[∫
{R−h}×S1
|f
∗
α|+
∫
{−R+h}×S1
|f
∗
α|
]
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hence
E(u|[−R+h,R−h]×S1; [−R+ h,R− h]× S1) 6 4δ. (3.3)
If the conclusion of Theorem 18 is not true for this h, we find a point (s0, t0) ∈ [−R+ h,R− h]× S1 for which
distg0(u(s0, t0),u(0, 0)) > ǫ.
From diamg0(u(s)) 6 δ we obtain
distg0(u(s0, t),u(0, t
′)) > ǫ− 2δ
for all t, t ′ ∈ S1. Choosing a point s1 between 0 and s0 such that
distg0(u(s1, t),u(s0, t
′)) >
ǫ
2
− δ and distg0(u(s1, t),u(0, t
′)) >
ǫ
2
− δ
for all t, t ′ ∈ S1, using r 6 ǫ/2 − δ, and applying the monotonicity Lemma 43 to the open ball Bg0r (u(s1, t1)), we
conclude that
E(u; S ∩ u−1(Bg0r (u(s1, t1))) > C8r2.
In view of (3.3), this implies that C8r
2 6 4δ, which contradicts the choice in (3.2). Hence u(s, t) ∈ Bg0ǫ (u(0, 0)) for
all (s, t) ∈ [−R+ h,R− h]× S1 as claimed by Theorem 18.
3.2 Proof of Theorem 2
We are now nearly ready to describe the convergence and the limit object of a sequence ofH−holomorphic cylinders
un satisfying the assumptions of Theorem 2. However, befor coming to that, we prove first an analogous result for
a sequence of JPn -holomorphic cylinders un.
Thus consider a sequence (un = (an, fn),Rn,Pn) of JPn−holomorphic curves satisfying assumptions A0-A3
with A(un) = 0 ∀n ∈ N and Rn → ∞. For normalization purposes, we assume that un(0, 0) → w := (0,wf) for
some wf ∈ M and that Rn → ∞ (this can always be achieved by shifting in the R-direction of R ×M and by
passing to a subsequence). By Theorem 18 applied to the sequence of JPn−holomorphic curves (un,Rn,Pn) we
have the following
Corollary 19. For every sequence hn ∈ R>0 satisfying hn < Rn and hn,Rn/hn → ∞ and every ǫ > 0 there
exists N ∈ N such that
un([−Rn + hn,Rn − hn]× S1) ⊂ Bg0ǫ ((0,wf))
for all n > N.
Proof. Consider a sequence hn ∈ R>0 such that hn < Rn and hn,Rn/hn → ∞ as n → ∞ and let ǫ > 0 be
given. From Theorem 18 there exists hǫ > 0 and Nǫ ∈ N such that for all n > Nǫ, we have Rn > hǫ and
un([−Rn + hǫ,Rn − hǫ] × S1) ⊂ Bg0ǫ (w). By making Nǫ sufficiently large and accounting of hn → ∞, we may
assume that for all n > Nǫ, we have that Rn > hn > hǫ, which in turn gives un([−Rn+hn,Rn−hn]×S1) ⊂ Bg0ǫ (w).
To describe the C0−convergence of the maps un we define a sequence of diffeomorphisms, which is similar to that
constructed in Section 4.4 of [6]. For a sequence hn ∈ R>0 with hn < Rn and hn,Rn/hn →∞ as n→∞, let θn, θ±
and θ±n be sequences of diffeomorphisms with properties as in Remark 1. Given maps u,u
±
n ,u
± resp. u,u±n ,u
±,
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we define maps
vn(s, t) = un ◦ θ−1n (s, t), s ∈ [−1, 1],
v−n(s, t) = u
−
n ◦ (θ−n)−1(s, t), s ∈ [−1,−1/2],
v+n(s, t) = u
+
n ◦ (θ+n)−1(s, t), s ∈ [1/2, 1],
v−(s, t) = u− ◦ (θ−)−1(s, t), s ∈ [−1,−1/2),
v+(s, t) = u+ ◦ (θ+)−1(s, t), s ∈ (1/2, 1],
(3.4)
and
vn(s, t) = un ◦ θ−1n (s, t), s ∈ [−1, 1],
v−n(s, t) = u
−
n ◦ (θ−n)−1(s, t), s ∈ [−1,−1/2],
v+n(s, t) = u
+
n ◦ (θ+n)−1(s), t), s ∈ [1/2, 1],
v−(s, t) = u− ◦ (θ−)−1(s, t), s ∈ [−1,−1/2),
v+(s, t) = u+ ◦ (θ+)−1(s, t), s ∈ (1/2, 1],
(3.5)
where, u±n(s, t) = un(s± Rn, t) and u±n (s, t) = un(s ± Rn, t) are the left and right shifts of the maps un and un,
respectively.
The next theorem states a C∞loc− and a C0−convergence result for the maps un.
Theorem 20. Let (un,Rn,Pn) be a sequence of JPn -holomorphic curves satisfying A0-A3 with vanishing
center action and such that un(0, 0)→ w := (0,wf), Rn →∞ and RnPn → τ. Then there exists a subsequence,
denoted again by (un,Rn,Pn), and pseudoholomorphic half cylinders u
± defined on (−∞, 0]×S1 and [0,∞)×S1
respectively, such that for every sequence hn ∈ R>0 and every sequence of diffeomorphisms θn : [−Rn,Rn]×
S1 → [−1, 1]× S1 satisfying the assumptions of Remark 1, the following convergence results hold:
C∞loc−convergence:
1. For any sequence sn ∈ [−Rn+hn,Rn−hn] the shifted maps un(s+sn, t), defined on [−Rn+hn−sn,Rn−
hn − sn]× S1, converge in C∞loc on R× S1 to the constant map (s, t) 7→ w.
2. The left shifts u−n(s, t) := un(s−Rn, t), defined on [0,hn)× S1, converge in C∞loc to a pseudoholomorphic
half cylinder u− = (a−, f
−
) defined on [0,+∞) × S1. We have lims→∞ u−(s, ·) = w in C∞(S1,R ×M).
The maps v−n : [−1,−1/2) × S1 → R ×M converge in C∞loc to v− : [−1,−1/2) × S1 → R ×M such that
lims→−1/2 v
−(s, ·) = w in C∞(S1,R×M).
3. The right shifts u+n(s, t) := un(s+Rn, t), defined on (−hn, 0]×S1, converge in C∞loc to a pseudoholomorphic
half cylinder u+ = (a+, f
+
) defined on (−∞, 0]×S1. We have lims→−∞ u+(s, ·) = w in C∞(S1,R×M). The
maps v+n : (1/2, 1]×S1 → R×M converge in C∞loc to v : (1/2, 1]×S1 → R×M such that lims→1/2 v+(s, ·) = w
in C∞(S1,R×M).
C0−convergence:
1. The maps vn : [−1/2, 1/2]× S1 → R×M converge in C0 to the constant map v(s, t) = w.
2. The maps v−n : [−1,−1/2] × S1 → R ×M converge in C0 to v− : [−1,−1/2] × S1 → R ×M such that
v−(−1/2, t) = w.
3. The maps v+n : [1/2, 1]×S1 → R×M converge in C0 to v+ : [1/2, 1]×S1 → R×M such that v(1/2, t) = w.
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Proof. We prove only the first and second statements of the C∞loc- and C0- convergences because the proofs of
the third statements are exactly the same as those of the second statements. For the sequence hn ∈ R>0 with
the property hn,Rn/hn → ∞ as n → ∞. Let sn ∈ [−Rn + hn,Rn − hn] be an arbitrary sequence. Then
shifted maps un(· + sn, ·), defined on [−Rn + hn − sn,Rn − hn − sn] × S1, converge in C∞loc to w. Indeed,
due to Corollary 19 and Lemma 16, any subsequence has a further subsequence converging to w. To prove the
second statement of the C∞loc−convergence we consider the shifted maps u−n : [0,hn] × S1 → R × M, defined
by u−n(s, t) = un(s − Rn, t). By Lemma 16, these maps have bounded gradients, and hence, after going over
to some subsequence, (at least after suitable shifts in the a-coordinate) they converge in C∞loc on [0,∞) × S1 to
a pseudoholomorphic curve u− : [0,+∞) × S1 → R ×M with respect to the standard complex structure i on
[0,+∞)× S1 and the parameter-independent almost complex structure J−τ on the target R×M. Here we use that
|Pnhn| 6 hn/Rn → 0 and that τ := limn→∞ PnRn. However, since we know that u−n(hn)→ w from the first part,
there are actually no shifts in the a-coordinate needed. Let us show that u− is asymptotic to w ∈ R×M, i.e. let
us show that limr→∞ u−(r, ·) = w in C∞(S1,R ×M). Since we have uniform gradient bounds, it is sufficient to
show that this limit holds pointwise (any subsequence has a further subsequence converging in C∞ to the pointwise
limit). We prove pointwise convergence by contradiction: Assume that there exists a sequence (sk, tk) ∈ [0,∞)×S1
with sk →∞ as k→∞ such that limk→∞ u−(sk, tk) = w′ ∈ R×M with w′ 6= w. Let ǫ := distg0(w,w′) > 0. For
any k ∈ N there exists Nk ∈ N such that for any n > Nk, (sk, tk) ∈ [0,hn]. Thus for arbitrary k and n such that
n > Nk we have
distg0(w,w
′) 6 distg0(w,u
−
n(sk, tk)) + distg0(u
−
n(sk, tk),u
−(sk, tk))
+ distg0(u
−(sk, tk),w
′).
By Theorem 18, there exists h > 0 such that distg0(u
−
n(s, t),w) < ǫ/10 for all (s, t) ∈ [h,hn] × S1. Now choose
k and n > Nk sufficiently large such that (sk, tk) ∈ [h,hn] × S1. Hence, distg0(u−n(sk, tk),w) < ǫ/10. Making k
and n > Nk larger we may also assume that distg0(u
−(sk, tk),w
′) < ǫ/10. After fixing k and making n > Nk
sufficiently large we get distg0(u
−
n(sk, tk),u
−(sk, tk)) < ǫ/10. As a result, we find distg0(w,w
′) 6 3ǫ/10, which is
a contradiction to distg0(w,w
′) = ǫ.
For any sequence of diffeomorphisms θn : [−Rn,Rn] × S1 → [−1, 1] × S1 fulfilling the assumptions of Remark
1, the maps v−n(s, t) = u
−
n ◦ (θ−n)−1(s, t) also converge now in C∞loc to the map v−(s, t) = u− ◦ (θ−)−1(s, t).
This follows from the fact that (θ−n)
−1 : [−1,−1/2] × S1 → [0,hn] × S1 converge in C∞loc to the diffeomorphism
(θ−)−1 : [−1,−1/2) × S1 → [0,+∞) × S1. By the asymptotics of u−, v− can be continuously extended to the
compact cylinder [−1,−1/2]× S1 by setting v−(−1/2, t) = w. This finishes the proof of the second statement, and
hence of the C∞loc−convergence.
Now we consider the first statement of the C0−convergence. From Corollary 19 it follows that distg0(vn(s, t),w)→ 0
as n→∞ for all (s, t) ∈ [−1/2, 1/2]× S1, and the proof of the first statement is complete. The proof of the second
statement of the C0−convergence is exactly the same as the proof of Lemma 4.16 in [6].
Now we are in the position to prove Theorem 2.
Proof. (of Theorem 2)
Consider a sequence of H−holomorphic cylinders un = (an, fn) : [−Rn,Rn] × S1 → R ×M satisfying the
assumptions of Theorem 2. That is, they satisfy A0-A3 with harmonic perturbation 1−forms γn, Rn → ∞ and
they have vanishing center action. As in Section 2 we transform the map un into a JPn−holomorphic curve un with
respect to the domain-dependent almost complex structure JPn . We consider the new sequence of maps fn defined
by fn(s, t) := φ
α
Pns
(fn(s, t)) for all n ∈ N. Thus un = (an, fn) : [−Rn,Rn] × S1 → R ×M is a JPn−holomorphic
curve. Due to Remark 13 the triple (un,Rn,Pn) is a JPn−holomorphic curve as in Definition 12 satisfying A0-A3
with vanishing center action. After shifting un by −an(0, 0) we obtain that an(0, 0) = 0.
Now by (2.3) an can be written as an = an− Γn, where Γn : [−Rn,Rn]×S1 → R is a normalized harmonic function
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with ‖dΓn‖2L2([−Rn,Rn]×S1) 6 (
√
C0 +
√
2|Pn|C)
2 (c.f. Remark 8) and Rn → ∞. Thus the functions Γn satisfy (if
Rn > 1) the assumptions C1-C5 from Appendix A with B = (
√
C0 +
√
2C2)2, since |Pn| 6 C by A3 if Rn > 1. We
can thus by Lemma 32 further write Γn = Sns+ Γ˜n, where the harmonic functions Γ˜n have uniform C
k-bounds on
[−Rn + 1,Rn − 1]× S1 by Lemma 33.
Actually Proposition 35 shows that Γ˜n(0, 0) → 0 and thus an(0, 0) → 0. Therefore we can, after passing to a
subsequence and by using that M is compact, assume that un(0, 0)→ w = (0,wf) ∈ R×M as n→∞.
We pick a subsequence, such that the convergence results from Theorem 20 hold for this sequence un and such
that that PnRn → τ and SnRn → σ for τ,σ ∈ R (the latter statements are possible by assumption A3).
As before, we focus only on the proofs of the first and second statements of the C∞loc− and C0−convergences,
because the proofs of the third statements are similar to those of the second statements. For the sequence hn ∈ R>0
with the property hn,Rn/hn → ∞ as n → ∞, consider the sequence of diffeomorphisms θn : [−Rn,Rn] → [−1, 1]
fulfilling the assumptions of Remark 1. By the construction described in Section 2, we have
fn(s, t) = φ
α
Pns
(fn(s, t)) and dan = dΓn + dan,
where (s, t) ∈ [−Rn+hn,Rn−hn]× S1 and Γn : [−Rn,Rn]× S1 → R is a sequence of harmonic functions such that
dΓn has a uniformly bounded L
2−norm. Then we obtain
fn(s, t) = φ
α
−Pns
(fn(s, t)) and an(s, t) = an(s, t) − Γn(s, t). (3.6)
For the sequence of harmonic functions Γn(s, t), the L
2−norms of dΓn are uniformly bounded, while by Remark 8,
the functions Γn can be chosen to have vanishing average.
For any sequence sn ∈ [−Rn+hn,Rn−hn] for which sn/Rn → κ ∈ [−1, 1], the shifted map un(·+ sn, ·) defined on
[−Rn +hn− sn,Rn− hn− sn]× S1, coincides with (an(·+ sn, ·) − Γn(·+ sn, ·),φα−Pn(·+sn)(f(·+ sn, ·)), as recalled
above. By the first C∞loc-convergence result in Theorem 38, the functions Γn(· + sn, ·) converge to the constant
function σκ. Combining this with the first C∞loc-convergence result of Theorem 20 it follows that the shifted maps
converge in C∞loc to the constant map (s, t) 7→ (−σκ,φα−τκ(wf)) on R× S1.
The shifted harmonic 1−form defined on [−Rn + hn − sn,Rn − hn − sn] × S1 takes the form γn(s + sn, t) =
dΓn(s + sn, t) + Pndt by Remark 8. Since |Pn| 6 C/Rn → 0 and, as before Γn(s + sn, ·) converges in C∞loc to the
constant σκ by the first C∞loc-convergence result in Theorem 38, we see γn(s + sn, t)→ 0 in C∞loc as n→ ∞. This
completes the proof of the first statement.
To prove the second statement of the C∞loc−convergence we transfer the convergence results for the shifted maps
u−n : [0,hn]×S1 → R×M, u−n(s, t) = un(s−Rn, t) of Theorem 20 to the maps u−n , and use the convergence results
of the harmonic functions established in Theorem 38 of Appendix A. The maps u−n are obtained from the shifted
maps u−n = (a
−
n , f
−
n) : [0,hn]× S1 → R×M given by u−n(s, t) = un(s−Rn, t), by applying the definitions (2.1) and
(2.3); thus the components u−n satisfy
f
−
n(s, t) = φ
α
Pn(s−Rn)
(f−n(s, t)) and a
−
n(s, t) = a
−
n(s, t) + Γ
−
n (s, t), (3.7)
where Γ−n : [0,hn] × S1 → R is the left shifted harmonic function, defined by Γ−n (s, t) = Γn(s − Rn, t). Hence we
obtain
f−n(s, t) = φ
α
−Pn(s−Rn)
(f
−
n(s, t)) and a
−
n(s, t) = a
−
n(s, t) − Γ
−
n (s, t). (3.8)
Thus, by the second C∞loc-convergence results in Theorem 20 and Theorem 38 (the latter implying that the harmonic
functions Γ−n converge to a harmonic function Γ
− with lims→∞ Γ−(s, ·) = −σ), the maps u−n converge in C∞loc to
a curve u−(s, t) = (a−(s, t), f−(s, t)) = (a−(s, t) − Γ−(s, t),φατ (f
−
(s, t))), defined on [0,∞) × S1. The map u−
is asymptotic to (σ,φατ (wf)), and it is (as the limit of the maps u
−
n) a H−holomorphic map with harmonic
perturbation dΓ−. This finishes the proof of the second statement. The third statement is proven analogously.
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To prove the first statement of the C0−convergence, we consider the maps vn and recall that
fn(s, t) = φ
α
Pns
(fn(s, t)), an(s, t) = an(s, t) + Γn(s, t),
and
vn(s, t) = (an ◦ θ−1n (s, t) − Γn ◦ θ−1n (s, t),φα−Pn(θˇ−1n )(s)(fn ◦ θ
−1
n (s, t)))
for s ∈ [−1/2, 1/2]. Since SnRn → σ as n→ ∞ we have, using the first C0-convergence result of Theorem 20 and
the first result of Theorem 39, that
|an ◦ θ−1n (s, t) − Γn ◦ θ−1n (s, t) + 2σs|→ 0
for all s ∈ [−1/2, 1/2] as n→∞. Moreover, since φαρ for ρ ∈ [−C,C] is a compact family of diffeomorphisms of M,
they are uniformly Lipschitz: there exists a constant c > 0 such that for all (s, t) ∈ [−1/2, 1/2]
distg0(fn ◦ θ−1n (s, t),wf) > cdistg0(fn ◦ θ−1n (s, t),φα−Pn(θˇn)−1(s)(wf)). (3.9)
Noting that
Pnθˇ
−1
n (s) = 2(PnRn − Pnhn)s (3.10)
for s ∈ [−1/2, 1/2], and that PnRn → τ and Pnhn → 0 as n→∞, it follows that Pnθˇ−1n (s)→ 2τs in C0([−1/2, 1/2]).
By the triangle inequality we have for all (s, t) ∈ [−1/2, 1/2]× S1
distg0(fn ◦ θ−1n (s, t),φα−2τs(wf)) 6 distg0(fn ◦ θ−1n (s, t),φα−Pnθˇ−1n (s)(wf)) + distg0(φ
α
−Pnθˇ
−1
n (s)
(wf),φ
α
−2τs(wf))
and the estimate (3.9) together with the first C0-convergence result in Theorem 20 resp. (3.10) together with the
subsequent discussion show that the terms on the right hand side tend to 0, as n→∞. Thus vn converge in C0 on
[−1/2, 1/2]× S1 to the map (s, t) 7→ (−2σs,φα−2τs(wf)) whose projection to M is a segment of a Reeb trajectory;
this completes the proof of the first statement.
To prove the second statement, we consider the maps v−n which is given by
v−n(s, t) = (a
−
n ◦ (θ−n)−1(s, t) − Γ−n ◦ (θ−n)−1(s, t),φα−Pn(θˇ−n )−1(s)+PnRn(f
−
n ◦ (θ−n)−1(s, t))).
The second C0-convergence result in Theorem 20 shows that the maps (a−n ◦(θ−n)−1(s, t), f−n ◦(θ−n)−1(s, t)) converge
to a continuous map ν− on [−1,−1/2] × S1 with value w at {−1/2} × S1. Moreover the maps Γ−n ◦ (θ−n)−1(s, t)
converge by Theorem 38 in C0 to a function Γ−◦(θ−)−1(s, t) on [−1,−1/2]×S1, which equals to the constant −σ on
{−1/2}×S1. Since |Pn(θˇ−n)−1(s)| 6 Chn/Rn (as |Pn| 6 C/Rn), it follows that v−n(s, t) converge in C0([−1,−1/2]×S1)
to the map
(a− ◦ (θ−)−1(s, t) − Γ− ◦ (θ−)−1(s, t),φατ (f
− ◦ (θ−)−1(s, t))).
By the above discussion this has the desired value (σ,φατ (wf)) on {−1/2} × S1 and hence we proved the second
statement of the C0−convergence result, and thus Theorem 2.
4 Positive center action
In this section we consider the case when there is no subsequence of un with vanishing center action. Note that in this
case, due to Remark 15, the center action of un is bounded from below by the constant  h > 0 defined in assumption
A2. As in the previous section we first characterize the asymptotic behavior of the JP−holomorphic curves with
positive center action (Theorem 26). We then prove a convergence result for the transformed psudoholomorphic
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curves un and induce a convergence result on the H−holomorphic curves un with harmonic perturbations γn by
undoing the transformation. Theorem 30 establishes the convergence of the transformed pseudoholomorphic curves
un.
4.1 Behavior of JP−holomorphic curves with positive center action
Since the contact form is assumed to be non-degenerate, there are only finitely many (S1-families of) periodic orbits
x(t) of the Reeb flow generated by Xα period 0 < T 6 E˜0. We can therefore as in [7] choose a (arbitrary small)
neighborhood W of the (normalized) loops t 7→ x(Tt), t ∈ S1 = R/Z in the loop space C∞(S1,M), such that the
periodic orbits lie in different components of W. We can moreover assume that W is S1−invariant for the natural
S1-action on C∞(S1,M), given by (ϑ ⋆y)(t) := y(t+ϑ) for ϑ ∈ S1. The following result, which is similar to Lemma
3.1 of [7], ensures that “long” JP−holomorphic curves (u,R,P) with small dα−energies and positive center action
are close to some periodic orbit of the Reeb vector field Xα.
Lemma 21. Given any S1−invariant neighborhood W ⊂ C∞(S1,M) of the loops defined by the periodic
solutions of Xα with periods T 6 E˜0 as above, there exists h > 0 such that the following hold: For any R > h
and any JP−holomorphic curve (u,R,P) satisfying A0-A3 such that A(u) > 0 (up to possibly replacing u(s, t)
by u(−s,−t))) the loops f(s, ·) : t 7→ f(s, t) satisfy f(s, ·) ∈ W for all s ∈ [−R + h,R − h]. Moreover, with
T = A(u) being the center action, the loops f(s, ·), s ∈ [−R+h,R−h], will all lie in the same component of W
determined by a loop t 7→ x(Tt) corresponding to a T−periodic orbit x(t) of the Reeb vector field.
For the loops associated to periodic orbits x(t) of Xα, we find from α(Xα) = 1
T =
∫
S1
x(T ·)∗α,
and so, given ǫ > 0 we can choose W so small such that for any γ ∈W
∣∣∣∣
∫
S1
γ∗α− T
∣∣∣∣ 6 ǫ. (4.1)
This holds then in particular for all γ := f(s, ·) for s ∈ [−R+ h,R− h], where u = (a, f) is as above.
Proof. (of Lemma 21) The proof is almost the same as that of Lemma 3.1 from [7]. For completeness we outline the
parts which are different. By applying Theorem 14 for ψ =  h/4 we find an h0 > 0 such that
∣∣∣∣∫ f(s, ·)∗α∣∣− T ∣∣ 6 ψ
for all s ∈ [−R+h0,R−h0] and all u as above. Arguing now indirectly, we find a sequence Rn with Rn > n+h0 and
a sequence of JPn−holomorphic curves (un,Rn,Pn) with positive center actions and satisfying fn(±(sn, ·)) 6∈W for
some sequence sn ∈ [−Rn + n,Rn − n]. By assumption, the center actions are positive. Hence A(un) = Tn >  h by
Remark 15, and we find by using Stokes’ theorem that
∣∣∣∣
∫
S1
fn(sn, ·)∗α
∣∣∣∣ >
∣∣∣∣
∫
S1
fn(0, ·)∗α
∣∣∣∣−
∣∣∣∣
∫
[sn,0]×S1
f
∗
ndα
∣∣∣∣ >  h−ψ−  h2 =
 h
4
=: ǫ0 > 0 (4.2)
for all n and all s ∈ [−Rn,Rn].
We define new curves vn = (bn,gn) : [−Rn − sn,Rn − sn]× S1 → R×M by
vn(s, t) = (bn(s, t),gn(s, t)) = (an(s + sn, t), fn(s + sn, t)).
These curves have bounded total energies, small dα−energies, and satisfy
παdgn(s, t) ◦ i = JPn(sn+s)(gn(s, t)) ◦ παdgn(s, t),
(g∗nα) ◦ i = dbn
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and gn(±(0, ·)) 6∈ W for all n. The left and right ends of the interval [−Rn − sn,Rn − sn] converge to −∞ and
+∞, respectively. Now define the sequence of maps v˜n = (bn, vn) : [−Rn − sn,Rn − sn]× S1 → R×M by setting
v˜n(s, t) = (bn(s, t) − bn(0, 0),gn(s, t)). The maps v˜n solve
παdvn(s, t) ◦ i = JPn(sn+s)(vn(s, t)) ◦ παdvn(s, t),
(v∗nα) ◦ i = dbn.
As in the proof of Theorem 14, the gradients of v˜n are uniformly bounded. Hence, by Arzelà–Ascoli’s theorem, a
subsequence of v˜n converges in C
∞
loc, i.e.
v˜n → v˜ in C∞loc(R× S1,R×M),
where v˜ = (b, v) : R× S1 → R×M is a usual Jτ–holomorphic curve for some τ ∈ [−C,C] satisfying
Eα(v˜;R× S1) + Edα(v˜;R× S1) 6 E˜0,
Edα(v˜;R× S1) 6
 h
2
,∣∣∣∣
∫
S1
v˜(s, ·)∗α
∣∣∣∣ > ǫ0, for all s ∈ R.
As in the proof of Lemma 17, one can now conclude that Edα(v˜;R × S1) vanishes and that v˜ is a trivial cylinder
over a Reeb orbit γ. But then the convergence gn(±(0, ·))→ γ(±·) contradicts the assumption that gn(±(0, ·)) =
fn(±(0, ·)) /∈W. Some more details on this proof can be found in Lemma 3.1 of [7].
In view of Lemma 21 we fix a non-degenerate periodic solution x(t) of period T 6 E˜0 and analyze the curves
(u = (a, f),R,P) with f([−R,R]× S1) ⊂ U, where U is a small tubular neighborhood of x(R).
To study long cylinders with positive center action we use some special coordinates centered at the periodic orbit.
Denote by α0 the standard contact form α0 = dϑ + xdy on S
1 × R2 with coordinates (ϑ, x,y). The next lemma
introduces the “standard coordinates” near a periodic orbit of the Reeb vector field. For a proof we refer to [8].
Lemma 22. Let (M,α) be a 3−dimensional manifold equipped with a contact form, and let x(t) be the
T−periodic solution of the corresponding Reeb vector field x˙ = Xα(x) on M. Let τ0 be the minimal period
such that T = kτ0 for some positive integer k. Then there exists an open neighborhood U ⊂ S1×R2 of S1× {0},
an open neighborhood V ⊂ M of P = x(R), and a diffeomorphism ϕ : U → V mapping S1 × {0} onto P such
that
ϕ∗α = f · α0
for a positive smooth function f : U→ R satisfying
f ≡ τ0 and df ≡ 0 (4.3)
on S1 × {0}.
The following description is borrowed from [7]. As S1 = R/Z we work in the covering space and denote by (ϑ, x,y)
the coordinates, where ϑ is mod 1. In these coordinates, the contact form α is α = f · α0 for a smooth function
f : R3 → (0,∞) defined near S1 × {0}, being periodic in ϑ, i.e. f(ϑ + 1, x,y) = f(ϑ, x,y), and satisfying (4.3). The
Reeb vector field Xα = (X0,X1,X2) has the components
X0 =
1
f2
(f + x∂xf), X1 =
1
f2
(∂yf− x∂ϑf), X2 = −
1
f2
∂xf.
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The vector field Xα is periodic in ϑ of period 1 and constant along the periodic orbit x(R), i.e. Xα(ϑ, 0, 0) =
(τ−10 , 0, 0). The periodic solution is represented as x(Tt) = (kt, 0, 0), where T = kτ0 is the period, τ0 the minimal
period, and k the covering number of the periodic solution. The subsequent lemma is rather technical and describes
the behavior of a long JP−holomorphic curve (u,R,P) in the coordinates introduced by Lemma 22.
Lemma 23. For any N ∈ N, δ > 0, there exists h > 0 such that for any R > h and any JP−holomorphic
curve (u,R,P) satisfying A0-A3 and A(u) > 0, the representation
u(s, t) = (a(s, t), ϑ(s, t), z(s, t) = (x(s, t),y(s, t)))
of the cylinder in the above local coordinates satisfies (up to possibly replacing u(s, t) by u(−s,−t)) the
following: For all (s, t) ∈ [−R+ h,R− h]× S1 we have
|∂α(a(s, t) − Ts)| 6 δ and |∂α(ϑ(s, t) − kt)| 6 δ
for 1 6 |α| 6 N, and
|∂αz(s, t)| 6 δ
for all 0 6 |α| 6 N. Here, T is the period and k the covering number of the distinguished periodic solution
lying in the center of the tubular neighborhood.
Proof. The proof is more or less the same as that of Lemma 3.3 in [7]. We argue by contradiction. Assume there
exist N ∈ N, δ0 > 0 such that for any hn = 2n we find Rn > 2n and JPn−holomorphic curves (un,Rn,Pn) satisfying
the following. Representing the maps un in local coordinates by
un(s, t) = (an(s, t), ϑn(s, t).zn(s, t)),
we assume the existence of a sequence (sn, tn) ∈ [−Rn−n,Rn−n]× S1 and a multiindex α with 1 6 |α| 6 N such
that we have (even after potentially replacing un(s, t) by un(−s,−t))
|∂α [(an − Ts, ϑn − kt)] (sn, tn)| > δ0. (4.4)
We define the translated sequence v˜n : [−n,n]× S1 → R×M by
v˜n(s, t) = (bn(s, t), vn(s, t)) = (an(s + sn, t) − an(sn, tn), fn(s + sn, t)).
These maps satisfy have the same α-energy (resp. dα-energy) as the maps un, and they solve
παdvn(s, t) ◦ i = JPn(s+sn) ◦ παdvn(s, t),
(v∗nα) ◦ i = dbn.
Thus the maps have uniform gradient bounds and converge after passing to a subsequence to some usual Jσ-
holomorphic cylinder u : R×S1 → R×M, which has small dα-energy, α energy bounded by E0 but is nonconstant.
Thus it is a trivial cylinder over (an S1-shift) of the periodic Reeb orbit x. However the convergence of vn to a
trivial cylinder contradicts the assumption (4.4). Similarly one proves the second statement of the Lemma. More
details for an analogous proof can be found in the proof of Lemma 3.3 in [7].
We compute the Cauchy-Riemann equations for the representation
u(s, t) = (a(s, t), f(s, t)) = (a(s, t), ϑ(s, t), z(s, t))
= (a(s, t), ϑ(s, t), x(s, t),y(s, t))
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of a JP−holomorphic curve (u,R,P) in the local coordinates R× R3 of the tubular neighborhood given in Lemma
22. In the following, we adopt the same constructions as in [7]. On R3 we have the contact form α = fα0. At point
m = (t, x,y) ∈ R3, the contact structure ξm = ker(αm) is spanned by the vectors
E1 =

 01
0

 and E2 =

 −x0
1

 .
We denote by Jρ(m) the 2 × 2 matrix representing the compatible almost complex structure on the plane ξm in
the basis {E1,E2} for all ρ ∈ [−C,C]. In the basis {E1,E2}, the symplectic structure dα|ξm is given by the skew
symmetric matrix function f(m)J0, where
J0 =
(
0 −1
1 0
)
.
Therefore, in view of the compatibility requirement, the complex multiplication Jρ(m) has the properties Jρ(m)
2 =
−id, Jρ(m)
TJ0Jρ(m) = J0 and −J0Jρ(m) > 0. In particular, J0Jρ(m) is a symmetric matrix for all ρ ∈ [−C,C],
and it follows that
〈x,y〉ρ :=
〈
x,−J0Jρ(m)y
〉
is an inner product on R2 which is left invariant under Jρ(m), i.e. 〈Jρ(m)x, Jρ(m)y〉ρ = 〈x,y〉ρ for all ρ ∈ [−C,C].
The Reeb vector field Xα can be written as Xα = (X0,X1,X2) ∈ R × R2. Setting z = (x,y) ∈ R2 we define
Y(t, z) = (X1(t, z),X2(t, z)) ∈ R2. Since X(t, 0) = (1/τ0, 0) we have Y(t, z) = D(t, z)z, where
D(t, z) =
∫1
0
dY(t, ρz)dρ,
and d is the derivative with respect to the z−variable. In particular, if z = 0 we obtain
D(t, 0) = dY(t, 0) =
1
τ20
(
∂xyf ∂yyf
−∂xxf −∂xyf
)
.
We introduce the 2× 2 matrices depending on u(s, t) and Ps by
J(s, t) = JPs(f(s, t)) = JPs(ϑ(s, t).z(s, t)),
S(s, t) = [∂ta− ∂sa · J(s, t)]D(f(s, t)).
In the basis {E1,E2} of the contact plane ξm atm = f(s, t) and for the representationu(s, t) = (a(s, t), ϑ(s, t), z(s, t)) ∈
R× R× R2, we have
πα∂sf(s, t) + JPs(f(s, t))πα∂tf(s, t) = 0.
We find
zs + J(s, t)zt + S(s, t)z = 0
and further on, with z(s, t) = (x(s, t),y(s, t)),
as = (ϑt + xyt)f(f) and at = −(ϑs + xys)f(f).
It is convenient to decompose the matrix S(s, t) into its symmetric and anti-symmetric parts with respect to the
inner product 〈·,−J0J(s, t)·〉 =
〈·,−J0JPs(f(s, t))·〉 on R2 by introducing
B(s, t) =
1
2
[S(s, t) + S∗(s, t)] and C(s, t) =
1
2
[S(s, t) − S∗(s, t)] ,
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where S∗ is the transpose of S with respect to the inner product 〈·,−J0J(s, t)·〉. Explicitly we have S∗ = JJ0STJ0J,
where ST is the transpose matrix of S with respect to the Euclidean inner product 〈·, ·〉 in R2. In terms of B and
C, the above equation becomes
zs + J(s, t)zt + B(s, t)z + C(s, t)z = 0.
The operator A(s) : W1,2(S1,R2) ⊂ L2(S1,R2)→ L2(S1,R2), given by
A(s) = −J(s, t)
d
dt
− B(s, t),
is self-adjoint with respect to the inner product 〈·, ·〉s in L2, defined for x,y ∈ L2(S1,R2) by
〈x,y〉s :=
∫1
0
〈x(t),−J0J(s, t)y(t)〉dt.
The norms ‖x‖2s := 〈x, x〉s are equivalent to the standard L2(S1,R2)−norms (denoted by ‖·‖) in the following sense:
Lemma 24. There exist constants h, c > 0 such that for all R > h and all JP−holomorphic curves (u,R,P)
satisfying A0-A3 and A(u) > 0, all x ∈ L2(S1,R2), and all s ∈ [−R,R], we have
1
c
‖x‖s 6 ‖x‖ 6 c ‖x‖s .
Proof. The Euclidean inner product on the coordinate neighborhood is equivalent to the metric g0. The inequalities
follow, since the almost complex structures Jρ, ρ ∈ [−C,C] are uniformly bounded w.r.t g0 and since −J0J(s, t)
is uniformly positive definite, i.e. since J(s, t) are compatible on ξ by dα and thus uniformly tamed rel. to g0
(compare also appendix B). Both these facts rely on the compactness of the family of almost complex structures
Jρ, ρ ∈ [−C,C] and therefore on the assumption A3.
Lemma 25. There exists a constant h > 0 such that for every R > h and every JP−holomorphic curve
(u,R,P) satisfying A0-A3 and A(u) > 0, the following holds true. If u = (a, f) is the reparametrization in
local coordinates and A(s) the associated operator, then there exists a constant η > 0 such that
‖A(s)ξ‖s > η ‖ξ‖s
for all s ∈ [−R+ h,R− h] and all ξ ∈W1,2(S1,R2).
Proof. We prove the inequality by contradiction. Assume that this is not true. Then for any hn = 2n we assume
the existence of Rn ∈ R>0 such that Rn > 2n and a sequence of JPn−holomorphic curves (un,Rn,Pn) satisfying
A0-A3 and A(u) > 0 and thus ∣∣∣∣
∫
S1
fn(s)
∗α
∣∣∣∣ > ǫ0
for all s ∈ [−Rn,Rn]. Here ǫ0 > 0 is the constant defined by (4.2). Representing un in local coordinates as
un(s, t) = (an(s, t), ϑn(s, t), zn(s, t)) we have the associated operator
An(s) = −Jn(s, t)
d
dt
− Bn(s, t)
where Jn(s, t) = JPns(fn(s, t)) and where Sn(s, t) and Bn(s, t) are defined as above. We assume that there exists a
sequence sn ∈ [−Rn − n,Rn + n] and ξn ∈W1,2(S1,R2) such that
‖ξn‖sn = 1 and ‖An(sn)ξn‖sn → 0. (4.5)
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Now we consider the translated maps
v˜n(s, t) = (bn(s, t), vn(s, t)) = (an(s + sn, t) − an(sn, 0), fn(s+ sn, t))
for all n and (s, t) ∈ [−n,n]×S1. Arguing as in the proof of Lemma 21 we find that v˜n → v˜ in C∞loc(R×S1,R×M),
where v˜ is a cylinder over a (shift of) the distinguished periodic orbit x(t) lying in the center of the tubular
neighborhood. Hence in local coordinates we can write v˜(s, t) = (Ts+a0, kt+ ϑ0, 0) with two constants a0 and ϑ0.
Setting s = 0 we obtain
∂
∂t
an(sn, t)→ 0,
∂
∂s
an(sn, t)→ T ,
ϑn(sn, t)→ kt+ ϑ0,
zn(sn, t)→ 0
as n→∞, uniformly in t. Consequently, it follows that
Bn(sn, t)→ TJτ{sn}(kt + ϑ0, 0) · dY(kt+ ϑ0, 0), (4.6)
Jn(sn, t)→ Jτ{sn}(kt+ ϑ0, 0) (4.7)
as n → ∞, uniformly in t and for some τ{sn} given by Pnsn → τ{sn}. Since ‖Jn(s, ·)ξ‖s = ‖ξ‖s for every
ξ ∈ L2(S1,R2) and from Lemma 24, there exists a constant c > 0 such that for all n ∈ N and ξ ∈W1,2(S1,R2) we
have ∥∥∥ξ˙∥∥∥ 6 c (‖An(sn)ξ‖+ ‖Bn(sn, ·)ξ‖) . (4.8)
Consequently, the sequence ξn as constructed in (4.5) is bounded in W
1,2. Since W1,2 is compactly embedded
in L2, a subsequence of ξn converges in L
2. Therefore, by assumption (4.5), the limits (4.6) and (4.7), and the
estimate (4.8) we have that after going over to a subsequence, ξn is a Cauchy sequence in W
1,2(S1,R2) so that
ξn → ξ in W1,2(S1,R2).
From
An(sn)ξn = −Jn(sn, t)ξ˙n − Bn(sn, t)ξn → 0 in L2(S1,R2)
and (4.6) and (4.7) one concludes that ξ solves the equation
d
dt
ξ(t) = TdY(kt + ϑ0, 0)ξ(t)
which (since ‖ξ‖ > 1/c) results in a contradiction to the fact that the periodic orbits x(t) = (kt+ϑ0, 0) was assumed
to be non-degenerate.
The next theorem is similar to Theorem 1.3 of [7]; the only difference is that it is formulated for pseudoholomorphic
curves with respect to a domain-dependent almost complex structure on the target space R×M.
Theorem 26. For 0 < ψ <  h/2, let h0 > 0 be the corresponding constant appearing in Theorem 14. Then
there exist positive constants δ0, µ, and ν < min{4π, 2µ} such that the following holds: Given 0 < δ 6 δ0,
there exists h > h0 such that for any R > h and any JP−holomorphic curve (u,R,P) such that A(u) > 0, there
exists a unique (up to a phase shift) periodic orbit x(t) of the Reeb vector field Xα with period T = A(u) 6 E˜0
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satisfying ∣∣∣∣
∫
S1
f(0)∗α− T
∣∣∣∣ < ψ2 and
∣∣∣∣
∫
S1
f(s)∗α − T
∣∣∣∣ <  h, for all s ∈ [−R,R].
In addition, there exists a tubular neighborhood U ∼= S1 × R2 around the periodic orbit x(R) ∼= S1 × {0} such
that f(s, t) ∈ U for all (s, t) ∈ [−R+h,R−h]×S1. Using the covering R of S1 = R/Z, the map u is represented
in local coordinates R×U as
u(s, t) = (a(s, t), ϑ(s, t), z(s, t))
= (Ts+ a0 + a˜(s, t), kt+ ϑ0 + ϑ˜(s, t), z(s, t)),
where (a0, ϑ0) ∈ R2 are constants. The functions a˜, ϑ˜, and z are 1−periodic in t, and the positive integer k
is the covering number of the T−periodic orbit represented by x(Tt) = (kt, 0, 0). For all multiindices α there
exists a constant Cα such that for all (s, t) ∈ [−R+ h,R− h]× S1 the following estimates hold:
|∂αz(s, t)|2 6 Cαδ
2 cosh(µs)
cosh(µ(R − h))
and
|∂αa˜(s, t)|2, |∂αϑ˜(s, t)|2 6 Cαδ
2 cosh(νs)
cosh(ν(R − h))
.
For the proof of the theorem we need the following
Remark 27. By Lemma 23, which is similar to Lemma 3.3 from [7], we have |∂αs f(s, t)| 6 δ for all α > 1 and all
(s, t) ∈ [−R + h,R − h] × S1. As a result, the derivatives with respect to the s coordinate of J(s, t) and B(s, t)
contain factors estimated by δ. This can be seen as follows. Recalling that J(s, t) = JPs(ϑ(s, t), z(s, t)) we find
∂sJ(s, t) = P∂ρJPs(f(s, t)) + ∂ϑJPs(f(s, t))∂sϑ+ ∂zJPs(f(s, t))∂sz.
For R sufficiently large, the assumption A3 on the universal bound of the conformal co-period gives |P| 6 δ;
consequently, |∂sJ(s, t)| = O(δ). In a similar way it can be shown that |∂
2
sJ(s, t)|, |∂sB(s, t)| = O(δ).
Now, the proof of Theorem 26 proceeds as in [7] by using Lemma 25 and Remark 27, and for this reason, it is
omitted here.
4.2 Proof of Theorem 5
The goal of this section is to describe the convergence and the limit object of the H−holomorphic cylinders un
with harmonic perturbations γn whose center action, defined as in (2.9) is positive. In a first step we prove an
analogous result for a sequence of JPn -holomorphic cylinders.
Applying Theorem 26 to a sequence of JPn−holomorphic curves (un,Rn,Pn) satisfying A0-A3 satisfying A(u) > 0
and Rn →∞, we find the following (after passing to a subsequence, and possibly replacing un(s, t) by un(−s,−t)):
Corollary 28. There exists a T-periodic orbit x(t) of Xα for T 6 E˜0 such that for any ǫ > 0 there exist h > 0
and Nǫ,h ∈ N such that we have for any n > Nǫ,h,
d(fn(s, t), x(Tt)) < ǫ and |an(s, t) − Ts| < ǫ for all (s, t) ∈ [−Rn + h,Rn − h]× S1. (4.9)
We continue to denote the cylinder [−Rn + h,Rn − h]× S1 by [−Rn,Rn]× S1. In view of (4.9) the quantities
r−n := inf
t∈S1
an(−Rn, t) and r
+
n := sup
t∈S1
an(Rn, t)
satisfy r+n − r
−
n →∞ as n→∞.
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Recalling that Pn, Sn and 1/Rn are zero sequences we reformulate the above findings as in Corollary 19.
Corollary 29. For every sequence hn ∈ R>0 satisfying hn < Rn and hn,Rn/hn → ∞ and every ǫ > 0 there
exists N ∈ N such that for all (s, t) ∈ [−Rn + hn,Rn − hn]× S1
distg0(fn(s, t), x(Tt)) < ǫ and |an(s, t) − Ts| < ǫ
for all n > N.
Proof. The proof follows as in Corollary 19.
The next theorem which states a C∞loc− and a C0−convergence result for the maps un with positive center action
is the analogue of Theorem 20.
Theorem 30. Let (un,Rn,Pn) be a sequence of JPn-holomorphic curves satisfying A0-A3 with positive
center action and such that un(0, 0)→ w := (0,wf), Rn →∞ and RnPn → τ. Then there exists a subsequence
also denoted by (un,Rn,Pn), T ∈ R \ {0}, a |T |-periodic Reeb orbit x and pseudoholomorphic half cylinders
u± defined on (−∞, 0] × S1 and [0,∞) × S1 respectively, such that for every sequence hn ∈ R>0 and every
sequence of diffeomorphisms θn : [−Rn,Rn] × S1 → [−1, 1]× S1 satisfying the assumptions of Remark 1, the
following convergence results hold: C∞loc−convergence:
1. For any sequence sn ∈ [−Rn+hn,Rn−hn] the shifted maps un(s+ sn, t) − Tsn, defined on [−Rn+hn−
sn,Rn − hn − sn]× S1, converge in C∞loc to (Ts, x(Tt)).
2. The left shifts u−n(s, t) := un(s − Rn, t) + TRn defined on [0,hn) × S1, converge in C∞loc to a pseudoholo-
morphic half cylinder u− = (a−, f
−
) defined on [0,+∞) × S1. The curve u− has the same asymptotes
as the map (s, t) 7→ (Ts, x(Tt)) for s→∞. The maps v−n converge in C∞loc on [−1,−1/2)× S1 to v−.
3. The right shifts u+n(s, t) := un(s+Rn, t)−TRn, defined on (−hn, 0]×S1, converge in C∞loc to a pseudoholo-
morphic half cylinder u+ = (a+, f
+
), defined on (−∞, 0]× S1. The curve u+ has the same asymptotes
as (s, t) 7→ (Ts, x(Tt)) for s→ −∞. The maps v+n converge in C∞loc on (1/2, 1]× S1 to v+.
C0−convergence:
1. The maps fn ◦ θ−1n : [−1/2, 1/2]× S1 →M converge in C0 to the map (s, t)→ x(Tt).
2. The maps f
−
n ◦ (θ−n)−1 : [−1,−1/2]× S1 →M converge in C0 to a map f
− ◦ (θ−)−1 : [−1,−1/2]× S1 →M
such that f
− ◦ (θ−)−1(−1/2, t) = x(Tt).
3. The maps f
+
n ◦ (θ+n)−1 : [1/2, 1]× S1 →M converge in C0 to a map f
+ ◦ (θ+)−1 : [1/2, 1]× S1 →M such
that f
+ ◦ (θ+)−1(1/2, t) = x(Tt).
4. Let r−n := inft∈S1 an(−sgn(T)Rn, t) and r
+
n := supt∈S1 an(sgn(T)Rn, t), where sgn(T) := T/|T | ∈ {±1}.
Then r+n−r
−
n →∞ and for any R > 0, there exist ρ > 0 and N ∈ N such that an◦θ−1n (s, t) ∈ [r−n+R, r+n−R]
for all n > N and all (s, t) ∈ [−ρ, ρ] × S1.
Proof. As in Theorem 20 we prove only the first and second statements of the C∞loc−convergence. Let hn ∈ R>0
be a sequence satisfying hn < Rn and hn,Rn/hn → ∞ as n → ∞. To prove the first statement we consider the
shifted maps un(·+sn, ·), defined on [−Rn+hn−sn,Rn−hn−sn]×S1, for any sequence sn ∈ [−Rn+hn,Rn−hn].
If sn/Rn converges, un(s + sn, t) − Tsn converges in C
∞
loc to the trivial cylinder (Ts, x(Tt)) over the Reeb orbit
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x(Tt). Indeed, any subsequence has by Corollary 29 and Lemma 16 a further subsequence converging to this trivial
cylinder. To prove the second statement, we consider the shifted maps u−n : [0,hn] × S1 → R ×M, defined by
u−n(s, t) = un(s − Rn, t) + RnT . By Lemma 16, a further subsequence u
−
n converges in C
∞
loc([0,∞) × S1) to a
usual pseudoholomorphic curve u− = (a−, f
−
) : [0,+∞) × S1 → R ×M with respect to the standard complex
structure i on [0,+∞)× S1 and the almost complex structure J−τ on the domain, where τ = limn→∞ PnRn. (Note
that the a-coordinate of u−n converges by Corollary 29 without any further shifts.) We show that u
− has the same
asymptotics as the trivial cylinder (Ts, x(Tt)) over the Reeb orbit x. Since the occuring maps have uniform gradient
bounds, it is sufficient to show pointwise convergence
lim
s→∞
(
a−(s, t) − Ts, f
−
(s, t)
)
= (0, x(Tt)) (4.10)
to establish convergence in C∞(S1,R×M) (indeed, any subsequence has a further subsequence converging in C∞
to the pointwise limit). To show the pointwise convergence, we argue by contradiction. Assume that there exists
a sequence (sk, tk) ∈ [0,∞) × S1 with sk → ∞ as k → ∞, and since S1 is compact, also assume that tk → t∗ as
k→∞ such that limk→∞ f−(sk, tk) = x ′(T ′t∗) ∈M, where x ′ is some Reeb orbit withw′ := x ′(T ′t∗) 6= w := x(Tt∗).
Letting ǫ := distg0(w,w
′) > 0, using Corollary 29 and employing the same arguments as in Theorem 20 we are
led to the contradiction distg0(w,w
′) 6 3ǫ/10. Now consider the R−coordinate an. To prove (4.10) for the
R−coordinate it is sufficient to replace f
−
by the function a−(s, t) − Ts and to repeat the above arguments.
If now θn : [−Rn,Rn]×S1 → [−1, 1]×S1 is any sequence of diffeomorphisms as in Remark 1, then the maps (θ−n)−1 :
[−1,−1/2)×S1 → [0,hn]×S1 converge in C∞loc to the diffeomorphism (θ−)−1 : [−1,−1/2)×S1 → [0,+∞)×S1, the
maps u−n ◦ (θ−n)−1(s, t) converge in C∞loc to the map u− ◦ (θ−)−1(s, t) on [−1,−1/2)× S1. This finishes the proof of
the C∞loc−convergence.
To prove the first statement of the C0−convergence, we use Corollary 29 which yields for any ε > 0 some N ∈ N so
that for n > N distg0(fn ◦θ−1n (s, t), x(Tt)) < ε for all (s, t) ∈ [−1/2, 1/2]×S1, thus fn converge in C0([−1/2, 1/2]×
S1,M) to x(T ·).
For the second statement we take into account that the maps f
−
n ◦ (θ−n)−1(s, t) converge in C∞loc to f− ◦ (θ−)−1(s, t)
on [−1,−1/2) × S1, so that by the asymptotics of f−, f− can be continuously extended to the compact cylinder
[−1,−1/2]× S1 by setting v−(−1/2, t) = x(Tt). Now, the proof of the convergence of f−n in C0([−1,−1/2]) to f
−
is
exactly the same as the proof of Lemma 4.16 in [6]. For the maps v+n we proceed analogously, while for the fourth
statement we refer to Proposition 31 below. Thus the proof of the C0−convergence is complete.
Proposition 31. Let r−n := inft∈S1 an(−sgn(T)Rn, t) and r
+
n := supt∈S1 an(sgn(T)Rn, t), where
sgn(T) := T/|T | ∈ {±1}. Then r+n − r−n → ∞ and for any R > 0, there exist ρ > 0 and N ∈ N such that
an ◦ θ−1n (s, t) ∈ [r−n + R, r+n − R] for all n > N and all (s, t) ∈ [−ρ, ρ]× S1.
Proof. The first statement was observed above when discussing (4.9) and the rest of the result is obtained by
following exactly the steps from Lemma 4.10, Lemma 4.13, and Lemma 4.17 of [6].
Now we give a proof of Theorem 5, which closely follows the proof of Theorem 2.
Proof. (of Theorem 5)
Consider a sequence of H−holomorphic cylinders un = (an, fn) : [−Rn,Rn] × S1 → R ×M satisfying A0-A3
with harmonic perturbation 1−forms γn, Rn → ∞ and positive center action. As in Section 2 we transform
the map un into a JPn−holomorphic curve un with respect to the domain-dependent almost complex structure
JPn . We consider the new sequence of maps fn defined by fn(s, t) := φ
α
Pns
(fn(s, t)) for all n ∈ N. Thus un =
(an, fn) : [−Rn,Rn] × S1 → R ×M is a JPn−holomorphic curve. Due to Remark 13 the triple (un,Rn,Pn) is
a JPn−holomorphic curve as in Definition 12 satisfying A0-A3 with positive center action. After shifting un by
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−an(0, 0) we obtain that an(0, 0) = 0.
Now by (2.3) an can be written as an = an− Γn, where Γn : [−Rn,Rn]×S1 → R is a normalized harmonic function
with ‖dΓn‖2L2([−Rn,Rn]×S1) 6 (
√
C0 +
√
2|Pn|C)
2 (c.f. Remark 8) and Rn → ∞. Thus if Rn > 1 the functions Γn
satisfy the assumptions C1-C5 from Appendix A with B = (
√
C0 +
√
2C2)2, since |Pn| 6 C by A3 if Rn > 1. We
can thus by Lemma 32 further write Γn = Sns+ Γ˜n, where the harmonic functions Γ˜n have uniform C
k-bounds on
[−Rn + 1,Rn − 1]× S1 by Lemma 33.
Actually Proposition 35 shows that Γ˜n(0, 0)→ 0 and thus an(0, 0)→ 0. Therefore after passing to a subsequence
and by using that M is compact, we can assume that un(0, 0)→ w = (0,wf) ∈ R×M as n→∞.
We pick a subsequence, such that the convergence results from Theorem 30 hold for this sequence un and such
that that PnRn → τ and SnRn → σ for τ,σ ∈ R (the latter statements are possible by assumption A3).
We start by proving the first statement of the C∞loc−convergence. Let hn ∈ R>0 be a sequence satisfying hn < Rn
and hn,Rn/hn → ∞ as n → ∞. As in the proof of Theorem 2 we consider for (s, t) ∈ [−Rn + hn,Rn − hn] × S1
the maps (cf. (3.6))
fn(s, t) = φ
α
−Pns
(fn(s, t)) and an(s, t) = an(s, t) − Γn(s, t), (4.11)
and that by Remark 8, the functions Γn can be chosen to have vanishing average. By the first C
∞
loc convergence
results in Theorem 30 and Theorem 38, for any sequence sn ∈ [−Rn + hn,Rn − hn] with sn/Rn → κ ∈ [−1, 1], the
shifted maps un(· + sn, ·) − Tsn + Snsn, defined on [−Rn + hn − sn,Rn − hn − sn] × S1, converge in C∞loc to the
trivial cylinder (Ts,φα−τκ(x(Tt)) = x(Tt − τκ)) over the Reeb orbit x(Tt− κτ).
To prove the second statement of the C∞loc−convergence, we consider the shifted maps u−n(s, t) := un(s−Rn, t)+RnT
and the shifted maps u−n : [0,hn] × S1 → R ×M which are defined by u−n(s, t) = un(s − Rn, t) + RnT . They are
related by (3.7) and thus by (3.8). By Theorems 30 and 38, u−n converge therefore in C
∞
loc to a curve u
−(s, t) =
(a−(s, t), f−(s, t)) = (a−(s, t)−Γ−(s, t),φατ (f
−
(s, t))), defined on [0,∞)×S1. The map u− has the same asymptotes
as the trivial cylinder (Ts + σ,φατ (x(Tt)) = x(Tt + τ)) as s → ∞, and it is (as the limit of the maps un) a
H−holomorphic map with harmonic perturbation dΓ−.
Now fix a sequence of diffeomorphisms θn = θˇn × idS1 : [−Rn,Rn]× S1 → [−1, 1]× S1 as in Remark 1. To prove
the first statement of the C0−convergence, we consider the maps fn satisfying fn(s, t) = φ
α
Pns
(fn(s, t)) and
fn(s, t) = fn ◦ θ−1n (s, t) = φα−Pnθˇ−1n (s)(fn ◦ (θ
−1
n (s, t))
for s ∈ [−1/2, 1/2]. There exists a constant c > 0 such that for all (s, t) ∈ [−1/2, 1/2] we have
distg0(fn ◦ θ−1n (s, t), x(Tt)) > cdistg0(fn ◦ θ−1n (s, t),φα−Pnθˇ−1n (s)(x(Tt))) (4.12)
The triangle inequality shows that we have for (s, t) ∈ [−1/2, 1/2]× S1
distg0(fn ◦ θ−1n (s, t),φα−2τs(x(Tt))) 6 distg0(fn ◦ θ−1n (s, t),φα−Pnθˇ−1n (s)(x(Tt))) + distg0(φ
α
−Pnθˇ
−1
n (s)
(x(Tt)),φα−2τs(x(Tt))).
The estimate (4.12) together with the first C0-convergence result in Theorem 30 resp. (3.10) together with the
subsequent discussion show, that the terms on the right hand side tend to 0 as n → ∞. Thus fn converge in C0
on [−1/2, 1/2]× S1 to (s, t) 7→ φα−2τs(x(Tt)), which is a segment of shifts of the closed Reeb x.
To prove the second statement, we consider the maps f−n ◦ θ−n satisfying
f−n ◦ (θ−n)−1(s, t) = φα−Pn(θˇ−n )−1(s)+PnRn(f
−
n ◦ (θ−n)−1(s, t)),
and use the second C0-convergence result in Theorem 30 together with |Pn(θˇ
−
n)
−1(s)| 6 |Pnhn| 6 hn/Rn → 0 and
RnPn → τ to conclude that f−n ◦ θ−n converge in C0 on [−1,−1/2]× S1 to the map φατ (f
− ◦ (θ−)−1(s, t)). It follows
from the second C0-convergence result from Theorem 30, that this map has the desired value x(T ·) on {−1/2}× S1.
The third statement is proved in a similar manner.
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The last statement follows from Proposition 31 and the fact that the harmonic functions Γ˜n are uniformly bounded
in C0 by Lemma 33. To see this in some more detail, with Γn := Γ˜n ◦ θ−1n , we can write
an ◦ θ−1n (s, t) = an ◦ θ−1n (s, t) − Snθˇ−1n (s) − Γn(s, t)
for (s, t) ∈ [−1, 1] × S1. First Lemma 33 implies that the functions Γ˜n and thus the functions Γn are uniformly
bounded in C0([−1, 1]× S1) by some K <∞. We get
−|Sn|Rn − K 6 Snθˇ
−1
n (s) + Γn(s, t) 6 |Sn|Rn + K
for all s ∈ [−1, 1]. On the other hand, from Proposition 31 we have that for every R > 0 there exist ρ > 0 and
N ∈ N such that an ◦ θ−1n (s, t) ∈ [r−n + R, r+n − R] for all n > N and all (s, t) ∈ [−ρ, ρ]× S1. Thus we obtain
an ◦ θ−1n (s, t) ∈ [r−n − |Sn|Rn − K+ R, r+n + |Sn|Rn + K− R]
for all n > N and all (s, t) ∈ [−ρ, ρ] × S1. Since SnRn → σ as n→∞ we find for K ′ := |σ|+ 1+ K
an ◦ θ−1n (s, t) ∈ [r−n − K ′ + R, r+n + K ′ − R]
for all n > N and all (s, t) ∈ [−ρ, ρ]× S1. Since the constant K ′ > 0 is independent of R > 0 we have that for every
R > 0 there exists a ρ > 0 and N ∈ N such that
an ◦ θ−1n (s, t) ∈ [r−n + R, r+n − R] (4.13)
for all n > N and every (s, t) ∈ [−ρ, ρ] × S1. Let
r−n := inf
t∈S1
an(θˇ
−1
n (−sgn(T)), t) = inf
t∈S1
[
an(θˇ
−1
n (−sgn(T)), t) − (Snθˇ
−1
n (−sgn(T)) + Γn(−sgn(T), t))
]
, (4.14)
r+n := sup
t∈S1
an(θˇ
−1
n (sgn(T)), t) = sup
t∈S1
[
an(θˇ
−1
n (sgn(T)), t) − (Snθˇ
−1
n (sgn(T)) + Γn(sgn(T), t))
]
.
Since for large n, supt∈S1 |Snθˇ
−1
n (±1) + Γn(±1, t)| 6 K ′, the last statement of the C0−convergence follows. The
proof of Theorem 5 is finished.
Proof. (of Corollary 3 and Corollary 6) The convergence v−n → v− follows directly from the corresponding results
in Theorem 2 and Theorem 5. The convergence of the harmonic perturbations γn follows from Corollary 40, while
the convergence of v+n is proved in an analogous manner.
A Compactness of harmonic cylinders
In this section we describe the C∞loc- and C0- convergence of a sequence of harmonic functions Γn on cylinders
[−Rn,Rn] × S1. This result is used in the proof of Theorems 2 and 5. The analysis is performed in the following
setting:
C1 Rn →∞;
C2 Γn is a harmonic function on [−Rn,Rn]× S1. (This implies that dΓn is a harmonic 1−form with respect
to the standard complex structure i on R× S1.)
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C3 Γn has vanishing average over the cylinder [−Rn,Rn]× S1, i.e. for all n ∈ N we have
1
2Rn
∫
[−Rn,Rn]×S1
Γn(s, t)dsdt = 0;
C4 the L2−norm of dΓn is uniformly bounded, i.e. there exists a constant B > 0 such that
‖dΓn‖2L2([−Rn,Rn]×S1) :=
∫
[−Rn,Rn]×S1
dΓn ◦ i∧ dΓn 6 B
for all n ∈ N.
C5 The co-period Sn of dΓn satisfy |RnSn| 6 C.
The subsequent lemma gives a decomposition of Γn in a linear term and a harmonic function satisfying properties
C1-C4 and having a uniformly bounded L2−norm.
Lemma 32. There exists a sequence Sn ∈ R with |Sn| 6
√
B/2Rn such that the harmonic function Γn :
[−Rn,Rn]× S1 → R can be decomposed as Γn(s, t) = Sns + Γ˜n(s, t), where Sn is the co-period and
Γ˜n : [−Rn,Rn]× S1 → R is a harmonic function satisfying properties C1-C4 and additionally
∥∥Γ˜n∥∥2L2([−Rn,Rn]×S1) 6
∥∥dΓ˜n∥∥2L2([−Rn,Rn]×S1) . (A.1)
Proof. We consider the Fourier series of the harmonic function Γn, i.e.
Γn(s, t) =
∑
k∈Z
cnk (s)e
2πikt = cn0 (s) +
∑
k∈Z\{0}
cnk (s)e
2πikt.
Because Γn has vanishing mean value, we have
0 =
∫
[−Rn,Rn]×S1
Γn(s, t)dsdt =
∫Rn
−Rn
∫1
0
Γn(s, t)dtds =
∫Rn
−Rn
cn0 (s)ds. (A.2)
As Γn is a harmonic function, the coefficients c
n
k can be readily computed; we find
cnk (s) =
{
Ank sinh(2πks) + B
n
k cosh(2πks), k ∈ Z\{0}
Sns+ dn, k = 0
,
where Ank ,B
n
k , Sn,dn ∈ C. By (A.2), dn = 0, and the Fourier expansion of Γn takes the form
Γn(s, t) = Sns+
∑
k∈Z\{0}
cnk (s)e
2πikt = Sns + Γ˜n(s, t),
where
Γ˜n(s, t) = Γn(s, t) − Sns =
∑
k∈Z\{0}
cnk (s)e
2πikt. (A.3)
For every s ∈ [−Rn,Rn] we have
Sn =
∫
{s}×S1
∂sΓn(s, t)dt ∈ R
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and so, Γ˜n is a real valued harmonic function. On the other hand by Hölder inequality we find the estimate
|Sn| 6
1
2Rn
∫
[−Rn,Rn]×S1
|∂sΓn(s, t)|dsdt 6
√
B
2Rn
.
Now we show that dΓ˜n has a uniform L
2−bound. By (A.3) and Hölder inequality we get
∥∥dΓ˜n∥∥2L2([−Rn,Rn]×S1) = ‖dΓn‖2L2([−Rn,Rn]×S1) − 2Sn
∫
[−Rn,Rn]×S1
dΓn ◦ i∧ ds
+ 2S2nRn
6 4B.
Thus Γ˜n satisfies the property C4 from above, and obviously, properties C1-C3. Next we prove estimate (A.1). By
(A.3), the L2−norm of Γ˜n can be computed as follows
∥∥Γ˜n∥∥2L2([−Rn,Rn]×S1) =
∑
k∈Z\{0}
‖cnk‖2L2([−Rn,Rn]) .
On the other hand we have
∂tΓ˜n(s, t) =
∑
k∈Z\{0}
2πikcnk (s)e
2πikt
and
∥∥∂tΓ˜n∥∥2L2([−Rn,Rn]×S1) =
∑
k∈Z\{0}
4π2k2 ‖cnk‖2L2([−Rn,Rn]) >
∥∥Γ˜n∥∥2L2([−Rn,Rn]×S1) ,
while from ∥∥∂tΓ˜n∥∥2L2([−Rn,Rn]×S1) 6
∥∥dΓ˜n∥∥2L2([−Rn,Rn]×S1)
we end up with ∥∥Γ˜n∥∥2L2([−Rn,Rn]×S1) 6
∥∥dΓ˜n∥∥2L2([−Rn,Rn]×S1) .
In particular, we see that for all n we have
∥∥Γ˜n∥∥2L2([−Rn,Rn]×S1) 6 4B. (A.4)
The next lemma establishes uniform bounds on the derivatives of Γ˜n.
Lemma 33. For any δ > 0 and k ∈ N0 there exists a constant K˜ = K˜(δ, k,B) > 0 such that
∥∥Γ˜n∥∥Ck([−Rδn,Rδn]×S1) 6 K˜
for all n ∈ N and Rδn := Rn − δ.
Proof. The function Fn := ∂sΓ˜n + i∂tΓ˜n : [−Rn,Rn]× S1 → C is holomorphic since Γn is harmonic. Note that the
L2−norm of Fn is uniformly bounded, i.e. ∫
[−Rn,Rn]×S1
|Fn|
2dsdt 6 4B (A.5)
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for all n ∈ N. As Γ˜n is harmonic it is obvious that
∆|Fn|
2 = 2|∇Fn|2 > 0.
Hence |Fn|
2 is subharmonic. By using the mean value property for subharmonic functions we conclude that for any
δ > 0 and any z = (s, t) ∈ [−Rδ/2n ,Rδ/2n ]× S1,
|Fn(z)|
2
6
32
πδ2
∫
Bδ
4
(z)
|Fn(s, t)|
2dsdt 6
32
πδ2
‖Fn‖2
L2([−R
δ
2
n ,R
δ
2
n ]×S1)
.
Since these estimates hold for all z ∈ [−Rδ/2n ,Rδ/2n ]× S1 we obtain
‖Fn‖2
C0([−R
δ
2
n ,R
δ
2
n ]×S1)
6
32
πδ2
‖Fn‖2
L2([−R
δ
2
n ,R
δ
2
n ]×S1)
.
In particular, by using (A.5), we find
‖Fn‖
C0([−R
δ
2
n ,R
δ
2
n ]×S1)
6
8
√
2B
δ
√
π
(A.6)
for all n ∈ N. By the Cauchy integral formula for holomorphic functions and (A.6) we deduce that the derivatives
of Fn are uniformly bounded on [−R
δ
n,R
δ
n]× S1. Indeed, for k ∈ N we have
|F(k)n (z)| =
k!
2π
∣∣∣∣∣∣
∫
∂B δ
2
(z)
Fn(ξ)
(ξ− z)k+1
dξ
∣∣∣∣∣∣ =
k!
2π
∣∣∣∣
∫2π
0
2ki
Fn(z + δe
it)
δkeikt
dt
∣∣∣∣ 6 2
k+3k!
√
2B
δk+1
√
π
for all z ∈ [−Rδn,Rδn]× S1 and n ∈ N. Since z ∈ [−Rδn,Rδn]× S1 was arbitrary, we obtain
∥∥∥F(k)n
∥∥∥
C0([−Rδn,R
δ
n]×S
1)
6
2k+3k!
√
2B
δk+1
√
π
.
Using (A.4) and the mean value property and Hölder inequality for Γ˜n we find that for all z ∈ [−Rδn,Rδn]× S1,
|Γ˜n(z)| 6
4
πδ2
∫
B δ
2
(z)
|Γ˜n(s, t)|dsdt 6
4
πδ2
√
Area(Bδ
2
(z))‖Γ˜n‖L2(Bδ
2
(z)) 6
4
√
B
δ
√
π
.
Hence we get ∥∥Γ˜n∥∥C0([−Rδn,Rδn]×S1) 6
4
√
B
δ
√
π
∀n ∈ N.
Remark 34.
1. From the proof of Lemma 33 the following result can be established: By Arzelà-Ascoli theorem, for any
sequence sn ∈ [−Rδn,Rδn], the sequence of maps Fn(· + sn, ·) defined on [−Rδn − sn,Rδn − sn] × S1, where
Fn = ∂sΓ˜n + i∂tΓ˜n, contains a subsequence, also denoted by Fn(· + sn, ·), that converges in C∞loc to some
holomorphic map F; F depends on the sequence {sn}, has bounded L
2- and C0- norms, and is defined either
on a half cylinder or on R× S1. In the later case, when Rδn − sn and Rδn + sn diverge, F has to be 0. Indeed,
by Liouville theorem, F has to be constant, while from the boundedness of the L2−norm we conclude that F
is 0.
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2. By Lemma 33, (A.4) and the Liouville theorem for harmonic functions, Γ˜n(0, ·) converges to 0. By Lemma 33
and Remark 34, the sequence of harmonic functions Γ˜n(· + sn, ·) with sn ∈ [Rδn,Rδn], contains a subsequence
that converges in C∞loc to some harmonic function defined either on a half cylinder or on R× S1. In the later
case the limit harmonic function has to be 0 by the same arguments as above.
To simplify notation we drop the index δ. We define the harmonic functions Γ˜−n : [0, 2Rn] × S1 → R and Γ˜+n :
[−2Rn, 0]×S1 → R by Γ˜−n (s, t) := Γ˜k(s−Rn, t) and Γ˜+n (s, t) := Γ˜n(s+Rn, t), respectively. By Lemma 33, there exist
harmonic functions Γ˜− : [0,+∞)× S1 → R and Γ˜+ : (−∞, 0]× S1 → R such that Γ˜−n C∞loc−→ Γ˜− and Γ˜+n C∞loc−→ Γ˜+. The
next proposition plays an important role in establishing a C∞loc– and C0–convergence of the harmonic functions Γ˜n.
Proposition 35. For any ǫ > 0 there exists h > 0 such that for any Rn > h we have
∥∥Γ˜n∥∥C0([−Rn+h,Rn−h]×S1) < ǫ.
Proof. Assume that this is not the case. Then there exist ǫ0,C0 > 0 such that for any hk := k there exist Rnk > k
and a sequence (sk, tk) ∈ [−Rnk + k,Rnk − k] × S1 such that |Γ˜nk(sk, tk)| > ǫ0. From sk ∈ [−Rnk + k,Rnk − k] it
follows that |Rnk − sk| → ∞ as k → ∞. Consider the harmonic functions Hk : [−Rnk − sk,Rnk − sk] × S1 → R
defined by Hk(s, t) = Γ˜nk(s + sk, t). Obviously, we have Hk(0, tk) = Γ˜nk(sk, tk) and by Remark 34 we conclude
that the Hk converge in C
∞
loc to some harmonic function H : R× S1 → R with bounded L2 and C0−norms. By the
Liouville theorem for harmonic function, H ≡ 0. This gives a contradiction to |Hk(0, tk)| = |Γ˜nk(sk, tk)| > ǫ0, and
the proof is finished.
Corollary 36. For every sequence hn ∈ R>0 satisfying hn < Rn and hn,Rn/hn → ∞ and every ǫ > 0 there
exists N ∈ N such that ∥∥Γ˜n∥∥C0([−Rn+hn,Rn−hn]×S1) < ǫ
for all n > N. Moreover, for the co-period Sn we obtain that hnSn → 0 as n→∞.
Proof. Consider a sequence hn ∈ R>0 with hn < Rn and hn,Rn/hn → ∞ as n → ∞ and let ǫ > 0 be
given. By Proposition 35, there exist hǫ > 0 and Nǫ ∈ N such that for all n > Nǫ we have Rn > hǫ and∥∥Γ˜n∥∥C0([−Rn+hǫ,Rn−hǫ]×S1) < ǫ. By taking Nǫ sufficiently large and since hn → ∞ we may assume that for all
n > Nǫ, we have Rn > hn > hǫ, giving
∥∥Γ˜n∥∥C0([−Rn+hn,Rn−hn]×S1) < ǫ. By assumption C5 it follows from
RnSn → σ and Rn/hn →∞ as n→∞ that hnSn → 0 as n→∞.
Now we focus on the C0−convergence of the maps Γ˜n as n→ ∞. Let hn ∈ R>0 be a sequence with hn < Rn and
hn,Rn/hn →∞ and fix a sequence of diffeomorphisms θn as in Remark 1. Further on, let us introduce the maps
Γn(s, t) = Γ˜n ◦ θ−1n (s, t), s ∈ [−1, 1],
Γ
−
n(s, t) = Γ˜
−
n ◦ (θ−n)−1(s, t), s ∈ [−1,−1/2],
Γ
+
n(s, t) = Γ˜
+
n ◦ (θ+n)−1(s, t), s ∈ [1/2, 1],
Γ
−
(s, t) = Γ˜− ◦ (θ−)−1(s, t), s ∈ [−1,−1/2),
Γ
+
(s, t) = Γ˜+ ◦ (θ+)−1(s, t), s ∈ (1/2, 1].
We prove the following
Theorem 37. For every sequence hn ∈ R>0 satisfying hn < Rn and hn,Rn/hn →∞ as n→∞, the following
convergence results hold for the maps Γ˜n and Γn and their left and right shifts Γ˜
±
n and Γ
±
n , respectively.
C∞loc−convergence:
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1. For any sequence sn ∈ [−Rn+hn,Rn−hn] there exists a subsequence of the sequence of shifted harmonic
functions Γ˜n(·+ sn, ·), also denoted by Γ˜n(·+ sn, ·), which is defined on [−Rn+hn− sn,Rn−hn− sn]×S1
and converges in C∞loc to 0.
2. The harmonic functions Γ˜−n : [0,hn]×S1 → R converge in C∞loc to a harmonic function Γ˜− : [0,+∞)×S1 →
R with lims→∞ Γ˜−(s, ·) = 0. Furthermore, Γ−n : [−1,−1/2]× S1 → R converge in C∞loc([−1,−1/2)× S1) to
the map Γ
−
: [−1,−1/2)× S1 → R with lims→−1/2 Γ−(s, ·) = 0 at {−1/2}× S1.
3. The harmonic functions Γ˜+n : [−hn, 0]× S1 → R converge in C∞loc to a harmonic function Γ˜+ : (−∞, 0]×
S1 → R with lims→−∞ Γ˜+(s, ·) = 0. Furthermore, Γ+n : [1/2, 1]× S1 → R converge in C∞loc((1/2, 1]× S1) to
the map Γ
+
: (1/2, 1]× S1 → R with lims→1/2 Γ+(s, ·) = 0.
C0−convergence:
1. The functions Γn converge in C
0([−1/2, 1/2]× S1) to 0.
2. The functions Γ
−
n converge in C
0([−1,−1/2]×S1) to a function Γ− : [−1,−1/2]×S1 → R with Γ−(−1/2, t) =
0 for all t ∈ S1.
3. The functions Γ
+
n converge in C
0([1/2, 1]×S1) to a function Γ+ : [1/2, 1]×S1 → R with Γ+(1/2, t) = 0 for
all t ∈ S1.
Proof. First we prove the C∞loc−convergence of the harmonic functions Γn.
1. By Remark 34, for any sequence sn ∈ [−Rn+hn,Rn−hn] the sequence of shifted harmonic maps Γn(·+sn, ·)
contains a subsequence, also denoted by Γn(·+ sn, ·), which is defined on [−Rn+hn− sn,Rn−hn− sn]× S1
and converges in C∞loc to 0.
2. Consider the shifted maps Γ−n : [0,hn] × S1 → R ×M. By Lemma 33, these maps have uniformly bounded
derivatives, and hence after passing a subsequence, they converge in C∞loc([0,∞)× S1) to a harmonic function
Γ− : [0,+∞) × S1 → R. In the following we show that Γ− is asymptotic to 0, i.e. that lims→∞ Γ−(s, ·) =
0 in C∞(S1,R). Since the derivatives of the harmonic function Γ− are uniformly bounded, it suffices to
prove pointwise convergence. For this we argue by contradiction. Because the Γn are uniformly bounded
in C0, we assume that there exists a sequence (sk, tk) ∈ [0,∞) × S1 with sk → ∞ as k → ∞ such that
limk→∞ Γ−(sk, tk) = w ∈ R\{0}. Putting ǫ := |w| > 0, using Proposition 35, and arguing as in Theorem 2 we
are led to the contradiction ǫ = |w| 6 3ǫ/10. As (θ−n)
−1 : [−1,−1/2]× S1 → [0,hn]× S1 converge in C∞loc to
the diffeomorphism (θ−)−1 : [−1,−1/2)× S1 → [0,+∞)× S1, the maps Γ−n ◦ (θ−n)−1(s, t) converge in C∞loc to
the map Γ− ◦ (θ−)−1(s, t). By the asymptotics of Γ−, we have lims→∞ Γ−(s, ·) = 0 as s→ −1/2.
3. The proof for the maps Γ+n proceeds as in Case 2.
To prove the C0−convergence of the harmonic functions Γn, we prove that the functions Γn, Γ
−
n and Γ
+
n converge
in C0.
1. From Corollary 36 it follows that
∥∥Γn∥∥C0([−1/2,1/2]×S1) → 0 as n→∞.
2. Now consider the maps Γ
−
n(s, t). The Γ
−
n converge in C
∞
loc to Γ
−
on [−1,−1/2)×S1. Since lims→∞ Γ−(s, ·) = 0
by the discussion above, the function Γ
−
can be continuously extended to the whole cylinder [−1,−1/2]× S1
by setting Γ
−
(−1/2, t) = 0. As a matter of fact, the maps Γ
−
n converge in C
0([−1,−1/2]) to Γ
−
. The proof of
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this statement is as in Lemma 4.16 of [6], but for completeness we review it here: Let δ > 0 be given. By the
C∞loc−convergence of the functions Γ−n to Γ− on [−1,−1/2)× S1 it suffices to find σ > 0 and N ∈ N such that
|Γ
−
n(s, t)| 6 δ for all (s, t) ∈ [−(1/2) − σ,−1/2]× S1 and n > N. From Proposition 35 there exist N ∈ N and
h > 0 such that for all n > N and (s, t) ∈ [−Rn + h,Rn − h]× S1, we have |Γn(s, t)| 6 δ. Recall that (θˇ−)−1
maps [−1,−1/2) diffeomorphically onto [0,∞). Thus we find σ > 0 such that (θˇ−)−1(−σ) > h + 1. By the
C∞loc−convergence, we obtain θˇ−1n (−σ) + Rn = (θˇ−n)−1(−σ) > h for n sufficiently large; hence, θˇ−1n (−σ) >
−Rn+ h. Therefore, by the monotonicity of θˇn, we have θˇ
−
n([−(1/2) − σ,−1/2]) ⊂ [−Rn+ h,Rn−h] and we
end up with |Γ
−
n(s, t)| = |Γ
−
n ◦ (θ−n)−1(s, t)| 6 δ.
3. For the maps Γ
+
n we proceed analogously.
In the following, we establish a convergence result for the harmonic functions Γn. For this purpose, we define
the harmonic functions Γ−n : [0, 2Rn] × S1 → R and Γ+n : [−2Rn, 0] × S1 → R by Γ−n (s, t) := Γn(s − Rn, t) =
Sn(s − Rn) + Γ˜
−
n (s, t) and Γ
+
n (s, t) := Γn(s + Rn, t) = Sn(s + Rn) + Γ˜
+
n (s, t), respectively. Since Γ˜
−
n → Γ˜− and
Γ˜+n → Γ˜+ in C∞loc, Γ−n + SnRn → Γ˜− converge in C∞loc on [0,+∞) × S1 and Γ+n − SnRn → Γ˜+ converge in C∞loc on
(−∞, 0]× S1. Moreover, by means of the homeomorphism θn, we define the maps
Γn(s, t) = Γn ◦ θ−1n (s, t) = Snθˇ−1n (s) + Γn(s, t), s ∈ [−1, 1],
Γ−n(s, t) = Γ
−
n ◦ (θ−n)−1(s, t) = Sn((θˇ−n)−1(s) − Rn) + Γ
−
n(s, t), s ∈ [−1,−1/2],
Γ+n(s, t) = Γ
+
n ◦ (θ+n)−1(s, t) = Sn((θˇ+n)−1(s) + Rn) + Γ
+
n(s, t), s ∈ [1/2, 1].
Now we are in the position to derive a convergence result for the sequence of harmonic functions Γn.
Theorem 38. For every sequence hn ∈ R>0 satisfying hn < Rn and hn,Rn/hn → ∞ as n → ∞, the
following C∞loc−convergence results hold for the functions Γn and Γn and their left and right shifts Γ±n and
Γ±n , respectively:
1. For any sequence sn ∈ [−Rn+hn,Rn−hn] there exists a subsequence of the sequence of shifted harmonic
functions Γn(· + sn, ·), also denoted by Γn(· + sn, ·) and defined on [−Rn + hn − sn,Rn − hn − sn] × S1,
such that Γn(· + sn, ·) − Snsn converges in C∞loc to 0.
2. The harmonic functions Γ−n + SnRn : [0,hn] × S1 → R converge in C∞loc to a harmonic function Γ˜− :
[0,+∞) × S1 → R with lims→∞ Γ˜−(s, ·) = 0. Furthermore, Γ−n + SnRn : [−1,−1/2]× S1 → R converge in
C∞loc([−1,−1/2)× S1) to a function Γ− : [−1,−1/2)× S1 → R such that
lim
s→− 1
2
Γ
−
(s, t) = 0 in C∞(S1).
3. The harmonic functions Γ+n − SnRn : [−hn, 0] × S1 → R converge in C∞loc to a harmonic function Γ˜+ :
(−∞, 0] × S1 → R lims→−∞ Γ˜+(s, ·) = 0. Furthermore, Γ+n − SnRn : [1/2, 1] × S1 → R converge in
C∞loc((1/2, 1]× S1) to a function Γ+ : (1/2, 1]× S1 → R such that
lim
s→ 1
2
Γ
+
(s, t) = 0 in C∞(S1).
Proof. For (s, t) ∈ [−Rn + hn − sn,Rn − hn − sn] × S1, we have Γn(s + sn, t) − Snsn = Sns + Γ˜n(s + sn, t).
By Theorem 37, the first assertion readily follows. Putting Γ−n (s, t) − SnRn = Sns + Γ˜
−
n (s, t), using the fact that
Γ−n(s, t) + SnRn = Sn(θ
−
n)
−1(s) + Γ
−
n(s, t) converge in C
∞
loc to Γ
−
: [−1,−1/2) × S1 → R since |Sn(θ−n)−1(s)| 6
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|Snhn| 6 hn/Rn → 0. Now lims→∞ Γ−(s, ·) = 0 as s → −1/2, and applying Theorem 37 finishes the proof of the
second assertion. The third assertion is proved in a similar manner.
To derive a notion of C0 convergence we assume that the sequence SnRn converges, i.e. SnRn → σ as n → ∞.
Note that this always holds after passing to a suitable subsequence by assumption C5.
Theorem 39. For every sequence hn ∈ R>0 satisfying hn < Rn and hn,Rn/hn →∞ as n→∞, the following
C0−convergence results hold for the maps Γn together with their left and right shift Γ
±
n :
1. There exists a subsequence of Γn that converges in C
0([−1/2, 1/2]× S1) to 2σs.
2. There exists a subsequence of Γ−n that converges in C
0([−1,−1/2]× S1) to Γ− − σ, where Γ−(−1/2, t) = 0
for all t ∈ S1.
3. There exists a subsequence of Γ+n that converges in C
0([1/2, 1]×S1) to Γ++σ, where Γ+(+1/2, t) = 0 for
all t ∈ S1.
Proof. We consider Γn(s, t) = Snθˇ
−1
n (s) + Γn(s, t) for (s, t) ∈ [−1/2, 1/2]× S1 with
Snθˇ
−1
n (s) = 2(SnRn − Snhn)s.
Corollary 36 implies that Snhns converges in C
0([−1/2, 1/2] × S1) to 0, and similarly, that SnRns converges in
C0([−1/2, 1/2]× S1) to 2σs. By Theorem 38, Γn converges in C0([−1/2, 1/2]× S1) to 0, and so, the first assertion
is proved. Setting Γ−n(s, t) = Sn(θˇ
−
n)
−1(s) − SnRn + Γ
−
n(s, t) for (s, t) ∈ [−1,−1/2]× S1, taking into account that
Sn(θˇ
−
n)
−1(s) converges in C0([−1,−1/2] × S1) to 0, and applying Theorem 38 proves the second assertion. The
third assertion follows in an analogous manner.
Finally, we establish a convergence result for the differential of Γn. Due to Lemma 32, we have dΓ
−
n = Snds+dΓ˜
−
n on
[0,hn]×S1 and dΓ+n = Snds+dΓ˜+n on [−hn, 0]×S1. For a sequence hn ∈ R>0 satisfying hn < Rn and hn,Rn/hn →∞ as n → ∞, consider the sequence of diffeomorphisms θˇn : [−Rn,Rn] → [−1, 1] as in Remark 1. In terms of θˇn
we obtain the equations dΓ−n = Sn[(θˇ
−
n)
−1] ′(s)ds+ dΓ
−
n on [−1,−1/2]× S1 and dΓ+n = Sn[(θˇ+n)−1] ′(s)ds + dΓ
+
n on
[1/2, 1]× S1. Since by construction [(θˇ−n)−1] ′(s) = 2(Rn − hn) for s near hn, we find the following
Corollary 40. After passing to a subsequence, the following C∞loc−convergence results for the 1-forms dΓ−n ,
dΓ+n , dΓ
−
n and dΓ
+
n hold:
1. The harmonic 1−forms dΓ−n converge in C
∞
loc([0,+∞)× S1) to a harmonic 1−form dΓ˜− on [0,+∞)× S1,
with lims→∞ dΓ˜−(s, ·) = 0. The 1−forms dΓ−n converge in C∞loc([0, 1/2)× S1) to a 1−form dΓ−.
2. The harmonic 1−forms dΓ+n converge in C
∞
loc((−∞, 0]× S1) to a harmonic 1−form dΓ˜+ on (−∞, 0]× S1,
with lims→−∞ dΓ˜+(s, ·) = 0. The 1−forms dΓ+n converge in C∞loc((−1/2, 0]× S1) to a 1−form dΓ+.
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B A version of the Monotonicity Lemma
In this appendix we describe how a monotonicity for the transformed curves u as in Definition 12 can be obtained.
Such a u is a holomorphic curves for a domain-dependent almost complex structure JP on R×M. Recall from (2.4)
the compact family J of R-invariant almost complex structures Jρ, ρ ∈ [−C,C] on R×M which are compatible with
dα on ξ and exchange the Reeb and the R-direction.
This implies that each Jρ is compatible to the symplectic form ω = d(e
rα) on R× S1.
If u : (S, j) → R ×M is a smooth map defined on a Riemann surface (S, j), we say it is (domain-dependent)
J-holomorphic, if for each x ∈ S there is ρ(x) ∈ [−C,C] with Du(x) ◦ j = Jρ(x) ◦Du(x).
Clearly, for any JP-holomorphic curve (u,R,P), the map u is J-holomorphic.
Lemma 41. There exist constants ε0 > 0 and c1 > 0 with the following properties: Let u : S → R ×M be
any nonconstant J-holomorphic curve defined on a compact Riemann surface (S,∂S). If u passes through
p ∈ R×M but u(∂S) lies in the complement of Bg0ε (p) for some ε 6 ε0, then areag0(Bg0ε (p) ∩ u(S)) > c1ε2.
On any bounded strip in R×M the ω-area of J-holomorphic curves can be bounded by the energy E(u; S):
Lemma 42. Let u be any J-holomorphic curve u : S→ (0, 1)×M. Then ∫
S
u∗ω 6 6E(u; S).
Proof. Notice that
∫
S
u∗(erdα) 6 6
∫
S
u∗dα = Edα(u; S) and
∫
S
u∗(erdr ∧ α) 6 6
∫
S
u∗(1/2dr∧ α) 6 6Eα(u; S),
the latter since there is a ϕ : R→ [0, 1] with ϕ′(r) > 1
2
for all r ∈ [0, 1], which is admissible in the definition of the
α-energy. In both cases the estimates hold pointwise in the integrands, since the implicit almost complex structures
Jρ are compatible with dα on ξ and since they exchange Reeb and R-direction. Combining these two inequalities
yields the claimed result.
Recall C1 from (2.8) satisfying C1gρ > g0. As a consequence, we have for the induced area-form darea
Pg0 on any
2-plane P the estimate |dareaPg0 | 6 C1|darea
P
gρ
|. If the 2-plane lies in some Tp((0, 1)×M) and it is is Jρ-complex
for some ρ, then we have moreover |dareaPgρ | 6 ω|P (by similar pointwise estimates as in the proof of Lemma 42).
It follows that areag0(u(S)) 6 C1
∫
S
u∗ω for any J-holomorphic curve u : S→ (0, 1)×M. As a direct consequence
of this discussion and of Lemma 41 we have:
Lemma 43. Let ε0, c1 be constants as in Lemma 41 and set C8 := c1C
−1
1 /6. Let u : S → R ×M be any
nonconstant J-holomorphic curve defined on a compact Riemann surface (S,∂S). If u passes through p ∈
R×M but u(∂S) lies in the complement of Bg0ε (p) for some ε 6 ε0, then E(u; S ∩ u−1(Bg0ε (p))) > C8ε2.
On the proof of Lemma 41: Note that on (0, 1) ×M we have ω(v, Jρv) > gρ(v, v) > C1
−1
g0(v, v). Since
the almost complex structures Jρ are R-invariant, we can assume without loss of generality that the point p of
interest lies in { 1
2
} ×M; w.l.og. furthermore ε0 6 14 . We claim also that in our situation, we can establish a
quadratic isoperimetric inequality as in Lemma 3.1 in [4]. This Lemma is easily adapted to the present situation,
by considering the following: The complex structures we are given are domain-dependent and thus more general
than those in [4], however the almost complex structure considered here are globally uniformly tamed by the global
symplectic form ω on (0, 1)×M; thus the symplectic forms do not have to be constructed by hand as in Lemma
3.1 in [4]. Indeed, assume that u : S → B is a J-holomorphic map into a coordinate ball B and let v : S → B be
a smooth map with u|∂S = v|∂S and 4πareag0(v(S)) 6 c
4lengthg0(v|∂S)
2 as on p.25 of [4] (where the maps are
called f resp. g). This is possible, since the exponential maps expg0q are c-bilipschitz onto balls B = Bε1 of radius
ε1. Then a quadratic isoperimetric inequality for u is obtained as follows:
areag0(u) 6 C1
∫
S
u∗ω = C1
∫
S
v∗ω 6 6C1areag0(v) 6 6C1c
4lengthg0(v|∂S)
2 = 6C1c
4lengthg0(u|∂S)
2.
Now Lemma 41 follows from this quadratic isoperimetric inequality exactly as Lemma 1.3 in [4] follows from Lemma
3.1 on p.26-28 in [4].
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C An example showing the necessity of assumption A3
Consider S3 =
{
(z1, z2) ⊂ C2 | |z1|2 + |z2|2 = 1
}
⊂ C2 equipped with the standard contact form. More precisely, on
C2 we consider the Liouville 1−form which is defined in complex coordinates by λ = − 1
2
Im (z1dz1 + z2dz2). Then
α := λ|S3 defines a contact form on S
3, which we will call the standard contact form. The Reeb flow of the Reeb
vector field of α is given by ϕαt (z1, z2) =
(
eitz1, e
itz2
)
for all (z1, z2) ∈ S3 and t ∈ R. It becomes evident that all
Reeb orbits are periodic. Denote by p = (z1, z2) ∈ S3. In order to choose a R−invariant almost complex structure
on the symplectization R× S3 we consider the diffeomorphism
Φ : R× S3 → C2\ {0}
(r,p) 7→ erp.
Let i be the standard complex structure on C2\ {0}. Then one easily sees that
J˜(r,p) := dΦ(r,p)−1 ◦ i ◦ dΦ(r,p)
defines an R−invariant almost complex structure on R × S3. We will denote by J the induced almost complex
structure on the contact structure ξ = ker(α). Notice that J is invariant under the Reeb flow, i.e. J(ϕαt (p)) ◦
dϕαt (p) = dϕ
α
t (p) ◦ J(p) for all p ∈ S3 and all t ∈ R.
Let u = (a, f) : D → R × S3 be a pseudoholomorphic disk, where D is the unit disk in C, with respect to the
standard complex structure i on D and J˜ on R× S3 and with energies
Edα(u;D) =
∫
D
f∗dα,
Eα(u;D) = sup
ϕ∈A
∫
D
ϕ′(a)da ◦ i∧ da.
Let Rn ∈ R>0 be a sequence such that Rn ր∞ as n→∞ and consider the biholomorphism
φn :
(
[−Rn,Rn]× S1, i
)→ (D(ǫn)\Int (D(ǫ3n)) , i)
(s, t) 7→ e−4πRne−2π(s+it)
where ǫn := e
−2πRn . Now consider the sequence of pseudoholomorphic cylinders
un = (an, fn) := u ◦ φn : [−Rn,Rn]× S1 → R× S1
with energies
Edα(un; [−Rn,Rn]× S1)→ 0 as n→∞ and Eα(un; [−Rn,Rn]× S1) 6 Eα(u;D).
Notice that un have vanishing center action. Indeed,∫
{0}×S1
f∗nα =
∫
∂D(ǫ2n)
f∗α =
∫
D(ǫ2n)
f∗dα→ 0
as n→∞. In the following we will describe two examples ofH−holomorphic cylinders (one example with vanishing
center action and the second with non-vanishing center action) which satisfy conditions A0-A2 but violate condition
A3.
An example of H−holomorphic cylinders satisfying condition A0-A2 but not condition A3 and having
vanishing center action.
Let Pn ∈ R be a sequence such that Pn ց 0 and PnRn → ∞ as n → ∞ and there exists a constant C > 0 such
that P2nRn 6 C. For example one could choose Pn = 1/
√
Rn. Consider the map
fn : [−Rn,Rn]× S1 → S3
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defined by fn(s, t) = φ
α
Pns
(fn(s, t)). Then un = (an, fn) is a H−holomorphic cylinder with harmonic perturbation
γn := −Pndt satisfying conditions A0-A2 but not A3 and having vanishing center action. Notice that for any
sequence of shifts sn ∈ [−Rn,Rn] the map un(s + sn, t) converges, up to passing to a subsequence in C∞loc to
the constant map ϕακ (u(0)), where κ is defined as the limit of Pnsn in R/2πZ. Furthermore, to show that un is
H−holomorphic we have
J ◦ παdfn = J ◦ dφαPns ◦ παdfn
= dφαPns ◦ J ◦ παdfn
= dφαPns ◦ παdfn ◦ i
= παdfn ◦ i,
and
f
∗
nα ◦ i = −Pndt+ f∗nα ◦ i
= γn + dan.
The energy of un as well as its center action is the same as the energy and center action of un. Furthermore, since
P2nRn 6 C we have that the L
2−norm of γn is uniformly bounded. Direct computation shows that dφn is uniformly
bounded and therefore condition A1 holds. Thus conditions A0-A2 are satisfied for n big enough. Condition A3
does not hold since PnRn → ∞ as n → ∞. However, the conclusions of the C0−convergence of Theorem 2 do
not hold for this sequence since the vn defined as in Theorem 2 do not converge since they have unbounded gradient.
An example of H−holomorphic cylinders satisfying condition A0-A2 but not condition A3 and having
non-vanishing center action.
Consider the sequence Pn from the first case and let S ∈ 2πZ\{0}. Consider the maps
fn : [−Rn,Rn]× S1 → S3
an : [−Rn,Rn]× S1 → R
defined by fn(s, t) := φ
α
Pns+St
(fn(s, t)) and an(s, t) = an(s, t) + Ss. In the same way as in the first case it is
apparent that un = (an, fn) is a H−holomorphic cylinder with harmonic perturbation γn := −Pndt. Similar as in
the first case we notice that for any sequence of shifts sn ∈ [−Rn,Rn] the map fn(s+sn, t) converges, up to passing
to a subsequence in C∞loc to t 7→ ϕακ+St(f(0)), where κ is defined as the limit of Pnsn in R/2πZ. The dα−energy
of un is the same as the dα−energy of un. In the same way as in the first case condition A1 is satisfied. The
α−energy can be bounded as follows. For ϕ ∈ A we have∫
[−Rn,Rn]×S1
ϕ′(an)dan ◦ i∧ dan = −
∫
[−Rn,Rn]×S1
ϕ′(an)dan ∧ dan ◦ i
= −
∫
[−Rn,Rn]×S1
d (ϕ(an)dan ◦ i) +
∫
[−Rn,Rn]×S1
ϕ(an)d (dan ◦ i)
6
∫
{Rn}×S1
|dan ◦ i|+
∫
{−Rn}×S1
|dan ◦ i|
=
∫
{Rn}×S1
∣∣∣f∗nα
∣∣∣+
∫
{−Rn}×S1
∣∣∣f∗nα
∣∣∣ .
Let C1 > 0 be the bound from condition A1 then we have that Eα(un; [−Rn,Rn] × S1) 6 2C1. Thus conditions
A0-A2 hold. Condition A3 does not hold by the choice of Pn. However, the conclusions of the C
0−convergence of
Theorem 4 do not hold for this sequence since the fn ◦ θ−1n defined as in Theorem 4 do not converge since they
have unbounded gradient. Finally we point out that the center action is non-vanishing. Indeed,∫
{0}×S1
f
∗
nα = S+
∫
{0}×S1
f∗nα→ S as n→∞.
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