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Abstract
This thesis deals with methods for the numerical solution of dynamic contact problems
with friction. We present the strong and weak form of the problem, use the finite element
method for its spatial discretization and then discuss various methods of the temporal
discretization. Then we describe the method of mass redistribution for a stabilization
of temporal schemes. Finally the theoretical results are confirmed by several numerical
experiments.
Keywords: contact problems, dynamics, Coulomb friction, mass redistribution method
Abstrakt
V této práci se zabýváme metodami numerického řešení dynamických kontaktních úloh
se třením. Popisujeme silnou a slabou formulaci problému, následně použijeme metodu
konečných prvků pro jeho prostorovou diskretizaci. Dále se zabýváme několika způsoby
časové diskretizace problému. Ke stabilizaci vzniklých schémat používáme metodu redis-
tribuce hmotnosti. Teoretické výsledky jsou ověřeny několika numerickými experimenty.
Klíčová slova: kontaktní problémy, dynamika, Coulombovské tření, metoda redistribuce
hmotnosti
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Notation
N – the set of all positive integers
R – the set of all real numbers
Rn – the set of all n-dimensional real vectors
Ω – modeled body
∂Ω – boundary of Ω
Γu – Dirichlet boundary
Γσ – Neumann boundary
Γc – contact boundary
n – outward unit normal vector to ∂Ω
t – tangential vector to ∂Ω
τ – stress vector
τn, τt – normal and tangential component of τ , respectively
σ – Cauchy stress tensor
ε – small strain tensor
f – body forces vector
u – continuous displacement vector
u˙ – continuous displacement velocity
un, ut – normal and tangential component of u, respectively
x – spatial variable
t – time variable
T – time interval
g, g0 – gap function and initial gap function, respectively
F – coefficient of friction
λn, λt – normal and tangential Lagrange multipliers, respectively
H1(Ω) – Sobolev space W 1,2(Ω)
H1/2(Γ ) – space of traces on Γ of functions from H1(Ω), Γ ⊂ ∂Ω
U – solution set
V – space of virtual displacements
K – convex set of admissible displacements
NK – normal cone to K
vi
∂f – subdifferential of a function f
Ωh – triangulation of Ω
Uh,Vh – finite dimensional counterparts of U ,V, respectively
T h – set of all triangular elements
Ph – set of all nodes
Ic – set of indexes of contact nodes
xi – node of triangulation
u˜ – vector function from Uh
ϕi – i-th Courant basis function
U – discretized displacement vector
V – discretized displacement velocity vector
M – mass matrix
K – stiffness matrix
L – discretized load vector
∆t – time-step
J – energy functional
∆J – energy variation
uk – U(tk)
vk – U˙(tk)
ak – U¨(tk)
λkn – vector of normal Lagrange multipliers at t = tk
λkt – vector of tangential Lagrange multipliers at t = tk
Kˆ – effective stiffness matrix
MPRGP – Modified Proportioning with Reduced Gradient Projections
A(x) – active set
F(x) – free set
κ(A) – spectral number of a matrix A
ker(A) – kernel (null space) of a matrix A
Mr – redistributed mass matrix
∥ · ∥F – Frobenius norm of a matrix
supp f – support of a function f
vii
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INTRODUCTION 1
Introduction
Contact mechanics is an important part of the computational mechanics which deals with
modeling of interfacial phenomena between bodies in mutual contact. Such situations may
eventually occur in any complex mechanical system, therefore the real world applications
may range from the design of mechanical bearing to modeling of an artificial joint.
A theory of static contact problems is now well-established and there exist numerical
procedures for both, frictionless as well as frictional problems. However for several reasons
there is a demand for a simulation of dynamical contact problems. One of them is that the
frictional behavior may depend on the history of loading. A problem must be discretized
both in space and time and it turns out that the classical time discretization algorithms
are usually unstable when modeling the contact between bodies. For this reason a lot of
effort has been paid to the development of stable time-stepping methods in the last twenty
years. In this work we will present some of these results.
In this thesis we study the dynamical form of the Signorini problem, i.e. the contact
between an elastic body and a rigid foundation. For the sake of simplicity we restrict
ourselves to the case of small deformations. The friction is modeled by Coulomb’s law.
This work draws mainly from the monograph by Laursen [19] and from the work of
Khenous [13] which extensively studies some of time discretization methods. The theory
of variational inequalities and its application in contact mechanics is described in [11].
Methods for contact stabilization of time-stepping algorithms are presented e.g. in [9, 13,
14] or [4, 17].
The outline of this thesis is as follows: in Section 0 we recall some basic principles of the
elasticity theory and convex analysis. In the first part of Section 1 we present the strong
formulation of frictionless contact problems and extend it to the frictional case. The next
part of this section deals with the derivation of the weak formulation of the problem. The
last part describes the reformulation of the unilateral and friction conditions in the form
of variational inclusions. In Section 2 we present the spatial discretization by the finite
element method and several time discretization schemes. These schemes reduce a dynamic
problem to a sequence of static contact problems, therefore at the end of the section we
briefly describe the solution of static contact problems with Coulomb friction. One of the
possible treatment of the numerical instability is described in Section 3. Finally in the
last section we present results of several numerical experiments illustrating properties of
presented methods.
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0 Preliminaries
0.1 Preliminaries from continuum mechanics
Within this section we will briefly recall some basic ideas and principles of continuum
mechanics of elastic bodies. Reader interested in more comprehensive explanation should
consult e.g. [22] or [1].
Forces acting on an elastic body can be divided into two categories. Volume forces,
like gravitational or centrifugal forces, act on each element of a body and their size is
proportional to the volume of an element. Surface forces that are created on a surface of
the body e.g. by a contact with another body belong to the second category.
Given a plane passing through an arbitrary point of the body we can express a stress
(i.e. force per unit area) in this plane by a stress vector τ which can be evaluated using
the Cauchy stress tensor σ
τi = σjinj ∀i,
where n is a unit normal vector to the given plane1. Indexes i and j have a meaning of
spatial dimensions.
When no deformation occurs, volume and surface forces acting on body are in an
equilibrium state. In the static case this can be expressed as
σij,j + fi = 0 ∀i,
whereas in the dynamical case inertia forces must be taken into consideration:
σij,j + fi = ϱu¨i ∀i.
Here f = (fi) is a volume force vector, ϱ stands for the density of a material, u¨ means the
second partial derivative of a displacement u with respect to time t and σ is the above
mentioned stress tensor.
Strains in a material are characterized by a strain tensor ϵ(u) = (ϵij(u)), where
ϵij(u) :=
1
2
(ui,j + uj,i + ui,juj,i).
If partial derivatives of u are sufficiently small, the last term of ϵ(u) can be neglected:
εij(u) :=
1
2
(ui,j + uj,i).
We call this tensor a small (linearized) strain tensor.
To complete our model, we need a constitutive relation between σ and ε. In this work
we will assume a linear dependence between these two quantities which is expressed by
linear Hooke’s law:
σij = cijklεkl,
where c = (cijkl) is a fourth order elasticity tensor, which posses many symmetries that
significantly reduce a number of its independent components.
1Einstein’s summation convention is adopted in this work.
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0.2 Preliminaries from convex analysis
Besides the classical expression of non-penetration and friction conditions as inequalities,
it is often convenient to state these conditions in the form of inclusions. For this reason,
this section provides definitions of some basic terms of convex analysis (for details see [8]).
Definition 0.1 (Normal cone). Let V be a Banach space with the dual space V ′ and the
duality pairing denoted by ⟨, ⟩. Further let K be a convex closed subset of V and x ∈ K
be given. We define the normal cone to K at x by
NK(x) :=

µ ∈ V ′ | ⟨µ, z − x⟩ ≤ 0 ∀z ∈ K .
Example of the normal cone of a convex subset in R2 is shown in Figure 0.1a.
Definition 0.2 (Indicator function). The indicator function of a subset K of a Banach
space V is defined by
IK(x) =

0, if x ∈ K,
∞, if x /∈ K.
Definition 0.3 (Subdifferential). Let f : V → R be a convex function and u ∈ V be given.
Then the set
∂f(u) =

µ ∈ V ′ | ⟨µ, v − u⟩ ≤ f(v)− f(u) ∀v ∈ V 
is called the subdifferential of f at u.
Definition 0.4 (Polar function). Let f : V → R ∪ {−∞,∞} and let u′ ∈ V ′. Then the
function
f∗(u′) := sup
u∈V

u′, u
− f(u)
is called the polar function of f .
NK(x)
K
x
(a) Convex set K and its normal cone
y
f(x)
0 x
∂f(x)
(b) Function f(x) = |x| and the graph of its
subdifferential
Figure 0.1: Basic terms of convex analysis
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Theorem 0.1. Let f : V → R be a convex, lower semi-continuous function. Then
µ ∈ ∂f(u)⇔ u ∈ ∂f∗(µ).
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1 Model problem
Problem that will be studied in this thesis is illustrated in Figure 1.1. A deformable body
represented by a bounded domain Ω ⊂ R2 with the Lipschitz boundary ∂Ω comes into a
contact with a rigid obstacle S. The boundary of Ω is divided into three non-overlapping
relatively open subsets Γu, Γσ and Γc, thus
∂Ω = Γu ∪ Γσ ∪ Γc,
Γu ∩ Γσ = Γu ∩ Γc = Γσ ∩ Γc = ∅. (1.1)
The portion Γu represents the part of the boundary where displacements are prescribed,
while tractions are prescribed on Γσ. Finally Γc is the part of the boundary where we
expect contact with the obstacle S. Note that the exact part of ∂Ω where the contact will
really occur is not known beforehand. In dynamical problems the contact area will in fact
be changing in time.
This kind of problems is called the Signorini problem after the Italian mathematician
Antonio Signorini, who as the first formulated its static version. Our intention is to nu-
merically simulate a dynamic contact problem during a time interval T := [0, T ]. In the
next paragraphs we will derive a strong and weak formulation of the corresponding initial
boundary value problems.
Γu Γσ
Γc
Ω
S
Figure 1.1: Contact between a deformable body Ω and a rigid obstacle S
1.1 Strong formulation of the contact problem without friction
At first we will provide the strong formulation of the initial boundary value problem when
friction between the body and the obstacle is neglected. Let Ω ⊂ R2 be a bounded domain
with the Lipschitz boundary ∂Ω that satisfies (1.1) and let the domain S ⊂ R2 represent
the rigid, immobile obstacle. Ω is said to be a reference configuration of the body, i.e. a
state of the body at time t = 0.
A displacement vector field u : Ω × T → R2 is called the strong solution of a contact
problem without friction, if it satisfies the following equations and boundary conditions:
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
σij,j(u) + fi = ϱu¨i in Ω × T, i = 1, 2,
σij(u) = cijklεkl(u) in Ω × T, i, j, k, l = 1, 2,
ui = Uˆi in Γu × T, i = 1, 2,
σij(u)nj = Pi in Γσ × T, i = 1, 2,
g ≤ 0 in Γc × T,
τn ≤ 0 in Γc × T,
gτn = 0 in Γc × T,
ui|t=0 = ui, u˙i|t=0 = vi in Ω, i = 1, 2.
(1.2)
Let us remind (see Section 0.1) that the first equation expresses the equilibrium of the
elastic body; σ is the stress tensor, f = (fi) represents the body forces with fi ∈ L2(Ω),
ϱ ∈ L∞, ϱ ≥ 0, is a material density. The meaning of g and τn is explained below.
The second equation is Hooke’s law of linear elasticity. Here cijkl ∈ L∞(Ω) are material
coefficients and εij(u) := 12(ui,j + uj,i) is the linearized strain tensor. The Dirichlet and
Neumann boundary condition, respectively, are stated by the third and the fourth equation.
Here n stands for an outward unit normal vector to ∂Ω.
Before explaining the remaining conditions in (1.2) we need to define the following
decomposition of the displacement u and the stress vector τ on ∂Ω into their normal and
tangential components:
un := uini, ut := uiti
τn := σijninj , τt := σijnjti. (1.3)
with t := (−n2, n1) being the unit tangential vector to ∂Ω. As friction is neglected,
therefore τt = 0 on Γc.
The correspondence between the points of Γc and the points of the obstacle is given
by the mapping Φ : Γc → S. This mapping uniquely assigns a contact point on S for each
point x ∈ Γc. We define it (e.g. as in [19]) as
Φ(x) := argmin
y∈S
∥x− y∥, x ∈ Γc.
It is necessary to point out that we assume the mapping Φ to be independent of the
solution u. Corresponding points are determined only at time t = 0 and remain the same
for every t ∈ T. Such a simplification however usually cannot be used in the case of large
deformations. Let us also define the unit outward normal vector ν to ∂S at Φ(x). In the
case of small deformations we will approximate ν by −n.
Using this Φ we next define the initial gap function between the body and the obstacle
as
g0(x) := (x−Φ(x)) · n.
The gap between Ω and S at time t ∈ T is then expressed as
g(x, t) := g0(x) + u(x, t) · n. (1.4)
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Note that this “gap” is, according to convention [19], negative when no contact occurs and
positive in the case of penetration. Finally we can also linearize the contact condition by
approximating
n ≈ x−Φ(x)∥x−Φ(x)∥ . (1.5)
Relations (1.2)5 – (1.2)7 express unilateral contact conditions. The first one says that
the body does not penetrate into the obstacle. The second one means that the contact
stresses are compressive. Finally the third one implies that when the normal stress is
non-zero, then there is no gap between Ω and S (contact occurs). On the contrary, when
a part of Γc is not in contact with the obstacle (the gap function is negative), no stress is
induced by contact. These three relations have the form of the Karush-Kuhn-Tucker opti-
mality conditions and during the computational process will be enforced by the methods
of nonlinear programming.
The situation is simplified when there is no initial gap between Ω and S, i.e. the initial
gap function g0 is zero. In this particular case we can write conditions (1.2)5 – (1.2)7 in
the form 
un ≤ 0 in Γc × T,
τn ≤ 0 in Γc × T,
unτn = 0 in Γc × T.
(1.6)
Finally, because the whole problem is time dependent, we need initial conditions for
u. Thus the last row of (1.2) gives us an initial displacement and an initial velocity,
respectively.
1.2 Coulomb’s law of friction
Up to now we assumed that the contact interface between Ω and S is perfectly lubricated
and the effects of frictional response of materials in contact are neglected. But in real
situations the dissipation of energy due to the frictional effects is significant enough to be
taken into consideration.
Unfortunately, due to complexity of frictional effects, it is not possible to describe
them by a single model (see [16, 19]). Situation may be complicated e.g. by involving
thermomechanical effects to the model. In this work we will use Coulomb’s law of friction
in the form (see [11]) 
|τt| ≤ F|τn| in Γc × T,
(F |τn| − |τt|)ut = 0 in Γc × T,
utτt ≤ 0 in Γc × T,
(1.7)
or in the form more convenient for dynamic problems:
u˙t = 0 ⇒ |τt| ≤ −Fτn in Γc × T,
u˙t ̸= 0 ⇒ τt = Fτn sgn u˙t in Γc × T.
(1.8)
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Here F ≥ 0 is a coefficient of friction, F ∈ L∞(Γc). The interpretation of (1.7) is as
follows: when the tangential stress is lower than the friction force −Fτn, points of Γc and
the obstacle S stick together. But when the tangential stress attains the friction force,
the surfaces of Γc and the obstacle may slip on each other. Similarly (1.8)1 implies that
the displacement velocity is zero when the tangential stress is bellow the friction force.
Relation (1.8)2 says that in the case of slip, the tangential stress has the opposite direction
as the actual displacement velocity.
We say that a sufficiently smooth vector field u : Ω → R2 is a strong solution of
dynamical Signorini problem with friction, if it satisfies (1.2) together with (1.7) or (1.8).
1.3 Weak formulation
In this section we will derive a weak form of frictional contact problems in the form of a
variational inequality. Let us define for all t ∈ T the solution set
U(t) :=

v ∈ (H1(Ω))2 | γv = Uˆ(t) on Γu

,
and the the space of virtual displacements:
V := v ∈ (H1(Ω))2 | γv = 0 on Γu ,
where H1(Ω) denotes the Sobolev space W 1,2(Ω) and γ : (H1(Ω))2 → (L2(∂Ω))2 is the
trace operator. We also introduce the space of traces of functions from H1(Ω) denoted by
H1/2(∂Ω) and its restriction H1/2(Γc) = H1/2(∂Ω)|Γc .
The set of admissible displacements of Ω is defined by
K(t) := {v ∈ U(t) | g0(x) + v(x, t) · n ≤ 0 on Γc} .
Note that K(t) is not a linear subset of U(t); it is a convex set of functions satisfying the
non-penetration condition (1.2)5.
Let u be a strong solution of the problem (1.2). Multiplying the equilibrium equation
by a test function w ∈ V and integrating over Ω we get for all t ∈ T:
Ω
ϱu¨iwi dx−

Ω
σij,j(u)wi dx =

Ω
fiwi dx ∀w ∈ V.
We use Green’s formula and substitute from Hooke’s law to modify the previous equation
into the form
Ω
ϱu¨iwi dx+

Ω
cijklεij(u)εkl(w) dx−

∂Ω
σij(u)winj ds =

Ω
fiwi dx ∀w ∈ V.
Taking into account the boundary condition σij(u)nj = Pi on Γσ and the fact that func-
tions from V are such that γv = 0 on Γu we get
Ω
ϱu¨iwi dx+

Ω
cijklεij(u)εkl(w) dx−

Γc
τi(u)wi ds
=

Ω
fiwi dx+

Γσ
Piwi ds ∀w ∈ V. (1.9)
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In the next step we decompose the contact stress into its normal and tangential component
defined in (1.3):
Γc
τi(u)wi ds =

Γc
(τn(u)niwi + τt(u)tiwi) ds =

Γc
(τn(u)wn + τt(u)wt) ds.
From this and (1.9) we get following identity:
Ω
ϱu¨iwi dx+

Ω
cijklεij(u)εkl(w) dx−

Γc
τt(u)wt ds
−

Ω
fiwi dx−

Γσ
Piwi ds =

Γc
τn(u)wn ds ∀w ∈ V. (1.10)
We will now focus on the right-hand side of (1.10). Let v ∈ K(t) and w := v − u.
Then w ∈ V for all t ∈ T. Using the definition of the gap function, the non-penetration
conditions (1.2)5 – (1.2)7 and the definition of K(t) we see that for such test functions it
holds:
Γc
τn(u)wn ds =

Γc
τn(u)(vn − un) ds (1.4)=

Γc
τn(u)(vn − g + g0)
= −

Γc
τn(u)g ds  
=0
+

Γc
τn(u)(vn + g0) ds  
≥0
≥ 0 ∀v ∈ K(t). (1.11)
To replace the term with the tangential stress we will prove the following inequality using
Coulomb’s law (1.7):
τt(u)(vt − ut)−Fτn(u)(|vt| − |ut|) ≥ 0 on Γc ∀v ∈ K(t). (1.12)
For the sake of simplicity, we will write τn, τt instead of τn(u), τt(u) respectively. We have
τtvt −Fτn|vt| = τtvt + F|τn| · |vt|
≥ −|τt| · |vt|+ F|τn| · |vt|
= (F|τn| − |τt|)|vt|
(1.7)1≥ 0 ∀v ∈ K(t),
whereas for the remaining terms of inequality (1.12) we get from (1.6) and (1.7)2:
−(τtut −Fτn|ut|) = −(−|τt||ut|+ F|τn||ut|) = −(F|τn| − |τt|)|ut| = 0.
Thus
τt(vt − ut)−Fτn(|vt| − |ut|) = τtvt −Fτn|vt|  
≥0
−τtut + Fτn|ut|  
=0
≥ 0 ∀v ∈ K(t).
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Finally, using (1.11) and (1.12) we can modify equation (1.10) into the form
Ω
ϱu¨i(vi − ui) dx  
=:⟨ϱu¨,v−u⟩
+

Ω
cijklεij(u)εkl(v − u) dx  
=:A(u,v−u)
−

Γc
Fτn(u)|vt|ds  
=:j(τn(u),vt)
+

Γc
Fτn(u)|ut| ds  
=:j(τt(u),vt)
≥

Ω
fi(vi − ui) dx+

Γσ
Pi(vi − ui) ds  
=:L(v−u)
∀v ∈ K(t). (1.13)
Using previous notation we arrive at the formulation of the dynamic contact problem
with friction law (1.7) in the form of the variational inequality (the meaning of the symbols
is seen from (1.13)):
Find u : T → (H1(Ω))2 such that u(·, t) ∈ K(t) ∀t ∈ T and
⟨ϱu¨,v − u⟩+A(u,v − u) + j(τn(u), vt)− j(τn(u), ut) ≥ L(v − u) ∀v ∈ K(t)∀t ∈ T,
u(x, 0) = u0, u˙(x, 0) = v0.
(1.14)
Coulomb’s law (1.8) is more complicated because the tangential stress depends on
the velocities of the displacement. Thus the non-penetration conditions also have to be
formulated in velocities instead of displacements. For this reason it is obvious to assume
the initial gap function and the displacement on Γu to be zero (see [17]).
Under these assumptions (i.e. g0(x) = 0, Uˆ = 0 for all t ∈ T) we replace the non-
penetration conditions (1.6) by 
u˙n ≤ 0 on Γc × T,
τn ≤ 0 on Γc × T,
u˙nτn = 0 on Γc × T.
(1.15)
Note, that this formulation implies constraints (1.6), but is physically less accurate. Ac-
cording to these conditions, once the bodies detach, no further contact between them is
possible. Next, we present the new definition of the set of admissible displacements:
K˙(t) := {v ∈ U(t) |v(x, t) · n ≤ 0 on Γc} .
By applying the process similar to the one above, one can derive the following weak formu-
lation of the Signorini problem with the non-penetration conditions (1.15) and Coulomb’s
law (1.8):
Find u : T → (H1(Ω))2 such that u˙(·, t) ∈ K˙(t) ∀t ∈ T and
⟨ϱu¨,v − u˙⟩+A (u,v − u˙) + j(τn(u), vt)− j(τn(u), u˙t) ≥ L(v − u˙) ∀v ∈ K˙(t)∀t ∈ T,
u(x, 0) = u0, u˙(x, 0) = v0.
(1.16)
The main difficulty with (1.14) and (1.16) from the algorithmic point of view is the
presence of the non-differentiable term j. To overcome this problem, in the next section
we present more convenient formulations.
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1.4 Formulation of unilateral and friction conditions by means of inclu-
sions
To complete the first part of this chapter we will derive a hybrid formulation of the problem
(for the static case see [15]) and discuss the reformulation of the contact and friction
conditions in the form of inclusions. We will consider the contact conditions (1.15) and
Coulomb’s law (1.8). For this purpose let us define (following [13]) these trace spaces:
X :=

v|Γc |v ∈ V

,
Xn :=

vn|Γc |v ∈ V
 ⊂ H1/2(Γc),
Xt :=

vt|Γc |v ∈ V
 ⊂ H1/2(Γc),
together with their dual spaces X ′, X ′n and X ′t, respectively. In other words, Xn and Xt
are the spaces of all normal and tangential components of functions from X. Elements of
the dual spaces X ′, X ′n and X ′t represent contact forces and their components. The duality
pairing between Xn, X ′n and Xt, X ′t will be denoted by ⟨ , ⟩ in what follows.
The derivation of the contact conditions in the form of inclusions is similar to the one
as for the static case described in [13]. We start with the equation (1.10) and replace
the unknown stresses on Γc by multipliers λn ∈ X ′n and λt ∈ X ′t. The non-penetration
constraint may be stated in the weak form as follows:
u˙n ≤ 0 on Γc,∀t ∈ T,
Γc
λnvn ds ≥ 0 ∀t ∈ T∀vn ∈ Xn, vn ≤ 0 on Γc,
Γc
λnu˙n ds = 0 ∀t ∈ T.
The set of admissible functions from Xn is denoted by
Kn := {vn ∈ Xn | vn ≤ 0 on Γc} . (1.17)
This definition and the weak form of the non-penetration condition imply
−

Γc
λnwn ds ≤ 0 ∀t ∈ T∀wn ∈ Kn.
Subtracting

Γc
λnu˙n ds = 0 from both sides of this inequality, we get
−

Γc
λn(wn − u˙n) ds ≤ 0 ∀t ∈ T∀wn ∈ Kn.
From Section 0.2 we know that
NKn(u˙n) :=

µn ∈ X ′n | ⟨µn, wn − u˙n⟩ ≤ 0 ∀wn ∈ Kn

is the normal cone to Kn at u˙n. Thus the previous inequality means that −λn ∈ NKn(u˙n),
taking into account that the duality pairing ⟨ , ⟩ is represented by the L2(Γc)-scalar product.
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To derive the weak formulation of the friction conditions, we start with the equality
⟨ϱu¨,v − u˙⟩+A(u,v − u˙) = L(v − u˙) + ⟨λn, vn − u˙n⟩+ ⟨λt, vt − u˙t⟩ ∀v ∈ V ∀t ∈ T
and add the term j(λn, vt) − j(λn, u˙t) to the left and the right side. This together with
(1.16) lead to the expression
⟨λn, vn − u˙n⟩+ ⟨λt, vt − u˙t⟩+ j(λt, vt)− j(λn, u˙t) ≥ 0 ∀v ∈ V ∀t ∈ T.
If we choose v ∈ V such that vn = u˙n on Γc and vt ∈ Xt arbitrary then we get
Γc
λt(vt − u˙t) ds−

Γc
Fλn(|vt| − |u˙t|) ds ≥ 0 ∀vt ∈ Xt ∀t ∈ T. (1.18)
Denote
∂2j(λn, u˙t) :=

µt ∈ X ′t | ⟨µt, vt − u˙t⟩ ≤ j(λn, vt)− j(λn, u˙t) ∀vt ∈ Xt

the partial subdifferential of j(λn, ·) with respect to the second variable. Thus dynamic
contact problems with Coulomb’s law of friction (1.8) and unilateral conditions (1.15) can
be expressed in the form
Find u : T → (H1(Ω))2, λn : T → X ′n, λt : T → X ′t such that
⟨ϱu¨,v⟩+A(u,v) = L(v) + ⟨λn, vn⟩+ ⟨λt, vt⟩ ∀v ∈ V ∀t ∈ T,
−λn ∈ NKn(u˙n) ∀t ∈ T,
−λt ∈ ∂2j(λn, u˙t) ∀t ∈ T,
u(x, 0) = u0, u˙(x, 0) = v0.
(1.19)
The problem now has the form of the non-smooth equation with three unknowns – the
displacement u, the normal stress λn and the tangential stress λt. The last two inclusions
play the role of the constitutive laws among these three quantities.
So far it has been show that (1.16) implies (1.19). To prove the equivalence of these two
formulations we have to show that (1.19) implies (1.16). We substitute the test function
w − u˙, w ∈ K˙(t), into the equation (1.19)2, use the definition of the normal cone and of
the subdifferential and obtain
⟨ϱu¨,w − u˙⟩+A(u,w−u˙) = L(w−u˙)+⟨λn, wn − u˙n⟩  
≥0
+ ⟨λt, wt − u˙t⟩  
≥j(λn,vt)−j(λt,u˙t)
∀w ∈ K˙(t) ∀t ∈ T,
i.e.,
⟨ϱu¨,w − u˙⟩+A(u,w − u˙) + j(λt, wt)− j(λn, u˙t) ≥ L(w − u˙) ∀w ∈ K˙(t) ∀t ∈ T.
From (1.19) we get that u˙n ∈ Kn, thus u˙n ≤ 0 on Γc. Now if w ∈ K˙(t) then wn ∈ Kn for
all t ∈ T. The definition of the normal cone NKn(u˙n) says that:
−

Γc
λn(wn − u˙n) ds ≤ 0 ∀wn ∈ Kn,
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Inserting wn = 0 and wn = 2u˙n into the previous inequality we obtain
Γc
λnu˙n ds = 0. (1.20)
Therefore
0 ≤

Γc
λnwn ds ∀wn ∈ Kn,
implying λn ≤ 0 on Γc. From this we see that the integrand of (1.20) is non-negative on
Γc, thus λnu˙n = 0 on Γc.
Further from −λt ∈ ∂2j(λn, u˙t) and the definition of the subdifferential we get:
−

Γc
λt(vt − u˙t) ds ≤ −

Γc
Fλn|vt| ds+

Γc
Fλn|u˙t|ds ∀vt ∈ Xt. (1.21)
Let us choose vt = 0 and vt = 2u˙t. We obtain

Γc
λtu˙t ds ≤

Γc
Fλn|u˙t|ds and

Γc
λtu˙t ds ≥
Γc
Fλn|u˙t|ds, respectively. Thus
Γc
λtu˙t ds =

Γc
Fλn|u˙t| ds.
From this and (1.21) we arrive at
−

Γc
λtvt ds ≤ −

Γc
Fλn|vt|ds ∀vt ∈ Xt,
or equivalently 
Γc
(λtvt −Fλn|vt|) ds ≥ 0 ∀vt ∈ Xt.
From this it follows that |λt| ≤ −Fλn on Γc.
Remark 1.1. Both variational inclusions in (1.19) may be replaced by
−λn ∈ NKn(un) ∀t ∈ T,
−λt ∈ ∂2j(λn, ut) ∀t ∈ T,
(1.22)
for the non-penetration condition (1.6) and friction conditions (1.7), respectively, or by
physically more realistic laws
−λn ∈ NKn(un) ∀t ∈ T,
−λt ∈ ∂2j(λn, u˙t) ∀t ∈ T.
(1.23)
Remark 1.2. Let us define the sets of the Lagrange multipliers
Λn =

µ ∈ X ′n | ⟨µ, vn⟩ ≥ 0 ∀vn ∈ Kn

,
1 MODEL PROBLEM 14
and
Λt(c) =

µ ∈ X ′t | ⟨µ, vt⟩ − ⟨c, |vt|⟩ ≤ 0 ∀vt ∈ Xt

.
Using Theorem 0.1, it is possible to show, that
− λn ∈ NKn(u˙n) ⇔ −u˙n ∈ NΛn(λn), (1.24)
and
− λt ∈ ∂2j(λn, u˙t) ⇔ −u˙t ∈ NΛt(−Fλn)(λt). (1.25)
This formulation will be useful for numerical realization based on the duality approach.
2 NUMERICAL REALIZATION 15
2 Numerical realization of time dependent contact problems
with friction
For numerical realization of dynamic contact problems, the weak formulations presented in
the previous section have to be discretized. There are basically two possible ways how to
discretize dynamic problems depending on the order of the spatial and time discretization.
In methods of Rothe’s type the time discretization precedes the discretization in space.
The time derivative of the displacement is replaced by its finite difference and the initial
boundary value problem is converted to a sequence of static problems. The advantage of
this approach is the possibility to choose different accuracy for the solution of resulting
problem at each time level. However in this work we will use the semi-discretization of
Galerkin’s type – first in space then in time.
It should be mentioned beforehand that there are many difficulties arising in modelling
of dynamic contacts between bodies. First of all, there is no general proof of the existence
and uniqueness of a solution, thus it is not possible to state conditions for numerical conver-
gence. Secondly, although there are well established methods for numerical simulation of
dynamic problems in linear elasticity, they usually fail in case of contact problems. One of
the reasons of this failure is that classical schemes (e.g. the Newmark scheme) are designed
to conserve the total energy of a body, whereas in reality a contact with an obstacle leads
to the dissipation of the kinetic energy of contact nodes. This causes artificial oscillations
of the energy on the contact boundary (see [4, 14]).
Recently, several approaches have been developed to overcome this problem. In the case
of Rothe’s type discretization a contact–stabilized modification of the Newmark method
is described in [4, 17]. For a discretization first in space, then in time the method of mass
redistribution has been presented in [13, 14].
In the first part of this section the finite element discretization in space is discussed.
For simplicity we will consider a plane domain Ω and S to be already in contact, i.e. g ≡ 0.
For the simulation of the contact interactions, we will use the constitutive law (1.23). The
displacements will be approximated by P1 polynomials on triangles. The next part deals
with classical time discretization schemes which reduce the problem to the sequence of
static contact problems with friction. Therefore the third part describes the realization of
static frictional problems as searching for a fixed point of some operator.
2.1 Finite element discretization
In this paragraph we will describe a spatial discretization by semi-discrete Galerkin method.
By ’semi-discrete’ we mean that the time dimension remains continuous at this moment.
The domain Ω is replaced by its conformal triangulation Ωh (see Figure 2.1a). Similarly,
the parts Γu, Γσ, Γc are replaced by Γ hu , Γ hσ , and Γ hc , respectively. The set of all triangular
elements is denoted T h := {Ti}nei=1; the set of all nodes is Ph := {xi}ni=1. The superscript
h has a meaning of the ’diameter’ of the largest triangular element, n is the number of the
nodes and ne is the number of the elements. The nodes of every triangle are numbered
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Γ hu Γ hσ
Γ hc
Ωh
S
(a) Discretization of the domain Ω
x1
x2
x3
N1(x, y)
1
(b) Shape function over the triangular ele-
ment
Figure 2.1: Finite element discretization
1, 2, 3 counterclockwise and the global nodes indexes are assigned by the connectivity table
(see Table 1).
The solution set U(t) is approximated by Uh(t), a finite dimensional subset of (H1(Ω))2.
The finite dimensional counterpart of the space V of virtual displacements is denoted by
Vh. The set Uh(t) consists of vector functions u˜(x, t) = (u˜(x, t), v˜(x, t)) whose components
u˜, v˜ : R2 ×T→ R are piecewise linear functions over T h representing displacements in the
direction of the x and y axis, respectively.
Let {ϕ1(x), ϕ2(x), . . . , ϕn(x)} be the set of Courant basis functions over Ωh, i.e. ϕi are
piecewise linear over Ωh and ϕi(xj) = δij , where δij is Kronecker’s delta2. The main idea
of the Galerkin method is to express u˜(x, t) as a linear combination of the basis function,
i.e.
u˜(x, t) =
n
i=1
Ui(t)ϕi(x), v˜(x, t) =
n
i=1
Vi(t)ϕi(x)
and to choose the basis functions as the test functions. After substitution to the weak
formulation of the problem we will derive its matrix form for the coefficients
U(t) = (U1(t), V1(t), . . . , Un(t), Vn(t))
⊤
of linear combination as unknowns3. Due to the choice of the basis functions which have a
small support, the resulting matrices are sparse. Because of an easy implementation, the
assembling of matrices and vectors is usually performed over individual elements. In the
next paragraphs we will adopt this approach.
Let us focus on a single triangular element T ∈ T h with the vertices x1 = (x1, y1),x2 =
(x2, y2) and x3 = (x3, y3). Over this element we define three basis (linear) functions
N1, N2, N3 such that Ni(xj) = δij (see Figure 2.1b). It can be easily shown that if xa /∈ Γ hu
the basis functions have following form (see [24]):
Na(x, y) :=
aa + bax+ cay
2∆
, a = 1, 2, 3,
2δij = 1 if i = j, δij = 0 otherwise
3Actually the coefficients in the nodes on the Dirichlet boundary are known. Their enforcement will be
discussed later.
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with
a1 = x2y3 − x3y2, a2 = x3y1 − x1y3, a3 = x1y2 − x2y1,
b1 = y2 − y3, b2 = y3 − y1, b3 = y1 − y2,
c1 = x3 − x2, c2 = x1 − x3, c3 = x2 − x1,
and
2∆ = det
1 x1 y11 x2 y2
1 x3 y3
 (2.1)
where ∆ is the area of the given triangle. Since we consider 2-D problems, each node has
two degrees of freedom (the displacement in the direction of x-axis and y-axis) and we
need six shape functions over each element. We arrange them in the matrices
N1(x, y) := N1(x, y)I2, N2(x, y) := N2(x, y)I2, N3(x, y) := N3(x, y)I2,
N(x) :=

N1(x) N2(x) N3(x)

,
where I2 is the identity matrix of order two. For simplicity, we will omit the spatial variable
and write N instead of N(x). We can now approximate the displacement u over T by the
linear combination of the element basis functions
u(x, t) ≈
3
i=1
Ni(x)uˆi(t) = Nuˆ(t). (2.2)
Here the coefficients of the linear combination have the form uˆi(t) := (uˆi(t), vˆi(t))⊤ and
uˆ(t) := (uˆ1(t), vˆ1(t), uˆ2(t), vˆ2(t), uˆ3(t), vˆ3(t))
⊤. They represent the displacement of the
vertices of T in the directions of the coordinate axis. Note that they depend on time.
Nodes
Element 1 2 3 Local nodes indexes
1 1 2 4
Global nodes indexes2 2 3 4...
20 17 19 15
Table 1: Element connectivity table
2.1.1 Assembling the mass and the stiffness matrices
First, we will derive the classical mass and stiffness matrices, i.e. we will discretize the
terms ⟨ϱu¨,v⟩ and A(u,v) in (1.19). Recall that
⟨ρu¨,v⟩ :=

Ω
ϱu¨ivi dx, A(u,v) :=

Ω
cijklεij(u)εkl(v) dx.
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Because the integral over the domain Ωh may be split into the sum of integrals over all
triangles from T h, i.e.
Ω
ϱu¨ivi dx =
ne
i=1

Ti
ϱu¨ivi dx, A(u,v) =
ne
i=1

Ti
cijklεij(u)εkl(v) dx,
we will derive the element mass and stiffness matrices and map their elements to appro-
priate positions in the global mass and stiffness matrices.
The term u¨ will be approximated on each Ti ∈ T h in the same manner as in (2.2):
u¨(x, t) ≈ N¨ˆu(t)
Using this approximation and using the shape functions as test functions, the inertia term
becomes 
Ti
ϱN⊤N¨ˆu(t) dx =

Ti
ϱN⊤Ndx  
=:Me
¨ˆu(t) = Me ¨ˆu(t),
where Me denotes the element mass matrix. Since

Ti
NaNb dx =
1
6∆ if a = b and
Ti
NaNb dx =
1
12∆ if a ̸= b, the element mass matrix has the form
Me =
ϱ∆
12

2 0 1 0 1 0
0 2 0 1 0 1
1 0 2 0 1 0
0 1 0 2 0 1
1 0 1 0 2 0
0 1 0 1 0 2
 .
Recall that ∆ is the area of the triangle Ti which is easily computable from (2.1).
Introducing the operator
ϵ :=

∂
∂x 0
0 ∂∂y
∂
∂y
∂
∂x

and the linearized elasticity matrix for a homogenous isotropic body
D :=
E
(1 + ν)(1− 2ν)
1− ν ν 0ν 1− ν 0
0 0 1−2ν2

with Young’s modulus E and Poisson’s ratio ν (for details see [24]) we may write the term
A(u, v) in the matrix form as
Ti
(ϵN)⊤Dϵ(Nuˆ(t)) dx =

Ti
B⊤DB dx uˆ(t) = B⊤DB

Ti
dx uˆ(t) = B⊤DB∆  
=:Ke
uˆ(t).
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Here we denoted
B := ϵN =

∂N1
∂x 0
∂N2
∂x 0
∂N3
∂x 0
0 ∂N1∂y 0
∂N2
∂y 0
∂N3
∂y
∂N1
∂y
∂N1
∂x
∂N2
∂y
∂N2
∂x
∂N3
∂y
∂N3
∂x

=
y2 − y3 0 y3 − y1 0 y1 − y2 00 x3 − x2 0 x1 − x3 0 x2 − x1
x3 − x2 y2 − y3 x1 − x3 y3 − y1 x2 − x1 y1 − y2
 1
2∆
and used the fact that due to linearity of the shape functions, their derivatives are constants
on elements. Finally Ke stands for the element stiffness matrix.
The global mass and stiffness matrices M,K, respectively, are then assembled by sum-
ming the elements of local matrices to appropriate positions (defined by the connectivity
table) in global matrices.
Remark 2.1. From the finite element analysis it is well-known, that the matrices K and
M are symmetric and positive definite [24].
2.1.2 Discretization of the load forces
In this section we will discretize volume forces and surface integrals represented by the
term
L(v) :=

Ω
fivi dx+

Γσ
Pivi ds.
We may again decompose the previous integrals into the sum over all elements and sub-
stitute the shape functions as test functions. The volume force f is replaced over every
element Ti by its value in the center of gravity xT of Ti, fˆ = (fˆ1, fˆ2)⊤ := f(xT ). This
leads to the expression
Le :=

Ti
N⊤fˆ dx =
∆
3
fˆfˆ
fˆ
 .
Using the element connectivity table we assemble the global load vector L(t).
Similarly, the contribution of the prescribed tractions on Γσ is expressed by the vector
pe :=
1
2

Pˆ
Pˆ

ℓ,
where Pˆ = (Pˆ1, Pˆ1)⊤ := P (xs, t) is the value of the traction in the middle of the corre-
sponding edge and ℓ is the length of this edge. The components of this vector are summed
to the appropriate components of the global load vector.
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ψi(x)
xiΓ
h
c
1
Figure 2.2: Basis functions over one contact boundary element
2.1.3 Discretization of the contact forces
To discretize the terms ⟨λn, vn⟩ and ⟨λt, vt⟩ we present the finite element counterparts of
the spaces Xn, Xt and X ′n, X ′t defined on the contact part Γc, which will be denoted by
adding the superscript h. There are two possible ways how to define these spaces. We
may either use different finite elements for the discretization of Xn, Xt and X ′n, X ′t or use
the same finite elements for both displacements and forces on the contact boundary. Since
there are no greater differences between these methods [13], we will use the latter one (thus
Xhn = X
′h
n and Xht = X ′
h
t ).
Let Ic :=

i |xi ∈ Γ hc \ Γ hu

be the set of indexes of the contact nodes. For the approx-
imation of the normal and tangential contact displacements and forces we use continuous
piecewise linear scalar functions. The basis functions of these spaces, denoted by {ψi}i∈Ic
for the approximation of the normal displacements and stresses and {ξi}i∈Ic for the tan-
gential quantities, are such that ψi(xj) = ξi(xj) = δij .4
Unlike to the previous paragraphs we will not discretize the terms ⟨λn, vn⟩ and ⟨λt, vt⟩
element by element. Instead, let us have a look what happens if we substitute the basis
functions of the form (ϕi, 0)⊤ and (0, ϕi)⊤, where i ∈ Ic, as the test functions (recall
from the introductory paragraph to this subsection that ϕ1, . . . , ϕn are the Courant basis
functions defined over Ωh). The term ⟨λn, vn⟩ becomes
Γhc
λ˜n(x, t)(ϕi(x), 0) · ni ds =

Γhc
λ˜n(x, t)ϕi(x)ni1 ds = ni1

Γhc
λ˜n(x, t)ψi(x) ds, (2.3)
and
Γhc
λ˜n(x, t)(0, ϕi(x)) · ni ds =

Γhc
λ˜n(x, t)ϕi(x)ni2 ds = ni2

Γhc
λ˜n(x, t)ψi(x) ds, (2.4)
where λ˜n is the approximation of the normal contact stress. Since ϕi is non-zero only on
the elements sharing the node xi, we approximate the unit outward normal vector n by
its value in this node and denote it as ni := (ni1 , ni2)⊤. In order to present the matrix
formulation of (2.3) and (2.4), let N i be the vector with the following property:
u˜n(xi, t) := u˜(xi, t) · ni = U(t)⊤ ·N i ∀i ∈ Ic ∀t ∈ T.
4One may see that ψi and ξi are in fact restrictions of ϕi on Γhc .
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In other words, N i contains on appropriate positions the coordinates of the unit out-
ward normal vector ni at xi, i ∈ Ic and zeros elsewhere. Further, let Bn denote a
(card Ic × 2n) matrix with the rows composed from the vectors N⊤i , and let Λni(t) :=
Γhc
λ˜n(x, t)ψi(x) ds. The integrals (2.3) and (2.4) may be expressed in the matrix form
as B⊤nλn(t) where λn(t) is the vector constructed from Λni(t).5
We will now rephrase the contact conditions by means of the new discrete variables.
Using N i we may write the non-penetration condition in the form
U(t)⊤ ·N i ≤ 0 ∀i ∈ Ic ∀t ∈ T. (2.5)
This corresponds to the following discretization of Kn defined by (1.17):
Khn :=

u˜n ∈ Xhn | u˜n(xi) ≤ 0 ∀i ∈ Ic

.
Using the basis functions {ψi(x)}i∈Ic we may rewrite the discrete form of the condition
Γhc
λ˜nv˜n ds ≥ 0,∀v˜n ∈ Khn as
Γhc
λ˜n(x, t)ψi(x) ds =: Λni(t) ≤ 0 ∀i ∈ Ic ∀t ∈ T. (2.6)
Finally, since the condition

Γhc
λ˜nu˜n ds = 0 may be written as
Γhc
λ˜nu˜n ds =

Γhc
λ˜n

i∈Ic
U(t)⊤ ·N iψi(x) ds =

i∈Ic
U(t)⊤ ·N i

Γhc
λ˜nψi(x) ds = 0,
its matrix form is given by
Λni(t)

U(t)⊤ ·N i

= 0 ∀i ∈ Ic ∀t ∈ T. (2.7)
The conditions (2.5), (2.6) and (2.7) can be written in the form−λn(t) ∈ NRcard Ic− (BnU(t)).
Similarly, in the tangential direction we may define Λti(t) :=

Γhc
λ˜t(x, t)ξi(x) ds and
the vectors T i such that
u˜t(xi, t) = U(t)
⊤ · T i, ∀i ∈ Ic, ∀t ∈ T.
To present the matrix form of the friction conditions, we substitute the test functions
w˜t :=

i∈Ic wt(xi)ξi, wt ∈ Xt into (1.18) and denote U˙ti(t) := U˙(t)⊤ · T i.
5The vector λn(t) is constructed from elements Λni(t) by ordering them in the ascending order depend-
ing on the index i.
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Assumption In what follows we assume that the coefficient of friction F is a positive
constant over the whole contact boundary.
We obtain:
Γhc
λ˜t

i∈Ic
(wt(xi)− U˙ti(t))ξi ds
−F

Γhc
λ˜n

i∈Ic
 |wt(xi)| − U˙ti(t)ξi ds ≥ 0 ∀wt ∈ Xt ∀t ∈ T, (2.8)
where we approximated the problematic terms

i∈Ic U˙ti(t)ξi
 ≈ i∈Ic U˙ti(t)ξi and
k∈Ic wt(xi)ξi
 ≈i∈Ic |wt(xi)| ξi. Expression (2.8) is equivalent with
Γhc
λ˜t

wt(xi)− U˙ti(t)

ξi ds−F

Γhc
λ˜n
 |wt(xi)| − U˙ti(t)ξi ds ≥ 0 ∀i ∈ Ic ∀t ∈ T,
or componentwisely:
λt(t)

i

wi −

BtU˙(t)

i
−Fλn(t)iwi− BtU˙(t)i ≥ 0
∀w ∈ Rm ∀i ≤ m ∀t ∈ T. (2.9)
Here Bt is the matrix composed from the vectors T i, λt(t) is the vector with the components
given by Λti(t) and m = card Ic. Defining the finite-dimensional approximation of the
subdifferential of j(λn, u˙t) by
∂2j(λn(t),BtU˙(t))
:=

µ ∈ Rm |µi

wi −

BtU˙(t)

i
 ≤ −F (λn(t))i |wi| − BtU˙(t)i ∀w ∈ Rm ∀i ≤ m ,
we may write (2.9) equivalently in the form −λt(t) ∈ ∂2j

λn(t),BtU˙(t)

. For simplicity,
we use the same notation for both continuous and discrete form of the subdifferential.
Finally, (2.9) is equivalent to
U˙ti(t) = 0 ⇒ |Λti(t)| ≤ −FΛni(t) ∀i ∈ Ic, ∀t ∈ T,
U˙ti(t) ̸= 0 ⇒ Λti(t) = FΛni(t) sgn U˙ti(t) ∀i ∈ Ic, ∀t ∈ T.
Remember that we used the constitutive law (1.23). The derivation of the discrete
form of (1.22) or the law used in (1.19) is similar.
2.1.4 Summary: matrix formulation of the problem
At this point we are able to sum up results of the previous sections and to present the
semi-discrete matrix formulation of the contact problem. It remains to define the discrete
initial displacement and velocity vector as
U0 = (u0(x1)
⊤,u0(x2)⊤, . . . ,u0(xn)⊤)⊤,
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and
U˙0 = (v0(x1)
⊤,v0(x2)⊤, . . . ,v0(xn)⊤)⊤.
Until now we ignored the Dirichlet boundary conditions and the fact that the test functions
in the space of virtual displacements V are identically equal to zero on Γ hu . To include these
conditions into the formulation, let Iu :=

i |xi ∈ Γ hu

be the set of indices of the nodes of
Th lying on the Dirichlet boundary. We set the elements of the 2i-th and (2i−1)-th, i ∈ Iu,
rows and columns of the matrices M and K to zero. Next we set the diagonal elements of
these rows of the matrix K to one and the respective components of the right-hand side
vector to the value of the boundary condition at xi given by Uˆ(xi). For simplicity, we will
denote these modified matrices and vector by the same symbols as the original ones, i.e.
M,K and L(t), respectively.
In conclusion, the matrix formulation of the problem reads as follows:
Find U(t) : T → R2n,λn(t) : T → Rm,λt(t) : T → Rm such that ∀t ∈ T
MU¨(t) + KU(t) = L(t) + B⊤nλn(t) + B⊤t λt(t),
−λn(t) ∈ NRm− (BnU(t)),
−λt(t) ∈ ∂2j

λn(t),BtU˙(t)

,
U(0) = U0, U˙(0) = U˙0.
(2.10)
2.2 Time-stepping algorithms
In Section 2.1 we have presented the spatially discretized form of the problem with the
time dimension kept continuous. In the next paragraphs we shall use some of the time-
stepping procedures to complete a total discretization. For this purpose let us divide the
time interval T into non-overlapping subintervals of equal length such that
T =
L−1
k=0
[tk, tk+1] ,
where tk < tk+1 and t0 = 0, tL = T . Let ∆t := tk+1 − tk. For the simplicity of notation
we will write uk := U(tk),vk := U˙(tk),ak := U¨(tk). We will find the solution satisfying
(2.10) only in a finite number of time-steps defined by tk. Thus the totally discretized
problem reads as follows:
∀k ∈ {0, 1, . . . , L− 1} find uk+1 ∈ R2n,λk+1n ∈ Rm,λk+1t ∈ Rm such that
Mak+1 + Kuk+1 = Lk+1 + B⊤nλ
k+1
n + B
⊤
t λ
k+1
t ,
−λk+1n ∈ NRm− (Bnuk+1),
−λk+1t ∈ ∂2j(λk+1n ,Btvk+1),
u0 = U0,v
0 = U˙0,
(2.11)
For the solution of this problem we will use direct integration algorithms, which may
be derived from Taylor’s expansion of the displacement U and the velocity U˙ at tk with
respect to time. We distinguish explicit and implicit schemes.
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• Explicit methods enable us to compute uk+1,vk+1 and ak+1 directly from the values
at the previous time-step without any need to solve a coupled system of equations.
The typical examples of this kind of integrators are the mid-point method or, for the
specific choice of the real parameters, the Newmark integration scheme. However,
explicit schemes are only conditionally stable (see Definition 2.2), i.e. the stability is
guaranteed only for ∆t lower than some value. It has been shown for linear systems,
that a limit value for stability may be estimated by h/c, where h is a ’diameter’ of
the largest element and c is the speed of sound in a given material6. For this reason,
explicit methods are appropriate for the simulation of processes with high frequency
and short duration (e.g. impacts) [19].
• Implicit methods provide a system of implicit statements for uk+1,vk+1 and ak+1.
For their evaluation, one has to solve a non-linear system of equations in each time-
step. Widely used Wilson-Theta method or the Newmark method belong to this
class. We will present some of them in the following sections.
For the study of the accuracy of the methods we define the local discretization error
dk as the error caused by used approximations in one time-step. The global discretization
error is caused by the accumulation of the local discretization errors and is defined by
ek := y(tk) − yk, where yk is the approximation of y(tk). We say that the method is of
order p ∈ N if dk = O(∆tp+1). For one-step methods of order p it holds that ek = O(∆tp).
2.2.1 The energy of a dynamic system and the stability of a method
As mentioned in the beginning of this section, the energy behavior of the temporal integra-
tion schemes is crucial property deciding their applicability. The total energy of an elastic
body at time t may be evaluated using the following definition.
Definition 2.1 (Energy functional). The energy functional of an elastic body is given by
J(U , U˙ , t) :=
1
2
U˙(t)⊤MU˙(t) +
1
2
U(t)⊤KU(t)−L(t)⊤U(t).
For the discretized time we write
J(uk,vk) :=
1
2
vk
⊤
Mvk +
1
2
uk
⊤
Kuk −Lk⊤uk.
The first term represents the kinetic energy, the second term is the strain energy and the
last one stands for the energy caused by applied loads.
By the stability of a method we mean the boundedness of the energy functional, i.e. we
want the energy of a body to remain bounded as the number of time-steps goes to infinity.
6We say that ∆t must satisfy the so called Courant-Friedrichs-Lewy (CFL) condition. Let us also recall
that the speed of longitudinal and transverse wave propagation in a given material may be calculated by
cL =

E(1−ν)
ϱ(1+ν)(1−2ν) and cT =

E
2ρ(1+ν)
, respectively.
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Definition 2.2 (Stability). A temporal integration scheme is unconditionally stable if
there exists a constant c ∈ R+ such that for all k ∈ N0 and for all ∆t > 0 it holds
J(uk,vk) ≤ c.
If the previous inequality holds only when ∆t ≤ τ for some τ ∈ R+, we say that a scheme
is conditionally stable.
The presence of a priori unknown contact forces disallows the stability analysis by
eigenvalues [19], therefore the stability is studied using the variation of the energy functional
in two consecutive time-steps. This approach is extensively used in [13] from which we
borrow some notation. The energy variation is defined by
∆J := J(uk+1,vk+1)− J(uk,vk).
In particular for frictionless contact problems, the energy conservation law should hold.
If the time integration method satisfies the condition ∆J = 0∀k ∈ N0 we say that the
method is conservative. The method satisfying condition ∆J ≤ 0 is called dissipative.
2.2.2 Newmark integration scheme
One of the most frequently used time integration methods was proposed in 1959 by Amer-
ican structural engineer Nathan M. Newmark. It belongs to one-step methods (meaning
that for the evaluation of unknowns at time tk+1 we need only values in the previous time
tk) for solving differential equations of the second order. For dynamic problems without
unilateral and friction constraints this scheme is given by the following definition.
Definition 2.3 (Newmark integration scheme). Given uk,vk,ak and β, γ ∈ R evaluate
uk+1,vk+1,ak+1 by
uk+1 = uk +∆tvk +∆t2

1
2
− β

ak + βak+1

, (2.12)
vk+1 = vk +∆t

(1− γ)ak + γak+1

, (2.13)
together with the energy equilibrium equation Mak+1 + Kuk+1 = Lk+1.
For the detailed derivation of this scheme see [5, 21, 23]. The choice of the constants β
and γ affects the stability and the order of convergence of the method. The scheme is of
order two for γ = 12 and of order one otherwise. In the case without contact the scheme
is unconditionally stable for β ≥ (
1
2
+γ)
2
4 while the choice 2β = γ =
1
2 provides the energy
conserving algorithm. For β = γ = 0 the displacement uk+1 and the velocity vk+1 are
expressed explicitly (see [23]).
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We will now modify this method for the solution of contact problems. From (2.12) we
can express ak+1 by means of uk+1 as follows:
ak+1 =
1
∆t2β

uk+1 − uk

− 1
∆tβ
vk −
1
2 − β
β
ak,
and substitute it into (2.13):
vk+1 =
γ
∆tβ

uk+1 − uk

+
β − γ
β
vk +
β − γ2
β
∆tak.
Replacing ak+1 in the equilibrium equation in (2.11) we get
1
β∆t2
M+ K

  
=:Kˆ
uk+1 = Lk+1 +
1
β∆t2
Muk +
1
β∆t
Mvk +
1
2 − β
β
Mak  
=:Lˆ
k+1
+B⊤nλ
k+1
n + B
⊤
t λ
k+1
t .
Here Kˆ := Kˆ(∆t, β) is the so-called effective stiffness matrix and Lˆ
k+1
is the effective load
vector. Similarly we replace vk+1 in the friction condition in (2.11):
−λk+1t ∈ ∂2j

λk+1n ,
γ
β∆t
=:α
Btu
k+1− γ
β∆t
Btu
k +
β − γ
β
Btv
k +
β − γ2
β
∆tBta
k  
=:−Ct

.
With this notation, the Newmark scheme for contact problems with Coulomb friction
reads as follows:
∀k ∈ {0, 1, . . . , L− 1} find uk+1 ∈ R2n,λk+1n ∈ Rm,λk+1t ∈ Rm such that
Kˆuk+1 = Lˆ
k+1
+ B⊤nλ
k+1
n + B
⊤
t λ
k+1
t ,
−λk+1n ∈ NRm− (Bnuk+1),
−λk+1t ∈ ∂2j(λk+1n , αBtuk+1 −Ct),
u0 = U0,v
0 = U˙0.
(2.14)
From the previous sections we know that the explicit form of the non-penetration conditions
is: 

Bnu
k+1

i
≤ 0,
λk+1n

i
≤ 0,
λk+1n

i

Bnu
k+1

i
= 0 ∀i = 1, 2, . . . ,m.
We may also explicitly express the friction conditions in (2.14) for i = 1, 2, . . . ,m:
(Btu
k+1)i =
1
α(Ct)i ⇒ |(λk+1t )i| ≤ −F(λk+1n )i,
(Btu
k+1)i ̸= 1α(Ct)i ⇒ (λk+1t )i = F(λk+1n )i sgn (αBtuk+1 −Ct)i.
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Therefore, we transformed the dynamic problem to a sequence of static frictional contact
problems. In friction condition the tangential displacement at t = tk+1 is not compared
with zero, but with the value
1
α
Ct =: Btu
k +∆t

Btv
k − β
γ
Btv
k

+
1
2
∆t2

Bta
k − 2β
γ
Bta
k

.
One can note that the previous relation is Taylor’s expansion of the displacement at time
t = tk with the velocity and the acceleration modified by the constants β and γ. Contrary
to some other methods (e.g., the mid-point method presented in the following paragraphs)
the choice of these constants may affect the contact behavior of the method.
The following proposition gives us the information about the energy variation which is
useful for the stability considerations.
Proposition 2.1. Let L(t) ≡ L be constant in t. Then the energy variation of the
Newmark method is
∆J =

1
2
− γ

uk+1 − uk
⊤
K

uk+1 − uk

+∆t

β − γ
2

vk+1 − vk
⊤
K

uk+1 − uk

−∆t

β − γ
2

vk+1 − vk
⊤ 
B⊤nλ
k+1
n + B
⊤
t λ
k+1
t

−

B⊤nλ
k
n + B
⊤
t λ
k
t

+

uk+1 − uk
⊤ 
(1− γ)

B⊤nλ
k
n + B
⊤
t λ
k
t

+ γ

B⊤nλ
k+1
n + B
⊤
t λ
k+1
t

.
Proof. This proof corrects mistakes in the one presented in [13]. From the definition of the
energy variation we get:
∆J = J(uk+1,vk+1)− J(uk,vk) = 1
2
(vk+1 − vk)M(vk+1 + vk)
+
1
2
(uk+1 − uk)K(uk+1 + uk)− (uk+1 − uk)⊤L.
(2.15)
Multiplying (2.12) and (2.13) by M we obtain:
M(uk+1 − uk −∆tvk) = ∆t2

1
2
− β

Mak + βMak+1

, (2.16)
M(vk+1 − vk) = ∆t

(1− γ)Mak + γMak+1

. (2.17)
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Since the energy equilibrium equation Mak = L + Bnλkn + Bkt − Kuk holds we can write
(2.16) and (2.17) as:
M(uk+1 − uk −∆tvk) = ∆t2

1
2
− β

L+ B⊤nλ
k
n + B
⊤
t λ
k
t − Kuk

+ β

L+ B⊤nλ
k+1
n + B
⊤
t λ
k+1
t − Kuk+1

=
∆t2
2
L−∆t2

1
2
− β

Kuk + βKuk+1

+∆t2

1
2
− β

B⊤nλ
k
n + B
⊤
t λ
k
t

+ β

B⊤nλ
k+1
n + B
⊤
t λ
k+1
t

(2.18)
and
M(vk+1 − vk) = ∆t (1− γ)

L+ B⊤nλ
k
n + B
⊤
t λ
k
t − Kuk

+∆tγ

L+ B⊤nλ
k+1
n + B
⊤
t λ
k+1
t − Kuk+1

= ∆tL−∆t

(1− γ)Kuk + γKuk+1

+∆t

(1− γ)

B⊤nλ
k
n + B
⊤
t λ
k
t

+ γ

B⊤nλ
k+1
n + B
⊤
t λ
k+1
t

.
(2.19)
Multiplying (2.19) by ∆t2 and subtracting from (2.18) we get after some modifications:
M(uk+1 − uk) = −∆t2

β − γ
2

K

uk+1 − uk

+
∆t
2
M

vk+1 + vk

+∆t2

β − γ
2

B⊤nλ
k+1
n + B
⊤
t λ
k+1
t

−

B⊤nλ
k
n + B
⊤
t λ
k
t

.
Expressing M(vk+1 + vk) from the previous equation and substituting it into (2.15) we
have:
∆J =
1
2
(uk+1 − uk)⊤K(uk+1 + uk) + 1
∆t
(vk+1 − vk)⊤M(uk+1 − uk)
+∆t

β − γ
2

(vk+1 − vk)⊤K(uk+1 − uk)
−∆t

β − γ
2

(vk+1 − vk)⊤

B⊤nλ
k+1
n + B
⊤
t λ
k+1
t

−

B⊤nλ
k
n + B
⊤
t λ
k
t

− (uk+1 − uk)⊤L.
(2.20)
Next, let us multiply (2.19) by (uk+1 − uk) and express (uk+1 − uk)⊤L:
(uk+1 − uk)⊤L = 1
∆t
(uk+1 − uk)⊤M(vk+1 − vk)
+ (uk+1 − uk)⊤

(1− γ)Kuk + γKuk+1

− (uk+1 − uk)⊤

(1− γ)

B⊤nλ
k
n + B
⊤
t λ
k
t

+ γ

B⊤nλ
k+1
n + B
⊤
t λ
k+1
t

.
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Finally substituting the previous expression to 2.20 we get after some modifications:
∆J =

1
2
− γ

uk+1 − uk
⊤
K

uk+1 − uk

+∆t

β − γ
2

vk+1 − vk
⊤
K

uk+1 − uk

−∆t

β − γ
2

vk+1 − vk
⊤ 
B⊤nλ
k+1
n + B
⊤
t λ
k+1
t

−

B⊤nλ
k
n + B
⊤
t λ
k
t

+

uk+1 − uk
⊤ 
(1− γ)

B⊤nλ
k
n + B
⊤
t λ
k
t

+ γ

B⊤nλ
k+1
n + B
⊤
t λ
k+1
t

.
From the previous proposition it is seen that for γ > 12 the first term in ∆J provides a
strong dissipation of the energy (even when no contact occurs). Choosing, e.g., 2β = γ = 1
we obtain:
∆J = −1
2

uk+1 − uk
⊤
K

uk+1 − uk

+

uk+1 − uk
⊤ 
B⊤nλ
k+1
n + B
⊤
t λ
k+1
t

.
The first term is clearly dissipative. To determine the sign of the last term at least ap-
proximately, let us write:
uk+1 − uk
⊤ 
B⊤nλ
k+1
n + B
⊤
t λ
k+1
t

=

uk+1 − uk
⊤
B⊤t λ
k+1
t −

Bnu
k
⊤
λk+1n .
Substituting for uk+1 from (2.12) with 2β = γ = 1 we obtain:
uk+1 − uk
⊤
B⊤t λ
k+1
t −

Bnu
k
⊤
λk+1n =

∆tvk+
∆t2
2
ak+1
⊤
B⊤t λ
k+1
t −

Bnu
k
⊤
λk+1n
(2.13)
=

∆tvk+1 − ∆t
2
2
ak+1  
≈0
⊤
B⊤t λ
k+1
t −

Bnu
k
⊤
λk+1n
≈ ∆t

Btv
k+1
⊤
λk+1t  
≤0
−

Bnu
k
⊤
λk+1n .
The sign in the last term follows from the Coulomb’s law. This term therefore also con-
tributes to the energy dissipation. Although it is not possible to determine the sign of
the last term, from

Bnu
k+1
⊤
λk+1n = 0 one can assume that its value is close to zero
if ∥uk+1 − uk∥ is small enough. Then the method is stable and very dissipative for this
choice of the parameters.
2.2.3 Mid-point method
This time integration method is based on classical Euler’s method for solving differential
equations
y′(t) = f(t, y(t)).
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Whereas Euler’s method is based on the approximation y′(t) ≈ (y(t+∆t)− y(t))/∆t from
which one can easily obtain the scheme
yk+1 = yk +∆tf(tk, yk),
the mid-point scheme is derived from the expression
y′(t+
1
2
∆t) ≈ (y(t+∆t)− y(t))/∆t.
From this we get
yk+1 = yk +∆tf

tk+ 1
2
, yk+ 1
2

,
where tk+ 1
2
:= (tk+1 + tk)/2 and yk+ 1
2
:= y(tk+ 1
2
). One can also derive this scheme from
Taylor’s expansion of y(t). Using this way it is easier to derive the error of the method:
y(t+∆t) = y(t) +∆ty′(t) +
∆t2
2
y′′(t) +O(∆t3)
= y(t) +∆t

y′(t) +
∆t
2
y′′(t)

  
=y′(t+∆t2 )+O(∆t2)
+O(∆t3)
= y(t) +∆ty′

t+
∆t
2

+O(∆t3)
= y(t) +∆tf

t+
∆t
2
, y

t+
∆t
2

+O(∆t3).
The unknown expression y

t+ ∆t2

appearing in the argument of f may be approximated
similarly:
y

t+
∆t
2

= y(t) +
∆t
2
y′(t) +O(∆t2)
= y(t) +
∆t
2

y(t+∆t)− y(t)
∆t
+O(∆t)

+O(∆t2)
= y(t) +
y(t+∆t)− y(t)
2
+O(∆t2)
=
y(t) + y(t+∆t)
2
+O(∆t2),
where we used the finite difference to estimate y′(t). We see that the global discretization
error is of order two.
In the next definition we apply this approach to the system of equations to our dynamic
elasticity problem without unilateral and friction conditions.
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Definition 2.4 (Mid-point scheme). Given uk,vk,ak evaluate uk+1,vk+1,ak+1 such that
it holds 
uk+1 = uk +∆tvk+
1
2 ,
uk+
1
2 = u
k+uk+1
2 ,
vk+1 = vk +∆tak+
1
2 ,
vk+
1
2 = v
k+vk+1
2 ,
(2.21)
together with the energy equilibrium equation Mak+
1
2 + Kuk+
1
2 = Lk+
1
2 satisfied at time
t = tk+ 1
2
.
We will now use (2.21) for our contact problem. From the first two equations we express
vk+
1
2 in terms of uk+
1
2 by
vk+
1
2 =
2
∆t
uk+
1
2 − 2
∆t
uk
Combining this with the third and the fourth equation in (2.21) we get
ak+
1
2 =
4
∆t2
uk+
1
2 − 4
∆t2
uk − 2
∆t
vk.
Finally we insert these expressions into the equilibrium equation
Mak+
1
2 + Kuk+
1
2 = Lk+
1
2 + B⊤nλ
k+ 1
2
n + B
⊤
t λ
k+ 1
2
t
and the friction inclusion (both at time t = tk+ 1
2
) to obtain:
4
∆t2
M+ K

  
=:Kˆ
uk+
1
2 = Lk+
1
2 +
4
∆t2
Muk +
2
∆t
Mvk  
=:Lˆ
k+12
+B⊤nλ
k+ 1
2
n + B
⊤
t λ
k+ 1
2
t ,
and
−λk+
1
2
t ∈ ∂2j

λ
k+ 1
2
n ,
2
∆t
Btu
k+ 1
2 − 2
∆t
Btu
k

.
Here again, Kˆ is the effective stiffness matrix and Lˆ
k+ 1
2 is the effective load vector. Denoting
α := 2∆t and Ct :=
2
∆tBtu
k one can write the whole problem as
∀k ∈ {0, 1, . . . , L− 1} find uk+ 12 ∈ R2n,λk+
1
2
n ∈ Rm,λk+
1
2
t ∈ Rm such that
Kˆuk+
1
2 = Lˆ
k+ 1
2 + B⊤nλ
k+ 1
2
n + B⊤t λ
k+ 1
2
t ,
−λk+
1
2
n ∈ NRm−

Bnu
k+ 1
2

,
−λk+
1
2
t ∈ ∂2j

λ
k+ 1
2
n , αBtu
k+ 1
2 −Ct

,
u0 = U0,v
0 = U˙0,
and set
uk+1 = uk +∆tvk+
1
2 , where vk+
1
2 = 2∆tu
k+ 1
2 − 2∆tuk,
vk+1 = vk +∆tak+
1
2 , where ak+
1
2 = 4
∆t2
uk+
1
2 − 4
∆t2
uk − 2∆tvk.
(2.22)
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Similarly to the Newmark scheme, the unilateral and the friction constraints at t = tk+ 1
2
may be written explicitly in the following way:

Bnu
k+ 1
2

i
≤ 0,
λ
k+ 1
2
n

i
≤ 0,
λ
k+ 1
2
n

i

Bnu
k+ 1
2

i
= 0 ∀i = 1, 2, . . . ,m,
(2.23)
and 

Btu
k+ 1
2

i
=

Btu
k

i
⇒ λk+ 12t i ≤ −Fλk+ 12n i
Btu
k+ 1
2

i
̸= Btuki ⇒ λk+ 12t i = Fλk+ 12n i sgn αBtuk+ 12 −Cti,
for i = 1, 2, . . . ,m taking into account the definition of α and Ct. Note that unlike the
Newmark method, the friction condition now takes into account solely the displacement
at the previous time-step.
The energy variation of the mid-point method is described by the next proposition (see
[13]).
Proposition 2.2. Let L(t) ≡ L be constant in t. Then the energy variation of the
mid-point method is
∆J = ∆t

v
k+ 1
2
n
⊤
λ
k+ 1
2
n +∆t

v
k+ 1
2
t
⊤
λ
k+ 1
2
t ≤ −2

ukn
⊤
λ
k+ 1
2
n . (2.24)
Since the contact conditions in (2.22) are imposed at time t = tk+ 1
2
, one cannot deter-
mine the sign of the last term in (2.24). Therefore it is not possible to have the definite
statement on the stability of the mid-point method. It may even happen that the unilateral
conditions are not satisfied at t = tk, i.e. the body interpenetrates the obstacle. A possible
treatment of this problem is described in the following section.
2.2.4 Modified mid-point method
The modification of the mid-point method is based on the implicit treatment of the contact
force. The acceleration of the body due to the contact effects is treated separately at time-
step k + 1: 
uk+1 = uk +∆tvk+
1
2 ,
uk+
1
2 = u
k+uk+1
2 ,
vk+1 = vk +∆tak+
1
2 +∆tak+1n ,
vk+
1
2 = v
k+vk+1
2 ,
(2.25)
where ak+1n is the normal acceleration at time t = tk+1, i.e. Mak+1n = B⊤nλ
k+1
n . The
equilibrium equation at t = tk+ 1
2
has the following form:
Mak+
1
2 + Kuk+
1
2 = Lk+
1
2 + B⊤t λ
k+ 1
2
t .
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The condition −λk+
1
2
n ∈ NRm− (Bnuk+
1
2 ) is now replaced by −λk+1n ∈ NRm− (Bnuk+1). From
(2.25) we can express uk+1 in terms of uk and uk+
1
2 :
uk+1 = 2uk+
1
2 − uk, (2.26)
therefore the unilateral condition becomes:
−λk+1n ∈ NRm−

Bn

2uk+
1
2 − uk

.
For the velocity at the time tk+1 it follows from (2.25):
vk+1 = 2vk+
1
2 − vk = 2u
k+1 − uk
∆t
− vk = 4u
k+ 1
2 − uk
∆t
− vk. (2.27)
Expressing vk+
1
2 and ak+
1
2 from (2.25):
vk+
1
2 =
uk+1 − uk
∆t
(2.26)
=
2
∆t
uk+
1
2 − 2
∆t
uk,
ak+
1
2 =
vk+1 − vk
∆t
− ak+1n
(2.27)
=
4
∆t2
uk+
1
2 − 4
∆t2
uk − 2
∆t
vk − ak+1n ,
substituting them into the energy equilibrium equations and using Mak+1n = B⊤nλ
k+1
n we
get:
∀k ∈ {0, 1, . . . , L− 1} find uk+ 12 ∈ R2n,λk+1n ∈ Rm,λ
k+ 1
2
t ∈ Rm such that
Kˆuk+
1
2 = Lˆ
k+ 1
2 + B⊤nλ
k+1
n + B
⊤
t λ
k+ 1
2
t ,
−λk+1n ∈ NRm−

Bn

2uk+
1
2 − uk,
−λk+
1
2
t ∈ ∂2j(λ
k+ 1
2
n , αBtu
k+ 1
2 −Ct),
u0 = U0,v
0 = U˙0,
and set
uk+1 = uk +∆tvk+
1
2 , where vk+
1
2 = 2∆tu
k+ 1
2 − 2∆tuk,
vk+1 = vk +∆tak+
1
2 +∆tak+1n , where a
k+ 1
2 = 4
∆t2
uk+
1
2 − 4
∆t2
uk − 2∆tvk − ak+1n .
(2.28)
with the same notation as in the previous section. The explicit form of the non-penetration
conditions is: 

Bnu
k+ 1
2 − 12Bnuk

i
≤ 0,
λk+1n

i
≤ 0,
λk+1n

i

Bnu
k+ 1
2 − 12Bnuk

i
= 0 ∀i = 1, 2, . . . ,m.
(2.29)
The advantage of this modification is easily seen from the next proposition.
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Proposition 2.3. Let L(t) ≡ L be constant in t. Then the energy variation of the scheme
(2.28) is given by
∆J = ∆t

v
k+ 1
2
n
⊤
λk+1n +∆t

v
k+ 1
2
t
⊤
λ
k+ 1
2
t ≤ −

ukn
⊤
λk+1n ≤ 0. (2.30)
Proof. For the proof see [13].
We see that with the modified contact conditions the mid-point method is stable and
dissipative.
2.3 Solution of static contact problems with Coulomb friction
In Section 2.2 we presented the time discretization methods for dynamic contact problems
with Coulomb friction and arrived at a sequence of static problems. In this section we
will briefly discuss how to realize these problems. The method we use is described e.g. in
[12]. For the detailed theoretical analysis of static contact problems with Coulomb’s law
of friction we refer to [11].
2.3.1 Fixed point formulation of frictional contact problems
We will search for the solution of static problems represented by the systems (2.14), (2.22)
or (2.28) using the fixed point formulation. Then in each time step we will use the method of
successive approximations to find fixed points of an appropriate mapping. For simplicity of
this presentation we will restrict ourselves to the problem (2.14) arising from the Newmark
scheme and we will omit the temporal indexes k. Again we suppose that F is constant on
Γc.
Replacing the unknown normal contact stress λn in the friction condition by a-priori
known slip stress gˆ ∈ Rm− , we arrive at the formulation of the contact problem with Tresca
friction: 
Find u ∈ R2n,λn ∈ Rm,λt ∈ Rm such that
Kˆu = Lˆ+ B⊤nλn + B⊤t λt,
−λn ∈ NRm− (Bnu),
−λt ∈ ∂2j(gˆ, αBtu−Ct).
(2.31)
This problem is much simpler since the unilateral and friction conditions are now decoupled.
Let us define the mapping Ψ : Rm− → Rm− by
Ψ(gˆ) = λn, gˆ ∈ Rm− ,
where (u,λn,λt) is the solution of (2.31). From this it is obvious that (u,λn,λt) is the
solution of the contact problem with Coulomb’s law of friction, iff λn is the fixed point of
Ψ in Rm− , i.e. Ψ(λn) = λn. It has been shown (see [11]) that Ψ has at least one fixed point
for any friction coefficient F .
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Algorithm 2.1 Method of successive approximations
Choose λ(0)n ∈ Rm− .
while stopping criterion is not satisfied do
Solve (2.31) with gˆ := λ(k)n .
k := k + 1
end while
return (u = u(k−1),λn = λ
(k−1)
n ,λt = λ
(k−1)
t ).
2.3.2 Approximation of contact problems with given (Tresca) friction
For numerical realization of static contact problems with given friction arising from Algo-
rithm 2.1 we use the duality approach. For this purpose let us define the sets:
Λn := Rm− ,
and
Λt(gˆ) := {µ ∈ Rm | |(µ)i| ≤ −F (gˆ)i , i = 1, 2, . . . ,m} .
From Section 1.4 (see (1.24) and (1.25)) we know that the variational inclusions in (2.31)
are equivalent to:
−Bnu ∈ NΛn(λn),
and
−αBtu+Ct ∈ NΛt(gˆ)(λt).
Using the definition of the normal cone, the problem (2.31) becomes:
Find u ∈ R2n,λn ∈ Λn,λt ∈ Λt(gˆ) such that
Kˆu = Lˆ+ B⊤nλn + B⊤t λt,
(wn − λn)⊤Bnu ≥ 0 ∀wn ∈ Λn,
(wt − λt)⊤αBtu ≥ (wt − λt)⊤Ct ∀wt ∈ Λt(gˆ),
(2.32)
or equivalently:
Find u ∈ R2n,λn ∈ Λn,λt ∈ Λt(gˆ) such that
Kˆu = Lˆ+ B⊤nλn + B⊤t λt,
(wn − λn)⊤Bnu+ α(wt − λt)⊤Btu ≥ (wt − λt)⊤Ct ∀wt ∈ Λt(gˆ) ∀wn ∈ Λn.
(2.33)
In what follows we shall derive the so-called reciprocal variational formulation in which
the displacement u is eliminated and the problem is expressed only in terms of the contact
stresses λt and λn. This technique significantly reduces the number of unknowns, however
it leads to the need of evaluating the inverse of Kˆ as will be seen from the following.
From (2.33)1 we get
u = Kˆ−1(Lˆ+ B⊤nλn + B
⊤
t λt),
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and substituting this expression into (2.33)2 the inequality becomes:
(BnKˆ
−1B⊤nλn)
⊤(wn − λn) + (BnKˆ−1B⊤t λt)⊤(wn − λn)
+ (BtKˆ
−1B⊤nλn)
⊤(wt − λt) + (BtKˆ−1B⊤t λt)⊤(wt − λt)
≥ −(BnKˆ−1Lˆ)⊤(wn − λn)− (BtKˆ−1Lˆ− 1
α
Ct)
⊤(wt − λt)
∀wn ∈ Λn ∀wt ∈ Λt(gˆ).
Denoting
A :=

BnKˆ
−1B⊤n BnKˆ−1B⊤t
BtKˆ
−1B⊤n BtKˆ−1B⊤t

, F (Lˆ) :=
 −BnKˆ−1Lˆ
1
αCt − BtKˆ−1Lˆ

, (2.34)
and λ :=

λ⊤n,λ
⊤
t
⊤, the problem (2.33) may be written as
Find λ ∈ Λn ×Λt(gˆ) such that
λ⊤A(µ− λ) ≥ F (Lˆ)(µ− λ) ∀µ := µ⊤n,µ⊤t ⊤ ∈ Λn ×Λt(gˆ). (2.35)
Note that A is (2m×2m)matrix and F (Lˆ) ∈ R2m. It is well-known that (2.35) is equivalent
to the following constrained minimization problem: Find λ ∈ Λn ×Λt(gˆ) such thatJ (λ) = min
µ∈Λn×Λt(gˆ)
J (µ), (2.36)
where µ :=

µ⊤n,µ⊤t
⊤ and
J (µ) := 1
2
µ⊤Aµ− µ⊤F (Lˆ).
Proposition 2.4. Let Kˆ be symmetric and positive definite. Then the matrix A defined
in (2.34) is symmetric and positive definite, too.
Proof. If the matrix Kˆ is symmetric and positive definite, then its inverse Kˆ−1 must be
symmetric, positive definite, as well. The proof of the symmetry of A is straightforward.
Indeed, for the first diagonal block we have
BnKˆ
−1B⊤n
⊤
= Bn

Kˆ−1
⊤
B⊤n = BnKˆ
−1B⊤n.
Similarly one can prove the symmetry of the second diagonal block. For the non-diagonal
blocks it holds: 
BnKˆ
−1B⊤t
⊤
= Bt

Kˆ−1
⊤
B⊤n = BtKˆ
−1B⊤n.
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Thus the matrix A is symmetric. The positive definiteness of A follows from the relations:
x⊤Ax =

x⊤1 x⊤2
 BnKˆ−1B⊤n BnKˆ−1B⊤t
BtKˆ
−1B⊤n BtKˆ−1B⊤t
 
x1
x2

= x⊤1BnKˆ
−1B⊤nx1 + 2x
⊤
1BnKˆ
−1B⊤t x2 + x
⊤
2BtKˆ
−1B⊤t x2
=

B⊤nx1 + B
⊤
t x2
⊤
Kˆ−1

B⊤nx1 + B
⊤
t x2

> 0 ∀x ∈ R2m,x ̸= 0.
The matrix Kˆ defined in Section 2.2.2 is apparently symmetric and positive definite.
The importance of the previous proposition consists in the fact that it enables us to use
the conjugate gradient based algorithm MPRGP (Modified Proportioning with Reduced
Gradient Projections) for the solution of (2.36).
2.3.3 Modified Proportioning with Reduced Gradient Projections
Algorithm MPRGP (see Algorithm 2.2) is used for minimizing the quadratic functional
with box constraints:
min
x∈ΩB
f(x),
whereΩB := {x ∈ Rn | ℓ ≤ x ≤ q} , f(x) := 12x⊤Ax−x⊤b with A being symmetric, positive
definite and ℓ, q ∈ Rn, ℓ ≤ q given. The algorithm combines the method of conjugate
gradients together with the method of gradient projections.
To clarify notation used in Algorithm 2.2 presented below let N := {1, 2, . . . , n} be the
set of all indices of the vectors x, q, ℓ etc. We can divide this set into two disjoint subsets:
A(x) := {i ∈ N |xi = ℓi ∨ xi = ui} ,
F(x) := {i ∈ N |xi ̸= ℓi ∧ xi ̸= ui} ,
termed the active and the free set, respectively. Using them, one can split the gradient
g := Ax− b into two parts:
ϕi(x) := gi(x) for i ∈ F(x), ϕi(x) := 0 for i ∈ A(x),
β(x) := 0 for i ∈ F(x), βi(x) := g±i (x) for i ∈ A(x),
where g±i := min {gi, 0} if xi = li, or g±i := max {gi, 0} if xi = ui. The projected gradient
is defined as:
gP (x) := ϕ(x) + β(x).
Finally, we define the projection of a vector x ∈ Rn on ΩB by
(PΩB (x))i := max {li,min {qi, xi}} ∀i ∈ N .
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The main advantage of the presented algorithm is the fact that it finds a solution with
an R-linear rate of convergence7 and the bound on the speed of convergence depends only
on the spectral number κ(A) := λmax(A)λmin(A) . However the detailed analysis of the algorithm
exceeds the range of this text, thus we refer reader to [6].
7We say that a sequence (ak) converges Q-linearly to a iff there exists η ∈ (0, 1) and k0 ∈ N such that:
|ak+1 − a|
|ak − a| ≤ η ∀k ≥ k0.
A sequence (xk) converges R-linearly to x iff
|xk − x| ≤ µk ∀k ≥ k0,
where (µk) is a sequence of nonnegative scalars converging Q-linearly to zero.
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Algorithm 2.2 Modified Proportioning with Reduced Gradient Projection
Require: Symmetric positive definite matrix A ∈ Rn×n, vectors b, ℓ, q ∈ Rn,
ΩB := {x ∈ Rn | ℓ ≤ x ≤ q}.
{Initialization}
Choose Γ > 0, α ∈ 0, 2∥A∥−1, set k := 0, g := Ax0 − b,p := ϕ(x0).
while ∥gP (xk)∥ not small enough do
if ∥β(xk)∥2 ≤ Γ 2 ϕ(xk)Tϕ(xk) then
{xk proportional, conjugate gradients testing step.}
αcg := g
Tp/pTAp,y := xk − αcgp
αf := max

α |xk − αp ∈ ΩB

if αcg ≥ αf then
{Conjugate gradients step.}
xk+1 := y, g := g − αcgAp
β := ϕ(y)TAp/pTAp,p := ϕ(y)− βp
else
{Active set expansion step}
x1 := x
k − αfp,x2 := PΩB (xk − αcgp)
if f(x1) ≤ f(x2) then
xk+
1
2 := x1, g := g − αfAp
else
xk+
1
2 := x2, g := Ax
k+ 1
2 − b
end if
xk+1 := PΩB (x
k+ 1
2 − α¯ϕ(xk+ 12 ))
end if
else
{Proportioning step}
d := β(xk), αcg := g
Td/dTAd
αf := max

α |xk − αd ∈ Ωb

αp := min {αf , αcg}
xk+1 := xk − αcgd, g := g − αcgAd,p = ϕ(xk+1)
end if
k := k + 1
end while
return x = xk
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3 Mass redistribution method
Here we restrict ourselves to frictionless contact problems. As mentioned in the previous
section, the classical time discretization schemes usually fail in the case of contact problems.
The reason is that in the standard mass matrix, the contact nodes have their own mass
and therefore also the inertia and the kinetic energy. However when a contact occurs and
a node is stopped, all its kinetic energy vanishes. On the other hand time discretization
algorithm tries to preserve the energy, causing the artificial oscillations, even energy blow-
ups. In addition, because of the contact mass the spatially semi-discrete formulation of
the problem (2.10) is ill-posed and possesses multiple solutions, as was shown in [14].
The mass redistribution method proposed by Khenous et al. [13, 14] modifies the mass
matrix in such a way that the contact nodes are weightless, while it preserves the total
mass, the center of gravity and the moment of inertia of the body. Such discretization
corresponds better to the continuous setting in which the contact boundary has zero mass.
3.1 Computing the new mass matrix
Recall that N i, i ∈ Ic, are the normal vectors defined in Section 2.1.3 and denote N :=
span {N i}i∈Ic ⊂ R2n. The elimination of the mass of the contact nodes can be expressed
by the following condition on the redistributed matrix Mr:
kerMr = N .
For simplicity let us assume that all the vectors N i have only one non-zero entry (i.e.
the normal vectors to Γc are parallel to the x or y axes). Reordering the unknowns in
the displacement vector U(t) in such a way that the ones corresponding to the normal
displacement of the contact nodes are listed last we can write the matrix Mr as:
Mr =

M¯ 0
0 0

,
where M¯ is the matrix of the order 2n−m (recall that m = card Ic).
To preserve the mechanical properties of the modeled system, the matrix Mr must
have the same mass, center of gravity and moments of inertia as the original mass matrix
which will be now denoted by M0. Denoting the vector X := (1, . . . , 1)⊤ ∈ R2n one can
approximate the total mass of the body Ω by:
m :=

Ω
ϱdx ≈ 1
2
X⊤M0X =: m˜.
Let Y 1 ∈ R2n be the vector whose the (2i − 1) components are equal to (xi)1, where
xi, i = 1, · · · , n are the nodes of T h, while all even components are equal to zero, i.e.
Y 1 = ((xp · e1)e1)p∈Ph . Similarly, let Y 2 = ((xp · e2)e2)p∈Ph . Here e1 and e2 are the
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vectors of the standard canonical basis of R2. Then the coordinates of the center of gravity
of Ω may be approximated by:
1
m

Ω
ϱxk dx ≈ 1
m˜
X⊤M0Y k, k = 1, 2.
Finally, we get the approximations of the moments of inertia from the relations
Ω
ϱxkxl dx ≈ 1
2
Y kM0Y l, k, l = 1, 2.
Therefore the new mass matrix Mr must satisfy the following conditions:
X⊤(Mr −M0)X = 0,
X⊤(Mr −M0)Y k = 0, k = 1, 2,
Y⊤k (Mr −M0)Y l = 0, k, l = 1, 2.
(3.1)
The new matrix should also preserve the symmetry (Mr = M⊤r ). Let N⊥ denote the
orthogonal complement of N in R2n. Then Mr must satisfy:
v⊤Mrv > 0 ∀v ∈ N⊥,
i.e. it should be positive definite in N⊥. However due to the computational complexity,
this condition will not be explicitly enforced in what follows.
As proposed in [13, 14], it is possible to find the redistributed mass matrix Mr by
minimizing the distance between Mr and the standard mass matrix M0 with respect to the
Frobenius norm ∥ · ∥F and subject to the constraints (3.1). This problem can be solved by
the augmented Lagrangian method (see Algorithm 3.1), e.g. Setting
h(M) :=

X⊤(M−M0)X
X⊤(M−M0)Y 1
X⊤(M−M0)Y 2
Y⊤1 (M−M0)Y 1
Y⊤1 (M−M0)Y 2
Y⊤2 (M−M0)Y 2

one can write the Lagrangian in the form
L(M,λr) := 1
2
∥M−M0∥2F + λ⊤rh(M),
where λr ∈ R6 is the vector of Lagrange multipliers. Computations are simplified by
assuming that the position of the non-zero elements in the redistributed matrix is the
same as in the original one (except for the contact nodes that are explicitly set to zero).
Due to the symmetry it is sufficient to redistribute only the upper triangular part of
the mass matrix. The non-zero elements of the matrix are converted to a vector and the
minimization part of Algorithm 3.1 is performed by the steepest descent method. At the
end of computations the vector is converted back to the matrix by mapping its elements
to their original location. For further implementation details we refer reader to the source
code enclosed to this work.
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Algorithm 3.1 Augmented Lagrangian method
Choose λ(0)r ∈ R6,M(0), ρ ≥ 0.
while stopping criterion is not satisfied do
M(k+1) := argminM

L(M,λ(k)r ) + ρ2(h(M))⊤h(M)

λ
(k+1)
r := λ
(k)
r + ρh(M)
k := k + 1
end while
return M(k−1).
3.2 Stability analysis
The analysis presented in [13] unveils that the described method not only restores the well-
posedness of frictionless semi-discrete contact problems, but also guarantees the energy
conservation (in the case when the load vector is constant over the whole time interval).
We will now briefly outline the proof of the uniqueness of the solution as presented in
[13]. We use notation of Section 3.1. Recall that the normal components of the displace-
ment vector U(t) are listed last. Thus we divide the stiffness matrix K and the matrix Bn
into the following block structure:
K =

K¯ C⊤
C Kc

, B⊤n =

0
B⊤cn

,
where K¯ is the (2n − m) × (2n − m) block. Further C ∈ Rm×(2n−m),Kc ∈ Rm×m and
Bcn ∈ Rm×m.
Since R2n = N ⊕ N⊥ one can decompose any displacement vector v ∈ R2n into the
sum v = v∗ + vc, where v∗ ∈ N⊥,vc ∈ N . The displacement vector may be written as:
U(t) =

U∗(t)
0

  
∈N⊥
+

0
Uc(t)

  
∈N
=

U∗(t)
Uc(t)

,
with U∗(t) ∈ R2n−m and Uc(t) ∈ Rm. Using this decomposition one can write the semi-
discrete frictionless contact problem in the form:
Find U(t) :=

U⊤∗ (t) U
⊤
c (t)
⊤
: T → R2n,λn(t) : T → Rm, such that ∀t ∈ T
M¯ 0
0 0
 
U¨∗(t)
U¨c(t)

+

K¯ C⊤
C Kc
 
U∗(t)
Uc(t)

=

L∗(t)
Lc(t)

+

0
B⊤cn

λn(t),
−λn(t) ∈ NRm−

BcnUc(t)

,
U(0) = U0, U˙(0) = U˙0,
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or equivalently
Find U(t) :=

U⊤∗ (t) U
⊤
c (t)
⊤
: T → R2n,λn(t) : T → Rm, such that ∀t ∈ T
M¯U¨∗(t) + K¯U∗(t) = L∗(t) + C⊤U c(t)
CU∗(t) + KcUc(t) = Lc(t) + B⊤cnλn(t)
−λn(t) ∈ NRm−

BcnUc(t)

,
U(0) = U0, U˙(0) = U˙0.
(3.2)
This makes it possible to decompose the problem into the subproblems for U∗(t) and Uc(t).
The equation (3.2)2 with the constraints (3.2)3 can be written for all t ∈ T in the form of
the elliptic variational inequality in which time t plays the role of a parameter:
Find U c(t) ∈ Kc(t) : a(Uc(t),V c(t)−Uc(t)) ≥ lU∗(t)(V c(t)−Uc(t)) ∀V c(t) ∈ Kc(t),
where
Kc(t) :=

V c(t) ∈ Rm |N⊤ciV c(t) ≤ 0 ∀i ∈ Ic

,
with a(U ,V ) := V⊤KcU , lU∗(t)(V ) := V
⊤Lc(t) − V⊤CU∗(t) and N ci are the rows of
the matrix Bcn . For given U∗(t) this inequality has a unique solution U c(t). Moreover,
the function t → U c(t) is Lipschitz continuous in T therefore the second order ordinary
differential equation (3.2)1 with the Lipschitz right-hand side has a unique solution. Then
the semi-discrete frictionless contact problem has a unique solution. Assuming that Lc(t)
is Lipschitz continuous then λn(t) is Lipschitz continuous too.
The following two theorems hold for the solution of the system (3.2).
Theorem 3.1. The solution (U(t),λn(t)) of (3.2) satisfies the so-called persistency con-
dition:
(λn)i(N
⊤
ciU˙(t)) = 0 ∀i ∈ Ic∀t ∈ T.
Proof. See [13].
Theorem 3.2. Let L(t) ≡ L be constant in T. Then the solution of the system (3.2) is
energy conserving, i.e.
J(U(t), U˙(t)) = J(U(0), U˙(0)) ∀t ∈ T.
Proof. We multiply the equilibrium equation
MrU¨(s) + KU(s) = L+ B
⊤
nλn(s) ∀s ∈ T
by U˙(s) and integrate from 0 to t: t
0
U˙
⊤
(s)MrU¨(s) ds+
 t
0
U˙
⊤
(s)KU(s) ds =
 t
0
U˙
⊤
(s)(L(s) + B⊤nλn(s)) ds. (3.3)
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Then the left-hand side of (3.3) can be written as
1
2
 t
0
d
ds
(U˙
⊤
(s)MrU˙(s)) ds+
1
2
 t
0
d
ds
(U⊤(s)KU(s)) ds.
We have:
1
2
U˙
⊤
(t)MrU˙(t)− 1
2
U˙
⊤
(0)MrU˙(0) +
1
2
U⊤(t)KU(t)− 1
2
U⊤(0)KU(0)
=
 t
0
U˙
⊤
(s)(L+ B⊤nλn(s)) ds,
therefore
1
2
U˙
⊤
(t)MrU˙(t) +
1
2
U⊤(t)KU(t)− 1
2
U˙
⊤
(0)MrU˙(0)− 1
2
U⊤(0)KU(0)
= U(t)⊤L−U(0)⊤L+
 t
0
U˙
⊤
(s)B⊤nλn(s) ds.
Taking into account the definition of the energy functional (see Definition 2.1) we see that:
J(U(t), U˙(t)) = J(U(0), U˙(0)) +
 t
0
U˙
⊤
(s)B⊤nλn(s) ds = J(U(0), U˙(0)).
in virtue of Theorem 3.1.
Remark 3.1. In the previous text we assumed that the normal vectors have only one
non-zero element. This simplification enabled us to annihilate the mass on the contact
boundary in the normal direction by setting the appropriate rows and columns of the mass
matrix to zero. In a general case one can use a transformation of variables for the contact
displacements in such a way, that a local coordinate system at every contact node can be
introduced, such that the normal direction plays the role of the x-axis and the tangential
direction plays the role of y-axis, and to measure the displacement of this node in this local
coordinate system. Another possibility is to simply remove the mass in both the normal
and the tangential directions. However the next remark indicates that this technique may
not be suitable in all cases.
Remark 3.2. In the case of the frictional contact problem the situation is more compli-
cated. In [20] it has been shown that the total annihilation of the mass on the contact
boundary may lead to the ill-posedness of the frictional contact problem. The mass matrix
redistribution method should be therefore applied only to the unilateral conditions (i.e
the mass matrix should be redistributed in such a way that kerMr = N ). However the
numerical experiments presented in the same work did not show any significant differences
between these two approaches. We will perform several numerical tests in the last part of
this work to compare these methods, too.
3 MASS REDISTRIBUTION METHOD 45
3.3 Redistribution of the mass matrix by modification of quadrature
formulas
A main drawback of the described method is a necessity to solve a global constrained
minimization problem to obtain the redistributed mass matrix. This gives rise to extra
computational costs which may forbid its usage for large problems. Another method for
the construction of the redistributed mass matrix has been proposed in [9, 10]. It is based
on a modification of a quadrature formula that allows us to assemble the new mass matrix
without a necessity to solve a global optimization problem. Let us only briefly describe
the main idea of the method.
Using the approach presented in [9] one can construct the new mass matrix Mr which
satisfies conditions (3.1). However there is a need to use the second triangulation with
macro-elements along the contact boundary. A construction of such triangulation may be
rather complicated for general meshes. Therefore we will use a simpler approach described
in [10], which is directly applicable to any shape-regular triangulation, however it preserves
only the mass of a body but not the moments of inertia.
Let us denote Ωc :=

i∈Ic suppϕi and Ω
n := Ωh \ Ωc, where ϕi are the Courant
basis functions. Thus Ωc is a stripe of triangles with at least one vertex on the contact
boundary (see Figure 3.1a). The main idea of the method is to approximate the integral
over a triangle T ⊂ Ωc by:
T
ϱNi(x)Nj(x) dx ≈ QT (ϱNi(x)Nj(x)), i, j = 1, 2, 3,
where Ni : R2 → R are the element shape functions and QT is a modified quadrature
formula satisfying the following conditions:
1. No quadrature point is placed on Ωc \ Γh, where Γh := ∂Ωc ∩ ∂Ωh.
2. Let SH := span

ϕHi

i∈Ph\Ic be the finite dimensional space spanned by the modified
nodal basis functions ϕHi which satisfy additional conditions listed in [10]. Then QT
is exact on each T ∈ T h for all functions of the form χHηH with χH , ηH ∈ SH .8
The integrals over elements T ∈ Ωn are evaluated in the standard way. The example of the
appropriate quadrature points and weights for the elements from Ωc is given in Figure 3.2.
The quadrature formula then reads as:
QT (f(x)) = ∆f(q1) (3.4)
for the situation depicted in Figure 3.2a and
QT (f(x)) =
1
12
∆f(q1) +
5
6
∆f(q2) +
1
12
∆f(q3) (3.5)
8The set of possible modified nodal functions spanning SH for elements from Ωc (as used in [10]) is
depicted in Figure 3.1b. The rest of the basis consists of the standard piece-wise linear Courant basis
functions.
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for the situation described in Figure 3.2b. Recall that∆ denotes the area of a given triangle
T .
Ωn
Ωc
Γh
Γc
(a) Partition of Ω into Ωc and Ωn
1 1
1 1 0
1
2
0 1
1
2Γc Γc Γc
(b) Modified nodal basis functions
Figure 3.1: Partition of Ω and modified basis functions
Formulas (3.4), (3.5) yield the following form of the element mass matrices for the
triangles from Ωc:
Mer = ϱ∆

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 , M
e
r =
ϱ∆
24

7 0 5 0 0 0
0 7 0 5 0 0
5 0 7 0 0 0
0 5 0 7 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 ,
respectively (assuming that the contact nodes displacements are listed last). For the re-
maining triangles the element mass matrix remains the same as defined in Section 2.1.1.
Assembling the global mass matrix using these element matrices assigns zeros to the nodes
on the contact boundary whereas the total mass remains the same as in the standard case.
However note that the mass is reduced in both, normal and tangential directions.
q1
Γc
(a) w1 = ∆
q1
Γc
q2 q3
(b) w1 = w3 = 112∆,w2 =
5
6
∆
Figure 3.2: Example of the quadrature points and weights for T ⊂ Ωc
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4 Numerical experiments
In this section we present several numerical experiments to confirm the theoretical results
of the previous chapters. All experiments were realized using the programming environ-
ment Matlab. A spatial discretization of the second example was generated by Comsol
Multiphysics simulation software.
Let us sum up the workflow necessary to solve the problems:
1. Spatial discretization of a problem by a finite element method;
2. Redistribution of a mass matrix (optional);
3. Time discretization of a problem by a suitable scheme;
4. For all time-steps do:
(a) Transformation of a resulting static contact problem to the dual formulation;
(b) Solution of a static contact problem with Coulomb friction;
• Solution of a series of static contact problems with Tresca friction;
(c) Transformation of a result to the primal variables;
5. Visualization of results.
The mass matrix redistribution is performed by the method presented in Section 3.1
unless stated otherwise. For realization of (4b) we use the implementation of the algorithm
MPRGP from MatSol library developed at the Department of Applied Mathematics of
Technical University of Ostrava [18].
Let us also mention that within this section outward normal unit vectors to the contact
boundary are approximated by the relation (1.5).
4.1 Example 1: Contact of a brick on a rigid foundation
In the first example we simulate the behaviour of a 2-dimensional elastic brickΩ = (0, 0.4)×
(0, 0.4) supported by the rigid foundation represented by the half-plane S = R × R−
(see Figure 4.1). The brick of unit thickness is made from a material with the density
ϱ = 7000 kg · m−3, Young’s modulus E = 1.5 · 106 Pa and Poisson’s ratio ν = 0.3. The
friction coefficient is F = 0.2. There is no initial gap between Ω and S and the brick is
fixed on its top Γu. The tractions P 1 := (7 · 104, 2 · 104) and P 2 := (−4 · 104, 2 · 104)
are prescribed on the lateral parts Γ 1σ , Γ 2σ respectively (the values are in Pa). The initial
displacement and velocity are u|t=0(x) = 0, u˙|t=0(x) = 0 for all x ∈ Ω.
The brick was divided into small squares of size h = 0.02m and then each square by
its diagonal into two triangles. This leads to 882 primal and 42 dual variables. Unless
explicitly stated otherwise, all simulations use the time-step ∆t = 0.001 s which satisfies
the CFL condition (see Section 2.2).
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4.1.1 Newmark method
At first we demonstrate the behavior of the classical Newmark method. Choosing β =
1
2 , γ = 1 we obtain a very dissipative scheme (see Figure 4.2) with smooth normal and
tangential contact stresses (see Figure 4.3). However the drawback of this choice of β, γ is
the fact that the method is only of the first order.
For β = γ = 12 the method behaves steadily too. The energy oscillations visible in
Figure 4.4 are caused especially by the second and the third term in the expression for ∆J
in Proposition 2.1. From Figure 4.4b one can see that the oscillation can be damped by
choosing a smaller time-step. The solution of the problem using this method is depicted
in Figure 4.17. From Figure 4.5 we see that although the method is stable for this choice
of β, γ, the Lagrange multipliers show spurious oscillations.
In the classical case (without contact and friction) the choice 2β = γ = 12 leads to the
energy conserving scheme. As seen from Figure 4.6a the presence of contact makes this
algorithm unstable and the energy grows.
4.1.2 Mid-point and modified mid-point method
The standard mid-point method presented in Section 2.2.3 is not suitable for contact
problems as was confirmed by the numerical experiment. The energy blow-up and the
normal stress oscillations are clearly visible in Figure 4.7.
To overcome these drawbacks the modified mid-point method described in Section 2.2.4
was used. This modification leads to the dissipative scheme as seen from Figure 4.8.
4.1.3 Stabilization by the modified mass matrix approach
From Section 3.2 we know that the method of mass matrix redistribution represents a very
promising tool for stabilizing some of the presented methods. In this part we will use a fully
redistributed (i.e. in both, the normal and tangential direction) mass matrix to confirm
Ω
S
Γu
Γ 1σ Γ
2
σ
Γc
P 1 P 2
Figure 4.1: Setting of the first example
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Figure 4.2: Evolution of the energy (Newmark scheme with β = 0.5, γ = 1)
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(a) Normal contact stress
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(b) Tangential contact stress
Figure 4.3: Evolution of the Lagrange multipliers at the mid-point of Γ hc (Newmark scheme
with β = 0.5, γ = 1)
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(a) ∆t = 0.001 s
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(b) ∆t = 0.0001 s
Figure 4.4: Evolution of the energy (Newmark scheme with β = γ = 0.5)
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(a) Normal contact stress
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(b) Tangential contact stress
Figure 4.5: Evolution of the Lagrange multipliers at the mid-point of Γ hc (Newmark scheme
with β = γ = 0.5)
this statement. Figure 4.10 illustrating the evolution of the energy for the Newmark
scheme with 2β = γ = 12 confirms a stabilization (compare with Figure 4.6a). Figures
4.11 and 4.12 compare the normal and tangential contact stress with and without mass
matrix redistribution. A significant improvement is visible as the artificial oscillations of
the Lagrange multipliers are suppressed. A similar improvement for the mid-point method
is depicted in Figure 4.13.
Figure 4.14 compares the energy and normal stress distribution for a fully and a par-
tially redistributed mass matrix. No significant difference is apparent from these figures.
However from Figure 4.15 one can see that the number of iterations of the algorithm
MPRGP is higher in the case of the fully redistributed mass matrix.
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(a) Energy
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(b) Normal contact stress
Figure 4.6: Energy and the normal stress at the mid-point of Γ hc (Newmark scheme with
β = 0.25, γ = 0.5)
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(a) Energy
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Figure 4.7: Energy and the normal stress at the mid-point of Γ hc (the mid-point method)
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Figure 4.8: Evolution of the energy (the modified mid-point method)
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(a) Normal contact stress
0 0.1 0.2 0.3 0.4 0.5
−400
−300
−200
−100
0
100
200
300
400
Time
λ t
(b) Tangential contact stress
Figure 4.9: Evolution of the Lagrange multipliers at the mid-point of Γ hc (the modified
mid-point method)
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Figure 4.10: Evolution of the energy (Newmark scheme with the redistributed mass matrix,
β = 0.25, γ = 0.5)
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(a) T = 0.5 s
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Figure 4.11: Comparison of the normal contact stress at the mid-point of Γ hc with the
classical and the redistributed mass matrix (Newmark scheme with β = 0.25, γ = 0.5)
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Figure 4.12: Comparison of the tangential contact stress at the mid-point of Γ hc with the
classical and the redistributed mass matrix (Newmark scheme with β = 0.25, γ = 0.5)
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(a) Energy
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Figure 4.13: Energy and the normal contact stress at the mid-point of Γ hc with and without
mass matrix redistribution (the mid-point method)
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Figure 4.14: Comparison between a full and a partial mass redistribution (Newmark
method with β = γ = 0.5)
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Figure 4.15: Iterations of MPRGP algorithm (Newmark method with β = γ = 0.5)
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(a) Newmark method (β = γ =
0.5)
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(b) Newmark method with the re-
distributed mass matrix (2β = γ =
0.5)
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(c) Modified mid-point method
Figure 4.16: Deformation and von Misses stress at t = 5 s
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(a) t = 0 s
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(b) t = 0.05 s
−0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
−0.1
0
0.1
0.2
0.3
0.4
 
 
0
0.5
1
1.5
2
2.5
3
x 105
(c) t = 0.1 s
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(d) t = 0.15 s
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(e) t = 0.2 s
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(f) t = 0.25 s
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(g) t = 0.3 s
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(h) t = 0.35 s
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(i) t = 0.4 s
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(j) t = 0.45 s
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(k) t = 0.5 s
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(l) t = 0.55 s
Figure 4.17: Deformation and von Mises stress (Newmark scheme with β = γ = 0.5)
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4.2 Example 2: Contact of a disc on a rigid foundation
The setting of the second example is depicted in Figure 4.18a. We simulate the behaviour
of a disc Ω supported by a rigid foundation S = R×R−. The disc is made from a material
with the density ϱ = 1200 kg · m−3, Young’s modulus E = 107 Pa and Poisson’s ratio
0.45. Its diameter is 0.8m and it has a unit thickness. The friction coefficient is F = 0.3.
There is the initial gap of 2 cm between the obstacle and the lowest point of the disc. The
initial displacement of the disc is u|t=0(x) = 0 for all x ∈ Ω while the initial velocity is
u˙|t=0(x) = (0,−1) for all x ∈ Ω (in m · s−1). Moreover the disc is subject to its own
weight. One can easily calculate that due to the gravitational acceleration, the velocity at
the moment of contact is approximately −1.17m · s−1 in the vertical direction.
The triangulation of the disc is shown in Figure 4.18b. The minimal ’diameter’ of a
triangle is h = 0.01m. Due to the symmetry one can model only one half of the disc. On
the axe of symmetry the condition u1 = 0 is prescribed. The contact boundary Γ hc consists
of nine nodes at the lowest part of the ∂Ωh. After the spatial discretization we obtain the
problem with 1030 primal and 18 dual unknowns. For the time discretization Newmark
and mid-point scheme with time-step ∆t = 10−4 s satisfying the CFL condition is used.
Similarly to the previous subsection one can see that the Newmark method with β = 12
and γ = 1 provides a dissipative scheme (see Figure 4.19) with smooth Lagrange multipli-
ers (Figure 4.20) whereas for 2β = γ = 12 the scheme is unstable with the standard mass
matrix. The effects of this instability and the stabilization by the full mass matrix redis-
tribution are presented in Figure 4.21 and Figure 4.22. One can see that the redistribution
leads to a dissipative scheme.
Finally, the evolution of the energy of the solution computed by the mid-point method
is shown in Figure 4.23 while Figure 4.24 displays the Lagrange multipliers for the same
G
Γc
Γσ
S
Ω
(a) Setting of Example 2 (b) Discretization of the disc
Figure 4.18: Example 2
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Figure 4.19: Evolution of the energy (Newmark scheme with β = 0.5, γ = 1)
0 0.01 0.02 0.03 0.04 0.05
−12000
−10000
−8000
−6000
−4000
−2000
0
Time
λ n
(a) Normal contact stress
0 0.01 0.02 0.03 0.04 0.05
0
100
200
300
400
500
600
700
800
Time
λ t
(b) Tangential contact stress
Figure 4.20: Evolution of the Lagrange multipliers at the mid-point of Γ hc (Newmark
scheme with β = 0.5, γ = 1)
case. Again a significant improvement is clearly visible however the energy oscillates during
the contact, as seen from Figure 4.23b, and the scheme is not conservative.
For completeness Figure 4.25 and Figure 4.26 show the evolution of the energy and the
Lagrange multipliers for the redistribution by modified quadrature formulas. We have not
observed any significant difference between this approach and the latter one.
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Figure 4.21: Evolution of the energy (Newmark scheme with β = 0.25, γ = 0.5)
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(a) Normal contact stress
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Figure 4.22: Evolution of the Lagrange multipliers at the mid-point of Γ hc (Newmark
scheme with β = 0.25, γ = 0.5)
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(a) Comparison between the classical and redis-
tributed mass matrix
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(b) Redistributed mass matrix
Figure 4.23: Evolution of the energy (mid-point method)
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(a) Normal contact stress
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Figure 4.24: Evolution of the Lagrange multipliers at the mid-point of Γ hc (mid-point
method)
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Figure 4.25: Evolution of the energy (Newmark scheme with β = 0.25, γ = 0.5, redistribu-
tion by modified quadrature formula)
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Figure 4.26: Evolution of the Lagrange multipliers at the mid-point of Γ hc (Newmark
method with β = 0.25, γ = 0.5, redistribution by modified quadratic formula)
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(a) t = 0.015 s
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(b) t = 0.018 s
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(c) t = 0.021 s
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(d) t = 0.024 s
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(e) t = 0.027 s
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(f) t = 0.03 s
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(g) t = 0.033 s
−0.2 0 0.2 0.4
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
 
 
0
1
2
3
4
5
6
x 105
(h) t = 0.036 s
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(i) t = 0.039 s
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(j) t = 0.042 s
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(k) t = 0.045 s
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(l) t = 0.048 s
Figure 4.27: Deformation and von Mises stress during the first contact between the disc
and the obstacle (Newmark scheme with β = 0.25, γ = 0.5)
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4.3 Example 3: Sliding of a brick on a rigid foundation
In the last numerical example we focus especially on the frictional behaviour of a 2-
dimensional elastic brick Ω = (0, 0.4)× (0, 0.4) sliding on a rigid foundation S = R× R−
(see Figure 4.28). The material constants correspond to the steel, i.e. Young’s modulus
E = 200 · 109 Pa, Poisson’s ratio ν = 0.3 and the density ϱ = 8000 kg · m−3. The brick
has a unit thickness. There is no initial gap between the brick and the obstacle and the
friction coefficient is F = 0.5. The initial displacement of the brick is u|t=0(x) = 0 for all
x ∈ Ω and the initial velocity is u˙|t=0(x) = (4, 0) in m · s−1. The brick is subjected to the
traction P := (0,−105) on Γ 1σ (in Pa) and Earth’s gravitation force.
The spatial discretization with step h = 0.02m leads to 882 primal and 42 dual vari-
ables. We will use the time-step ∆t = 10−3 s unless stated otherwise. Since we will use
only implicit time-stepping schemes there is no necessity for the satisfaction of the CFL
condition.
In what follows we use the following relation for the evaluation of the total energy
dissipated by friction up to the time-step k:
JkF :=
k
i=0
(Btv
i)⊤λit∆t.
We start with the Newmark scheme with 2β = γ = 12 and observe some interesting
behaviour of the method. For ∆t = 0.001 s the method is unstable even with the mass
redistribution (see Figure 4.29). As seen from Figure 4.30 using the time-step ∆t = 10−4 s
the method behaves steadily for both the standard and redistributed mass matrix although
the graph of the difference of the total energy and the energy dissipated by friction suggests
that it is not conservative. Finally in Figure 4.31 one can see that due to friction the
tangential velocity of the body decreases and starts to oscillate around zero.
Ω
G
S
Γ 1σ
Γ 2σ
Γc
P
Γ 2σ
Figure 4.28: Setting of the third experiment
4 NUMERICAL EXPERIMENTS 62
Choosing β = γ = 12 we obtain much better results. Since for this example the
method is stable with the classical mass matrix we do not use the mass redistribution.
The evolution of the energy for various friction coefficients is depicted in Figure 4.32. We
see that in the case without friction the energy is conserved. To have a better idea on
the energetic behaviour of the scheme itself (without the influence of friction) we subtract
the energy dissipated by friction from the total energy. In Figure 4.33 one can see that
the energy oscillations may be damped by choosing a smaller time-step. Contrary to
the previous example the tangential velocity of the contact nodes does not show such
oscillations (compare Figure 4.31 with Figure 4.34a). Due to friction we observe a linear
decrease of the velocity.
For the last test we choose the modified mid-point method. At first we use a frictionless
problem. Since the body is sliding on the foundation and the normal velocity of the nodes
of the triangulation is zero, according to the expression (2.30) we should get a conservative
behaviour. This is confirmed in Figure 4.35a. In Figure 4.35b one can see that the method
is dissipative for the frictional case. Again the tangential velocity of the contact nodes
does not show any oscillations and decreases linearly to zero for F > 0 (see Figure 4.36a).
In this last set of experiments there was no need for the stabilization by the mass
redistribution. This is not very surprising since instabilities are mainly caused by rapid
changes of the normal velocity of contact nodes which remains approximately zero during
the whole simulation.
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(a) Without mass redistribution
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Figure 4.29: Evolution of the energy (Newmark scheme with β = 0.25, γ = 0.5, ∆t =
0.001 s)
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Figure 4.30: Evolution of the energy and the difference between the total energy J and the
energy dissipated by friction JF (Newmark scheme with β = 0.25, γ = 0.5, ∆t = 10−4 s)
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(a) Without mass redistribution
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(b) With mass redistribution
Figure 4.31: Tangential velocity at the mid-point of Γ hc (Newmark scheme with β =
0.25, γ = 0.5, ∆t = 10−4 s)
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Figure 4.32: Evolution of the energy (Newmark scheme with β = γ = 0.5)
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(a) ∆t = 10−3 s
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Figure 4.33: Difference betweet the total energy and the energy dissipated by friction
(Newmark scheme with β = γ = 0.5)
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(a) Tangential velocity
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(b) Tangential displacement
Figure 4.34: Tangential velocity and displacement at the mid-point of Γ hc (Newmark
scheme with β = γ = 0.5)
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Figure 4.35: Evolution of the energy and the difference between the total energy J and
the energy dissipated by friction JF (modified mid-point method)
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(a) Tangential velocity
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(b) Tangential displacement
Figure 4.36: Tangential velocity and displacement at the mid-point of Γ hc (modified mid-
point method)
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Conclusion
The aim of this thesis was to present an overview of the current state in the field of
numerical realization of dynamical contact problems with friction. We introduced the
strong formulation of the problem and derived the weak formulation with the unilateral
and the friction conditions in the form of the variational inclusions. In the next part the
spatial discretization by the finite element method and several time-stepping algorithms
were presented. Since most of these algorithms show an unstable behaviour, some kind of
stabilization is almost always necessary. In this work we chose the method of the mass
redistribution in order to eliminate the mass on the contact boundary. The main advantage
of this method is its applicability to practically any existing time-stepping algorithm. The
redistribution itself was mainly performed by the method of Khenous [13] consisting in
minimization of a distance between a standard and a redistributed mass matrix. However,
it turns out that its implementation may be rather complicated and the solution of the
global minimization problem is time-consuming. Therefore the use of this method for larger
problems is questionable. Although the redistribution by modified quadrature formulas
was mentioned only marginally in this work, it represents a promising less computational
demanding alternative to the previous method. On the other hand it has its own drawbacks,
namely a need of a special triangulation with macro-elements along the contact boundary.
Here we presented only a simpler version of this method not preserving the moments
of inertia. The last section was devoted to numerical experiments where we confirmed
the positive effects of the mass redistribution on the behaviour of the energy and the
Lagrange multipliers. However, the last example showed that the redistribution is not
always necessary and that in specific cases it does not solve problems with instability.
Besides the implementation of the presented algorithms in Matlab environment and the
testing of their properties, the contribution of this thesis also lies in the correction of some
mistakes in [13]. In addition, this work may hopefully become the starting point for future
research in this field at the Department of Applied Mathematics of Technical University of
Ostrava, where the effective solution of problems from nonlinear contact mechanics is one
of the main research areas.
For solution of larger real world problems the parallelization and processing on parallel
computers is almost always necessary. Therefore, concerning the future work, there is a
possibility to continue the study of this topic combined with domain decomposition meth-
ods and effective quadratic programming solvers like presented in [2]. The implementation
in MatSol library [18] is one of the future concerns too.
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