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Abstract—Interactive, real-time, and high-quality cloud video
games pose a serious challenge to the Internet due to simultane-
ous high-throughput and low round trip delay requirements. In
this paper, we investigate the traffic characteristics of Stadia, the
cloud-gaming solution from Google, which is likely to become
one of the dominant players in the gaming sector. To do that,
we design several experiments, and perform an extensive traffic
measurement campaign to obtain all required data. Our first goal
is to gather a deep understanding of Stadia traffic characteristics
by identifying the different protocols involved for both signalling
and video/audio contents, the traffic generation patterns, and the
packet size and inter-packet time probability distributions. Then,
our second goal is to understand how different Stadia games and
configurations, such as the video codec and the video resolution
selected, impact on the characteristics of the generated traffic.
Finally, we aim to evaluate the ability of Stadia to adapt to
different link capacity conditions, including those cases where
the capacity drops suddenly. Our results and findings, besides
illustrating the characteristics of Stadia traffic, are also valuable
for planning and dimensioning future networks, as well as for
designing new resource management strategies.
Index Terms—Cloud-gaming, Google Stadia, Traffic Measure-
ments and Analysis
I. INTRODUCTION
Video streaming is more popular than ever. It represents a
share of 60.6% of all internet downlink traffic, far above the
second and third places: web browsing, which takes 13.1%,
and gaming with 8.0% [1]. Video on demand services like
Netflix, Amazon Prime Video and Disney+ report 183 million,
150 million and 50 million subscribers each [2], Youtube has 2
billions of logged-in users each month [3], and Twitch reports
an average of over 1.9 million concurrent users [4].
Cloud gaming is the next step in streaming video content on
demand, with several companies already offering subscription
services that allow users to play video games remotely. In
cloud gaming, the games are run in a remote server, and then
streamed directly to the users, thus removing the need for
dedicated gaming computers or consoles. While this has many
advantages, it challenges the network infrastructure to support
both high-throughput and low-latency, as otherwise the service
will simply not run.
Some of the first companies to attempt this model were
OnLive and Gaikai, which were later bought by Sony, who
entered the market with PlayStation Now [5]. Microsoft has
its own service called XCloud, offering to play their games
on Android phones and tablets [6]. Nvidia offers GeForce
Now, allowing users to remotely play the games that they
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have bought previously in online stores on Windows, Mac,
and Android devices [7]. Lastly, Google has also entered the
market with Stadia, a service that runs on Google Chrome or
on Chromecast. Stadia has its own shop to purchase games
and a subscription service offering free games each month.
A key characteristic of Stadia is that it supports a 4K video
resolution only for its PRO subscribers.
To deliver this service, Google uses Web Real Time Commu-
nication (WebRTC), an open standard by the World Wide Web
Consortium (W3C), and the Internet Engineering Task Force
(IETF), allowing peer-to-peer voice, video and data communi-
cation through browsers with a JavaScript API. WebRTC has
a strong presence in videocalling and messaging. It is used by
applications such as Google Hangouts or Amazon Chime, and
it has the third spot in the global messaging market share after
Skype and Whatsapp [1].
In this paper, we offer a comprehensible overview of how
Stadia works, and the main characteristics of the traffic that
Stadia generates. To do that, we perform a measurement
campaign, obtaining a large dataset covering all aspects of
interest.1 Our main goal is to characterize the traffic generated
by Stadia, how it changes for different games, video codecs
and video resolutions, and how Stadia reacts to different
network conditions. To the best of our knowledge, this is the
first work providing a detailed analysis of Stadia traffic, and
likely, the first work analyzing the traffic generated by a cloud-
gaming solution in such a detail.
The main findings of this paper are:
1) Different games have different traffic characteristics such
as the packet size, inter-packet times, and load. However,
we have found the traffic generation process follows a
common temporal pattern, which opens the door to de-
velop general but parameterizable Stadia traffic models.
2) The use of different video codecs (VP9 and H.264), and
selecting different video resolutions does not change the
traffic generation process. Although we expected that
the recent VP9 codec to significantly outperform H.264
in terms of traffic load, our results show they perform
similarly, with H.264 even resulting in less traffic in
some cases.
3) Stadia works properly for different link capacities. We
show that Stadia strives to keep the 1080p resolution
at 60 frames per second (fps) even if the available
bandwidth is far below its own pre-defined requirements,
and only switches to a lower resolution of 720p as the
last resort. In all cases, RTT values consistently remain
1The dataset with all the collected traffic traces is available in open access
here: https://github.com/wn-upf/Stadia cloud gaming dataset 2020.
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2below 25 ms, with average values between 10 and 15
ms, even when the experiments and measurements have
been done at different times in a temporal span of several
months.
4) Stadia attempts to recover from a sudden drop in the
available link capacity almost immediately, entering a
transient phase in which Stadia aims to find a new con-
figuration to compensate the lack of network resources.
This transient phase however, can last over 200 seconds.
During this time, although the user is able to continue
playing, the quality of experience is heavily affected,
with constant resolution changes, inconsistent framerate
and even audio stuttering.
The rest of the paper is organized as follows: Section II pro-
vides an overview of the related work. Section III introduces
Google Stadia, WebRTC and all protocols involved in their
operation. The details of the experimental setup and definition
of the datasets is presented in Section IV. An analysis of the
traffic of Google Stadia can be found in Section V. Section VI
studies the traffic evolution as the game changes states, and the
effects of the video encoding and resolution can be found in
Section VII. Performance under different available bandwidths
is presented in Section VIII, and a latency study can be found
in Section IX. Finally, Section X closes the paper.
II. RELATED WORK
Cloud gaming has received some attention, especially in
regards to finding methods of compensating latency issues.
The authors in [8] present a crowdsourced study of 194
participants in which gameplay adaptation techniques are used
to compensate up to 200 ms of delay. Some of these modi-
fications include increasing the size of targets or reduce their
movement speed, and the results show an improvement of the
user QoE. If taken too far however, these latency adaptations
reduce the perceived challenge of the game, resulting in an
unsatisfying experience for users. An overview of the main
issues with cloud gaming can be found in [9], where the
performance of OnLive is tested. OnLive is one of the first
cloud gaming services, highlighting the cloud overhead of
100 ms as a major challenge for player interaction with certain
games. Authors in [10] emulate OnLive’s system, streaming
content from a PlayStation 3 and applying packet loss and
delays to then perform a subjective study on the quality of
the service perceived by users. As it could be expected, they
observe that reduced delays are very important for fast paced
games, while slower games suffer more from packet loss and
degraded image quality than from latency issues. Lastly, the
relationship between framerate and bitrate is studied in [11],
presenting a QoE prediction model using both variables, and
commenting that the graphical complexity of different games
is a challenge in generalizing such a model. Their results also
show that for low bitrates, reducing the framerate leads to a
better experience.
WebRTC performance on videoconferencing has been studied
at length. The authors in [12] test the congestion control
capabilities of WebRTC. Performing tests with different laten-
cies, it is shown that performance is maintained while latency
is below 200 ms. They also conclude that in presence of
TCP cross-traffic, WebRTC video streams can heavily reduce
their datarate to avoid an increase in latency at the cost of
a lower video quality. The work in [13] does another in-
depth analysis of the adaptability of WebRTC to different
network conditions. WebRTC performance is evaluated in both
wired and wireless networks, showing that the bursty losses
and packet retransmissions from wireless connections have a
severe impact on the video quality. WebRTC performance in
presence of TCP downloads is studied in [14], where multiple
queue management methods are applied to avoid WebRTC
performance degradation.
The quality of WebRTC services is assessed by defining
two groups of metrics in [15]: Quality of Service (QoS)
ones such as latency, jitter, and throughput; and Quality of
Experience (QoE) ones, which focus on the user satisfaction
with the service. The evaluation of the QoE includes the use
of both subjective methods, such as collecting feedback from
users, and objective methods such as the Peak-to-Noise Ratio
(PSNR) and the Structure Similarity (SSMI) index to calculate
image degradation after compression and transmission. The
work in [16] studies the use of Chrome’s WebRTC internals as
a source of QoS statistics, showing that the reported values for
throughput and packet loss correlate well with user perceived
issues in the connection.
This paper aims to characterize the performance of Google
Stadia, studying its traffic generation patterns under several
different configurations, and analyzing its mechanisms for traf-
fic adaptation. Similar studies of audio and video applications
can be found in the literature. The work in [17] studies how
Skype changes its frame size, inter-packet gap and bandwidth
according to network limitations, codec used and packet loss,
noting on how packet size increases with them, retransmitting
past blocks to compensate. The authors in [18] used their
own hardware to create a cloud gaming setup and study
18 different games, separated by genre, and find how said
genre affects bandwidth, packet rate and video characteristics.
In [19], a study on cloud gaming platforms OnLive and
StreamMyGame performed controlled experiments modifying
the network delay, packet loss rate and bandwidth at the router
to test and compare the performance of each service.
III. HOW STADIA WORKS: WEBRTC
In this Section we introduce how Stadia works. We first
detail the user-server interaction, to then introduce the different
protocols and mechanisms involved, such as the Google Con-
gestion Control algorithm. Finally, we overview how ’negative
latency’ could have been implemented in Stadia, since to the
best of our knowledge, there is no information available on
this aspect.
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Fig. 1: Google’s Stadia: Main components and data streams.
A. User-server interaction
On a computer, Google Stadia can be played through Google
Chrome. Once users reach http://stadia.google.com, they can
either access the shop to acquire games (either by buying them
or by just acquiring the ones provided for free with a PRO
account), or go to their main page to choose one of the already
available games to play. This part of Stadia is just regular
web browsing until the user chooses a game, at which point
the browser starts a WebRTC video session, switches to a full
screen mode, and the user can start playing.
Once the video session begins, the server transmits both video
and audio, while the user transmits their inputs (coming from
a gamepad or their mouse and keyboard). This way, both the
video stream and the input stream have different traffic loads
for each game: an action game will require constant inputs
from the player, while a puzzle game will have a slower
and more methodical playstyle. Inside a game, since there are
different states (menus, playing the game, idle, pause screen,
etc.), traffic loads are also variable, although it is expected
users will stay in the ’play’ state for most of the time.
The stream of the game is customized according to the
user’s needs, and there are two parameters that have a direct
impact in the quality of a stream: resolution and video codec.
Stadia offers three different resolutions: 1280x720 (i.e., 720p),
1920x1080 (i.e., 1080p) and 3840x2160 (i.e., 2160p or 4K).
The resolution can change mid stream automatically, according
to the network state, but it can also be restricted by the users.
Since higher resolution will require higher downlink traffic,
Stadia allows users to restrict it to ’limited’ (720p), ’balanced’
(up to 1080p) and ’Optimal’ (up to 4K). Note that Stadia only
restricts the maximum resolution (i.e., a balanced configuration
may still use 720p if network conditions are unfavorable).
The video encoding is selected automatically at the beginning
of the session, and kept unchanged until it finishes. Stadia uses
two video coding formats:
• H.264: It is the most supported video format nowadays,
with 92% of video developers using it in 2018, followed
by its successor H.265 with 42% [20]. While H.265
promises half the bitrate of H.264 at the same visual
quality [21] [22], H.264 has been supported in phones,
tablets and browsers for years. Thus, for Stadia and other
content providers, it serves as a fallback to ensure that no
user will have issues decoding their media.
• VP9: Developed by Google in 2013 as the successor of
VP8. It is royalty-free, as opposed to H.264 and H.265,
and has a comparable performance to H.265 [23] [24].
It is already used by youtube, and Google reports that
VP8 and VP9 make up 90% of WebRTC communications
through Google Chrome [25].
Audio encoding is done through Opus [26], an open audio
codec released in 2012 and standardized by the IETF. De-
signed with voice over IP and live distributed music perfor-
mances in mind, it can scale audio from 6 kbps to 510 kbps. It
is used widely by applications such as WhatsApp2 and Jitsi3.
B. WebRTC
Google Stadia uses WebRTC to provide its services, which
uses the following protocols:
1) ICE, STUN and TURN: Interactive Connectivity Es-
tablishment (ICE) is a protocol designed to facilitate
peer-to-peer capabilities in UDP media sessions via
Network Address Translator (NAT). It uses Session
Traversal Utilities for NAT (STUN) and Traversal Using
Relay NAT (TURN). STUN is used to query a server
about the public IP of the user. Once both users know
their respective IP and port, they can then share this
information with the other user to establish a direct
connection. TURN is used when a direct connection
is not possible (because of a symmetric NAT). In such
occasions, a TURN server is used as the intermediary
between the users.
In the signaling process, the Session Description Pro-
tocol (SDP) is used to negotiate the parameters for the
session (audio and video codecs, IP and ports for the
2WhatsApp https://www.whatsapp.com/
3Jitsi https://meet.jit.si/
4RTCP feedback, etc). These are exchanged along with
the ICE candidates, which inform both peers of their
connectivity options (IP and port, direct connection or
through a TURN server, transport protocol used, etc).
UDP is the preferred protocol for most live streaming
applications, but Transmission Control Protocol (TCP)
is also supported by ICE.
2) DTLS: Datagram Transport Layer Security (DTLS) is
used to provide security in datagram based communica-
tions. It was designed as an implementation of TLS that
did not require a reliable transport channel (i.e., it was
designed for data exchanges that do not use TCP), as
a consequence of the increased use of User Datagram
Protocol (UDP) for live streaming applications, which
prioritize timely reception over reliability. DTLS has
become the standard for these kind of live streaming
applications, and it is used in WebRTC to secure the
RTP communication.
3) RTP and RTCP: Real-Time Protocol (RTP) and Real-
Time Control Protocol (RTCP) are used to transmit
media over the secured channel. RTP is used by the
sender of media (Stadia), while RTCP is used by the
receiving client to provide feedback on the reception
quality. RTP packets are usually sent through UDP,
and contain a sequence number and a timestamp. The
endpoints implement a jitter buffer, which is used to
reorder packets, as well as to eliminate packet duplicates,
or compensate for different reception timing.
RTCP provides metrics that quantify the quality of
the stream received. Some of these metrics are packet
loss, jitter, latency, and the highest sequence number
recieved in an RTP packet. RTCP packets are timed
dynamically, but are recommended to account for only
5% of RTP/RTCP traffic. They also have a maximum
transmission interval of 5 seconds.
Once the ICE connection and DTLS encryption are in place,
the connection consists mostly of RTP and RTCP packets for
the video stream, and the application data (which we assume
includes user inputs) sent through DTLS packets and STUN
binding requests being sent periodically to ensure that the peer
to peer connection can be maintained.
C. Congestion Control
Google Congestion Control [27] has two main elements: a
delay-based controller at the client side, and a loss-based
controller at the server side. The delay-based controller uses
the delays between video frame transmission at the sender
and its arrival at the receiver to estimate the state of buffers
along the path (i.e., it compares the time it took to transmit
a full video frame at the sender, with the time it took for
the sender to receive all packets that form that frame). Using
this information, as well as the receiving bitrate in the last
500 ms, it calculates the required bitrate Ar , and forwards
it to the sender. Notification messages from the client to the
server are sent every second unless there is a significant change
(i.e., a difference higher than 3%) in the estimated rate with
respect to the previous one, in which case they are forwarded
immediately. The loss-based controller works at the server
side. It estimates the rate As based on the fraction of packets
lost provided by RTCP messages. Its operation is simple: If the
packet loss is below 0.02, the As is increased. On the contrary,
if it is above 0.1, the rate As is decreased. In case packet losses
are in between 0.02 and 0.1, As remains the same. The sender
then uses the minimum of the two rates, i.e., min(Ar, As) to
choose the current rate at which packets are transmitted.
D. Negative Latency
The mechanisms used by Stadia to manage network delays
have been named negative latency by Google. There is much
speculation on what the term means, but the details have
not been made available to the public. According to Google
Stadia’s designers: ”We created what we call a negative
latency. It allows us to create a buffer for the game to be able
to react with the user, and that accommodates the latency that
you have on the network” [28]. Their hardware infrastructure
has also been mentioned [29], citing that 7500 Stadia edge
nodes have been deployed at partnered ISPs to reduce the
physical distance from server to user.
In [30], several aspects are considered to reduce latency in
cloud gaming. Their approach consists of several aspects: a)
Future state prediction with a Markov chain on inputs that
they deem predictable, combined with error compensation
for mispredictions (graphical rendering to quickly hide the
misprediction and correct course); and b) Rollback: when a
new input appears that contradicts a prediction, in-between
frames are dropped to avoid propagating the error, this serves
as a state recovery system, syncing the user and server when
they drift. Basically, the system predicts future inputs from
the user several frames before the input is taken. Then,
these predictions (i.e., the video frame associated with each
prediction) are transmitted to the client giving the illusion
of instantaneous reaction. There are two types of inputs:
’predictive’ and ’speculative’. For ’predictive’ inputs (user’s
movement) a Markov Chain is used to reduce the number
of speculative frames to transmit. For impulsive inputs they
render multiple possibilities and send them all, only showing
the correct one at the user side. Supersampling is also used
(i.e., sampling the inputs of the user at a higher rate than the
screen framerate), thus being able to receive multiple inputs
per frame instead of limiting their inputs to one per frame. This
reduces the sampling noise, and so improves the prediction
accuracy.
The authors in [8] adjust the gameplay to compensate for
latency issues on cloud gaming. They modify the size of the
targets, their hitbox (i.e., the target is visually the same size,
but the game registers hits on a larger area), their speed and
quantity. These changes result in a better experience for most
users. Authors in [31] do the same, modifying a game of tank
combat, and showing that latency severely affects those actions
that require speed and precision.
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Fig. 2: Screenshots of the games considered in this paper.
Overall the consensus seems to be that ”negative latency” is a
combination of closeness to the datacenter, predictive inputs,
server side running at a higher frame rate for faster reactions,
and parallel sending of speculative frames (i.e., many possible
actions at once).
IV. EXPERIMENTS AND MEASUREMENTS
This section introduces the considered testbed, the designed
experiments, and the obtained datasets.
A. Experimental Setup
With the aim to identify the most relevant characteristics of
Stadia traffic, we have designed a set of experiments to provide
answers to the following five questions:
1) How does Stadia generate the traffic?
2) Is the traffic constant regardless of the different game
states?
3) How does the selection of the video codec and resolution
affect the generated traffic?
4) Is Stadia able to adapt to different link/network capaci-
ties?
5) How does Stadia react to a sudden network capacity
change?
For each experiment, we performed extensive traffic measure-
ments while playing Stadia. All experiments were done in an
apartment building of Sarria-St.Gervasi neighborhood, in the
city of Barcelona, Catalonia, Spain.
We consider a network deployment as the one depicted in
Figure 1. The network consists of a laptop connected to a
WiFi-AP acting as an Ethernet switch.4 The AP is a TP-Link
Archer C7 v.5.0 running OpenWRT 5. The client is a Dell
Latitude 5580 running Ubuntu 16.04 (kernel 4.15.0-96) 6.
All tests are performed using the Chrome browser (version
81.0.4044.92), with Wireshark (version 3.2.2)7 running in
the background to capture all incoming and outgoing traffic.
4To avoid any influence of the WiFi channel on the measured traffic
characteristics, we opted to do all tests using a CAT5 Ethernet cable.
5OpenWRT: https://openwrt.org/
6Captures in 4K are run in Windows 10 due to Ubuntu drivers are not able
to reach 60 fps.
7Wireshark: https://www.wireshark.org/
Wireshark captures are processed via tshark to extract a .txt file
that is later interpreted via MATLAB 2019a 8. Filters include
all RTP, RTCP, DTLS and STUN frames, and we extract
the arrival timestamps, inter-packet time and packet size.
Once the capture is finished, WebRTC performance metrics
(number of frames decoded, codecs used, resolution, round
trip time, and jitter buffer) are extracted from Chrome via
chrome://webrtc-internals.
Three games were played in our experiments: Rise of the Tomb
Raider: 20th anniversary edition (TR), Thumper (TH) and
Spitlings (SP). Tomb Raider is a third person action adventure
game with an open world and a lot of freedom on player
inputs. Thumper is an on rails rythm game, and Spitlings is a
2D platformer. An illustrative screenshot of each game can be
found in Figure 2. We have chosen Tomb Raider for its open
world gameplay and emphasis on graphics, Thumper for its
limited inputs and more predictable gameplay, which should
contrast that of Tomb Raider’s, and Spitlings for being a 2D
game, which we presume must result in low traffic loads.
Although we perform the measurements at the client side,
we assume the network between server and client is of high
capacity, and therefore its effects on shaping the traffic can
be neglected. This assumption is later discussed in Section V,
where, from the collected traffic traces, we conjecture it is
accurate.
B. Datasets
After the experiments and measurement campaign, we have
generated eight datasets9. Each dataset can contain multiple
traffic traces depending on the number of experiments carried
out in each category. Each traffic trace is a text file that
includes two or more of the following variables as columns:
• Y1: Packet arrival time in Epoch format.
• Y2: Arrival time relative to previous packet in seconds.
• Y3: Length of UDP payload in bytes.
• Y4: Video frame height in pixels.
• Y5: Video frames per second.
• Y6: Round Trip Time in seconds.
• Y7: Packets lost in the last second.
• Y8: Jitter Buffer Delay for the last second.
8Matlab: https://mathworks.com/products/matlab.html
9The datasets are publicly available at Github: https://github.com/wn-
upf/Stadia cloud gaming dataset 2020
6Dataset Name Variables Characteristics
D1 Temporal patterns Y1,Y2,Y3 TR, TH, SP; R: 1080p; C: VP9; T: 30 sec; DL & UL; RTP, DTLS, STUN
D2 Traffic characteristics Y1,Y2,Y3 TR, TH, SP; R: 1080p, C: VP9, T: 600 sec, DL & UL, RTP, DTLS, STUN
D3 Game states Y1,Y2,Y3 TR, SP; R: 1080p, C: VP9, T: 540 sec, DL & UL
D4 Codecs Y1,Y2,Y3 TR, SP; R: 1080p, C: VP9 & H.264, T: 600 sec, DL
D5 Resolutions Y1,Y2,Y3 TR, SP; R: 720p, 1080p, 4K, C: VP9, T: 600 sec, DL
D6 Different bandwidths Y1,Y2,Y3 TR, SP; R: 720p, 1080p, C: VP9, T: 60 sec, DL
D7 Sudden bandwidth changes Y4,Y5,Y6,Y7 TR, SP; R: 720p, 1080p, C: VP9, T: 500 sec, DL
D8 Latency Y7,Y8 TR, SP; R: 720p, 1080p, C: VP9, L: 60-600 sec, DL
TABLE I: Variables included in each file and dataset. R: resolution, C: video codec, T: duration, DL: downlink traffic, and
UL: uplink traffic. In case the trace includes only packets from a specific protocol, it is also indicated.
Variables Y1, Y2 and Y3 are obtained via Wireshark,
and correspond to the filters frame.time epoch,
frame.time delta displayed and udp.length. The rest
of the variables are extracted via webRTC internals:
reveiver frame height and jitter buffer delay are taken from
RTCMediaStreamTrack, frames decoded per second and
packet lost from RTCInboundRTPVideoStream, and round
trip time from RTCICECandidatePair.
Table I specifies which of the previous variables are used in
each of the datasets, as well as information of each dataset,
such as the games, the duration of the measurement, the video
codec used, and the resolution, among other aspects.
V. STADIA TRAFFIC
This, and the next Sections, focus on the analysis of Stadia
traffic. The main goal is to identify the main characteristics
of Stadia traffic, and determine how it changes for different
games, video codecs and video resolutions. Moreover, we will
also focus on how Stadia adapts its traffic to different and
changing network conditions.
In this Section, we first determine the traffic share between
RTP, DTLS and STUN streams, showing that, as expected,
in terms of network utilization, only RTP traffic is relevant.
We also evidence the existence of temporal patterns in the
generated traffic, as well as the existing correlation between
downlink and uplink streams. We finally delve in the packet
size, inter-packet time and traffic load characteristics.
A. RTP, DTLS and STUN streams
We are interested in quantifying the fraction of traffic that
belongs to RTP/RTCP, DTLS and STUN streams. We use
dataset D1 (Table I in Section IV-B). It includes three different
games: Tomb Raider, Thumper and Spitlings. While Tomb
Raider and Thumper are 3D games, Spitlings is a 2D game.
Therefore, we expect Tomb Raider and Thumper will require
higher network resources than Spitlings. Note that D1 includes
only traces of the games in the ’play’ state.
Table II shows the average packet size, average inter-packet
time, and average traffic load of RTP, RTCP, STUN and DTLS
streams for the three considered games. It can be seen that
most of the traffic corresponds to RTP as it carries the game
Parameter Avg. Packet Avg. inter Load
size (bytes) packet time (ms) (Mbps)
Downlink
TR RTP 1118.01 0.34 25.60
TH RTP 1154.64 0.49 18.33
SP RTP 677.21 2.81 1.87
TR STUN 81.39 265.23 0.0024
TH STUN 81.50 263.31 0.0024
SP STUN 81.50 264.36 0.0024
TR DTLS 118.59 7.44 0.12
TH DTLS 132.44 10.52 0.097
SP DTLS 137.38 11.31 0.094
Uplink
TR RTCP 65.99 1.44 0.35
TH RTCP 65.99 1.98 0.26
SP RTCP 113.76 9.84 0.090
TR STUN 79.37 265.13 0.0024
TH STUN 79.25 261.04 0.0023
SP STUN 79.10 264.35 0.0023
TR DTLS 123.17 7.10 0.13
TH DTLS 114.66 9.96 0.089
SP DTLS 119.60 10.62 0.087
TABLE II: Traffic characteristics for RTP/RTCP, DTLS and
STUN streams. TR: Tomb Raider, TH: Thumper, SP: Spitlings.
video and audio contents from the server to the client. Note
that the 77.56% of all traffic corresponds to the downlink, with
only a 22.44% to the uplink. Although necessary to keep the
service running, the obtained traffic load values indicate that
in terms of network utilization, STUN and DTLS streams are
almost negligible.
Finding: RTP/RTCP traffic is the only stream of Stadia traffic
in which the packet size, inter-packet times, and traffic load
depend on the game played. DTLS and STUN traffic are game-
independent traffic streams.
B. Temporal patterns
We aim to visualize how Stadia traffic looks like over time.
We use dataset D2. This time we focus on a small snapshot
of the dataset to visualize the temporal traffic evolution.
7Fig. 3: Temporal evolution of Stadia traffic for Tomb Raider, Thumber and Spitlings.
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Figure 3 shows the traffic evolution of Tomb Raider, Thumper
and Spitlings during 160 ms. First, in all three games, and
focusing only on the downlink RTP packets, we can observe
a clear pattern that repeats every ≈16.67 ms, and that cor-
responds to the video frame rate of Stadia (i.e., 1/60 fps).
Second, between two consecutive frames, we can observe
several groups of packets separated by 2 ms. The number
of groups and the number of packets in each group depend
on the game. For Tomb Raider, there are 6 groups of 7 to 9
packets each, while for Spitlings, there is only 1 group of 1-2
packets each. Thumper has 6 groups of 5 to 7 packets each.
The existence of those groups may be due to the generation of
large video packets at the source, which are then fragmented
due to the existence of a maximum packet size in the network.
However, since values are below 1500 Bytes, and change for
different games, we conjecture this fragmentation is already
implemented at the source. The smaller RTP packets of around
360 bytes that appear with a periodicity of 20 ms, represent
the audio stream, which has a bitrate ≈120 kbps in all three
games. We observe the same patterns through all the traffic
captures beyond the 160 ms shown in Figure 3, and this
consistency allows us to surmise that they are not affected by
the transport network. Lastly, the existing correlation between
downlink RTP and uplink RTCP streams is clearly observable.
Finding: The temporal evolution of RTP/RTCP traffic follows
a well-defined pattern. Inside each frame period, RTP packets
are sent in groups. The number of groups and the size of each
group in number of packets depend on the game.
C. Traffic load, packet sizes and inter-packet times
We have seen that the temporal structure of Stadia traffic fol-
lows a clear periodic pattern. Here, we aim to further validate
previous results by showing the probability distribution of the
packet size, the inter-packet delay, and traffic load. We use the
complete dataset D2 that covers 10 minutes of gameplay for
each game.
Figure 4a shows the ecdf of the traffic load for each game and
protocol, where we can observe that both STUN and DTLS
traffic represent a small fraction of the total traffic generated
by Stadia, with a maximum of 3.2 Kbps and 159.9 Kbps,
respectively. As we have seen before, RTP represents most
of the traffic, with Tomb Raider and Thumper generating,
respectively, 28.97 and 23.32 Mbps at the 50th percentile.
Spitlings generates much lower traffic loads, with only 1.5
Mbps at the same percentile. Figure 4b shows the ecdf of the
packet size. For Tomb Raider and Thumper, more than 90%
of the RTP packets are equal or larger than 1194 bytes, while
for Spitlings these larger packets only represent the 45.42%.
For STUN and DTLS, we observe they transmit very small
8packets. The average packet size of STUN is 81.47 bytes
for Tomb Raider, 81.48 bytes for Thumper and 81.47 bytes
for Spitlings. For DTLS, their average packet size is 114.47,
133.36 and 129.24 bytes respectively. Finally, Figure 4c shows
the inter-packet time for each game and protocol. As expected,
inter-packet times are inversely proportional to the traffic load,
with Tomb Raider and Thumper showing that, respectively, the
87.33% and 85.07% of their RTP packets have an inter-packet
time below 1 ms. Spitlings has higher inter-packet times in
general, with only 49.72% of them below 1 ms.
We can also observe that Spitlings seems to have consistent
low traffic, with occasional peaks, while Tomb Raider is the
opposite. It generates a high traffic load in general, with
occasional dips.
Finding: In this section, by comparing the different probability
distributions, we further confirm that DTLS and STUN traffic
are almost identical regardless of the game. With respect to
the RTP/RTCP traffic, similarly, we also confirm that the video
traffic generation process is common in all three games, just
adapting for each game the number of groups of packets per
frame, and the number of packets inside each group. Although
this paper does not focus on traffic modelling, these results
open the door to develop a general but parameterizable traffic
model for Stadia traffic.
VI. INSIDE A GAME
In the previous section we showed that the traffic generated
by Stadia in the ’play’ state depends on the game. However,
in addition to the ’play’ state, a game has other states, such
as the ’menu’, ’idle’, and ’pause’. Here, we investigate how
is the traffic generated in each state of a game.
A. Different game states, different traffic loads
In this section we check if the traffic load generated by Stadia
changes when the user goes through the different states of a
game.
We use dataset D3, that includes traces from Tomb Raider
and Spitlings. We omit Thumper, as we have seen before that
it behaves similar to Tomb Raider. We play both games at
1080p using the VP9 codec, and change the game state every
120 seconds. We consider a state to be a ’screen’ that shows
unique characteristics in both gameplay and video needs. For
example, the main menu is text based, with an animated
background, and the player just selects items from a list. This
is different than the game itself, in which there is a changing
environment, with many active elements on the screen, and
multiple possible actions for the player. We have identified
the following states:
1) Main Menu: A screen with several text items (e.g.,
new game, continue, options, etc.), and a dynamic
background (i.e., an office with lightning in the windows
for Tomb Raider, and several characters moving around
for Spitlings).
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Fig. 5: Traffic evolution over 4 states.
2) Loading screen: A black screen with some text that
appears while a level is loading.
3) Idle: Inside of the game state, but with the player not
performing any actions.
4) Play: The player interacts with the environment by
taking actions.
5) Pause: The pause menu is another text menu, overlayed
on top of the frozen playing screen.
Figure 5 shows the traffic evolution for the different states of
Tomb Raider and Spitlings, confirming that the traffic load
depends on the current state. Note that the ’play’ state is the
only one where the player is pressing buttons frequently. If
we compare the ’idle’ and ’play’ states, we can observe that
there is a significant difference when the player interacts with
the environment in terms of the traffic load. This is a result
of the player’s actions changing the information presented on
screen, i.e., when ’idle’ or in a ’menu’, most of the elements
on screen are static, and require no extra data. However, during
playtime, new data needs to be sent to the user constantly. The
lowest traffic load is found during the loading screen, as it is
only a black background with a couple of lines of text. We
can also observe that the traffic variance in each state can be
very different, and it is not related to the average throughput.
For example, in the ’main menu’ we have an average traffic
of 2.95 Mbps and a standard deviation of 1.57 Mbps, while
in the ’idle’ state, which has a higher average throughput of
6.33 Mbps, the standard deviation is only of 0.36 Mbps. This
variation is a result of the dynamic elements present on screen
(e.g., snow and lightning).
Finding: All games have different states, and each game state
has different traffic characteristics. Depending on the game, it
could be the case that the ’play’ state may not be the one with
the highest traffic load, as it could be initially expected.
B. Variability of the traffic load
This section explores the traffic variability in each of the
different game states. A higher variability should be expected
in the ’play’ state than in the other states due to the expected
interaction with the user.
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Fig. 6: cdfs for different games, and different game states inside a game.
We use the same dataset as in the previous section (D3). For
each game state of Tomb Raider and Spitlings we calculate
the empirical cumulative density function using 90 seconds
of data (we use the ”middle” section of each state, as to
avoid interference from other states, such as the initial spikes
in traffic when changing between states). We consider only
the downlink RTP traffic, which includes the video and audio
contents.
Figure 6a shows the ecdf for each state, where we observe
that the ’play’ and ’idle’ states of Tomb Raider result in the
highest traffic load by far, reaching almost 30 Mbps and 20
Mbps, respectively. For Spitlings, as mentioned in previous
section, the highest load appears in the main menu, which
stays below 8 Mbps. All remaining states have relatively low
loads, mostly staying below 5 Mbps.
Most states show little variability: the ’pause’ state has a
standard deviation of 0.02 Mbps for Tomb Raider and 0.49
Mbps for Spitlings; the main menu has 0.98 Mbps and 0.34
Mbps respectively. The ’idle’ state has a deviation of 1.26
Mbps for Tomb Raider and 0.026 Mbps for Spitlings. The
highest deviation appears in the ’play’ state for both games,
with 4.30 Mbps for Tomb Raider, and 1.72 Mbps for Spitlings,
showing that the player actions have a clear impact on the
generated traffic.
Finding: The results confirm that states with high user inter-
actions show the highest variance in their traffic, showing that
the player actions have an impact on the generated traffic.
VII. VIDEO CODECS AND RESOLUTION
This section investigates the effect of the video codec and the
video resolution on the traffic generated by Stadia.
A. Codecs
Google Stadia supports two different types of video encoding:
VP9 and H.264. This section aims to identify if the use of
different video codecs affects the generated Stadia traffic. The
same parts of Tomb Raider and Spitlings (’play’ state) are
played twice, one for each codec. Dataset D4 is used in this
section.
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Fig. 7: Video codec characteristics.
Figure 7a shows the ecdf of the traffic load for both codecs.
While Spitlings shows almost no differences between encod-
ings, playing Tomb Raider using the H.264 codec represents
less traffic. In average, the traffic load required for H.264 is
23.63 Mbps for Tomb Raider and 2.07 Mbps for Spitlings,
and for VP9 it is 27.56 Mbps and 2.10 Mbps respectively.
To dig a bit more on the differences between VP9 and H.264,
we plot the downlink ecdf of the packet size and inter-packet
time in Figure 7b. The average packet size using VP9 in the
downlink is 1116.12 bytes and 530.04 bytes for Tomb Raider
and Spitlings, respectively (in the uplink, the average is 75.71
bytes and 116.73 bytes). When the H.264 codec is used, the
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Fig. 8: Impact of the resolution on metrics.
average packet size of downlink packets is 1064.10 bytes and
480.34 bytes for Tomb Raider and Spitlings, with 123.83 and
118.24 bytes for the uplink. In general, VP9 attempts to use
the same packet size whenever possible, which we can observe
in the VP9 downlink of Tomb Raider, where 68.79% of the
packets are 1194 bytes long. Differently, for H.264, the most
common packet size is 1183 bytes long, with 3.58% of all
packets being that size. Regarding inter-packet times, it can
be observed that even if there are differences in the traffic
load and packet size distributions, the two codecs have almost
the same inter-packet time ecdf, which means that the traffic
generation process is independent on the codec used.
Finding: In our experiments, the use of H.264 codec has
resulted in lower traffic loads than using VP9 for Tomb Raider.
This is an unexpected result since VP9 is on paper a more
advanced codec, and H.264 is supposed to be kept just for
compatibility across all devices. Also, we can observe that
the traffic generation process is exactly the same for both
codecs, only slightly changing the packet size distribution,
which in turn, results in different traffic loads. Although fully
subjective, we did not experience any difference in terms of
quality between the two video codecs.
B. Resolution
Stadia offers 3 different resolutions: 1280x720 (720p),
1920x1080 (1080p) and 3840x2160 (4K). Stadia recommends
a minimum connection of 10 Mbps, 28 Mbps, and 35 Mbps to
enjoy their service at 720p, 1080p, and 4K, respectively [32].
This section explores the relationship between the resolution
and the traffic load. We also aim to validate if those capacity
recommendations are accurate in practice. This section uses
dataset D5, in which we play the same section of each game
3 times, one for each resolution. We use VP9 in all cases, and
play the games for 600 seconds.
Figure 8a shows the ecdf of the Stadia traffic in the downlink
for Tomb Raider and Spitlings. For Tomb Raider, we can
observe that the ecdf for the 720p and 1080p resolutions
closely follows the recommended link capacity. However, for
the 4K resolution, the traffic load is higher than 35 Mbps
for 88% of the time. For Spitlings, increasing the resolution
from 720p to 1080p does not represent a large increase of
the traffic generated, while for 4K, the increase is significant.
For instance, considering the 95th percentile, the traffic load
from 720p to 1080p increases in a 47.63% (opposed to the
177.00% for Tomb Raider), while from 1080p to 4K increases
in a 144.15% (only 43.09% for Tomb Raider).
We have seen that using different resolutions results in a
change on the traffic generated by Stadia. Different traffic
loads are obtained by changing both the packet size dis-
tribution (Figure 8b) and the inter-packet time distribution
(Figure 8c). First, regarding the packet size distribution, we
can observe that reducing the resolution results in transmitting
less packets over 1000 bytes. The number of packet groups
inside each video frame period, as well as the number of
packets in each group is also reduced. Second, as it could be
expected, transmitting less packets affects also the inter-packet
time distribution. However, we can observe that in spite of
those differences, the shape of the ecdf is similar for all three
resolutions, meaning that the traffic generation process follows
the same general pattern regardless the resolution employed.
Packet Queue at
Ethernet Interface 
Wondershaper
token bucket
Applications
Fig. 9: Wondershaper operation: a token bucket allows new
packets to get processed at a specified rate.
Finding: Supporting a resolution of 4K (i.e., 45 Mbps). re-
quires a network capacity at least 4 times higher than for a
resolution of 720p (i.e., 12 Mbps). Moreover, the suggested
link capacity values for each resolution are surpassed in all
three cases. Changing the resolution affects the number of
video packets generated, although the general packet gener-
ation process is unaffected. Subjectively, the use of higher
resolutions is clearly observed in the quality of the image.
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Fig. 10: Different link bandwidths.
Limit Avg. packet size (bytes) STDEV Min Max 3 most common
15 Mbps 995.61 405.42 43 1198 1194 (57.45%), 1188 (13.38%), 43 (3.66%)
20 Mbps 1026.61 379.14 43 1198 1194 (53.10%), 1198 (2.75%), 1188 (2.15%)
30 Mbps 1105.50 285.92 43 1198 1194 (78.78%), 1198 (4.14%), 73 (1.22%)
40 Mbps 1113.25 272.86 43 1198 1194 (80.34%), 1198 (4.22%), 73 (0.96%)
50 Mbps 1115.21 269.84 43 1198 1194 (83.78%), 1198 (4.40%), 73 (1.01%)
TABLE III: Packet characteristics.
VIII. HOW STADIA ADAPTS TO THE AVAILABLE
BANDWIDTH
This section studies the adaptability of Stadia to changing
network conditions. We limit the available bandwidth at the
client, and observe how performance is affected. We consider
two cases: a) the game starts with the bandwidth limit already
in place, and therefore, Stadia knows before starting the game
the effective link capacity, and b) the available link capacity
suddenly changes in the middle of the game, enabling us to
observe how Stadia reacts.
A. Different initial available bandwidths
We start by applying a limit to the available bandwidth at
the receiver before the game starts. Using different bandwidth
limits will allow us to understand how Stadia deals with
different link capacities.
To limit the available bandwidth, we use Wondershaper10,
a tool that uses Ubuntu’s traffic control capabilities to limit
incoming traffic. We use limits ®r of 5, 10, 15, 20, 30, 40 and
50 Mbps. For each limit, we play the same section of Tomb
Raider for 60 seconds at 1080p with VP9. Figure 9 shows the
operation of Wondershaper, and how it uses a token bucket to
limit the network interface bandwidth ®R to the newly imposed
®r . In this section we use dataset D6.
Figure 10a shows the ecdf of the traffic load for each band-
width limit. We can observe that Wondershaper guarantees that
the traffic streams will use a bandwidth lower than the limit in
average. For example, for bandwidths limits of 15 Mbps and
20 Mbps, Stadia generates a mean traffic load of 12.71 Mbps
and 14.64 Mbps, respectively. For 30, 40, and 50 Mbps, the
traffic generated by Stadia is almost the same in all the three
10Wondershaper: https://github.com/magnific0/wondershaper
cases. The mean traffic load values are 27.54 Mbps, 27.80
Mbps and 28.66 Mbps for each bandwidth limit, respectively.
In addition, we can also observe that the highest traffic peak
is never higher than 30 Mbps, even when bandwidth limits of
40 and 50 Mbps are in use.
Figure 10b shows that the packet size distribution is almost
identical in all cases regardless the imposed bandwidth limit.
For 15 and 20 Mbps, there is a higher amount of small packets,
but overall, the results are very similar to the cases of 30, 40
and 50 Mbps. Table III shows the average packet size and
standard deviation for each case. We can observe how the
average packet size increases along with the bandwidth limit,
but the standard deviation decreases, as most of the packets
are of the same size. We also show the most common packet
sizes, where we can see the clear preference for packets of
1194 bytes no matter the bandwidth limit used.
Similarly to the packet size, the distribution of inter-packet
times (Figure 10c) shows an identical tendency in all cases,
with the highest bandwidth limits leading to slightly lower
inter-packet times. Stadia already sustained 1080p with the 20
Mbps limit, only switching to 720p for a link capacity of 15
Mbps. This leads us to conjecture that Stadia can further stress
the video encoding to reduce the traffic load, changing the
resolution only as a last resort. We also used limits of 5 Mbps
and 10 Mbps, but these low bandwidth values lead Stadia
to stop the game shortly before starting, showing a message
informing that the network was unsuited for the service.
Finding: Stadia adapts to the available bandwidth seamlessly
when the limitation is set before the game starts. We have
found that Stadia strives to keep the 1080p resolution at 60
fps even if the available bandwidth is far below its own pre-
defined requirements, and only switches to a lower resolution
of 720p as the last resort. In this regard, subjectively speaking,
the more compressed 1080p streams were still preferable than
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Fig. 11: Round Trip Time (continuous line), video packets lost (dashed line) and resolution (dash-dotted line).
the 720p streams, justifying Stadia’s behavior.
B. Sudden changes on the available bandwidth
Here, we test the ability of Stadia to adapt to a sudden change
in the available bandwidth. Limiting the bandwidth during
the gameplay, we aim to investigate how Stadia responds to
congestion in real time.
This section uses dataset D7. We start Wondershaper in
the background after 120 seconds of playing without any
bandwidth limit (i.e., using the default link capacity of 100
Mbps). We first consider bandwidth drops to 10 Mbps, 15
Mbps, 20 Mbps and 30 Mbps. After that, we do the opposite,
we start Stadia under a bandwidth limit (as in the previous
section), to remove it after 120 seconds. To showcase the
impact of these changes, we use the metrics obtained from
chrome://webrtc-internals/, such as the RTT, video packet
losses and the rate of successful delivered video frames to the
application. The use of Chrome’s statistics to quantify QoS
was studied in [16].
Figure 11 shows the RTT, video packets lost and video
resolution of the stream over time for each of the bandwidth
limits. We can observe that once the bandwidth decreases,
Stadia changes resolution repeatedly for a while. Once the
client reports that packets are being lost, Stadia drops to the
lowest resolution. Then, after a short time, Stadia attempts to
use a new encoding configuration with a higher resolution. If
the new configuration still results in dropping packets, Stadia
repeats the process again until a viable configuration is found.
A change in the available bandwidth leads to transitory periods
of variable duration during which Stadia attempts to recover
by finding a viable configuration. The bandwidth drop to 10
Mbps results in Stadia changing resolutions 12 times during
95 seconds before remaining at 720p until the end. It is
worth to mention here that this game session was completed
Fig. 12: Framerate over time.
successfully, while in the previous section, starting with the
limit of 10 Mbps already in place resulted in Stadia deciding
to close the game. The bandwidth drop to 15 Mbps in
Figure 11d leads to the longest transitory period, spanning 287
seconds before Stadia stops changing resolutions and remains
at 720p. Dropping the available bandwidth to 20 Mbps results
in a comparatively quick reconfiguration of 47 seconds, and
dropping it to 30 Mbps results in a single switch to 720p for 11
seconds before returning to 1080p. When we start Stadia with
a bandwidth limit and then remove it, the time to find a new
viable configuration is much faster, as it could be expected.
For the case where the initial limit was 15 Mbps, Stadia just
jumps to 1080p. In the case that the initial bandwidth limit was
20 Mbps, Stadia never changed the resolution, as we started
at 1080p already, but the generated traffic load does increase,
going from 17.75 Mbps before removing the limit, to 24.71
Mbps afterwards, further confirming the existence of different
coding settings for the same resolution.
The RTT increases rapidly when the bandwidth limits are
enforced, going from an average of 10 ms for most captures
to 19.52 ms for the bandwidth drop to 10 Mbps. The variance
in the RTT is higher for the lower bandwidth limits, as we
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Fig. 13: Round Trip Time and jitter buffer delay for different configurations.
can observe peaks of more than 35 ms in Figure 11a, while
we only reach 22 ms for 30 Mbps in Figure 11e. We can also
observe an increase in the packets lost when the bandwidth
limits are enforced, reaching as far as 1017 packets lost in a
single second in Figure 11b. We can observe that the packets
lost decrease during the transitory period in Figures 11a and
11d, stabilizing afterwards. For the two cases in which the
bandwidth limit is removed, we observe that the RTT stabilizes
soon at 10 ms, and Stadia stops dropping packets, showing the
opposite tendency to the previous cases.
Figure 12 shows the video frames per second decoded by
the browser over time for the bandwidth drops to 15 and
20 Mbps. Correct playback should lead to a stable 60 fps.
However, we can observe that during the transitory period the
framerate varies strongly, dropping as low as 10 fps for 15
Mbps, and 5 fps for 20 Mbps. Combined with the changes in
the resolution (see Figure 8a for the impact of resolution on
traffic), the reduction on the framerate results in a noticeable
loss of quality for the user. While the resolution has an effect
on the quality of the image, the impact of the framerate is on
the smoothness of the video reproduction. Frame drops such
as these found in Figure 12 result in severe delays between the
time the player presses a button and the time the corresponding
action appears in the screen, as well as in parts of the video
being skipped, resulting in characters ”teleporting” to another
place due to the missing frames. Finally, let us mention that in
the previous case, when Stadia started with a bandwidth limit
already in place, the framerate remains stable for the entire
capture, so the user notices the low bandwidth availability only
in the image resolution.
Finding: Stadia attempts to recover from a drop in the available
link capacity almost immediately, entering a transient phase in
which Stadia aims to find a new configuration to compensate
the lack of network resources. This transient phase however,
can last over 200 seconds. During this time, although the
user is able to continue playing, the quality of experience is
heavily affected, with constant resolution changes, inconsistent
framerate and even audio stuttering. In the case that the
available bandwidth increases, Stadia also reacts immediately,
easily finding a new viable configuration.
IX. LATENCY
In most of previous experiments we have intentionally avoided
any reference to the end-to-end latency, so we can focus
on it here. To study the latency, we use the RTT and jit-
ter buffer delay metrics from WebRTC internals (chrome:
//webrtc-internals). The RTT is computed as the total time
elapsed between the most recent STUN request and its re-
sponse, and it is reported every second. It shows how long it
takes for an action to obtain a response. The jitter buffer delay
represents the amount of time RTP packets are further buffered
at the client side to guarantee a smooth data delivery to the
user (i.e., fixing packet order, since UDP does not offer such
control by itself). Note that the jitter buffer delay is adaptive
and so it may change with time.
High latency can have a negative impact on player enjoyment.
After pressing a button, players expect that the effects of
the corresponding action will appear instantaneously on the
screen. If it takes too long, it can make the game unenjoyable,
and in some cases, fully disrupt the gameplay. Here, we
compare the RTT and jitter buffer delay metrics for different
games and resolutions.
Dataset D8 presents the WebRTC internals that correspond to
the same traffic captures as in Sections VII-B and VIII-A.
Figure 13a shows the ecdf of the RTT for both Tomb Raider
and Spitlings during the ’play’ state at 1080p, as well as
the RTT for Tomb Raider at 720p and 4K. All of them
show similar RTT values, averaging between 10.28 ms and
12.30 ms. In all cases, the 95 % percentile of the RTT values
is lower than the duration of a single video frame (16.67
ms), meaning that in these tests Stadia had the opportunity
to interact with the player’s actions without any perceptible
delay. As expected, since the available link capacity was
large enough, the game and resolution have no impact on the
perceived latency. Only when the traffic load is close to the
network capacity, such as in the previous section, the RTT is
affected.
Figure 13b shows the empirical ecdf of the jitter buffer delay
for Tomb Raider and Spitlings. For a resolution of 1080p,
Spitlings shows a lower jitter buffer than Tomb Raider, with
an average of 35.76 ms and 45.35 ms, respectively, which
corresponds to 2-3 video frames at a framerate of 60 fps.
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Considering Tomb Raider and different resolutions, we ob-
serve that the jitter buffer decreases as the resolution increases.
For Tomb Raider the jitter buffer averages 58.42 ms, 45.34 ms
and 35.35 ms for 720p, 1080p and 4K, respectively. This is an
interesting result that shows the buffer jitter delay is directly
related to the inter-packet arrival time (i.e., lower inter-packet
arrival times also result in lower jiter buffer values, and the
opposite is also true).
Figure 13c shows the RTT for the different initial bandwidth
limits considered in Section VIII-A. Results confirm that
since Stadia has found a configuration able to work with the
enforced limits, there is no congestion, and so RTTs remain
similar to the case where the full bandwidth can be used
(Figure 13a).
Finding: In all the considered cases for different games,
resolutions, and available bandwidth limits, RTT values have
consistently been below 25 ms, with average values between
10 and 15 ms. This is especially relevant since all the experi-
ments and measurements have been done in a temporal span
of several months from March to July 2020, hence, meaning
that in absence of network congestion, RTTs are extremely
stable and clearly below 60 ms (i.e., the value at which users
start noticing the latency issues [30]). In terms of the jitter
buffer, we have found that it is higher for lower resolutions,
as it directly depends on the amount of traffic received at the
client.
X. CONCLUSIONS
In this paper we have investigated the characteristics of the
Stadia traffic. We first designed a set of experiments that
implied playing some specific games under pre-defined Stadia
configurations while we captured the traffic over an Ethernet
network. Then, we used the collected traffic measurements to
learn about the characteristics of Stadia traffic, covering from
how Stadia generates the traffic at the packet level in both
downlink and uplink, to how it adapts to sudden changes in
the network capacity.
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