and violation of the design specifications may result. Therefore, postproduction tuning is included in the final stages of the production process to readjust the network performance in an effort to meet the specifications.
Tuning has formally been considered as an integral part of the design process [1], the objective being to relax the tolerances and compensate for the uncertainties in the model parameters.
We give here a unified and integrated approach to the postproduction tuning problem. Minimax optimization is used in the nominal design stage to provide us with the critical frequencies. Therefore, the tuning frequencies are identified.
The least-one optimization is used to minimize the number of tunable parameters needed to tune all possible outcomes of a manufactured circuit.
Worst-case analysis is employed to reduce the size of the problem. Two functional tuning algorithms are presented.
Both algorithms are based on measuring the response of the two-section transformer example, we could have considered other design parameters, e.g., II and lZ or any other effects.
The designer has no control over p, and this leads to the concept of the tolerance region R, defined by
which is a convex regular polytope of n~dimensions with sides of length 2Ci, i = l+. The tolerance region of the two parameters ZI and Zz of the two-section transformer is shown in Fig. 2 with <=, /Z=~z ,/Z~= 0.2. Note that it is a rectangular region. The extreme points of R{ are defined by setting pi=~1.
Thus, the set of vertices maybe defined by
The number of points in R" is 2"+. For the tolerance region of Fig. 2 , we have four vertices. A vertex number is given according to the formula P;={ -l,l}, iGL#,.
Consequently, the r th vertex is referred to index set of all these vertices is defined as l"~{1,2,...,@}@}.
by 4', and an
In Fig. 2 , the four vertices are shown numbered according to (4a). In the context of the two-section transformer example, this means that for a certain production outcome represented by [p ZI p =2]', where T indicates the transpose, which is out of the feasible region R~, it is required to find the change in the tunable element ZI represented by Pz, such that the tuned outcome will be inside the feasible region. A typical example is shown in Fig. 2 , where point a represents an untuned outcome and point b represents the outcome after tuning.
HI. SELECTION OF TUNING FREQUENCIES
Over the frequency band of interest, it is required to find a subset of critical frequency points Oi, i G lC*, where 1,* c lC, which is used in selecting the tunable parameters.
The effect of including a particular frequency point is to emphasize the response control at that frequency. Since the response gradients for two closely spaced frequencies will be almost collinear, the frequencies should be reasonably spaced and placed in areas where tight control over the response is desired [4] .
We have utilized a minimax design criterion to identify the set of critical frequencies 1,*. In the nominal network design problem, it is required to find the set of parameters +0 which optimally satisfies the design constraints. Let M-f(@o) fga;fi(+o).
(9a) c Then, our nominal design problem is to which is converted problem as follows:
to a regular nonlinear programming
where z is an independent additional variable. The solution of the optimization problem (10) provides us with theoretically justifiable critical (or active) functions (~),~~~~. The active functions are those approximately equal to z at the solution, i.e., the functions that reach the maximum value at the minimax solution (equiripple response).
For the two-section transformer example, we implemented the minimax problem of (10) and 4.4721, respectively, as we pointed out earlier.
IV. SELECTION OF TUNABLE ELEMENTS
It is required to find the minimum number of tunable parameters to tune all possible manufactured outcomes of the circuit. A manufactured outcome of the circuit would be a point of the region R, (2). Worst-case analysis is carried out to identify the critical points of this region [5] .
A worst-case point is assumed to occur at a vertex (5) is the worst-case vertex for the 0.5-and 1.5-GHz critical frequencies. Vertex number 2 is the worst-case vertex for the 1.O-GHZ critical frequency. In terms of the notation of (11), we have lU1 = {3}, IUG= {2}, and lV,II = {3}. Consequently, 1:= {2, 3}.
The subset 1,* of the tunable parameters are obtained by solving an optimization problem.
A least-one objective function is utilized. In data fitting, the least-one criterion has been extensively applied to eliminate the faulty data. We utilized it here to force as many parameters as possible to have a zero value of t,. This consequently reduces the number of tunable parameters required to tune all worstcase vertices. At the solution, we obtain lt* from the set If using the following relation:
The least-one optimization problem is given as follows: artces. We stop tuning when the maximum value of the reflection coefficient over the frequency range 0.5-1.5 GHz could not be reduced further. We have taken p~l = -p~-= 0.02. Fig. 4 illustrates the responses before and after tuning for vertex number 3. Twenty-two adjustments of ZI were needed to tune the worst-case outcome. Fig. 5 illustrates the responses before and after tuning for vertex number 2. Nineteen adjustments of 21 were needed to tune the vertex. This is because we restricted IApz, I to be less than or equal to 0.02 and is due also to the large deviation of the response from nominal before tuning. The linear programing problem of (15) We solve this system of equations using the linear least-squares method to get these coefficients.
Recalling
(6), the inequality constraints could be expressed as (18) where Fi( p ) is the response function evaluated at~i and and where w, is an appropriate weighting function. Similarly to (10), the tuning assignment problem is formulated as follows:
The solution of the optimization problem (20) proticles us with p. The tunable network parameters are adjusted by the amount indicated, and the process is repeated until the circuit meets its specifications.
We applied the modeling tuning algorithm to tune the worst-case vertices of the two-section transformer example.
Recalling (16) and (17), we assumed that 
C. Tuning Algorithm
The two proposed tuning techniques could be applied on-line for the tuning of a microwave circuit as follows.
Step 1: Measuxe the network response. Check whether the design specifications are satisfied to a certain prespecified margin. If they are satisfied, stop.
Step 2: Utilize the performed measurements in constructing the constraint functions as well as their derivatives as required by the optimization problems (15) or (20).
Step 3: Solve the optimization problems (15) or (20) for the changes in the tunable parameters (p or Ap). The upper and lower limits in the optimization problems are defined to ensure the validity of the approximation employed and the type of tuning.
Step 4: If the absolute value of a tunable element is less than the minimum amount of tuning which can be carried out in practice, we assume that it is zero. If all the absolute values of the tunable amounts are less than their corresponding minimum allowable values, stop.
Step 5: Adjust the parameters to the extent possible by the amounts obtained from the optimization problem. If the maximum number of iterations has not been exceeded, return to 1.
In our complete report [9], we discuss the convergence properties of the linear approximation tuning algorithm and the modeling tuning algorithm.
VI. EXAMPLE
We considered a broad-band amplifier example with a complex antenna load as shown in Fig. 6 . The object is to match the antenna load over the frequency band 150-300
MHz. The power given at a certain frequency is given by where R~is the source resistance, G~is the real part of the admittance of the load, IV~l is the absolute value of the voltage across the load, and IV~l is the absolute value of the input voltage which we assumed to be unity. The response was assumed to be measured at sixteen uniformly distributed frequencies over the given frequency band. It is required to have a constant 10-dB power gain over the frequency band of interest. Therefore, two inequality constraints are defined at each frequency. The source resistance was assumed to be 50 Q. The transistor scattering parameter values and the antenna impedances at the sixteen frequencies were obtained from [12] . First, we applied optimization problem (10) to get the nominal design parameters using a minimax design crite- 160, 170, 220, 250, 280 , and 300 MHz, are identified by an asterisk in Table II . This set of frequencies constitutes the required 1=*.
Then, a worst-case analysis is performed using +-5-percent tolerances and no parasitic are assumed. The number c,f vertices is equalto 28 = 256. We assume that the design specifications tolerate a + l-dB deviation from the specified value of 10 dB. At every critical frequency i = l:, the worst-case vertices are obtained, as well as the corresponding worst-case responses. Four worst-case responses violate the design specifications, as is shown in " Table II . Consecpently, the set 1; consists of vertices {123, 134,153}, as indicated in Table II.  Third, we performed the optimization problem (13), using the three critical vertices to determine the tunable parameters.
The results of this optimization problem are given in Fig. 9 . The results of tuning an outcome corresponding to vertex number 153 of the broad-band amplifier using the modeling technique. 
