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Introduzione
Il problema della risposta dei sistemi dinamici alle perturbazioni esterne è un ar-
gomento di particolare interesse e negli ultimi anni l'attenzione si è spostata verso
situazioni che si discostano dalle condizioni ordinarie della termodinamica statistica.
Un esempio molto interessante di sistema ﬁsico non-poissoniano è costituito dai
blinking quantum dots [1], cioè a nano cristalli che, sotto l'inﬂuenza di un campo
di radiazione, produce ﬂuorescenza intermittente. Questa intermittenza è equiva-
lente ad una transizione casuale tra lo stato di luce, in cui il sistema emette luce
ﬂuorescente, e lo stato di buio, dove non c'è nessuna emissione. Le distribuzioni dei
tempi di attesa per tali fenomeni sono ben diverse dalle distribuzioni esponenziali
e, per di più, la distribuzione che si riferisce allo stato di luce diﬀerisce da quella
dello stato di buio.
Altri casi di sistemi non-poissoniani di notevole interesse si trovano nel campo
della spettroscopia di singola molecola [2]. La natura non-poissoniana di questi pro-
cessi ha origine, nel primo caso [1], dalla cooperazione tra gli atomi che costituiscono
il nano cristallo e, nel secondo caso [2], l'intermittenza non-poissoniana è generata
dall'ambiente molecolare circostante che si presuppone essere di tipo cooperativo
[3][4][5][6]. Nel caso speciﬁco dei blinking quantum dots [1], è stato recentemente
provato che la ﬂuorescenza intermittente ubbidisce alla teoria del rinnovo [7]. Que-
sto risultato genera il problema di stabilire quale sia la risposta di sistemi di rinnovo
non esponenziale a perturbazioni esterne che è, infatti, il tema principale di questa
tesi. La più nota teoria di risposta lineare sviluppata da Kubo [8], da noi denotata
come teoria di Green-Kubo, genera risultati paradossali se riferita a sistemi non-
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poissoniani di rinnovo e nel caso di una perturbazione a scalino. Questo ci ha spinto
a cercare una formulazione che superasse questa diﬃcoltà [9].
Il problema della risposta di sistemi sub-diﬀusivi alla perturbazione esterna nella
condizione invecchiata è stata recentemente discussa da Sokolov, Blumen e Klafter
[10] e da Barkai e Cheng [11]. Questi autori hanno adottato lo stesso modello
fenomenologico di Bertin e Bouchaud [12]. Qui estendiamo tale modello al caso
super-diﬀusivo e questo ha richiesto una costruzione completamente diversa per
introdurre gli eﬀetti della risposta dovuti al campo perturbante.
Nella Sez. (1.1), introduciamo alcuni elementi come la suscettibilità che ci per-
metteranno di trattare sia la teoria della risposta lineare proposta da Kubo sia la
nuova teoria proposta in questa tesi. Nella Sez. (1.2), studiamo le singole traiettorie
di un processo diﬀusivo browniano per preparare il terreno alla seconda parte di
questo lavoro. Di seguito viene introdotta l'equazione di Liouville che ci permette
di descrivere l'evoluzione temporale di sistemi caratterizzati da una distribuzione
di probabilità, Sez. (1.3). Sempre nella stessa sezione viene presentata l'equazione
stocastica di Liouville dove anche la probabilità è ﬂuttuante nel tempo. Nella Sez.
(1.4) si mostra come si ottiene la risposta convenzionale che si basa sul metodo dei
liouvilliani perturbati.
Nella Sez. (1.5), partendo dall'equazione stocastica di Liouville costruiamo la ri-
spettiva equazione maestra generalizzata [13] che ci permette di descrivere i processi
stocastici tramite il formalismo del camminatore casuale nel tempo continuo [14];
sempre nello stesso capitolo si descrive l'equazione maestra di un sistema dicotomico
poissoniano perturbato che produce un risposta identica alla legge di Green-Kubo.
Nella seconda parte vengono analizzati e sviluppati tutti gli strumenti necessa-
ri per l'approccio alla nuova teoria della risposta lineare. Iniziamo, in Sez. (2.2),
con l'illustrazione del concetto di rinnovo [15], il quale associa ad ogni salto brusco
della singola traiettoria una totale cancellazione della memoria degli eventi prece-
denti. Tuttavia il fatto che questi processi di rinnovo siano non-poissoniani implica
una dipendenza dalla preparazione del sistema. Questa dipendenza si esprime nella
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generazione di istogrammi di tempi di attesa per il primo evento che dipende dal-
l'istante in cui si inizia a fare l'osservazione se questo non coincide con l'istante di
preparazione. Tale proprietà è chiamata invecchiamento [14] [16] ed è illustrata in
Sez. (2.3). Gli istogrammi considerati hanno una forma di legge a potenza del tipo
(µ − 1)T µ−1/(T + t)µ e, come vedremo, la posticipazione al tempo di osservazione
trasforma la potenza µ in (µ− 1).
Questa tesi considera sia il caso con µ > 2, Sez. (2.4), dove la distribuzione di
equilibrio è possibile, e il caso µ < 2, dove tale condizione non si può mai realizzare
[17], Sez. (2.5), e pertanto si ha invecchiamento perenne. Si utilizza la condizione
µ > 2 per dimostrare la frattura rispetto all'ordinaria teoria di Green-Kubo infatti,
anche se in questo caso la funzione di correlazione all'equilibrio è deﬁnibile, quando
la potenza µ è minore di 3 la funzione di correlazione diventa non integrabile e quindi
la teoria di Green-Kubo produce, come risposta ad un perturbazione a scalino, una
corrente divergente. Dimostriamo che la corretta condizione, nel caso in cui la
funzione di correlazione esista, è dato da una suscettibilità che non coincide con la
correlazione come nella teoria di Green-Kubo, ma con la derivata della funzione di
correlazione. Questo permette di risolvere il problema della divergenza e ci porta a
conclude che la corrente generata dall'applicazione istantanea di una perturbazione
che poi rimane costante produce una corrente ﬁnita.
La teoria che viene proposta in questo lavoro si basa non sulla funzione di cor-
relazione, ma sulla distribuzione dei tempi di attesa tra un evento e il successivo.
La tesi illustra due condizioni principali, denotate come condizione fenomenologica
e dinamica, rispettivamente. La condizione fenomenologica, che è la più semplice
possibile, si basa sull'ipotesi che la distribuzione dei tempi di attesa tra un evento e
il successivo è uguale a quella in cui ci sarebbe assenza di perturbazione, Sez. (3.2).
Al momento di occorrenza di un evento il sistema deve decidere tra lo stato di luce
e lo stato di buio con una probabilità che non è uguale ad 1
2
, ma è leggermente
più alta o più bassa a seconda dello stato e dal valore della perturbazione in quel
preciso momento.
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La seconda condizione che noi discutiamo è la condizione che chiamiamo dinami-
ca, Sez. (3.3). La ragione di questo termine è che si utilizza una versione idealizzata
della mappa di Manneville, originariamente introdotta per studiare gli eﬀetti turbo-
lenti [18], per spiegare l'origine della legge a potenza inversa della distribuzione dei
tempi di attesa. Questa distribuzione è caratterizzata da due parametri fondamen-
tali: il parametro µ e il parametro T . Qui si immagina che la perturbazione esterna
stia modiﬁcando nel tempo il parametro T e ci chiediamo se da questa formulazione
dinamica possa essere derivata la condizione fenomenologica recentemente proposta
da Sokolov [19]. La risposta è che dalla condizione dinamica non si può derivare la
condizione fenomenologica, ma la condizione che noi chiamiamo dinamica, la quale
produce una risposta diversa dalla condizione fenomenologica, è esattamente coin-
cidente con la soluzione numerica del dinamico. Nella sezione (3.4) traduciamo la
condizione dinamica, illustrata in Sez. (3.3), nella corrispondente suscettibilità che
dipende dall'istante in cui si inizia a fare l'osservazione e questo tempo è determinato
tramite la perturbazione stessa.
Nella Sez. (3.5) mostriamo che le due proposte portano , per µ > 2, alla stessa
suscettibilità. Le sezioni (3.6) e (3.7) sono dedicate alla condizione dinamica nel
caso in cui µ sia compreso tra 1 e 2 e quindi ci sia una condizione di invecchiamento
perenne. Nella Sez. (3.6) si studia una perturbazione a scalino e nella Sez. (3.7) la
risposta ad una perturbazione armonica.
Nella Sez. (4.1) discutiamo la condizione dinamica e la condizione fenomenolo-
gica e, con l'aiuto dei risultati numerici controlliamo la validità delle due condizioni
che risultano coincidenti con il rispettivo trattamento numerico. In questa stessa
sezione facciamo vedere che la condizione dinamica è molto vicina ad una procedura
che consiste nel ﬁssare i tempi di attesa tramite una distribuzione senza nessuna
perturbazione e nell' assegnare alla regione di riposo un segno deciso alla ﬁne della
regione stessa con una probabilità dipendente dalla perturbazione. Mostreremo che
questo modo di vedere porta ad una sottile correlazione tra i tempi di attesa e il
segno, mentre la condizione fenomenologica non riesce a riprodurre il riordinamento
dei tempi di attesa prodotti dalla perturbazione. La correlazione tra segno e du-
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rata trascurata dalla condizione fenomenologica e di fondamentale importanza per
spiegare la sincronizzazione tra perturbazione e risposta del sistema.
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Capitolo 1
Relazione di Green-Kubo e risposta
lineare
La risposta di un sistema alle perturbazioni esterne è uno dei temi principali della
ﬁsica statistica e riguarda in generale il problema del trasporto. Nella formulazione
hamiltoniana, e più in generale nella derivazione statistica derivabile da hamilto-
niane, tramite l'equazione stocastica di Liouville, la risposta è rappresentata dalla
relazione di Green-Kubo che privilegia la funzione di correlazione delle variabili os-
servate. Lo stesso vale per l'equazione maestra generalizzata markoﬃana ottenuta
tramite la contrazione dell'equazione stocastica di Liouville e questa coincidenza è
dovuta al fatto che l'ipotesi di assenza di memoria rende il sistema equivalente ad
un processo di Poisson, per cui vale ancora la teoria di Green-kubo.
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1.1 Elementi introduttivi alla teoria di Green-Kubo
Iniziamo considerando il problema della risposta di un sistema ad una pertur-
bazione esterna nel modo più semplice e chiaro possibile. Prendiamo una particella
con velocità v immersa in un ﬂuido che chiameremo bagno termico. Adottando, per
semplicità, una trattazione unidimensionale, si ha:
v˙ = −γv (1.1.1)
dove il parametro γ rappresenta la frizione del ﬂuido sulla particella e la massa m
di quest'ultima è posta uguale a 1. La soluzione dell' Eq. (1.1.1) è:
v(t) = e−γtv(0). (1.1.2)
Questo signiﬁca che, dopo un tempo
Tc =
1
γ
, (1.1.3)
la velocità della particella è praticamente nulla. Immaginiamo che l'energia della
particella all'istante t = 0 sia
Ek(t = 0) = v
2
0
2
. (1.1.4)
Il comportamento della particella per t 6= 0 è dovuto al processo di trasmissione
dell'energia al bagno termico, ossia l'energia cinetica della particella viene convertita
nel calore scambiato con il bagno in cui si muove ﬁno a quando non raggiunge
l'equilibrio termico, per cui vale Ek eq = KβT2 .
Se il moto della particella viene perturbato da una forza F (t), l' Eq. (1.1.1)
diventa:
v˙ = −γv(t) + F (t) (1.1.5)
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e la soluzione generale dell' Eq. (1.1.5), per il principio di causalità, è:
v(t) = v0e
−γt +
∫ t
0
e−γ(t−t
′)F (t′)dt′. (1.1.6)
Possiamo porre, senza perdita di generalità, v0 = 0. Questo signiﬁca che la velocità
di deriva è nulla e corrisponde a raggiungere prima l'equilibrio e poi ad applicare la
perturbazione. Prendiamo in esame ora un caso più generale, dove al posto della
velocità v(t) compare la A(t), che è una generica osservabile, e la forza esterna F (t)
è sostituita con la perturbazione adimensionale E(t) indotta sul sistema:
〈A(t)〉 = κ
∫ t
0
χA(t, t
′)E(t′)dt′. (1.1.7)
Si noti che κ è una costante, la variabile A(t) rappresenta la proprità ﬁsica che si
sta studiando e, inoltre, 〈A(t)〉 indica il valore medio fatto su un insieme di Gibbs.
La ragione per cui viene fatta tale media è che, in generale, vengono presi in
esame processi in cui la grandezza ﬁsica d'interesse non è deterministica. Un esempio
basato sull' Eq. (1.1.5) può essere:
v˙ = −γv(t) + F (t) + f(t), (1.1.8)
dove f(t) è una forza di tipo stocastico. Nell' Eq. (1.1.7) compare la funzione χA(t, t′)
che è nota come suscettibilità. In genere la χA(t, t′) non dipende semplicemente dalla
diﬀerenza dei tempi t e t′ come succede nell' Eq. (1.1.6) dove:
χA(t, t
′) = χA(t− t′) = e−γ(t−t′), (1.1.9)
bensì si ha:
χA(t, t
′) = χA(t− t′, t′). (1.1.10)
Quindi l' Eq. (1.1.10) ci dice che la risposta del sistema ad una perturbazione cambia
con il tempo e questa proprietà si può realizzare senza cambiare la dinamica del
sistema che stiamo studiando.
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Nel caso della statistica ordinaria se esiste lo stato stazionario, cioè una distri-
buzione di equilibrio del sistema, allora vale la seguente relazione:
χA(t− t′) ∝ ΦA(t− t′) = 〈A(t)A(t
′)〉eq
〈A2〉eq (1.1.11)
dove ΦA è la funzione di correlazione all'equilibrio.
Pertanto, come avremo modo di vedere, solo in quest'ultimo caso possiamo scrivere:
〈A(t)〉 ∝
∫ t
0
ΦA(t− t′)E(t′)dt′, (1.1.12)
che è la nota legge di Green-Kubo ottenuta originariamente dallo stesso Kubo nel
'57 [8].
1.2 Moto browniano e diﬀusione
I moti deﬁniti come browniani sono fenomeni ﬁsici complessi sotto molti aspetti,
e questo comporta una necessaria idealizzazione ed astrazione per poterli trattare
in termini ﬁsici e matematici. Consideriamo un ﬂuido con un grande numero di
particelle browniane e chiamiamo n(x, t) la densità delle particelle medesime. Il
moto browniano delle particelle fa tendere la distribuzione n(x, t) a quella uniforme.
Tale processo viene chiamato diﬀusione. A causa della presenza di un gradiente
nella distribuzione, si genera un ﬂusso così deﬁnito:
jD = −D∂n
∂x
(1.2.1)
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dove D è il coeﬃciente di diﬀusione. Quindi, data la conservazione del numero di
particelle, si ha che la variazione del numero di particelle nell'unità di tempo è uguale
al numero di particelle uscenti nell'unità di volume:
∂n(x, t)
∂t
= −~∇(~vn(x, t)) = −∂jD
∂x
= D
∂2n
∂x2
(1.2.2)
Nel caso in cui ci sia l'eﬀetto di una velocità iniziale v0 non trascurabile rispetto
a quella di deriva o si è in presenza di un campo di forza esterno uniforme F , si
genera un termine di ﬂusso aggiuntivo:
jF = nv (1.2.3)
dove v è la velocità delle particelle data dall' Eq. (1.1.6). Se il tempo necessario
aﬃnchè la forza F e quella di attrito si bilancino è breve, rispetto al tempo necessario
per cui la n(x, t) tenda all'uniformità, allora possiammo riscrivere la Eq. (1.2.3) nella
seguente forma:
jF = nveq =
F
mγ
n (1.2.4)
pertanto il ﬂusso totale risulta essere:
j = jD + jF =
F
mγ
n−D∂n
∂x
(1.2.5)
e l'espressione, data dall' Eq. (1.2.2), diviene:
∂n(x, t)
∂t
= − F
γm
∂
∂x
n+D
∂2n
∂x2
. (1.2.6)
La soluzione di questa equazione si ottiene facendo la trasformata di Fourier rispetto
alla variabile x, risolvendo per nˆ e poi antitrasformando quest'ultima. Il risultato è
il seguente:
n(x, t) = F−1
(
nˆ(k, 0)e−k(kD+i
F
γm
)
)
(1.2.7)
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che per n(x, 0) = δ(x− x0) diventa:
n(x, t) =
1√
4piDt
e−
(x−x0− Fγmt)2
4Dt . (1.2.8)
Quando la densità delle particelle non è suﬃcientemente alta, l'interazione tra le
particelle browniane può essere ignorata così che possiamo considerare l' Eq. (1.1.8)
come un'equazione per particelle indipendenti. Questo comporta sia una descrizione
basata sulle singole traiettorie delle particelle, sia un'analisi dell'andamento delle
particelle browniane in termini probabilistici.
............. ......... ...................... BA ..................... ......................
xx x x x x
Figura 1.1: Esempio di diﬀusione in cui un eccesso di particelle nella regione B produce
un ﬂusso verso la regione A
Per esempio, si immagini che le particelle siano disposte su di un reticolo uni-
dimensionale e abbiano la stessa probabilità di andare a destra e sinistra. Secondo
la Fig. (1.1), poichè nella regione B ci sono più particelle che nella regione A, è
evidente che, in termini probabilistici, tra le due regioni ci siano più particelle che
si muovono da destra verso sinistra che nel verso contrario.
Quindi, per introdurre una trattazione probabilistica, riscriviamo la densità
n(x, t) nella seguente maniera:
n(x, t) =
∫
n(x0, t0)P (x, t|x0, t0)dx0, (1.2.9)
dove n(x0, t0) è la densità delle particelle al tempo iniziale t0 e P (x, t|x0, t0) è la
probabilità che una particella al tempo t si trovi in x dato che al tempo t0 era in x0.
Sostituendo l' Eq. (1.2.9) nell' Eq. (1.2.6), che deve valere per qualsiasi condizione
iniziale n(x0, t0), si ottiene:
∂
∂t
P (x, t|x0, t0) =
[(
− F
γm
∂
∂x
+D
∂2
∂x2
)
P (x, t|x0, t0)
]
. (1.2.10)
11
L'Eq. (1.2.10) si è ottenuta facendo uso dell' Eq. (1.2.4), ma può essere generaliz-
zata tramite l' Eq. (1.2.3) anche nel caso in cui la forza esterna sia di tipo stocastico.
Inoltre la variabile x, che compare nella (1.2.10), indica una qualsiasi grandezza ﬁ-
sica come, ad esempio, la velocità v dell' Eq. (1.2.3) che in tal situazione ci permette
di ritrovare l'equazione di Langevin.
Come vedremo nel Sez. (1.3), sia l'introduzione della probabilità sia l'equazione del
moto della diﬀusione verranno utilizzati per ottenere la legge di Green-Kubo.
La probabilità di trovare una particella in x al tempo t, dato che si trovava alle
coordinate (x0, t0), che sia indipendente dalla sua storia precedente a t0 si esprime
nella seguente maniera:
P (x, t|x0, t0; x˜, t˜) = P (x, t|x0, t0) ∀ t˜ < t0, (1.2.11)
da cui segue che:
P (x1, t1; x2, t2|x, t) = P (x1, t1|x, t)P (x2, t2|x, t). (1.2.12)
L' Eq. (1.2.6), poichè è una equazione diﬀerenziale al primo ordine rispetto a t, im-
plica che l'insieme delle soluzioni dipende solamente da un'unica condizione iniziale
x0(t0). Quindi per la generica soluzione dell' Eq. (1.2.10), P (x, t|x0, t0; . . . ;xin , tin)
deve coincidere con P (x, t|x0, t0). Se vale la relazione (1.2.11), allora si dice che il
moto è markoﬃano.
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1.3 Equazione stocastica di Liouville
L'evoluzione della disposizione delle particelle browniane è governato dalla rela-
zione:
x˙(t) = v(t) (1.3.1)
e se v(t) rappresenta un processo stocastico allora anche x(t) è un processo stoca-
stico. Consideriamo un insieme di particelle browniane e sia f(x, t) la funzione di
distribuzione delle particelle tale che f(x, t)dx rappresenti la probabilità di trovare,
nell'insieme, una particella nell'intervallo dx intorno ad x al tempo t. Per un par-
ticolare campione v(t) del processo stocastico, la funzione di distribuzione f(x, t)
evolve nel tempo secondo la seguente relazione:
∂
∂t
f(x, t) = − ∂
∂x
[v(t)f(x, t)] (1.3.2)
dove si è riscritta l' Eq. (1.2.2) della conservazione del numero di particelle, questa
volta per descrivere la conservazione della probabilità che può anche essere espressa
nella seguente forma:
f(x, t+ δt) = f(x− vδt, t). (1.3.3)
Più in generale possiamo dire che, data una grandezza f(x, t), la sua evoluzio-
ne viene descritta da un operatore diﬀerenziale iL(x, t) o liouvilliano e, pertanto,
l'equazione generica del moto (1.2.2) diventa:
∂
∂t
f = iLf. (1.3.4)
Quindi, se consideriamo il caso in cui f(x, t) sia una variabile aleatoria, si ha che:
• se prendiamo iL(x, t) come un processo stocastico possiamo chiamare l' Eq. (1.3.4)
equazione stocastica di Liouville;
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• se prendiamo un particolare campione del processo stocastico iL(x, t), pos-
siamo deﬁnire la (1.3.4) come l'equazione del moto nello spazio delle fasi del
sistema dinamico chiamata di Liouville.
A questo punto mostriamo come è possibile passare all'equazione stocastica di
Liouville da un'equazione di Liouville. Dato un processo stocastico iL(x, t) e una
condizione iniziale
f(x, t0)dx = P (x, t0), (1.3.5)
la soluzione dell'equazione di Liouville può essere scritta nella seguente forma:
f(x, t) = f(x, t; iL, P (x, t0)), (1.3.6)
quindi mediando entrambi i membri su tutti i possibili iL dell'insieme otteniamo:
P (x, t) = 〈f(x, t; iL, P (x, t0))〉 (1.3.7)
che rappresenta la soluzione dell'equazione stocastica di Liouville. In pratica da un
insieme stocastico abbiamo preso tutti i campioni iL e, per ognuno di essi, abbiamo
ricavato la rispettiva funzione di distribuzione; successivamente abbiamo mediato
tutti gli f così che la funzione di distribuzione media, P , rappresenta una funzione
ben precisa che soddisfa l'equazione stocastica di Liouville.
La forma classica dell'operatore di Liouville, data una generica hamiltoniana H,
è:
iLf(x, t) = (H, f) =
[
∂H
∂q
∂f
∂p
− ∂f
∂q
∂H
∂p
]
(1.3.8)
mentre in una trattazione di tipo quantistico si sostituisce il commutatore alle
parentesi di Poisson nella seguente maniera:
(H, f) =
1
i~
[H, f ] (1.3.9)
[H, f ] = Hf − fH. (1.3.10)
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Al posto della generica variabile x si prenda in considerazione la velocità v e
riscriviamo l' Eq. (1.1.5):
v˙ = −γv + F (t) = Γv(v), (1.3.11)
dove F (t) rappresenta una forza stocastica e Γv è un operatore così deﬁnito:
Γv = [−γv + F (t)] ∂
∂v
. (1.3.12)
Passando dall'osservabile v(t) alla distribuzione f(v, t) e utilizzando l'operatore
aggiunto di Γv, otteniamo:
f˙ = iLf(v, t) = ∂
∂v
{[γv − F (t)] f(v, t)} . (1.3.13)
Quindi tramite la media dell' Eq. (1.3.4) su tutti i processi stocastici otteniamo
l'equazione stocastica di Liouville:
∂
∂t
P (v, t|v0, t0) = iL0P (v, t|v0, t0), (1.3.14)
iL0P (v, t|v0, t0) = ∂
∂v
[(
γv +Dv
∂
∂v
)
P (v, t|v0, t0)
]
, (1.3.15)
dove la media su tutti i processi di F (t)f(v, t), confrontandosi con la diﬀusione
di particelle browniane, è data dall' Eq. (1.2.1) e dove si sono cambiate le dipendenze
dalle costanti, dato che la variabile rispetto a cui si diﬀerenzia è γv.
All'equilibrio si ha:
iL0Peq(v, t) = 0 (1.3.16)
e, per K = Dv
γ
, si trova la seguente probabilità
Peq(v, t) = P0(v, t) =
1√
2piK
exp
(
− v
2
2K
)
, (1.3.17)
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che soddisfa l' Eq. (1.3.16). Calcolando il momento secondo dell' Eq. (1.3.17) si ha:
〈v2〉eq =
∫
v2P0(v)dv = K. (1.3.18)
Consideriamo ora il caso in cui ci sia una perturbazione esterna. In questo caso
il liouvilliano può essere scritto nella seguente maniera:
iL = iL0 + iL1 (1.3.19)
dove iL1 è la parte riferita alla perturbazione esterna. Quindi scrivendo
P (v, t) = P0(v, t) + P1(v, t) (1.3.20)
possiamo suddividere l' Eq. (1.3.19) in:
∂
∂t
P0(v, t) = iL0P0(v, t) (1.3.21)
e
∂
∂t
P1(v, t) = i(L0P1(v, t) + L1P0(v, t) + L1P1(v, t)). (1.3.22)
Se la perturbazione iL1 è piccola in confronto a iL0 allora, nell'ipotesi di approssi-
mazione lineare, l'ultimo termine dell' Eq. (1.3.22) può essere trascurato e, pertanto,
l' Eq. (1.3.22) diventa:
∂
∂t
P1(v, t) = i[L0P1(v, t) + L1P0(v, t)]. (1.3.23)
La soluzione dell' Eq. (1.3.23) è:
P1(v, t) = i
∫ t
0
eiL0(t−t
′)L1(t′)P0(v, t′)dt′. (1.3.24)
Notando che la probabilità imperturbata è simmetrica cioè P0(v) = P0(−v) e quindi
〈v(t)〉eq =
∫ ∞
−∞
vP0(v, t)dv = 0 (1.3.25)
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segue che
〈v(t)〉 =
∫ ∞
−∞
vP (v, t)dv =
∫ ∞
−∞
vP1dv. (1.3.26)
Si noti che il tempo t, nel membro di destra dell' Eq. (1.3.26), è dato dalla probabilità
P (v, t) mentre con v si intende lo stato ad un tempo generico t˜ di riferimento che, per
quel che segue, sarà posto uguale zero. Assumendo che valga P (v, t = 0) = P0(v, 0)
si ha:
〈v(t)〉 = i
∫ t
0
dt′
∫ ∞
−∞
veiL0(t−t
′)L1(t′)P0(v)dv (1.3.27)
A questo punto bisogna ﬁssare una forma di iL1(t) e osservando l' Eq. (1.1.8) si
ha:
iL1(t) = −F (t) ∂
∂v
(1.3.28)
e, quindi, dall' Eq. (1.3.27) si ottiene:
∂
∂v
P0(v) = − v〈v2〉eqP0(v) (1.3.29)
e, utilizzando l'espressione precedente, possiamo scrivere:
i
∫ ∞
−∞
veiL0(t−t
′)L1(t′)P0(v)dv = F (t
′)
〈v2〉eq
〈
veiL0(t−t
′)v
〉
eq
. (1.3.30)
Assumendo che per t → ±∞ la P (v, t) → 0 più velocemete di 1/∏ni v(ti) con
n > 0 allora l'operatore exp(iL0t) che agisce a destra si può applicare a sinistra,
come descritto nell'Appendice A, applicando al posto dell'operatore iL0t l'operatore
aggiunto −iL†0t che vale:
−iL†0 = γ
{
−v ∂
∂v
+ 〈v2〉eq ∂
2
∂v2
}
. (1.3.31)
Quindi, sostituendo quanto trovato, si ha:
C(t) ≡ 〈veiL0tv〉
eq
=
∫
veiL0tvP0(v)dv = 〈v(t)v(0)〉eq , (1.3.32)
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dove si è usata la seguente espressione che, per la generica osservabile A, è:
A(t) = e−iL
†
0tA(0) (1.3.33)
D'altro canto applicando l'operatore −iL†0 sullo stato v otteniamo:
−iL†0v = −γv, (1.3.34)
dove γ rappresenta l'autovalore. Quindi l' Eq. (1.3.32) risulta essere:
C(t) = 〈v2〉eqe−γt, (1.3.35)
che, sostituita nell' Eq. (1.3.30), ci permette di scrivere quanto segue:
〈v(t)〉 =
∫ t
0
e−γ(t−t
′)F (t′)dt′. (1.3.36)
Ricordandoci che si è posto per semplicità e senza perdita di generalità m = 1
riscriviamo:
F (t) = κE(t) (1.3.37)
dove E(t) ha la stessa dipendenza funzionale di F (t), ma è adimensionale mentre κ
ha le dimensioni di una lunghezza su di un tempo2. Pertanto si può scrivere
〈v(t)〉 = κ
∫ t
0
χv(t, t
′)E(t′)dt′, (1.3.38)
avendo posto
χv(t, t
′) = Φv(t− t′) = 〈v(t)v(0)〉eq〈v2〉eq = e
−γt. (1.3.39)
Si noti che nel caso in cui E(t) = Θ(t) dall'equazione di Green-Kubo (1.3.38),
nel limite per t che tende ad inﬁnito, otteniamo:
lim
t→∞
∫ t
0
e−γ(t−t
′)dt′ =
1
γ
. (1.3.40)
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Utilizzando l' Eq. (1.1.3), possiamo normalizzare la precedente equazione a 1 e ri-
scrivere l' Eq. (1.3.38) nella maniera qui sotto riportata:
Π(t) ≡ κTc
∫ t
0
e−γ(t−t
′)E(t′)dt′ = κ
∫ t
0
γe−γ(t−t
′)E(t′)dt′, (1.3.41)
dove la Π(t), come avremo modo di dimostrare in seguito, rappresenta la vera gran-
dezza direttamente derivabile dai dati sperimentali. Così facendo, possiamo dire che
la funzione che compare nell'integrando dell' Eq. (1.3.41):
ψ(t− t′) = γe−γ(t−t′) (1.3.42)
è una distribuzione di densità di tempi e, come vedremo nella Parte II, per i processi
di rinnovo non-poissoniani la distribuzione dei tempi ψ(t) diviene uno strumento
teorico più conveniente della funzione di correlazione.
Quindi nel caso poissoniano la funzione di correlazione e la distribuzione dei
tempi ψ(t) sono esponenziali. Questo fa si che non si percepisca la necessità di usare
la ψ(t) invece che l'ordinaria funzione di correlazione. La teoria di Green-Kubo,
come vedremo nell Sez. (1.4), esprime, infatti, la suscettibiltà come funzione di
correlazione.
1.4 Risposta lineare per un sistema hamiltoniano
Nel Sez. (1.3) abbiamo trovato la risposta lineare di Green-Kubo partendo dal-
l'equazione per la diﬀusione di Langevin. Qui riportiamo il caso generale e facciamo
vedere che la suscettibilità χ(t, t′) è proporzionale alla funzione di correlazione.
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Analizziamo la teoria della risposta lineare dei sistemi hamiltoniani nella forma
concisa proposta da Zwanzig che risulta uguale a quella originale proposta da Kubo.
Riscriviamo l'equazione classica stocastica di Liouville e l'hamiltoniana:
∂
∂t
ρ = −L0ρ(t) + L1F (t)ρ(t) (1.4.1)
H(p, q, t) = H0(p, q, t) +H1(p, q, t) (1.4.2)
H1(p, q, t) = −M(p, q, t)F (t) (1.4.3)
dove ρ(q, p, t) è la funzione di distribuzione nelle variabili canoniche q e p, F(t) è la
forza esterna applicata al sistema, L0ρ rappresenta le parentesi di Poisson tra H0 e
ρ ed inﬁne L1ρ è uguale alle parentesi di Poisson tra −M e ρ.
Utilizzando l' Eq. (1.3.24), la soluzione al primo ordine dell' Eq. (1.4.1) è
ρ1(t) = −
∫ t
0
dse−(t−s)L0L1F (s)ρ0(s). (1.4.4)
L'operatore di Liouville agisce su ρ0 nella seguente maniera
L1ρ0(s) = −
[
∂M
∂p
∂ρ0
∂q
− ∂M
∂q
∂ρ0
∂p
]
(1.4.5)
Assumendo che la distribuzione di equilibrio del sistema di particelle browniane sia
ρ0(q, p) =
e−βH0
Z
, (1.4.6)
dove Z è la classica funzione di ripartizione e β = kβT , l' Eq. (1.4.5) dà come risultato
L1ρeq = βρeq
[
∂M
∂p
∂H0
∂q
− ∂M
∂q
∂H0
∂p
]
= βρeqL1H0 = −βρeqL0M (1.4.7)
e poichè si è fatta l'approssimazione lineare, si ha che:
L1M = 0 (1.4.8)
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e pertanto vale quanto segue:
M˙ ≡ ∂
∂t
M = L†0M = −L0M (1.4.9)
così che l' Eq. (1.4.7) si riscrive:
L1ρ0 = −βM˙ρ0. (1.4.10)
Utilizzando l' Eq. (1.4.10) nell' Eq. (1.4.4) otteniamo:
ρ1(t) = β
∫ t
0
e−(t−s)L0M˙F (s)ρ0(s)ds (1.4.11)
dove, per la soluzione, si sono usati i calcoli riportati nell'Appendice A.
Consideriamo una generica variabile A(t) per cui valga
〈A(t)〉eq = 0 (1.4.12)
e, per trovare la risposta lineare alla forza esterna F (t) della variabile A(t), usiamo
l' Eq. (1.4.11) così che si può scrivere:
〈A(t)〉 = β
∫ t
0
dsF (s)ΦA,M(t− s) (1.4.13)
dove la ΦA,M , nota come funzione di risposta di Kubo, è data da:
ΦA,M(t− s) =
∫
dq dpA(q, p, s)e−(t−s)L0M˙(q, p, s)ρ0(q, p, s) = 〈Ae−(t−s)L0M˙〉.
(1.4.14)
Ora, se chiamiamo α0 il generico autostato di −L†0 sull'osservabile A, possiamo
scrivere:
ΦA,M(t) = 〈AM˙〉e−α0t. (1.4.15)
Inoltre, per A = M˙ , abbiamo che:
ΦA,M(t) = ΦA(t), (1.4.16)
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cioè si ottiene la funzione di autocorrelazione all'equilibrio di A. Nel caso particolare
in cui A(t) = v(t) e M(t) = x(t) otteniamo
ΦA,M(t) =
Φv(t)
β
. (1.4.17)
Sostituendo l' Eq. (1.4.17) nell' Eq. (1.4.13) si ha:
〈v(t)〉 =
∫ t
0
Φv(t− t′)F (t′)dt′ (1.4.18)
che coincide con l' Eq. (1.3.38). Anche in questa trattazione, per ottenere la Green-
Kubo, è stato necessario fare l'approssimazione lineare e richiedere l'esistenza di
uno stato di equilibrio. Inoltre quando la risposta di Kubo ΦA,M(t) esiste, questa
è, per costruzione, di tipo poissoniano. Nella statistica ordinaria, dove molte delle
precedenti condizioni non possono essere assunte come valide, diventa necessario
considerare, non tanto gli operatori liouvilliani, quanto le traiettorie delle osservabili
e le loro distribuzioni dei tempi di attesa.
1.5 Equazioni maestre generalizzate
La logica fondamentale della struttura della ﬁsica statistica è la derivazione delle
leggi ﬁsiche introducendo diversi stadi di approssimazioni che portano a una ri-
duzione del dettaglio partendo da leggi che descrivono il microscopico. La nostra
descrizione del modello ﬁsico viene, al passaggio seguente, decurtata rispetto alla
precedente tramite una parziale contrazione delle informazioni. Tale contrazione
può essere vista come una proiezione del modello microscopico su di una sezione
trasversale del nostro grado di comprensione. Il problema consiste nel determinare
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il modo appropriato di fare tale proiezione. Per esempio, il processo stocastico, chia-
mato moto browniano, è la proiezione del moto di particelle mesoscopiche e di tutte
le particelle del liquido circostante sulla dimensione delle sole particelle browniane.
Per di più, se viene fatta la proiezione sulla disposizione di tali particelle si ha un
processo di diﬀusione. Un altro esempio è la descrizione dinamica completa di N
molecole di gas dentro un contenitore che viene fatta prendendo in considerazione
le posizioni e i momenti di ciascuna di queste molecole e, a loro volta, tali variabili
sono funzioni del tempo. Se i momentidelle singole molecole non sono osservabili,
allora possiamo proiettare il moto solo sulle posizioni e descrivere il processo tramite
la funzione di distribuzione f(x1, . . . , xN , t). È anche possibile proiettare la distri-
buzione su una sola particella trascurando le altre e descrivere il suo moto tramite
una distribuzione f1(x, p, t).
Partendo, quindi, dall'equazione stocastica di Liouville, classica o quantistica,
tramite la contrazione di informazioni sui gradi di libertà irrilevanti si arriva alla
deﬁnizione di equazione maestra generalizzata.
In meccanica statistica classica, un insieme statistico viene rappresentato con
una funzione di distribuzione nello spazio delle fasi delle variabili canoniche che
descrivono il sistema. In meccanica quantistica, invece, la funzione di distribuzione
è sostituita dalla matrice di densità ρ e la sua evoluzione è data dalla seguente
espressione:
∂ρ
∂t
=
1
i~
[H, ρ] ≡ iLρ (1.5.1)
dove l'hamiltoniana H è suddivisa in parte imperturbata ed in parte perturbata:
H = H0 +H1. (1.5.2)
L' Eq. (1.5.1) si riscrive come:
∂
∂t
ρ = i(L0 + L1)ρ (1.5.3)
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dove le seguenti relazioni:
iL0ρ = 1
i~
[H0, ρ], (1.5.4)
iL1ρ = 1
i~
[H1, ρ] (1.5.5)
sono dovute alla suddivisione dell'hamiltoniana (1.5.2). Per il sistema imperturbato
assumiamo che esista una base completa di autovettori φl tale che:
H0φl = Elφl ∀ l ∈ N0 (1.5.6)
Nella rappresentazione degli autovettori l'equazione del moto (1.5.1) si riscrive nella
seguente maniera:
∂
∂t
〈l|ρ(t)|m〉 = 1
i~
(El − Em)〈l|ρ|m〉+ 1
i~
∑
k
(
〈l|H1|k〉〈k|ρ|m〉−〉l|ρ|k〉〈k|H1|m〉
)
.
(1.5.7)
Per esempio, un sistema di n-particelle che interagiscono a coppie tramite un
potenziale, è descritto dalla somma dell'hamiltoniana imperturbata che è data dal-
l'energia cinetica:
H0 =
∑
j
1
2m
~pj
2, (1.5.8)
e della perturbazione:
H1 =
∑
j,k
V (~rj − ~ri), (1.5.9)
che rappresenta l'energia di interazione. L'autostato dell'hamiltoniana imperturbata
φl, nella base dei momenti, è dato dall'insieme corrispondente {~p1, . . . , ~pn}l, ossia
φl = |~p1, . . . , ~pn〉 e il relativo autovalore di H0 è
El =
1
2m
n∑
i=1
~pi
2 tale che ~pi ∈ {~p1, . . . , ~pn}l (1.5.10)
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Deﬁniamo l'operatore di proiezione P nel seguente modo:
〈l|PA|m〉 = 〈l|A|l〉δlm, (1.5.11)
〈l|P ′A|m〉 = 〈l|A|m〉(1− δlm), (1.5.12)
dove PA è la parte diagonale dell'operatore A nella rappresentazione in cui H0 è
diagonalizzato, mentre P ′ è la proiezione che esclude la parte diagonale di A. In
particolare, per la matrice di densità, usiamo Pρ = ρd.
Ora, utilizzando i calcoli descritti nell'Appendice B ed in particolar modo l' Eq. (B.15),
possiamo scrivere l' Eq. (1.5.7):
∂
∂t
Pρ(t) = iPLPρ(t) + iPL
∫ t
0
ei(t−τ)P
′LiP ′LPρ(τ)dτ + iPLeitP′LP ′ρ0 (1.5.13)
con ρ0 = ρ(t = 0).
Supponiamo che:
iL0P = 0, (1.5.14)
iPL0 = 0, (1.5.15)
iPL0P = 0, iPLP = 0. (1.5.16)
L' Eq. (1.5.14) è vera in quanto due matrici diagonali commutano, mentre, l' Eq. (1.5.15)
e (1.5.16) valgono perchè le componenti diagonali di un commutatore sono tutte nul-
le qualora una delle matrici del commutatore è diagonale. In conseguenza di quanto
precedentemente detto, il primo termine del membro destro dell' Eq. (1.5.13) è nullo
per eﬀetto della (1.5.16). Nel secondo termine, gli operatori iPL e iLP diventano
rispettivamente iPL1 e iL1P così, sostituendo nella (1.5.13), si ha:
∂
∂t
Pρ(t) = iPL1
∫ t
0
ei(t−τ)P
′LiP ′LPρ(τ)dτ, (1.5.17)
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dove per la condizione iniziale si assume P ′ρ0 = 0. Supponiamo ora che H1 sia molto
più piccola di H0 allora diventa possibile fare la seguente approssimazione:
ei(t−τ)P
′L ' ei(t−τ)P′L0 = ei(t−τ)L0 (1.5.18)
che rappresenta lo sviluppo all'ordine più basso nella perturbazione H1 e che ci
permette di riscrivere l' Eq. (1.5.13) nella seguente forma:
∂
∂t
ρd = iPL1
∫ t
0
ei(t−τ)L0iL1ρd(τ)dτ. (1.5.19)
L' Eq. (1.5.19) viene chiamata equazione maestra generalizzata. Come si ve-
de dalla forma della (1.5.19), l'andamento temporale della ρd(t) è di tipo non-
markoﬃano, mentre l'equazione stocastica di Liouville, da cui siamo partiti, era
markoﬃana.
Quindi, dato un processo stocastico di tipo markoﬃano descritto da una funzio-
ne di distribuzione, dopo l'operazione di proiezione, la stessa distribuzione contratta
non obbedisce necessariamente ad una semplice legge di evoluzione di tipo markoﬃa-
no. Nel caso generale si avrà che la futura evoluzione della funzione di distribuzione
contratta dipenderà non soltanto dalle informazioni relative a quell'istante, ma da
tutta la sua storia passata. Quindi è importante sottolineare che il processo di con-
trazione delle informazioni, di regola, comporta come risultato una proprietà del
tipo non markoﬃano del processo proiettato.
Tuttavia è possibile riottenere un'equazione markoﬃana nel modo di seguito
riportato. Osserviamo che, nella rappresentazione di interazione, vale
H1(t) = exp(−tH0/i~)H1 exp(tH0/i~) e, utilizzando l'espressione (1.3.33), si ha che
l' Eq. (1.5.19) diventa:
∂ρd
∂t
= P 1
i~
[
H1,
∫ t
0
e(t−τ)
H0
i~
1
i~
[H1, ρd(τ)]e
−(t−τ)H0
i~ dτ
]
= − 1
~2
P
[
H1,
∫ t
0
[H1(τ − t), ρd(τ)] dτ
]
(1.5.20)
dove si è fatto uso della proprietà eA[B,C]e−A = [eABe−A, eACe−A] e che
[H0, ρd] = 0. Facendo il cambio di variabile s = τ − t riscriviamo la (1.5.15) nella
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seguente forma:
∂ρd
∂t
= − 1
~2
∫ 0
−t
P [H1(0)H1(s)ρd(t+ s) + ρd(t+ s)H1(s)H1(0) +
−H1(0)ρd(t+ s)H1(s)−H1(s)ρd(t+ s)H1(0)]ds. (1.5.21)
Se la velocità con cui varia ρd(t) è molto più lenta di quella di H1(t), allora è
possibile approssimare ρd(t+ s) con ρd(t) riacquistando la condizione markoﬃana e
ottenere così, nella rappresentazione matriciale, la seguente espressione:
∂
∂t
〈l|ρ(t)|l〉 = −
∑
m
2
~(Em − El) sin
(Em − El)t
~
·
·|〈l|H1|m〉|2
[
〈l|ρ(t)|l〉 − 〈m|ρ(t)|m〉
]
(1.5.22)
che è l'approssimazione al second'ordine in H1 dell' Eq. (1.5.7), mentre gli autovalori
sono tutti all'ordine zero. L' Eq. (1.5.22) è nota come equazione maestra markoﬃana.
Poichè la perturbazione H1, come scritto nell' Eq. (1.5.9), dipende solo dalla di-
stanza della coppia di particelle interagenti i e j, ne segue la conservazione del
momento, cioè:
(~pi, ~pj)→ (~pi − ~~k, ~pj + ~~k) (1.5.23)
e l'elemento di matrice della perturbazione vale:
〈~pi, ~pj|H1|~pi − ~~k, ~pj + ~~k〉 = 1
Ω
∫
e
~k~rV (~r)d~r =
1
Ω
V~k, (1.5.24)
dove Ω corrisponde al volume del contenitore delle particelle.
Lo scambio di energia invece vale:
∆E(~pi, ~pj, ~k) =
1
2m
[(~pi + ~~k)2 + (~pj − ~~k)2 − ~pi2 − ~pj2] (1.5.25)
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Deﬁniamo le seguenti grandezze: il generico elemento l sulla diagonale della
matrice densità ρ, che rappresenta la funzione di distribuzione dello stato l:
〈~p1, . . . , ~pi+∆~p, . . . , ~pj−∆~p, . . . ~pn|ρ(t)|~p1, . . . , ~pi+∆~p, . . . , ~pj−∆~p, . . . ~pn〉 = f(i, j,∆~p, t),
(1.5.26)
o in maniera più compatta:
[diag(ρd(t))]i,j,~k ≡ fi,j,~k(t), (1.5.27)
e l'elemento di transizione:
w(~pt +∆~p, ~ps −∆~p|~pi +∆~p′, ~pj −∆~p′) = 2~∆E sin
∆Et
~
1
Ω2
|V~k|2 ≡ [Wtsij]~k,~k′(t)
(1.5.28)
dove ∆~p = ~~k, ∆~p′ = ~~k′ e ∆E = Em − El.
Quindi l' Eq. (1.5.19) si riscrive nella seguente forma:
∂
∂t
ft,s,~k(t) = −
∫ t
0
∑
~k′
∑〈i,j〉[Wtsij]~k,~k′(t− t′)
[
ft,s,~k(t
′)− fi,j,~k′(t′)
] dt′ (1.5.29)
dove la somma sugli indici i e j è antisimmetrica. Per sempliﬁcare ulteriormente
la notazione limitiamoci al caso unidimensionale per cui ~k → k e sommiamo sugli
indici dell'impulso t e s. Allora, ponendo:
fk(t) =
∑
t,s
ft,s,k(t) (1.5.30)
[W]k,k′ =
∑
t,s
∑
〈i,j〉
{
[Wtsij]k,k′ − δk,k′
∑
k′′
[Wtsij]k′′,k′
}
, (1.5.31)
l' Eq. (1.5.19) diventa:
∂
∂t
~f(t) =
∫ t
0
W(t− t′)~f(t′)dt′ (1.5.32)
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e l' Eq. (1.5.22):
∂
∂t
~f(t) =W(t)~f(t). (1.5.33)
L' Eq. (1.5.33) ci mostra che la funzione di probabilità si evolve in maniera mar-
koﬃana. Per rendere l' Eq. (1.5.32) e (1.5.33) indipendenti dal tempo è possibile fare
la seguente approssimazione:
2
∆E
sin
∆Et
~
→ 2piδ(∆E) (1.5.34)
così che la funzione di transizione [Wtsij]~k,~k′ descrive le transizioni tra stati che con-
servano l'energia, cioè ∆E = 0. Con questa approssimazione l' Eq. (1.5.33) diventa
l'equazione maestra di Pauli.
Nel caso speciale in cui la funzione di transizione possa essere scritta come pro-
dotto di una funzione dipendente dal tempo Υ(t − t′) e una funzione dipendente
dalle coordinate spaziali W, l' Eq. (1.5.32) diventa:
∂
∂t
~f(t) =
∫ t
0
Υ(t− t′)W ~f(t′)dt′. (1.5.35)
Vediamo, ora, come ricavare l'equazione maestra generalizzata facendo uso del
camminatore casuale nel tempo continuo. La distribuzione di probabilità al tempo
t, per camminatore casuale, è data dalla seguente espressione:
~f(t) =
∞∑
n=0
∫ t
0
ψn(t
′)Ψ(t− t′)Mn ~f(0)dt′. (1.5.36)
L' Eq. (1.5.36) determina la distribuzione ~f(t) tramite l'occorrenza di eventi ca-
suali partendo dalla condizione iniziale ~f(0). Un evento casuale corrisponde ad un
salto da una posizione verso un'altra con la probabiltà data dalla matriceM, mentre
i tempi in cui avvengono tali salti sono descritti dalla funzione ψn(t) che è la proba-
biltà che ci siano n salti e che l'ultimo di questi sia avvenuto all'istante t. Quando
si osserva un sistema al tempo t, la distribuzione di probabilità dipende dal numero
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arbitrario n di eventi casuali che si veriﬁcano e quando non ci sono eventi si pone
ψ0(t) = δ(t).
Pertanto è possibile scrivere:
ψn(t) =
∫ t
0
ψn−1(t′)ψ1(t− t′)dt′. (1.5.37)
Dalla forma convoluta dell' Eq. (1.5.37) è possibile esprimere la trasformata di La-
place nel seguente modo:
L(ψn(t)) = ψˆn(s) = ψˆ
n(s). (1.5.38)
Si noti che l'ultimo di una sequenza di n eventi può veriﬁcarsi in un tempo t′
precedente al tempo di osservazione t così che tra t′ e t non ci siano altri eventi. La
funzione Ψ(t), così deﬁnita:
Ψ(t) =
∫ ∞
t
ψ(t′)dt′, (1.5.39)
è la probabiltà che non si veriﬁchino eventi per un intervallo di tempo t e la sua
trasformata di Laplace è:
Ψˆ(s) =
1− ψˆ(s)
s
. (1.5.40)
Inﬁne, nell' Eq. (1.5.36) compare una distribuzione Mn che è dovuta al fatto che
vi sono stati n eventi e che la prescrizione con cui avviene ogni salto è regolata dalla
matrice M che dipende dalle coordinate spaziali. Pertanto, ricordando che:
∞∑
n=0
Mnψˆn(s) =
1
1−Mψˆ(s) , (1.5.41)
possiamo scrivere la trasformata di Laplace dell' Eq. (1.5.37) nel seguente modo:
~f(s) =
1
s+ sψˆ(s)
1−ψˆ(s)(M− 1)
~f(0). (1.5.42)
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D'altro canto facendo la trasformata di Laplace dell' Eq. (1.5.35), che vale:
~f(s) =
1
s+ Υˆ(s)W
~f(0), (1.5.43)
si vede che, ponendo
Υˆ(s) =
sψˆ(s)
1− ψˆ(s) (1.5.44)
W = M− I, (1.5.45)
si ottiene nuovamente l'equazione maestra generalizzata.
L' Eq. (1.5.44) e (1.5.45) permettono di uguagliare l'equazione maestra generaliz-
zata ottenuta dall'hamiltoniana con quella ottenuta dal camminatore casuale, tut-
tavia, benchè ci sia questa somiglianza formale, ciò non garantisce l'equivalenza
ﬁsica.
Infatti, come vedremo nel Cap. (2), l'uso della prospettiva del camminatore
casuale nel tempo continuo ci porterà ad una suscettibiltà χ(t, t′) che diﬀerisce dalla
trattazione hamiltoniana, anche nel caso stazionario dove χ(t, t′) = χ(t− t′), perchè
in quest'ultimo caso per la teoria di Green-Kubo vale χ(t, t′) ∝ Φx(t−t′), mentre nel
caso di processi di rinnovo non-poissoniano non è vero. Ne segue che l'uguaglianza
tra le due descrizioni, escluso il caso poissoniano di seguito riportato, rimane una
forzatura senza alcun senso ﬁsico.
Consideriamo un caso simile a quello proposto nella sezione (1.4). Abbiamo visto
che per la variabile continua ﬂuttuante v(t) si ottiene:
〈v(0)v(t)〉eq = 〈v2(0)〉eqe−γt (1.5.46)
e, prendendo in considerazione una variabile dicotomica ﬂuttuante ξ(t), Fig. (1.2),
in modo che abbia la stessa funzione di correlazione di v(t):
Φξ(t) = e
γt, (1.5.47)
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costruiamo la ﬂuttuazione ξ con la proprietà esponenziale data dall' Eq. (1.5.47).
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Figura 1.2: Fluttuazione della variabile dicotomica ξ che riﬂette le ﬂuttuazioni di una
variabile continua v
Consideriamo una particella che salta dallo stato |1〉, dove l'autovalore vale ξ =
W , allo stato |2〉, in cui ξ = −W . Assumiamo che l'equazione maestra che descrive
questo processo sia quella di Pauli, cioè:
d
dt
~P (t) = −γ
2
W ~P (t) (1.5.48)
dove
W =
 1 −1
−1 1
 (1.5.49)
e
~P (t) =
 P1(t)
P2(t)
 (1.5.50)
con la condizione di normalizzazione delle probabilità data da:
P1(t) + P2(t) = 1. (1.5.51)
P1(t) e P2(t) rappresentano le probabiltà che le particelle si trovino rispettivamente
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nello stato |1〉 e |2〉. Gli autostati della matrice W sono:
|Peq〉 = 1√
2
(|1〉+ |2〉) (1.5.52)
|Pecc〉 = 1√
2
(|1〉 − |2〉) . (1.5.53)
Quindi utilizzando l' Eq. (1.3.33) abbiamo che per ξ vale:
〈ξ(0)ξ(t)〉eq = 〈Peq|ξe−L0tξ|Peq〉 =
∑
µ
〈Peq|ξe−L0t|µ〉〈µ|ξ|Peq〉 (1.5.54)
dove si è usata la seguente deﬁnizione:
I =
∑
µ
|µ〉〈µ| = |Peq〉〈Peq|+ |Pecc〉〈Pecc| (1.5.55)
ed osservando che valgono le seguenti uguaglianze
L0 = −γ
2
W (1.5.56)
ξ|1〉 = W |1〉 (1.5.57)
ξ|2〉 = −W |2〉. (1.5.58)
otteniamo che per gli autostati |Peq〉 e |Pecc〉
− L0|Peq〉 = 0 (1.5.59)
−L0|Pecc〉 = γ|Pecc〉 (1.5.60)
Quindi sostituendo le espressioni (1.5.52),(1.5.53) nell' Eq. (1.5.54) si ha:
〈ξ(0)ξ(t)〉eq = W 2e−γt (1.5.61)
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ottenendo così la funzione di correlazione (1.5.47).
Utilizzando l' Eq. (1.3.24) ed assumendo:
L1(t) = κξE(t) (1.5.62)
otteniamo:
〈ξ(t)〉 = κ〈ξ2〉eq
∫ t
0
Φξ(t− t′)E(t′)dt′, (1.5.63)
e quindi, da ciò, si conclude che:
χξ(t− t′) ∝ Φξ(t− t′) (1.5.64)
come scritto nell' Eq. (1.1.11).
È importante notare che in questo caso speciﬁco, caratterizzato dall' Eq. (1.5.47),
la teoria della risposta lineare porta ad un risultato esatto. Infatti, grazie all' Eq. (1.5.62),
l' Eq. (1.5.48) si riscrive nella seguente maniera:
d
dt
~P (t) = −γ
2
W ~P (t) + κΞ ~P (t)E(t) (1.5.65)
dove Ξ è la matrice diagonale nella base scelta che rappresenta l'osservabile ξ:
Ξ =
 +W 0
0 −W
 (1.5.66)
Esplicitando l' Eq. (1.5.65) possiamo scrivere:
dP1
dt
= −γ
2
(P1 − P2) + κWP1E(t) (1.5.67)
dP2
dt
= +
γ
2
(P1 − P2)− κWP2E(t) (1.5.68)
Deﬁnendo Π(t) = P1(t)− P2(t) dall' Eq. (1.5.67) e (1.5.68) si ottiene:
Π˙(t) = −γΠ+ κWE(t), (1.5.69)
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la cui soluzione esatta, data la condizione al bordo Π(0) = 0, è:
Π(t) = κW
∫ t
0
e−γ(t−t
′)E(t′)dt′. (1.5.70)
Dalla deﬁnizione di Π(t) segue immediatamente che 〈ξ(t)〉 = WΠ(t) e quindi
utilizzando l' Eq. (1.5.65) e (1.5.70) otteniamo:
〈ξ(t)〉 = κW 2
∫ t
0
Φξ(t− t′)E(t′)dt′ = κ〈ξ2〉eq
∫ t
0
Φξ(t− t′)E(t′)dt′ (1.5.71)
che coincide con l'espressione ricavata dalla teoria della risposta lineare di Green-
Kubo (1.5.63), ma è evidente che questa corrispondenza è dovuta al fatto che si
è scelta una funzione di autocorrelazione di tipo esponenziale o, in altre parole, è
dovuta alla scelta dell'equazione maestra di Pauli.
Questo vuol dire che la distribuzione dei tempi di attesa ψ(t) con cui si veriﬁ-
cano i salti, secondo il modello del camminatore casuale nel tempo continuo, è di
tipo poissoniano. Al di fuori della statistica ordinaria, come nel caso di distribu-
zioni con andamento a potenza inversa, la risposta ad una perturbazione esterna di
una variabile, descritta dall'equazione maestra markoﬃana, diﬀerisce dalla teoria di
Kubo.
35
Capitolo 2
Processi stocastici di rinnovo
La crisi della teoria di Green-Kubo, e quindi della suscettibilità deﬁnita come la
funzione di correlazione è resa evidente dal fatto che nel caso di processi di rinnovo
non esponenziale l'uso della teoria di Green-Kubo genera eﬀetti paradossali. Per
esempio, nel caso di una funzione di correlazione che decade come 1
tβ
con β < 1, la
risposta, come vedremo, diverge. La ragione di questa diﬃcoltà è dovuta al fatto
che i processi di rinnovo non esponenziali sono caratterizzati da invecchiamento.
2.1 Tempi di correlazione
Consideriamo un processo di diﬀusione descritto dalla variabile ﬂuttuante ξ:
x˙ = ξ. (2.1.1)
Integrando l' Eq. (2.1.1)
x(t) =
∫ t
0
ξ(t′)dt′ + x(0), (2.1.2)
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facendone il quadrato e mediando su un insieme di Gibbs di inﬁnite traiettorie
otteniamo:
〈x2(t)〉 =
∫ t
0
∫ t
0
〈ξ(t′)ξ(t′′)〉dt′dt′′ (2.1.3)
dove si è posto x(0) = 0. Per interpretare appropriatamente il risultato così ottenuto
è indispensabile deﬁnire la funzione di autocorrelazione normalizzata:
Φξ(t, t
′) =
〈ξ(t)ξ(t′)〉
〈ξ2(t)〉 (2.1.4)
Ora, facciamo un'ipotesi signiﬁcativa, che in alcuni dei casi esaminati più avanti
potrebbe anche non essere soddisfatta, ossia che il processo che guida la dinamica
della variabile ξ(t) sia stazionario. Questo implica che la funzione di autocorrelazione
Φξ(t, t
′) è funzione solo della diﬀerenza dei tempi τ = t − t′ e che 〈ξ(t)〉 e 〈ξ2(t)〉
siano indipendenti dal tempo. Quindi nel caso stazionario la media sull'insieme di
Gibbs, cioè sulla distribuzione all'equilibrio della ξ, ci permette di scrivere quanto
segue:
Φξ(t) =
〈ξ(t)ξ(0)〉eq
〈ξ2〉eq . (2.1.5)
Così l' Eq. (2.1.3) si riscrive:
〈x2(t)〉 = 〈ξ2〉eq
∫ t
0
∫ t
0
Φξ(t
′′)dt′dt′′. (2.1.6)
Derivando l' Eq. (2.1.6) si trova un'importante relazione:
d
dt
〈x2(t)〉 = 2〈ξ2〉eq
∫ t
0
Φξ(t
′)dt′, (2.1.7)
che mette in luce la dipendenza fra la crescita nel tempo del momento secondo 〈x2(t)〉
ed il valore dell'integrale della funzione di autocorrelazione che ha le dimensioni di
un tempo. Il valore asintotico del seguente integrale:
lim
t→∞
∫ t
0
Φξ(t
′)dt′ = τc (2.1.8)
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è il tempo di correlazione e viene interpretato come il tempo per cui la variabile ξ
conserva una memoria del passato.
È interessante notare che il processo diﬀusivo generato da una funzione di corre-
lazione non integrabile è anomalo. Si prova facilmente che l' Eq. (2.1.6) è equivalente
alla seguente espressione:
〈x2(t)〉 = 2〈ξ2〉
∫ t
0
(t− t′)Φξ(t′)dt′ (2.1.9)
infatti facendo un cambiamento di variabile:
x = t′′ − t′
y = t′′ + t′ (2.1.10)
l' Eq. (2.1.3), grazie anche al fatto che Φξ(t) = Φξ(−t), diventa:
〈x2(t)〉 = 〈ξ2〉eq
∫
I
dxdy
2
Φξ(x) +
∫
II
dxdy
2
Φξ(x) =
∫ t
0
Φξ(x)dx
∫ 2t−x
x
dy (2.1.11)
che è proprio l' Eq. (2.1.9) e dove I e II sono le aree di integrazione rispetto alle
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Figura 2.1: area di integrazione nelle variabili x e y deﬁnite dal cambiamento di variabili
(2.1.10)
varibili x e y come mostrate in Fig.(2.1). Inoltre sia per l' Eq. (2.1.3) che per la
(2.1.9) si ha:
∂2
∂t2
〈x2(t)〉 = 2〈ξ2〉eqΦξ(t). (2.1.12)
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Analizzando più attentamente l' Eq. (2.1.9) si vede che, quando la funzione di
autocorrelazione decresce abbastanza rapidamente a zero e pertanto l' Eq. (2.1.8) ha
valore ﬁnito e positivo, l'andamento asintotico del momento secondo è lineare in
t ed è dato da: 〈x2(t)〉 ∼ 2Dt, dove D = 〈ξ2〉eqτc. Quest'ultimo risultato deriva
dall' Eq. (2.1.9) ponendo il valore t′ nell'integrando uguale a zero.
In questo caso si parla di diﬀusione normale, cioè quella realizzata nel moto bro-
wniano ed in tutti quei processi in cui le ﬂuttuazioni al crescere del tempo ﬁniscono
per perdere completamente la correlazione con il loro valore iniziale. Questa condi-
zione corrisponde alla ﬁnitezza del tempo di correlazione dell' Eq. (2.1.8). Se invece
Φξ(t) decresce così lentamente che l'integrale in Eq. (2.1.8) diverge, allora si dice che
ci sono delle correlazioni a lungo raggio. È evidente che in questo caso non possiamo
utilizzare gli argomenti precedenti per cui ci si aspetta che il momento secondo non
cresca più linearmente nel tempo per t→∞.
Nel caso particolare in cui la funzione di correlazione decresce asintoticamente
come una potenza inversa del tempo:
Φξ(t) ∼ 1
tβ
(2.1.13)
con
0 < β < 1 (2.1.14)
si ha che il tempo di correlazione deﬁnito dall' Eq. (2.1.8) è divergente. Quindi si
tratta del caso di memoria inﬁnitamente estesa, una situazione a cui si farà spesso
riferimento in seguito. Grazie alla relazione Eq. (2.1.12), integrando due volte si
ottiene, per il momento secondo, il seguente comportamento asintotico:
〈x2(t)〉 ∼ t−β+2. (2.1.15)
Si noti che l'operazione di integrazione comporterebbe l'introduzione di un con-
tributo proporzionale a C1t+C2, dove C1 e C2 sono due generiche costanti. Tuttavia
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con la scelta fatta per l'esponente β nell' Eq. (2.1.14) questo contributo diviene tra-
scurabile nel limite per t → ∞. Quindi nel caso in cui il tempo di correlazione è
inﬁnito si ha una diﬀusione più veloce di quella normale.
2.2 Rinnovo
I processi di rinnovo e le teorie di rinnovo, agli inizi, si basavano sullo studio di
probabilità connesse alla rottura e sostituzione di componenti elettrici. Oggi, benchè
i campi di applicazione delle teorie di rinnovo siano molteplici, la deﬁnizione di tali
processi rimane immutata.
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Figura 2.2: Esempio di processo di rinnovo
Immaginiamo un insieme di componenti, ciascuno dei quali caratterizzato da una
variabile casuale non negativa τ chiamata tempo di attesa. La variabile aleatoria
τ rappresenta l'età del componente che dopo un intervallo di tempo τ si rompe
o genericamente dà luogo ad un evento da cui segue l'immediata sostituzione del
componente stesso con uno nuovo. Quindi se il primo componente si rompe al
tempo t, lo sostituiamo con un altro nuovo; se il secondo componente si rompe dopo
un intervallo di tempo τ ′, cioè al tempo t+ τ ′, si cambia con un terzo componente e
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così via. Questo signiﬁca che se la variabile τ è distribuita secondo una funzione di
distribuzione generica ψ(τ), dopo l'occorrenza dell'evento si ha un nuovo intervallo
di tempo d'attesa τ ′ con distribuzione ψ′(τ ′) che in generale può essere diversa dalla
precedente.
Il considerare, ogni volta che si veriﬁca un evento, sempre la stessa distribuzione
dei tempi di attesa, riferita a un particolare fenomeno del sistema sotto esame, sta a
signiﬁcare che le leggi ﬁsiche che regolano il sistema non cambiano nel tempo e che
il sistema stesso si evolve sempre secondo la stessa ﬁsica.
Se consideriamo {τ1, τ2, . . . , } come un sistema di variabili indipendenti ugual-
mente distribuite tutte con funzione di distribuzione ψ(τ), allora il sistema viene
chiamato processo stocastico di rinnovo.
Di seguito chiameremo il generico istante in cui si veriﬁca un evento ti, mentre
τi = ti+1 − ti verrà chiamato tempo di attesa e la regione tra questi due istanti, in
cui non avvengono eventi, viene deﬁnita come regione di riposo. La probabilità che
dopo un tempo τ si abbia un evento è ψ(τ)dτ , mentre nel caso discreto si pone il
passo integrazione uguale ad 1 e quindi la probabilità è semplicemente ψ(τ).
La probabilità di sopravvivenza è deﬁnita come la probabilità che non si veriﬁchi
nessun evento sino al tempo t:
Ψ(t) =
∫ ∞
t
ψ(t′)dt′, (2.2.1)
mentre il tasso con cui si veriﬁcano gli eventi è dato da:
R(t) =
ψ(t)
Ψ(t)
. (2.2.2)
Un processo di rinnovo semplice, ma interessante si ha nel caso in cui la distri-
buzione sia di tipo poissoniano:
ψ(t) = re−rt, (2.2.3)
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la probabilità di sopravvivenza del quale è:
Ψ(t) = e−rt. (2.2.4)
Inoltre, poichè le distribuzioni dei tempi di attesa di componenti diversi so-
no indipendenti, segue che la probabilità che ci sia un evento dopo un tempo t è
indipendente dalla storia precedente. Quindi, per il poissoniano, il tasso con cui
avvengono gli eventi è costante, cioè:
R(t) = r. (2.2.5)
2.3 Invecchiamento
Un modo interessante per stabilire se un processo stocastico sia di rinnovo o meno
è l'esperimento di invecchiamento[14] [16]. Per capire la natura di questo esperimen-
to dobbiamo capire se la distribuzione dei tempi di attesa dipende dall'istante in cui
si inizia a fare le osservazioni.
In Fig. (2.3) si ha l'esempio di un insieme di Gibbs di un processo complesso.
Quello che si vede è un sistema preparato, ciò vuol dire che tutte le sequenze hanno
un evento a t = 0. Se vogliamo conoscere il tempo che dobbiamo aspettare aﬃnchè
ci sia un evento, prima dobbiamo decidere quando vogliamo iniziare a fare l'osser-
vazione. Se si fa partire l'osservazione dall'istante iniziale t = 0 è evidente che il
tempo di attesa per l'occorrenza di un evento è data dalla funzione di distribuzione
dei tempi di attesa ψ(t) che rappresenta la distribuzione per valutare la distanza
temporale tra due eventi della stessa sequenza.
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Il risultato è diverso se l'osservazione inizia ad un istante, t′ > 0, diverso da
quello in cui il sistema è stato preparato. Se il processo è di rinnovo si ha:
ψ(t, t′) = ψ(t) +
∞∑
n=1
∫ t′
0
ψn(t
′′)ψ(t− t′′)dt′′. (2.3.1)
Il signiﬁcato dell' equazione precedente è che si deve tener conto di tutte le possibi-
lità di avere un evento in t, se l'osservazione inizia al tempo t′ > 0 dato il fatto che
il sitema è stato preparato al tempo t = 0.
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Figura 2.3: Esempio della proprietà di invecchiamento. Le X lungo le traiettorie
rappresentano gli eventi
Se non ci sono eventi prima di t′, escluso quello di preparazione, allora ψ(t, t′)
è uguale a ψ(t). Questo è il primo termine dell' Eq. (2.3.1). Gli altri contributi
tengono conto del caso in cui ci siano un numero arbitrario di eventi precedenti a t′.
Consideriamo il caso in cui siano avvenuti n eventi l'ultimo dei quali al tempo t′′ e
indichiamo tale probabilità con ψn(t′′).
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Come già scritto nel Sez. 1.5, la trasformata di Laplace vale:
ψˆn(s) = [ψ(s)]
n. (2.3.2)
Questa è una conseguenza del carattere di rinnovo del processo. Quindi la probabilità
di avere un evento al tempo t dato che ci sono stati n eventi a tempi precedenti e
con l'ultimo che ha avuto luogo a t′′ < t′ è:
ψn(t
′′)ψ(t− t′′), (2.3.3)
in quanto è necessario che ci sia un altro evento dopo un tempo di attesa t− t′′.
Ora, poichè il tempo t′′ può essere un istante qualsiasi nell'intervallo [0, t] ne
segue l'operazione di integrazione nel tempo. Dato che il numero di eventi n può
avere un valore qualsiasi tra 1 e ∞, allora, per tener conto di tutte le eventualità
compare la sommatoria nel membro destro dell' Eq. (2.3.1).
Se il processo stocastico coincide con le prescrizioni della ﬁsica statistica ordinaria
ci si aspetta che valga:
ψ(t, t′) = ψ(t− t′) = ψ(τ). (2.3.4)
Infatti, quando avviene un evento a t = tn = τ1+ . . . τn, si estrae un nuovo intervallo
τn+1 dalla stessa distribuzione ψ(τ) e così per gli eventi a seguire. Questo signiﬁca
che stiamo applicando sempre la stessa regola e non importa a che tempo t assoluto
avviene l'estrazione dell'intervallo τ dalla distribuzione.
Nel caso in cui la funzione di distribuzione dei tempi di attesa sia della seguente
forma:
ψ(t) = re−rt, (2.3.5)
e per cui vale la condizione di normalizzazione:∫ ∞
0
ψ(τ)dτ = 1, (2.3.6)
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si ottiene che la condizione (2.3.4) è vera. Infatti la trasformata di Laplace dell' Eq. (2.3.5)
è:
ψˆ(s) =
r
r + s
(2.3.7)
da cui, sostituendo nell' Eq. (2.3.2) e antitrasformando, si ha:
ψn(t) =
rntn−1
(n− 1)!e
−rt (2.3.8)
Sostituendo l' Eq. (2.3.8) nell' Eq. (2.3.1) otteniamo:
ψ(t, t′) = re−rt + r2
∞∑
n=1
∫ t′
0
(rτ)n−1
(n− 1)!e
−rτe−r(t−τ)dτ = (2.3.9)
= re−rt + r2e−rt
∫ t′
0
∞∑
n=0
(rτ)n
(n)!
dτ = (2.3.10)
= re−rt + r2e−rt
∫ t′
0
e−rτdτ = re−r(t−t
′) (2.3.11)
che coincide con quanto aﬀermato. Tuttavia è importante notare che il caso espo-
nenziale è l'unico che concorda con l' Eq. (2.3.4).
2.4 Ergodicità
La teoria della risposta lineare tradizionale di una generica variabile aleatoria ξ
è data dalla seguente relazione:
〈ξ(t)〉 = κ
∫ t
0
Φξ(t− t′)E(t′)dt′, (2.4.1)
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dove Φξ è la funzione di autocorrelazione normalizzata all'equilibrio
Φξ(|t1 − t2|) = 〈ξ(t1)ξ(t2)〉eq〈ξ2〉eq . (2.4.2)
Il sistema, quando la perturbazione viene accesa a t = 0, è supposto essere
all'equilibrio. Nella ﬁsica statistica ordinaria ci si aspetta che tale condizione vie-
ne raggiunta dal sistema qualunque sia lo stato fuori dall'equilibrio. Perciò, noi
possiamo lasciar evolvere il sistema e quando l'equilibrio è raggiunto accendere la
perturbazione esterna. L' Eq. (2.4.1) si riferisce a questa condizione.
Nel caso in cui la perturbazione esterna sia una fuzione a scalino:
E(t) = Θ(t), (2.4.3)
l' Eq. (2.4.1) diventa:
〈ξ(t)〉 = κ
∫ t
0
Φξ(t− t′)dt′. (2.4.4)
Come si è visto nella Sez. 2.1, in ﬁsica statistica ordinaria si assume che:∫ ∞
0
Φξ(t)dt = τc <∞, (2.4.5)
pertanto, nel caso esponenziale
Φξ(t) = e
−γt, (2.4.6)
l' Eq. (2.4.5) dà:
τc =
1
γ
. (2.4.7)
È evidente che in questo caso la (2.4.5) dia come risultato un tempo τc che
coincide con il tempo di vita media di una funzione di rilassamento esponenziale.
Anche nel caso non esponenziale il tempo τc, dato dall' Eq. (2.4.5), viene considerato
come il tempo di correlazione, tuttavia questo implica che Φξ(t) sia integrabile.
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Le situazioni non integrabili, supponendo comunque Φξ(t) continua, sono dati
dalla seguente legge asintotica:
lim
t→∞
Φξ(t) ∝ 1
tβ
, (2.4.8)
con β < 1.
Perciò se vale tale condizione si ha che τc = ∞ e ciò comporta la divergenza del
valor medio dell'osservabile ξ per t→∞.
Questo risultato ci induce a pensare che la relazione di Green-Kubo non sia più
valida e quindi non applicabile nel caso in cui l'andamento asintotico della funzione
di autocorrelazione sia caratterizzata da un esponente β < 1.
Per comprendere meglio tale situazione studiamo una variabile aleatoria ξ che
può avere solo due possibili valori. Questo tipo di ﬂuttuazione è una proprietà
che compare in molti nuovi materiali. Mostriamo la prescrizione per generare una
sequenza dicotomica artiﬁciale che, come è stato provato, riproduce bene le proprità
delle sequenze reali. Immaginiamo che esista un generatore dinamico di sequenze di
tempi {τi} ossia una distribuzione di densità ψ(t).
Consideriamo il caso in cui la ψ(τ) abbia una forma non esponenziale, ma sia
caratterizzata, per tempi asintotici, da una legge a pontenza inversa:
ψ(τ) = (µ− 1) T
µ−1
(T + τ)µ
(2.4.9)
con µ > 1 e con il parametro T che deve essere considerato come l'intervallo tem-
porale che denota il passaggio dai tempi dove prevale la dinamica microscopica, in
cui gli eﬀetti di cooperazione non sono percepiti, ai tempi lunghi, in cui si vede la
legge a potenza inversa. Si noti che l' Eq. (2.4.9) è normalizzata:∫ ∞
0
ψ(τ)dτ = 1 (2.4.10)
Immaginiamo di estrarre casualmente i numeri τi dalla distribuzione (2.4.9), così
da generare la sequenza {τi}. Successivamente dividiamo l'asse temporale, Fig.
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τ6τ1 τ2 τ3 τ4 τ5
Figura 2.4: Sequenza temporale di un processo stocastico
(2.4), in tanti intervalli di lunghezza τi, tale che al tempo t = 0 inizia una regione
di lunghezza τ1. Al tempo t1 = τ1 estraiamo dalla (2.4.9) un secondo tempo τ2.
Al tempo t2 = τ1 + τ2 estraiamo un terzo tempo, e così di seguito, sino a ricoprire
l'intero asse. In oltre, immaginiamo che al tempo ti oltre che ad estrarre l'intervallo
τi+1, assegniamo tramite il lancio di una moneta il valore +W oppure −W per la
regione i+1-esima. Il risultato di questo procedimento si ottiene la ﬂuttuazione per
la variabile ξ come mostrato in Fig. 2.5.
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Figura 2.5: Fluttuazioni della variabile dicotomica ² e accorpamento di regioni quiescenti
con lo stesso segno
Si osservi che nel caso in cui si hanno due regioni di seguito τj e τj+1, in cui non
c'è cambio di segno, cioè non ci sono salti ossia eventi osservabili, i due intervalli
vengono considerati come un'unica regione di lunghezza τj + τj+1. Notiamo che il
tempo medio con cui avviene un evento
〈τ〉 =
∫ ∞
0
τψ(τ)dτ =
T
µ− 2 (2.4.11)
è ﬁnito e positivo solo sotto la condizione:
µ > 2. (2.4.12)
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Dai recenti lavori di Bel e Barkai [17], si veda la Sez. (2.5), è possibile mostrare
che se la condizione (2.4.12) su µ non è soddisfatta non è possibile aﬀermare che
il sistema sia ergodico. La condizione per ottenere l'ergodicità è quella di fare una
misura per un tempo più lungo della scala di tempo microscopica, ma per questi
sistemi il tempo medio degli eventi osservabili diverge, quindi la media sul tempo
diﬀerisce da quella sull'insieme di Gibbs.
Se vale la condizione di ergodicità la funzione di correlazione Φξ(t) si può calcolare
sostituendo la media su un insieme di Gibbs con la media nel tempo:
Φξ(τ) =
ξ(t+ τ)ξ(t)
〈ξ2〉eq =
1
〈ξ2〉eq limT→∞
1
T
∫ T
0
ξ(t′)ξ(τ + t′)dt′ (2.4.13)
La deﬁnizione di funzione di correlazione dell' Eq. (2.4.13) corrisponde a prendere un
T
ﬀ -
τ3τ2τ1
ττ
(2)(1)
t0
Figura 2.6: Sequenza di una serie temporale e intervallo di correlazione τ che trasla nel
tempo
segmento di tempo di lunghezza T dell' intera sequenza e una ﬁnestra di lunghezza
τ di cui si fa muovere il bordo sinistro dalla posizione t = 0 a t = T . Si nota che
per τ = 0 otteniamo Φξ(0) = 1 poichè:
ξ2 = lim
T→∞
1
T
∫ T
0
ξ(t′)ξ(t′)dt′ = 〈ξ2〉eq, (2.4.14)
che è la media nel tempo di ξ2.
Sotto l'ipotesi di ergodicità è possibile legare la funzione di densità di probabilità
ψ(t) alla funzione di correlazione Φξ(t). Prima di tutto osserviamo che la ﬁnestra di
lunghezza τ , quando si trova a cavallo di due regioni quiescenti di segno diverso, non
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dà nessun contributo alla correlazione. Infatti, nell'ipotesi che l'insieme di Gibbs
contenga inﬁnite copie del sitema o equivalentemente che la sequenza temporale
abbia una lunghezza inﬁnita, avremo inﬁnite possibilità di trovare la ﬁnestra di
lunghezza τ tra due regioni quiescenti di lunghezza τj e τj+1.
Ora, visto che per la scelta del segno si è adottato il metodo del lancio della
moneta, abbiamo le seguenti possibilità:
segno τj segno τj+1 P ξ(t)ξ(t+ τ)
+ + 1/4 +W 2
+ − 1/4 −W 2
− + 1/4 −W 2
− − 1/4 +W 2
Tabella 2.1: Probabilità dei segni di due regioni quiescenti adiacenti
dove P è la probabilità che si ha di trovare la sequenza di regioni quiescenti speciﬁcati
nella tabella. Poichè tutte e quattro le possibilità sono equiprobabili, allora in un
insieme inﬁnito abbiamo un ugual numero di situazioni per ognuna delle quattro
eventualità che però hanno segno diverso così da elidersi tra loro.
Quello che rimane è il contributo dato da ξ(t)ξ(t + τ) tale che i tempi t e t + τ
appartengano alla stessa regione di riposo. La probabilità di trovare una regione di
riposo di lunghezza ∆t è:
∆tψ(∆t). (2.4.15)
D'altro canto, quando si trova una regione ∆t più grande della ﬁnestra τ , il relativo
peso statistico vale:
∆t− τ
∆t
(2.4.16)
Quindi facendo riferimento alla Fig. (2.6):
〈ξ(t)ξ(t+ τ)〉eq = W 2
∫ ∞
τ
∆t− τ
∆t
∆tψ(∆t)d(∆t) (2.4.17)
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e〈ξ2(t)〉eq = W 2
∫ ∞
0
∆tψ(∆t)d(∆t) = W 2〈τ〉 (2.4.18)
indipendenti dallo speciﬁco valore di t, e quindi la correlazione si può scrivere come:
Φξ(τ) =
1
〈τ〉
∫ ∞
τ
(t− τ)ψ(t)dt. (2.4.19)
Sostituendo l' Eq. (2.4.9) e (2.4.11) nell' Eq. (2.4.19) si ha:
Φξ(τ) =
(
T
T + τ
)µ−2
. (2.4.20)
Come ci si aspettava, la funzione di correlazione esiste solo per µ > 2. Al contrario
per µ < 2 l' Eq. (2.4.20) cresce nel tempo invece di diminuire e questo non ha senso
ﬁsico.
Nel caso di
2 < µ < 3 (2.4.21)
cioè
0 < β < 1 (2.4.22)
abbiamo che la funzione di correlazione è non integrabile per cui ci si aspetta una
violazione della teoria della risposta lineare di Green-Kubo.
Nel Sez. 1.4 si è visto che partendo da un hamiltoniano si è ottenuta l' Eq. (1.4.18):
〈v(t)〉 =
∫ t
0
Φv(t− t′)F (t′)dt′ (2.4.23)
dove v è la velocità, F (t) la perturbazione esterna e Φv(t) la funzione di correlazione
all'equilibrio. Quindi, è chiaro che dalla teoria della risposta lineare tradizionale per
una generica variabile A si ha:
〈A(t)〉 = κ
∫ t
0
ΦA(t− t′)E(t′)dt′ (2.4.24)
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con
ΦA(t) =
〈A(t)A(0)〉eq
〈A2〉eq . (2.4.25)
Nel caso non stazionario ci si aspetta che la funzione di correlazione ΦA(t, t′) non
dipenda semplicemente dalla diﬀerenza dei tempi |t− t′|. Quello che ci si aspetta è:
〈ξ(t)〉 = κ
∫ t
0
χ(t, t′)E(t′)dt′. (2.4.26)
Nel Sez. 1.5 abbiamo ottenuto che la variabile aleatoria dicotomica ξ(t), descrit-
ta tramite l'equazione maestra markoﬃana di Pauli, all'equilibrio è caratterizzata
dalla seguente correlazione, Φξ(t) = γ exp(−γt), e, senza fare alcun tipo di ap-
prossimazione, la risposta ad una perturbazione esterna dà la seguente espressione:
χ(t, t′) = Φξ(|t− t′|). (2.4.27)
Questo risultato potrebbe indurre a fare la congettura che l' Eq. (2.4.24) sia cor-
retta. Sempre nel caso della variabile dicotomica dove allo stato |1〉 corrisponde
l'autovalore +W e allo stato |2〉 corrisponde l'autovalore −W , possiamo immagi-
narci che i due stati corrispondano a due posizioni o ai due versi di una velocità o
alla emissione e non emissione di luce. In ognuno di questi casi, cioè quando si usa
una variabile dicotomica, l'informazione naturale da usarsi è data dalla funzione di
distribuzione dei tempi ψ(t) che si ricava sperimentalmente dalle sequenze dei tempi
di attesa.
Poichè dall' Eq. (2.4.24) nel caso di E(t) = Θ(t) e nella condizione µ < 3 il
risultato è:
lim
t→∞
〈A(t)〉 =∞ (2.4.28)
che contraddice il fatto che per una variabile dicotomica di autovalori +W e −W
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vale, evidentemente, la seguente relazione:
|〈A(t)〉| ≤ W. (2.4.29)
Di conseguenza dobbiamo introdurre una nuova teoria che ci permetta di descri-
vere la risposta, prodotta dalla perturbazione esterna, in modo che dia, nell'ipotesi
di risposta lineare, risultati ﬁsicamente corretti anche nei casi dove la tradizionale
legge di Green-Kubo non lo permette.
2.5 Non ergodicità
L'assumere che l'ergodicità sia una proprietà che valga in tutti i casi di processo di
rinnovo non poissoniano è certamente una ipotesi azzardata. Mostriamo, infatti, un
esempio discusso in [barkai]. Costruiamo una sequenza inﬁnita di regioni quiescenti
τi come in Fig. (2.6), poi ad ogni regione viene dato il segno + o − con uguale
probabilità, cioè tramite il lancio della moneta, e inﬁne le regioni attigue con lo
stesso segno vengono accorpate in unica regione di riposo come rappresentato in
Fig.(2.7). Rideﬁniamo il termine regione di riposo la regione compresa tra due
0
τ2 τ3τ1
++++++++++++- - - - - - - - - - - - - -++++++++++- - - - - - - - - - - - - -
τt
Figura 2.7: Sequenza temporale con relativa attribuzione dei segni e ﬁnestra temporale τ
eventi osservabili, cioè quando c'è un cambio di segno.
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A questo punto, è possibile generare una inﬁnità di tali traiettorie così da poter
formare un insieme di Gibbs. Quindi se si prende una ﬁnestra che va dal tempo t
all'istante t + τ , Fig. (2.7), questa sarà suddivisa in intervalli contrassegnati con il
+ e parti contrassegnate con il −. Se si indica con τ+ la porzione di ﬁnestra che
ha segno positivo e con τ− la corrispettiva porzione con segno negativo, tale che
τ+ + τ− = τ , allora la media su un insieme di Gibbs di
pi+(τ) =
τ+
τ
(2.5.1)
pi−(τ) =
τ−
τ
(2.5.2)
dà il seguente risultato:
〈pi+(τ)〉 = 〈pi−(τ)〉 = 1
2
(2.5.3)
dovuto al fatto che la scelta del segno viene fatta per mezzo del lancio di una moneta.
Fin qui la ﬁnestra temporale τ è rimasta ferma nel tempo. Ora, si faccia muovere
la ﬁnestra lungo l'asse temporale tra zero e inﬁnito in modo che l'istante t identiﬁchi
la posizione del bordo destro della ﬁnestra. Per quanto detto, l' Eq. (2.5.1) e (2.5.2)
diventano:
pi+(τ, t) =
τ+(t)
τ(t)
(2.5.4)
pi−(τ, t) =
τ−(t)
τ(t)
. (2.5.5)
Facendo la media temporale dell' Eq. (2.5.4) e (2.5.5) otteniamo:
pi+(τ) = lim
T→∞
[
1
T
∫ T
0
pi+(τ, t)dt
]
(2.5.6)
pi−(τ) = lim
T→∞
[
1
T
∫ T
0
pi−(τ, t)dt
]
. (2.5.7)
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Se il sistema è ergodico allora ci si aspetta che:
pi+(τ) =
1
2
(2.5.8)
pi−(τ) =
1
2
. (2.5.9)
Se il sistema non è ergodico si trova sia pi+(τ) = 1 sia pi+(τ) = 0 con uguale pro-
babilità. Ciò vuol dire che, nell'insieme di Gibbs sopra costruito, per ogni traiettoria
per cui pi+(τ) = 1 c'è un'altra per cui pi+(τ) = 0.
È importante notare che le sequenze sono ipotizzate di lunghezza inﬁnita così
che, nel caso ergodico, la media temporale sostituisca quella sull'insieme, mentre
nel caso non ergodico il veriﬁcasi, per esempio, che pi+(τ) = 1 signiﬁca avere una
traiettoria inﬁnita di regioni tutte positive. Se nel caso ergodico ci fosse una sequen-
za con inﬁnite regioni di segno + signiﬁcherebbe aver lanciato la moneta inﬁnite
volte e aver ottenuto sempre lo stesso valore. La distribuzione per pi+(τ) proposta
originariamente da Lamperti e poi derivata nuovamente da Bel e Barkai è:
ρ(pi+(τ)) =
sin[pi(µ− 1)]
pi
F (pi+(τ)), (2.5.10)
con
F (pi+(τ)) =
pi+
µ−2(1− pi+)µ−2
(1− pi+)2(µ−1) + pi+2(µ−1) + 2(1− pi+)µ−1pi+µ−1 cos[pi(µ− 1)] .
(2.5.11)
I risultati trovati mostrano quanto già detto nella Sez. (2.4) e cioè che per
µ < 2 il sistema non è più ergodico. Infatti, come esempio, sostituendo µ = 1.5
nell' Eq. (2.5.11) si ha:
ρ(pi+(τ)) =
1
pi[pi+(1− pi+)] 12
. (2.5.12)
L' Eq. (2.5.12) diverge per pi+(τ) = 1 e per pi+(τ) = 0. Questo vuol dire che
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quando si fa un singolo esperimento, ossia si considera una singola traiettoria, non
si ottiene pi+(τ) = 12 , ma pi+(τ) = 1 o pi+(τ) = 0.
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Capitolo 3
Statistica non-poissoniana e
perturbazione
Nell'ottica del camminatore casuale nel tempo continuo, la perturbazione esterna
indotta su una variabile dicotomica produce un eﬀetto sull'occorrenza degli eventi
nelle singole traiettorie che si riﬂette sulle popolazioni del sistema. La diﬀerenza tra
il numero di particelle nei due stati comporta la formulazione sia della condizione
fenomenologica, in cui la risposta è dovuta ad una diﬀerente probabilità per la
variabile nel passare da un valore all'altro, sia del dinamico, dove la risposta lineare
dipende dalla diﬀerenza tra i tempi con cui avvengono i salti nei due stati.
3.1 Risposta alla perturbazione
Consideriamo l'equazione maestra di Pauli descritta nell' Eq. (1.5.48) con la co-
stante γ posta uguale ad 1:
~P (t+ 1)− ~P (t) = −1
2
W ~P (t), (3.1.1)
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dove abbiamo considerato il caso di tempo discreto t e dove continuano a valere
l' Eq. (1.5.49), (1.5.50) e (1.5.51).
L' Eq. (3.1.1) corrisponde alla rappresentazione probabilistica del lancio di una
moneta. Immaginiamo una particella che si trova nella stato |1〉. Se, per esempio,
dal lancio della moneta esce testa, allora la particella rimane nello stesso stato, se
esce croce la particella salta nello stato |2〉. Qualora nel lancio successivo uscisse
nuovamente croce, la particella cambierebbe stato, altrimenti rimarrebbe nello stato
precedente. Deﬁniamo il lancio della moneta come una collisione. In questo caso,
poichè il tempo è discreto, poniamo l'intervallo temporale tra una collisione e la
successiva uguale a 1.
Tuttavia è più realistico assumere la distanza temporale tra due collisioni, τ , non
come ﬁssata, bensì variabile e ﬂuttuante. Quindi possiamo descrivere il processo
tramite un camminatore casuale nel tempo continuo assumendo che la distanza τ
sia data da una distribuzione di probabilità ψ(τ).
Prendiamo in considerazione il caso in cui la ψ(τ) abbia una forma data dalla
Eq. (2.4.9). L'aspetto cruciale di questa descrizione parte dalla connessione che
esiste tra il camminatore casuale nel tempo continuo e l'equazione stocastica di
Liouville cioè, l'equazione maestra generalizzata markoﬃana. Come conseguenza
delle ﬂuttuazione della distanza temporale tra una collisione e la successiva, possiamo
riscrivere l' Eq. (3.1.1) nella seguente forma:
d~f(t)
dt
= −r0(t)
2
W ~f(t), (3.1.2)
dove ~f(t) è un vettore bidimensionale avente come componenti f1(t), f2(t) tale che
f1(t) + f2(t) = 1. Il tasso ﬂuttuante r0(t) è nullo nel caso in cui non si abbia nes-
sun evento, ma in corrispondenza di una collisione prende valore 1 come nel caso
dell'equazione stocastica di Liouville. Le funzioni f1(t) e f2(t) rappresentano la pro-
babilità per la particella di stare nei rispettivi stati |1〉 e |2〉, come nel precedente
caso di intervallo temporale, τ , costante. Il motivo di questo cambiamento di nota-
zione sta nel fatto che, come descritto nell' Eq. (1.3.6), f1(t) e f2(t) obbediscono ad
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una equazione stocastica di Lioville che, tramite l'operazione di media sui processi
statistici, come descritto nel Sez. 1.3, diventano probabilità ordinarie. È importante
osservare che si è usato un tempo discreto con passo temporale ∆t = 1. Quindi si
ha:
d~f(t)
dt
≡ ~f(t+ 1)− ~f(t) (3.1.3)
Deﬁnendo un vettore di autostati (λ1, λ2) che, nel caso qui presentato, possiamo
porre uguale a (1,−1) si ha:
Σ(t) =
(
1, −1
)
~f(t) = f1(t)− f2(t) (3.1.4)
e l' Eq. (3.1.2) diventa:
Σ(t) = Σ(t− 1)− r0(t− 1)Σ(t− 1). (3.1.5)
Se all'istante t ci fosse una collisione, cioè r0(t) = 1, allora Σ(t + 1) = 0, mentre se
non ci fosse nessuna collisione si avrebbe Σ(t+ 1) = Σ(t).
Quanto detto permette di descrivere un processo di rilassamento nel caso imper-
turbato. Mentre nel caso di risposta ad una perturbazione esterna l' Eq. (3.1.2) può
essere generalizzata nella seguente maniera:
~f(t+ 1)− ~f(t) = −1
2
 r+(t) −r−(t)
−r+(t) r−(t)
 ~f(t), (3.1.6)
dove r±(t) rappresenta il processo stocastico che è sempre nullo, tranne nell'istante
in cui c'è una collisione e, precisamente, se l'evento avviene nello stato |1〉 allora r+
è diverso da 0, mentre se l'evento avviene nello stato |2〉 allora è r− ad essere non
nullo.
Consideriamo, ora, due condizioni, che chiamiamo fenomenologico e dinamico.
Le ragioni di queste denominazioni sono le seguenti per la condizione dinamica
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proponiamo un modello che sarà discusso in dettaglio nella Sez. (3.3) e questo
spiega l'uso del termine dinamico in quanto questa condizione viene generata da
un modello dinamico. La condizione fenomenologica, per quanto intuitivamente
attraente, non è derivata da nessun modello e questo spiega l'adozione del termine
condizione.
Le due condizioni sono:
• la condizione fenomenologica, in cui si considera che le collisioni nello stato
|1〉 e |2〉 avvengono nello stesso istante e il bias sia dovuto all'utilizzo di una
moneta truccata secondo la seguente legge:
p±(t) =
1
2
[1± ²E(t)] (3.1.7)
e quindi dall' Eq. (3.1.6) si ha:
r±(t) = r0(t)[1± ²E(t)], (3.1.8)
con r0(t) che vale 1 solo quando avviene un evento.
• la condizione dinamica, in cui si considera che le collisioni nei due stati possano
avvenire in tempi diversi e questo provochi un bias. In questo caso quando
avviene una collisione in uno stato il rispettivo processo stocastico prende
valore unitario: r± = 1.
Quanto appena descritto ci permette di fare i calcoli senza speciﬁcare il tipo di
condizione adottata, perchè questa dipende dalla forma del processo stocastico r±(t),
in altre parole si può considerare che gli eventi nei due stati avvengano comunque a
tempi diversi e in seguito raccordarsi alla condizione fenomenologica o dinamica.
Osserviamo l' Eq. (3.1.6) che, come l' Eq. (3.1.2), può essere vista anche nella
seguente maniera. Immaginiamo, per esempio, che ci sia un evento nello stato |1〉
allora abbiamo che metà delle particelle di un sistema che si trovano nello stato
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|1〉 passano allo stato |2〉. L'eﬀetto opposto, invece, avviene quando la collisione
interessa lo stato |2〉.
In conclusione, per tener conto degli eﬀetti della perturbazione esterna, seguendo
i passaggi utilizzati per ricavare l' Eq. (3.1.5), dobbiamo scrivere:
D(t) = r+(t)− r−(t), (3.1.9)
S(t) = r+(t) + r−(t), (3.1.10)
Σ(t) = −
t−1∑
t′=0
D(t′)
2
Q(t, t′), (3.1.11)
dove Q(t, t′) è così deﬁnito:
Q(t, t′) =

1 t = t′ + 1
t−1∏
t˜=t′+1
(
1− S(t˜)
2
)
0 < t′ < t− 1.
(3.1.12)
Si noti che Q(t, t′) dipende solamente dall'occorrenza o dalla non occorrenza degli
eventi per tempi maggiori di t′ e minori di t.
Se sostituiamo l' Eq. (3.1.9) nell' Eq. (3.1.11), otteniamo due addendi:
Σ(t) = −
t−1∑
t′=0
r+(t
′)
2
Q(t, t′) +
t−1∑
t′=0
r−(t′)
2
Q(t, t′), (3.1.13)
il primo si riferisce agli eventi nello stato |1〉, mentre il secondo si riferisce allo stato
|2〉. Osserviamo che il sistema, all'istante t = 0, viene preparato. Questo signiﬁca
che
r+(0) = r−(0) = 1, (3.1.14)
perciò Σ(1) = 0.
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Nel caso in cui si passi dal tempo discreto al limite del tempo continuo, ∆t→ 0,
la condizione precedente diventa Σ(0) = 0 che ci dice che all'istante iniziale non c'è
alcun bias.
A questo punto si eﬀettua una media sulla probabilità ﬂuttuante Σ(t) in modo
da ottenere la probabilità Π(t) che viene riprodotta dalle equazioni maestre gene-
ralizzate, siano esse di origine liouvilliana che di rinnovo, tramite la prospettiva del
camminatore casuale. Per comprendere meglio questo punto ci possiamo riferire
alla discussione fatta per ricavare la Focker Planck passando dalla Eq. (1.3.13) alla
Eq. (1.3.15).
La media su Σ(t) è:
Π(t) = 〈Σ(t)〉 = −1
2
t−1∑
t′=0
{〈r+(t′)Q(t, t′)〉 − 〈r−(t′)Q(t, t′)〉}. (3.1.15)
La quantità 〈r±(t′)Q(t, t′)〉 viene valutata su un numero inﬁnito di traiettorie e
queste incominciano con l'inizio di una regione di riposo, Fig. (2.3), cioè a t = 0
tutte le traiettorie hanno un evento. In oltre, per rispettare la condizione iniziale
(3.1.14), si deve avere che metà delle traiettorie siano nello stato |1〉 e la metà
rimanente nel |2〉.
Si noti che l'espressione 〈r±(t′)Q(t, t′)〉 può essere interpretata come la probabi-
lità che accada la sequenza di eventi corrispondente a r±(t′)Q(t, t′).
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3.2 Condizione fenomenologica
Per descrivere la condizione fenomenologica in maniera chiara e intuitiva imma-
gianiamoci una doppia buca simmetrica rispetto alla barriera centrale.
stato 1 stato 2
Figura 3.1: Buca di potenziale simmetrica al di fuori della quale si risentono gli eﬀetti del
vento o perturbazione esterna.
Ipotizziamo, poi, che al di sopra di questa ci sia un vento che soﬃ da destra a
sinistra e viceversa secondo una legge deterministica. A questo punto un'ipotetica
pallina che si trova in una delle due buche è mossa per eﬀetto di una forza stocastica
dovuta all'interazione con il bagno termico. Invece di concentrarci sulla forma del
potenziale e sulla speciﬁca interazione col mezzo circostante, prendiamo in conside-
razione il seguente esempio: nel caso in cui la pallina abbia una distribuzione ψ(t)
tale che ψ(t)dt indichi la probabilità della particella di trovarsi in cima alla barriera
di potenziale e da questo punto, a causa della forza stocastica, ricada in una delle
due buche.
Ora, se non ci fosse nessun vento avremmo la stessa probabilità di andare a destra
o a sinistra. Al contrario, se c'è il vento, questo inﬂuenzerà deterministicamente le
probabilità con cui tale particella deve ricadere in una delle due buche. Per giunta,
a causa della simmetricità delle stesse rispetto alla barriera centrale, è possibile
aﬀermare che le due distribuzioni dei tempi necessari aﬃnchè la particella giunga
ﬁno al massimo del potenziale, partendo da una o dall'altra buca, sono uguali.
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In questo caso, quindi, la prescrizione da usare è quella data dall' Eq. (3.1.8) che
sostituita nell' Eq. (3.1.15) ci dà:
Π(t) = −²
t−1∑
t′=0
〈r0(t′)Q(t, t′)〉E(t′). (3.2.1)
La distanza temporale tra due eventi consecutivi τ = ti+1 − ti, ossia quando accade
che r0(t) è ugauale a 1, è data della distribuzione ψ(τ), poichè per la condizione
fenomenologica abbiamo assunto che la perturbazione esterna non inﬂuisca sulla
distribuzione dei tempi degli eventi. Quando avviene un evento, la perturbazione
agisce sui processi o, per meglio dire, sui tassi p+(t) e p−(t). Inoltre la ψ(τ) è la
stessa sia che si trovi nello stato |1〉 che nello |2〉.
La funzione Q(t, t′), secondo l' Eq. (3.1.12), è il prodotto di fattori che, se nell'in-
tervallo di tempo tra t′ e t non ci sono collisioni, valgono 1. Infatti, se all'istante t′+1
non avviene nessun evento, allora S(t′ + 1) = 0 e di conseguenza il corrispondente
fattore presente nell' Eq. (3.1.12) vale 1 − S(t′+1)
2
= 1. Lo stesso argomento si può
applicare a tutti gli istanti sino a t− 1. Nel caso in cui si veriﬁchi un evento a t˜ tra
gli istanti t′ e t, estremi esclusi, si ha S(t˜) = 2 e di conseguenza Q(t′, t) è nullo.
Con questa proprietà vale:
〈r0(t′)Q(t′, t)〉 =
∑
su tutti
i valori di
r0(t
′)Q(t′, t)
r0QP (r0Q) =
∑′
su tutti
i valori di
r0(t
′)Q(t′, t)
r0QP (r0Q), (3.2.2)
dove per
∑′
, in questo caso, si intende la somma su tutti i valori per cui r0(t′) è
diverso da zero. Si ha poi:
〈r0(t′)Q(t′, t)〉 =
∑′′
su tutti
i valori di
r0(t
′)Q(t′, t)
r0QP (r0Q) =
∑
su tutti
i valori di
r0(t
′)Q(t′, t) 6= 0
r0QP (r0Q) (3.2.3)
dove per
∑′′
, in questo caso, si intende la somma su tutti i valori per cui sia r0(t′)
che Q(t′, t) siano non nulli.
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Per illustrare con più chiarezza la procedura riportiamo il seguente schema:
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E[r0(t
′)] E[Q(t′, t)] P (r0Q) r0Q
1 1 6= 0 1
1 0 6= 0 0
0 1 6= 0 0
0 0 6= 0 0
Tabella 3.1: Eventi e probabilità
dove E[r0(t′)] rappresenta l'evento in t′, E[Q(t′, t))] la mancanza di eventi nell'in-
tervallo ]t′, t[ e P (r0Q) la probabilità con cui si veriﬁcano entrambi gli eventi con i
rispettivi valori di r0 e Q.
A questo punto, usando l' Eq. (3.2.3) e la Tab. (3.1), si ottiene:
〈r0(t′)Q(t′, t)〉 = P (r0Q) = P (t′)〈Q¯(t′, t)〉 (3.2.4)
dove 〈Q¯(t′, t)〉 indica la probabilità che non ci sia eventi in ]t′, t[ dato che si è veriﬁcato
un evento in t′ e P (t′) rappresenta la probabilità che ci sia una collisione al tempo
t′.
Conseguentemente 〈Q¯(t′, t)〉 è una nuova deﬁnizione di probabilità di soprav-
vivenza, cioè valutata ponendo l'inzio dell'osservazione a una distanza temporale
∆t = 1 dal veriﬁcarsi dell'ultimo evento. La misura di questa distanza diventa
praticamente nulla nel limite di tempo continuo, cosicchè otteniamo la seguente
espressione:
〈Q¯(t′, t)〉 = Ψ(t′, t) = Ψ(t′ − t). (3.2.5)
Alla stessa maniera l' Eq. (3.2.1) diventa:
Π(t) = −²
∫ t
0
χ(t, t′)E(t′)dt′ (3.2.6)
che è la tipica struttura della funzione di risposta lineare dell' Eq. (1.1.7). Grazie
all' Eq. (3.2.4) e (3.2.5) la suscttibilità χ(t, t′) del condizione fenomenologica diventa:
χ(t) = Ψ(t− t′)P (t′), (3.2.7)
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dove
P (t) =
∞∑
n=1
ψn(t), (3.2.8)
con ψn(t) che rappresenta la probabilità che avvengano n collisioni l'ultima delle
quali al tempo t.
La trasformata di Laplace dell' Eq. (3.2.8) è data da:
Pˆ (s) =
∞∑
n=1
ψˆn(s) =
∞∑
n=1
[ψˆ1(s)]
n =
∞∑
n=0
[ψˆ1(s)]
n − 1 = ψˆ(s)
1− ψˆ(s) , (3.2.9)
dove ψˆ(s) è la trasformata di Laplace di ψ1(t) = ψ(t), la cui espressione esatta è:
ψˆ(s) = Γ(1− µ)(Ts)µ−1(µ− 1)(esT − EsTµ−1) (3.2.10)
dove
Exγ ≡
∞∑
n=0
xn−γ
Γ(n+ 1− γ) . (3.2.11)
Nel caso di µ < 2 la trasformata dell' Eq. (3.2.11), per s→ 0, si ha:
ψˆ(s) = 1− Γ(2− µ)(sT )µ−1. (3.2.12)
Sostituendo l' Eq. (3.2.12) nell' Eq. (3.2.9) otteniamo:
Pˆ (s) =
1− Γ(µ− 1)(sT )µ−1
Γ(µ− 1)(sT )µ−1 (3.2.13)
da cui l'antitrasformata di Laplace, nel limite per t→∞, risulta essere:
P (t) ∝ 1
t2−µ
. (3.2.14)
L' Eq. (3.2.14) ci dice che il tasso di accadimento degli eventi è una funzione de-
crescente del tempo, che è una evidente proprietà di invecchiamento dovuta alla
suscettibilità non stazionaria dell' Eq. (3.2.7).
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Per quanto riguarda il bias Π(t), questo tiene conto di tutte le collisioni che
avvengono nei tempi precedenti a t e apportano una corrente P (t′)E(t′).
3.3 Introduzione alla condizione dinamica
In questa paragrafo si descrive come andare oltre l'approccio della condizione
fenomenologica discussa precedentemente. la condizione dinamica è utile per en-
fatizzare i limiti evidenziati dall'utilizzo dell'equazione maestra generalizzata e per
mostrare un algoritmo dinamico per sistemi di rinnovo non poissoniani.
Tale condizione viene utilizzato per simulare l'eﬀetto di una perturbazione ester-
na su un processo dinamico non poissoniano tramite la seguente procedura. Consi-
deriamo l'equazione del moto qui riportata:
y˙ = α(t)yz, (3.3.1)
con z > 1. In seguito adottiamo la descrizione di un tempo discreto, quindi
l' Eq. (3.3.1) diventa:
yt+1 = yt + α(t)(yt)
z. (3.3.2)
L' Eq. (3.3.1) descrive una particella che si muove all'interno dell'intervallo I =]0, 1].
Quando la pallina raggiunge il bordo y = 1 viene rigettata indietro in una nuo-
va posizione casuale y, all'interno dell'intervallo I, con probabilità p(y) = 1. Il
raggiungimento del bordo y = 1 coincide con una collisione o occorrenza di un
evento.
La perturbazione esterna, dipendente dal tempo, viene descritta dal parametro
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α(t) la cui evouluzione temporale può dipendere dal fatto che la particella si tro-
va nello stato |1〉 o nello stato |2〉. Pertanto, è conveniente adottare la seguente
notazione:
α±(t) = α0[1 + ²F±(t)], (3.3.3)
dove i pedici + e − si riferiscono rispettivamente allo stato |1 > e |2 >, mentre
²F±(t) descrive la perturbazione esterna dipendente dal tempo che agisce sui due
stati. Il parametro ² costituisce l'intensità della perturbazione. Ogni qual volta che
si veriﬁca un evento si ha anche il lancio di una moneta non truccata che ha l'eﬀetto
di assegnare uno stato alla nuova regione di riposo.
Nel caso in cui α(t) = α0, cioè quando α±(t) è indipendente dal tempo, tale
modello coincide con quello che genera un processo descritto dalla legge a potenza
inversa Eq. (2.4.9). Così questo modello è idoneo a descrivere sia il caso imperturba-
to tanto quanto quello perturbato. Il modello usato è di rinnovo perchè la condizione
iniziale di y(t), dopo ciascuna collisione, è scelta casualmente e, di conseguenza, il
nuovo tempo di permanenza nell'intervallo I non ha nessuna memoria del precedente
tempo di soggiorno. Quando α è indipendente dal tempo, grazie alla Eq. (2.4.9), si
ha:
T =
µ− 1
α0
(3.3.4)
e
µ =
z
z − 1 . (3.3.5)
Ciò implica che il perturbare α, tenendo ﬁsso il valore di z, equivale a dire che
la perturbazione esterna cambia solamente il valore di T . La condizione α(t)¿ 1 ci
permette di passare da una descrizione a tempo discreto ad un tempo continuo, in
quanto l'occorrenza di un evento comporta tÀ 1, e così un numero intero è virtual-
mente indistinguibile da un tempo continuo. Usiamo l' Eq. (3.3.1) per determinare
il tempo τ che la particella impiega per andare dalla posizione y(t′) sino al bordo
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destro. La soluzione dell' Eq. (3.3.1) è:
y(t′) =
[
1 + (z − 1)
∫ τ+t′
t′
α±(t′′)dt′′
]−1/(z−1)
. (3.3.6)
Tramite l' Eq. (3.3.6) possiamo determinare la ψ±(τ |t′), che è la distribuzione di
probabilità di avere una evento al tempo t′ + τ dato che, al tempo t′, ci sia stato
un altro evento e il lancio della moneta. Assumendo che la distribuzione con cui
avviene la reintroduzione nell'inetrvallo I sia uniforme, la distribuzione di probabilità
condizionata è:
ψ±(τ |t′)dτ = p[y(t′)]dy(t′), (3.3.7)
con p[y(t′)] = 1. Perciò, otteniamo:
ψ±(τ |t′) = |dy(t′)/dτ | = α±(τ + t
′)[
1 + 1
µ−1
∫ τ+t′
t′ α±(t
′′)dt′′
]µ . (3.3.8)
La distribuzione dei tempi di attesa ψ±(τ |t′) soddisfa la condizione di normalizza-
zione ∫ ∞
0
ψ±(τ |t′)dτ = 1. (3.3.9)
Si noti che la funzione ψ±(τ |t′) si può scrivere anche nel seguente modo:
ψ±(τ |t) ≡ ψ±(τ |t′), (3.3.10)
con
t = t′ + τ. (3.3.11)
Quando avviene un evento si lancia una moneta per decidere se la particella deve
essere situata nello stato |1 >, a cui corrisponde il segno o autovalore +, oppure nello
stato |2 >, associato al segno −. Quindi la ψ±(τ |t) rappresenta la distribuzione di
probabilità che ci sia un evento al tempo t dato che al tempo t− τ si sia veriﬁcato
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un'altro evento e si sia fatta la scelta del segno per la regione di riposo compresa tra
t− τ e t.
Usando l' Eq. (3.3.3), possiamo scrivere l' Eq. (3.3.8) in una forma più convenien-
te:
ψ±(τ |t′) = α0 [1 + ²F±(τ + t
′)][
1 + α0τ
µ−1 + ²
α0
µ−1
∫ τ+t′
t′ F±(t
′′)dt′′
]µ . (3.3.12)
Facciamo alcune osservazioni riguardo la ﬁsica che sta alla base dell' Eq. (3.3.12).
Notiamo che:
t′ ≡ τ1 + ...+ τn−1 (3.3.13)
e
τ ≡ τn, (3.3.14)
dove n rappresenta un numero intero positivo arbitrario e al tempo t = 0 corrisponde
la preparazione del sistema, cioè all'istante iniziale si ha un evento. L' Eq. (3.3.12)
esprime la probabilità di avere un tempo di soggiorno di lunghezza τ , data la condi-
zione che il salto precedente sia avvenuto all'istante t′, come l'ultimo di una sequenza
di n− 1 eventi.
Nel caso particolare in cui la perturbazione esterna agente sui due stati sia uguale
ad una funzione F (t) moltiplicata per il relativo autovalore dello stato:
F±(t) = ±F (t), (3.3.15)
con |F (t)| limitata, l' Eq. (3.3.12) dà la seguente funzione di distribuzione:
ψdyn±(τ |t′) = ψ±(τ |t′) = (µ− 1)
T
{1± ²F (t′ + τ)}{
1 + τ
T
± ²
T
∫ t′+τ
t′ F (t
′′)dt′′
}µ . (3.3.16)
L' Eq. (3.3.16) svolge un ruolo fondamentale per l'approccio dinamico. Espandendo
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in serie ﬁno al primo ordine nel parametro di perturbazione ², otteniamo
ψdyn±(τ |t′) ≈ ψdyn−app±(τ |t′) = (3.3.17)
= ψ(τ){1± ²F (t′ + τ)} ± ²
{
µ
T 2
(
T + τ
T
)−(1+µ)}
·
{∫ t′+τ
t′
F (t′′)dt′′
}
.
L'approssimazione al prim'ordine mantiene la condizione di normalizzazione gra-
zie al secondo termine del membro destro dell' Eq. (3.3.17). Si noti che, per τ →∞,
questo secondo termine è proporzionale a 1/τµ+1, da cui segue che, asintoticamente,
il contributo signiﬁcativo della risposta lineare alla perturbazione esterna dipende
solo dal primo termine del membro destro dell' Eq. (3.3.17), cioè:
ψ±(τ |t′) ≈ ψdyn−app±(τ |t′) = ψ(τ){1± ²F (t′ + τ)}. (3.3.18)
Come mostreremo nei Sez. (3.7) e (4.1), un caso particolarmente interessante è
quando:
F (t) = cos(ωt), (3.3.19)
così che le equazioni (3.3.16), (3.3.17) e (3.3.18) si riscrivono rispettivamente:
ψdyn±(τ |t′) = (µ− 1)
T
{1± ² cos[ω(t′ + τ)]}{
1 + τ/T ± ²
ωT
[sin(ω(t′ + τ))− sin(ωt′)]}µ . (3.3.20)
ψdyn±(τ |t′) ≈ ψdyn−app±(τ |t′) = (3.3.21)
= ψ(τ){1± ² cos[ω(t′ + τ)]} ± ²
{
µ
T 2ω
(
T + τ
T
)−(1+µ)}
· {sin(ωt′)− sin[ω(t′ + τ)]} .
ψdyn±(τ |t′) ≈ ψdyn−app±(τ |t′) = ψ(τ){1± ² cos[ω(t′ + τ)]}. (3.3.22)
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L' espressione approssimata dell' Eq. (3.3.18) suggerisce un modo per convertire
la probabilità condizionata dell' Eq. (3.3.16), che descrive la condizione dinamica, in
una probabilità congiunta data dall'occorenza dell'evento e dalla scelta del segno.
3.4 Condizione dinamica
La condizione dinamica diviene facilmente comprensibile se si utilizza un esempio
simile a quello del Sez. 3.2. Prendiamo in considerazione una doppia buca che
inizialmente, per semplicità, poniamo simmetrica rispetto alla barriera centrale. La
perturbazione esterna che varia nel tempo, questa volta, produce un alzamento di
una delle due buche e un uguale abbassamento dell'altra in maniera proporzionale
alla forza esterna.
Figura 3.2: Sequenza che mostra l'andamento nel tempo della doppia buca di potenziale
in funzione della perturbazione esterna di tipo armonico.
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Poichè il potenziale non è più simmetrico rispetto alla barriera, un'ipotetica
pallina impiegherà, in termini probabilistici, tempi diversi per arrivare in cima a
seconda che parta dalla buca di destra o da quella di sinistra. Una volta sul massimo,
la particella avrà un uguale probabilità di ricadere in ciascuno dei due minimi.
Consideriamo due traiettorie indipendenti che, al tempo t1, hanno un evento e
una si trova nello stato |1〉 mentre l'altra nello stato |2〉. Se ci chiediamo quale
sia la probabilità che al tempo t2 successivo a t1 ci sia un'altro evento per le due
particelle la risposta più generale sarà ψ+(t2− t1|t1) per la prima e ψ−(t2− t1|t1) per
la seconda. Osservando il rapporto tra tali probabilità e utilizzando Eq. (3.3.18)
R(t2 − t1) = ψ+(t2 − t1|t1)
ψ−(t2 − t1|t1) =
1 + ²E(t2)
1− ²E(t2) (3.4.1)
possiamo dire che se R è più grande di 1 allora sarà più probabile che ci sia un salto
dallo stato |1〉 allo stato |2〉, anzichè il contrario. Tuttavia si può dire, semplicemente
cambiando il modo di vedere, che il salto |2〉 → |1〉 avviene dopo rispetto a |1〉 → |2〉.
A questo punto consideriamo che il secondo evento, che prima avveniva all'istan-
te t2, ora venga associato a due tempi distinti t′ = t2 e t ≥ t2 in modo che l'evento
più probabile avvenga al tempo t′ che coincide con t2 perchè, come vedremo, que-
st'istante indica l'evento d'inizio osservazione e per il principio di causalità non può
essere anticipato, mentre l'evento meno probabile avvenga con ritardo, cioè al tempo
t.
All'inizio di questo capitolo si è preso in considerazione due traiettorie indipen-
denti aventi entrambe un evento iniziale allo stesso tempo t1. Nel caso contrario
l'intervallo di tempo che intercorrerebbe tra gli eventi iniziali sarebbe dovuto ad
un bias relativo ad eventi precedenti. Quindi la risposta che si ottiene, in tale
situazione, è un eﬀetto al second'ordine rispetto alla perturbazione esterna −²E(t).
Quindi, nel limite in cui la perturbazione esterna è piccola, è possibile fare l'ap-
prossimazione lineare, cioè, trascurare tutte le traiettorie che non hanno un evento
iniziale allo stesso istante.
Come nel fenomenologico, dove i tempi di occorrenza di un evento sono uguali
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per le particelle che si trovino nello stato |1〉 oppure |2〉, si possono trovare coppie di
traiettorie nell'insieme di Gibbs che abbiano due eventi consecutivi coincidenti nel
tempo così, allo stesso modo, nella condizione dinamica si possono trovare coppie
di traiettorie che per approssimazione lineare abbiano un evento iniziale allo stesso
istante e che, prima che si generi il bias, si trovi una nello stato |1〉 e l'altra nello
stato |2〉. La tipologia di traiettorie che veriﬁcano tali richieste sono quelle riportate
in Fig. (3.3).
Ognuna di queste traiettorie è da considerarsi equiprobabile perchè la probabilità
-
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Figura 3.3: Traiettorie equiprobabili
con cui si sceglie il segno della regione di riposo è data dalla seguente espressione:
P± =
1
2
. (3.4.2)
Accoppiando le traiettorie (1) con (2) e (3) con (4) otteniamo quanto riportato
nella Fig. (3.4). Si noti che la coppia (b) in Fig. (3.4) non dà nessun contributo
alla risposta. Quindi solamente le due traiettorie del graﬁco (a) della Fig. (3.4)
comportano un bias.
Il fatto che si prendano in considerazione gli eﬀetti al primo ordine, trascurando
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Figura 3.4: Accoppiamenti di traiettorie equiprobabili
il resto, ci obbliga ad introdurre una costante di normalizzazione. Inoltre, avendo
preso come entità delle coppie di traiettorie, abbiamo dimezzato il numero della
popolazione nell'insieme di Gibbs e perciò occorre introdurre un fattore 2 nella
normalizzazione.
Per convertire l'occorrenza, nei due stati, dei due eventi a tempi diversi in un
bias si procede come segue. Prima ricordiamo che per la condizione dinamica le
due probabilità ﬂuttuanti sono nulle, se non c'è evento, e che, altrimenti r+(t) =
r−(t) = 1. Così
r+(t)
∣∣∣ si veriﬁca
un evento
in t
= r−(t)
∣∣∣ si veriﬁca
un evento
in t
= 1. (3.4.3)
Poi, utilizzando l' Eq. (3.4.3) nell' Eq. (3.1.13), otteniamo:
Σ(t) = −
t−1∑
t′=0
r+(t
′)
2
Q(t, t′) r−(t)
∣∣∣ si veriﬁca
un evento
in t
+
t−1∑
t′=0
r−(t′)
2
Q(t, t′) r+(t)
∣∣∣ si veriﬁca
un evento
in t
.
(3.4.4)
Nell'espressione precedente possiamo tranquillamente aggiungere dei termini nulli
cioè dei termini proporzionali a:
r+(t)
∣∣∣ non si veriﬁca
un evento
in t
= r−(t)
∣∣∣ non si veriﬁca
un evento
in t
= 0 (3.4.5)
e ricordando che per due eventi generici disgiunti E1 e E2 vale:
P (E1 ∨ E2) = P (E1) + P (E2), (3.4.6)
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possiamo riscrive quanto segue:
Σ(t) = −
t−1∑
t′=0
r+(t
′)
2
Q(t, t′)r−(t) +
t−1∑
t′=0
r−(t′)
2
Q(t, t′)r+(t). (3.4.7)
Facendo uso degli stessi ragionamenti sugli eventi al tempo t′ si giunge alla sotto-
stante equazione:
Σ(t) = −
t−1∑
t′=0
r+(t
′)
∣∣∣ si veriﬁca
un evento
a t′
Q(t, t′)
r−(t)
2
+
t−1∑
t′=0
r−(t′)
∣∣∣ si veriﬁca
un evento
a t′
Q(t, t′)
r+(t)
2
. (3.4.8)
Il signiﬁcato, per esempio, di uno degli addendi della sommatoria del primo ter-
mine al secondo menbro dell' Eq. (3.4.8) è che inizio ad osservare il sitema solamente
quando si veriﬁca un evento nello stato |1〉 e continuo sino a quando non ho un
evento nell'altro stato, |2〉. Per quanto detto nella descrizione del fenomenologico, il
termine Q(t, t′) implica che le traiettorie non nulle sono quelle che non hanno eventi
nell'intervallo ]t′, t[ ossia tutte le traiettorie riportate in Fig. (3.4). La media su di
un insieme di Gibbs della Σ(t) dell' Eq. (3.4.8) ci dà:
Π(t) = 〈Σ(t)〉 = −
t−1∑
t′=0
〈 r+(t′)
∣∣∣ si veriﬁca
un evento
a t′
Q(t, t′)
r−(t)
2
〉+〈
t−1∑
t′=0
r−(t′)
∣∣∣ si veriﬁca
un evento
a t′
Q(t, t′)
r+(t)
2
〉.
(3.4.9)
Prendendo in analisi la prima delle due medie che compaiono nel membro destro
dell' Eq. (3.4.9), dato che per l'altra vale un ragionamento identico, si ha:
〈 r+(t′)
∣∣∣ si veriﬁca
un evento
a t′
Q(t, t′)r−(t)〉 =
∑
su tutti
i valori di
r+(t
′)Q(t′, t)r−(t)
r+Qr−·P (r+Qr−) =
∑
su tutti
i valori di
r+(t
′)Q(t′, t)r−(t) 6= 0
r+Qr−·P (r+Qr−)
(3.4.10)
Utilizzando quanto scritto nella Tab. (3.2), possiano riscrivere l' Eq. (3.4.10) nella
seguente forma:
〈 r+(t′)
∣∣∣ si veriﬁca
un evento
a t′
Q(t, t′)r−(t)〉 = P (r+Qr−) = P (r+)P (Qr−|r+) = P (r0)
2
P (Qr−|r+).
(3.4.11)
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E[r+(t
′)] E[Q(t′, t)] E[r−(t)] P (r+Qr−) r+Qr−
1 1 1 6= 0 1
1 1 0 6= 0 0
1 0 1 6= 0 0
1 0 0 6= 0 0
0 1 1 6= 0 0
0 1 0 6= 0 0
0 0 1 6= 0 0
0 0 0 6= 0 0
Tabella 3.2: Eventi e probabilità
La quantità P (Qr−|r+) rappresenta la probabilità che iniziando ad osservare il si-
stema al tempo t′ si veriﬁca un evento nello stato |2〉 e dove l'input per iniziare ad
osservare è dato dall'evento nello stato |1〉, perciò:
P (Qr−|r+) = ψ+(t, t′) (3.4.12)
e
〈 r−(t′)
∣∣∣ si veriﬁca
un evento
a t′
Q(t, t′)r+(t)〉 = P (r−Qr+) = P (r0)
2
ψ−(t, t′). (3.4.13)
I risultati ottenuti tengono conto degli eventi che introducono una risposta lineare
nella perturbazione esterna, ma non si è tenuto conto del fatto che si trascurano
le traiettorie che producono eﬀetti di ordine ²n con n > 1. Pertanto, quando si
introduce il concetto di probabilità, si deve tener conto che questa sia normalizzata
ad 1. La costante di normalizzazione dovuta all'approssimazione lineare e il fattore
2 dovuto alla trattazione di coppie di traiettorie dà:
Nt′ = 2 · 1
P (r0(t′))
(3.4.14)
che deve essere moltiplicato ai risultati dell' Eq. (3.4.12) e (3.4.13). Quindi, in base
a quanto detto e grazie all' Eq. (3.4.14), normalizziamo e rideﬁniamo l' Eq. (3.4.9):
Π(t) ≡ 〈Σ(t)〉 = −1
2
[
t−1∑
t′=0
ψ+(t, t
′)−
t−1∑
t′=0
ψ−(t, t′)
]
, (3.4.15)
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e nel limite di tempo continuo otteniamo:
Π(t) = 〈Σ(t)〉 = −1
2
[∫ t
0
ψ+(t, t
′)dt′ −
∫ t
0
ψ−(t, t′)dt′
]
. (3.4.16)
Nell' Eq. (3.4.12) e (3.4.13) i pedici della ψ+(t, t′) e ψ−(t, t′) si riferiscono in quale
stato ci si aspetta di osservare l'evento al tempo t. In generale ψ+(t, t′) è diversa
da ψ−(t, t′), ma nel caso in cui la perturbazione si annulla queste devono coincidere
con ψ(t, t′). La ψ+(t, t′) e la ψ−(t, t′) tengono conto solo degli eﬀetti al primo ordine
quindi la loro forma più generale sarà:
ψ+(t, t
′) = ψ+(t, t′)
∣∣∣ ordine 0
in ²
+ ²ψ+(t, t
′)
∣∣∣ ordine 1
in ²
(3.4.17)
ψ−(t, t′) = ψ−(t, t′)
∣∣∣ ordine 0
in ²
+ ²ψ−(t, t′)
∣∣∣ ordine 1
in ²
(3.4.18)
(3.4.19)
Ora, per quanto scritto nell' Eq. (3.4.1) e per la correlazione tra l'occorrenza degli
eventi e i segni delle regioni quiescenti, si ha che:
ψ+(t, t
′)
ψ−(t, t′)
=
1 + ²E(t′)
1− ²E(t′) . (3.4.20)
Se si prende in considerazione una perturbazione armonica, per esempio E(t) =
cos(ωt), per invarianza sotto traslazione di mezzo periodo e coniugazione di ca-
rica, cioè scambiando gli autovalori degli stati |1〉 e |2〉 e rapportandosi al caso
imperturbato se ² = 0, si ottiene:
ψ+(t, t
′) = ψ(t, t′)[1 + ²E(t′)] (3.4.21)
ψ−(t, t′) = ψ(t, t′)[(1− ²E(t′)]. (3.4.22)
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Dall' Eq. (3.4.21), (3.4.22) e (3.4.16) ottengo:
Π(t) = −²
∫ t
0
χ(t, t′)E(t′)dt′ = −²
∫ t
0
ψ(t, t′)E(t′)dt′, (3.4.23)
che è della stessa forma dell' Eq. (3.2.6) con la suscettibilità data da:
χ(t, t′) ≡ ψ(t, t′). (3.4.24)
In conclusione, la condizione fenomenologica e la dinamica sono descritte dalla stessa
equazione (3.4.23), ma con due kernel diversi, uno dato da χ(t, t′) = P (t′)Ψ(t − t′)
e l'altro da χ(t, t′) = ψ(t, t′).
3.5 Condizione inﬁnitamente invecchiata per µ > 2
Nel Sez. 2.3 abbiamo deﬁnito la proprietà di invecchiamento per i sistemi di
rinnovo attraverso l'espressione esatta Eq. (2.3.1). La condizione di sistema in-
ﬁnitamente invecchiato si esprime facendo il limite per t′ che tende ad inﬁnito:
ψ∞(t) = lim
t′→∞
ψ(t, t′), (3.5.1)
ciò signiﬁca che si inizia a guardare il sistema ad un tempo inﬁnitamente grande
rispetto all'istante di preparazione t′ = 0. Riscriviamo l' Eq. (2.3.1) nella seguente
forma:
ψ(t, t′) = ψ(t) +
∫ t′
0
dt′′P (t′′)ψ(t− t′′), (3.5.2)
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dove
P (t) =
∞∑
n=1
ψn(t) (3.5.3)
rappresenta la probabilità che avvenga un evento al tempo t. Per stabilire la forma
analitica di P (t), osserviamo le propietà della sua trasformata di Laplace:
L(P (t)) = Pˆ (s) =
∞∑
n=1
ψˆn(s) =
∞∑
n=0
ψˆn(s)− 1 = ψ(s)
1− ψˆ(s) (3.5.4)
Nel caso in cui la ψ(t) sia data dalla legge a potenza inversa Eq. (2.4.9), seguendo i
calcoli fatti nell'Appendice C, otteniamo che il limite per s→ 0 è:
lim
s→0
ψˆ(s) = 1− s〈τ〉, (3.5.5)
che sostituito nell' Eq. (3.5.4) ci dà il seguente risultato:
lim
s→0
Pˆ (s) =
1
s〈τ〉 . (3.5.6)
Facendo l'antitrasformata di Laplace e utilizzando il fatto che, per quanto detto nel
Sez. (2.4), esiste la condizione stazionaria. Pertanto abbiamo il seguente andamento
asintotico della P (t):
lim
t→∞
P (t) =
1
〈τ〉 . (3.5.7)
Si noti che limt→0 ψn(t) = 0 per n > 1. Perciò abbiamo:
lim
t→0
P (t) = ψ(t). (3.5.8)
Quindi, utilizzando la deﬁnizione (2.4.9), si ottiene:
lim
t→0
P (t) =
µ− 1
T
. (3.5.9)
Osservando la Fig. (3.5), che è indicativa, si può aﬀermare che la P (t) non è costante
nel tempo, ma facendo il limite per µ che tende ad inﬁnito, la diﬀerenza tra µ−1
T
e
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Figura 3.5: Andamento indicativo di P (t)
µ−2
T
si annulla. Inoltre, utilizzando l' Eq. (2.2.2), se manteniamo costante il rapporto:
R(t) =
µ− 1
T
= r (3.5.10)
abbiamo la seguente uguaglianza:
lim
µ→∞
ψ(t) = lim
T→∞
ψ(t) = lim
T→∞
µ− 1
T
1(
1 + t
T
)µ = re−rt. (3.5.11)
Sostituendo quanto trovato nell' Eq. (3.5.4), otteniamo che P (t) = r e quindi la
Eq. (3.5.2) si riscrive nella seguente maniera:
ψ(t, t′) = ψ(t) + r
∫ t′
0
ψ(t− t′′)dt′′. (3.5.12)
Sulla base di quanto appena detto, approssimiamo P (t) ad una costante anche nel
caso in cui ψ(t) sia una legge a potenza inversa come nell' Eq. (2.4.9). Segue che
possiamo scrivere l' Eq. (3.5.4) nel modo sotto riportato:
ψ(t, t′) =
1
Nt′
[
ψ(t) + r
∫ t′
0
ψ(t− t′′)dt′′
]
, (3.5.13)
dove Nt′ è la costante di rinormalizzazione.
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Poichè è più conveniente esprimere la ψ(t, t′) come funzione della variabile τ =
t− t′, rideﬁniamo e riscriviamo l' Eq. (3.5.13):
ψ(τ, t′) =
[
ψ(t) + r
∫ t′
0
ψ(t− t′ + t′ − t′′)dt′′
]
Nt′
, (3.5.14)
dove, ponendo y = t′ − t′′, otteniamo:
ψ(τ, t′) =
1
Nt′
[
ψ(t′ + τ) + r
∫ t′
0
ψ(τ + y)dy
]
. (3.5.15)
La costante di rinormalizzazione è data dal fatto che l'integrale su τ della ψ(t, t′)
tra 0 e ∞ deve essere uguale ad 1, perciò si ha:
Nt′ =
∫ ∞
0
ψ(τ, t′)dτ =
∫ ∞
0
[
ψ(t′ + τ) + r
∫ t′
0
ψ(τ + y)dy
]
dτ =
= r
∫ t′
0
dy
∫ ∞
0
dτ ψ(τ + y) +
∫ ∞
0
ψ(t′ + τ)dτ =
= r
∫ t′
0
dy
∫ ∞
y
dt′′ψ(t′′) +
∫ ∞
t′
ψ(τ)dτ = r
∫ t′
0
Ψ(y)dy +Ψ(t′)(3.5.16)
La Ψ(t) è la probabilità di sopravvivenza che nel caso di una legge a potenza inversa
è data da:
Ψ(t) =
(
T
T + t
)µ−1
. (3.5.17)
Ricordandoci la forma esplicita della ψ(t), abbiamo che Nt′ vale:
Nt′ = rT
µ−1
{
1
2− µ
[
(T + t′)2−µ − T 2−µ]+ (T + t′)1−µ
r
}
. (3.5.18)
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Per quanto riguarda il numeratore dell' Eq. (3.5.14) vale quanto segue:
ψ(t) + r
∫ t′
0
ψ(t− t′ + t′ − t′′)dt′′ =
= (µ− 1) T
µ−1
(T + t)µ
+ r
∫ t′
0
(µ− 1) T
µ−1
[(t− τ) + T ]µdτ =
= (µ− 1) T
µ−1
(T + t)µ
− r (µ− 1)T
µ−1
(1− µ)
∫ t′
0
d
dτ
[(t− τ) + T ]1−µ dτ =
= (µ− 1)T µ−1{(T + t)−µ + 1
T
[(t− t′) + T ]1−µ − 1
T
[t+ T ]1−µ}.(3.5.19)
Poichè siamo interessati alla condizione inﬁnitamente invecchiata, ne consegue
che t′ è così grande che per l'osservatore diventa impossibile vedere una regione di
riposo più grande di t′. Quindi, in questo caso, siamo conﬁnati nella regione τ ¿ t′
e, tenendo presente che µ > 2, vale che:
ψ∞(t) = lim
t′→∞
ψ(τ, t′) =
= lim
t′→∞
T
1
(T+τ+t′)µ +
1
T [τ+T ]µ−1 − 1T [τ+t′+T ]µ−1
1
(2−µ)(T+t′)µ−2 − 1(2−µ)Tµ−2 + T(µ−1)(T+τ+t′)µ−1
=
= (µ− 2) T
µ−2
(τ + T )µ−1
. (3.5.20)
Utilizzando le suscettibilità ottenute dalla condizione fenomenologica χ(t, t′) =
P (t′)Ψ(t−t′) e dalla condizione dinamica χ(t, t′) = ψ(t, t′), si può vedere che il limite
per t′ che tende ad inﬁnito, cioè la condizione inﬁnitamente invecchiata rispetto
all'istante in cui il sistema viene preparato, produce i seguenti risultati:
• per il fenomenologico, grazie all' Eq. (3.5.7), possiamo scrivere:
lim
t′→∞
χphen(t, t
′) = lim
t′→∞
P (t′)Ψ(τ) =
(µ− 2)T µ−2
(T + τ)µ−1
, (3.5.21)
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• per la condizione dinamica, riferendoci a quanto indicato nell' Eq. (3.5.15),
abbiamo:
lim
t′→∞
χdyn(t, t
′) = lim
t′→∞
ψ(t, t′) =
(µ− 2)T µ−2
(T + τ)µ−1
. (3.5.22)
Le formule, così ottenute dalla nuova teoria per la risposta lineare ad una pertur-
bazione esterna, evidenziano che la suscettibilità nel caso di µ > 2, cioè di esistenza
della condizione stazionaria, coincide con meno la derivata della funzione di cor-
relazione all'equilibrio per entrambi i modelli. Al contrario, l'ordinaria teoria di
Green-Kubo faceva coincidere la suscettibilità con la Φξ(t).
Pertanto, se prendiamo in considerazione una perturbazione a scalino con inten-
sità ² a partire dall'istante iniziale, entrambi i modelli sopra adottati producono una
corrente ﬁnita:
〈ξ(t)〉 = Π(t) = −²
∫ t
0
χdyn(t, t
′)E(t′)dt′ = −²
∫ t
0
χphen(t, t
′)E(t′)dt′ =
= ²
∫ t
0
dΦξ(t− t′)
dt
Θ(t′)dt′ = ²[1− Φξ(t)] (3.5.23)
e, per µ > 2, il limite per t che tende ad inﬁnito non diverge:
lim
t→∞
〈ξ(t)〉 = ². (3.5.24)
Qundi l'ordinaria teoria della risposta lineare è violata. Solo nel limite per µ→∞,
in cui vale ψ(t) = r exp(−rt), otteniamo che la nuova teoria coincide con quella di
Green-Kubo.
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3.6 Condizione asintotica per 1 < µ < 2 e perturba-
zione a scalino
È importante notare che nel range 1 < µ < 2 abbiamo, per una distribuzione a
potenza inversa, un tempo medio divergente. Ciò vuol dire che diverge il fattore
di normalizzazione dell' Eq. (2.4.19) e che, pertanto, non esiste una misura o scala
temporale invariante. Quindi partendo da una situazione fuori dall'equilibrio, anche
se si aspetta per un tempo inﬁnito, non si raggiunge mai la condizione di equilibrio e
il sistema continua ad invecchiare indeﬁnitamente. Perciò, in questo caso, non pos-
siamo legare la funzione di correlazione all'equilibrio con la funzione di distribuzione
inﬁnitamente invecchiata perchè non esiste la condizione di equilibrio. Al contrario
è possibile vedere l'andamento a grandi tempi di un'osservabile come la corrente.
Per conoscere il comportamento asintotico, quando la perturbazione esterna a
scalino viene applicata al sistema, prendiamo in considerazione l' Eq. (D.1) e (E.7).
Queste equazioni si riferiscono ad una perturbazione armonica di frequenza ω, cioè
E(t) = Re(eiωt), e, di seguito, si adotterà sempre questa forma di forza perturbante.
Ora, se si fa tendere ω a zero, e teniamo presente che le espressioni per i modelli
fenomenologico e dinamico riﬂettono la condizione in cui la perturbazione viene
accesa all'istante iniziale t = 0, si ottiene la perturbazione a scalino.
Iniziamo col prendere in esame la condizione fenomenologica e otteniamo che la
trasformata di Laplace dell' Eq. (3.2.6), con χ(t, t′) data dall'3.2.7, si riscrive, grazie
all' Eq. (3.2.9) e (1.5.40), come segue:
lim
ω→0
Πˆ(s) = − lim
ω→0
²Re
[
1− ψˆ(s)
s
· ψˆ(s+ iω)
1− ψˆ(s+ iω)
]
= −²ψˆ(s)
s
(3.6.1)
Si nota che l'antitrasformata di Laplace dell' Eq. (3.6.1), come mostrato nell'Appendice
D coincide con la seguente espressione:
L−1[Πˆ(s)] = −²
∫ t
0
ψ(t′)dt′ = −²
[
1−
(
T
T + t
)µ−1]
, (3.6.2)
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Secondo quanto scritto nell' Eq. (3.6.2) si vede che l'andamento asintotico, per t →
∞, è:
Π(t) ∼ −². (3.6.3)
Seguiamo lo stesso procedimento per l' Eq. (3.4.23) della condizione dinamica la cui
trasformata di Laplace, secondo quanto ottenuto nell' Eq. (E.7), è:
Πˆ(s) = −²Re
[
i
ω
· ψˆ(s+ iω)− ψˆ(s)
1− ψˆ(s+ iω)
]
(3.6.4)
e, per quanto scritto nell' Eq. (E.14), si ottiene:
Π(t) ∼ −²(µ− 1). (3.6.5)
Quindi sia per la condizione fenomenologica che per quella dinamica otteniamo
due correnti ﬁnite che, però, diﬀeriscono tra di loro, tuttavia, tale diﬀerenza tende
a svanire per µ che tende a 2.
3.7 Condizione asintotica per 1 < µ < 2 e perturba-
zione armonica
Studiamo la risposta lineare di un sistema sottoposto ad una perturbazione di
tipo armonico :
• nel caso fenomenologico, utilizzando i calcoli riportati nell'Appendice D, otte-
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niamo il seguente risultato:
Π(t) = Π1(t) + Π2(t) ≈ ²
(
T
T + t
)µ−1
− ²
Γ(2− µ)(ωt)µ−1 sin
piµ
2
+
+
²
Γ(µ− 1)
cos
(
piµ
2
+ ωt
)
(ωt)2−µ
, (3.7.1)
• nella condizione dinamica, invece, secondo quanto scritto nell'Appendice E
otteniamo:
Π(t) ≈ ² cos
(
pi
2
µ+ ωt
)
Γ(µ− 1)(ωt)2−µ . (3.7.2)
Se prendiamo in considerazione la situazione in cui 1 < µ < 3
2
i primi due termini
del membro destro dell' Eq. (3.7.1) sono asintoticamente dominanti. Invece quando
3
2
< µ < 2 il termine prevalente dell' Eq. (3.7.1) è il terzo. Osserviamo che per µ che
tende ad 1 la condizione fenomenologica dà dei risultati senza eﬀetti di risonanza
signiﬁcativi tali che si discostino da quanto predetto dalla condizione dinamica.
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Capitolo 4
Analisi numerica
Come già discusso nel Sez. (2.4), la legge a potenza inversa dell' Eq. (2.4.9) ci per-
mette di generare serie temporali di processi stocastici che ben si accordano con i
risultati sperimentali. Pertanto, tramite un generatore di numeri pseudo-casuali,
descriviamo il modo in cui si creano delle serie di tempi di attesa che rispecchino la
ﬁsica sopra descritta e le approssimazioni fatte, così da poter vedere la bontà con
cui queste si avvicinano ai risultati teorici.
4.1 simulazioni e risultati
Utilizzando l'equazione del moto (3.3.1), vediamo che, nel caso in cui α(t) = α0,
cioè in assenza della perturbazione esterna, la soluzione è:
y(t′) =
[
1 + (z − 1)
∫ τ+t′
t′
α0dt
′′
]−1/(z−1)
. (4.1.1)
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Osservando che la variabile appartiene all'intervallo ]0, 1], possiamo creare un pro-
cesso iterativo facendo in modo che la pallina, muovendosi secondo l' Eq. (4.1.1),
quando raggiunge il valore y = 1, venga immessa di nuovo nell'intervallo ]0, 1] ca-
sualmente con una distribuzione uniforme. Quindi, ricaviamo τ dall' Eq. (3.3.6) nel
caso in cui α(t) = α0, cioè:
τ =
1
α0
1
1− z
(
1− y1−z) . (4.1.2)
Poichè il nostro generatore di numeri pseudo-casuali riproduce una distribuzione co-
stante, segue che, grazie all' Eq. (3.3.5) e (3.3.6), i tempi estratti tramite l' Eq. (4.1.2)
sono distribuiti secondo una legge a potenza inversa:
ψ(τ) =
dy
dτ
=
α0[
1 + α0
µ−1τ
]µ . (4.1.3)
Introduciamo l'eﬀetto della perturbazione esterna trasformando la costante α0
nella funzione dipendente dal tempo e dallo stato in cui si trova il sistema α±(t)
data dall' Eq. (3.3.3) e (3.3.19).
A questo punto, siamo in grado di generare una serie temporale per ogni stato
del sistema. In questo caso, trattandosi di un sistema dicotomico, abbiamo:
ψ+(τ |t′) = α0 [1 + ²F (τ + t
′)][
1 + α0τ
µ−1 + ²
α0
µ−1
∫ τ+t′
t′ F (t
′′)dt′′
]µ (4.1.4)
ψ−(τ |t′) = α0 [1− ²F (τ + t
′)][
1 + α0τ
µ−1 − ² α0µ−1
∫ τ+t′
t′ F (t
′′)dt′′
]µ (4.1.5)
che sono le distribuzioni di probabilità che ci sia un evento al tempo t′ + τ dato che
a t′ si è avuto un evento e si è scelto con equiprobabilità in quale dei due stati, + o
−, si trovasse la particella e, pertanto, quale delle due equazioni precedenti si debba
usare per estrarre i tempi. Si noti come, per costruzione, la scelta del segno venga
fatta all'inizio della regione di riposo e, per giunta, comporti una correlazione tra la
lunghezza della regione di riposo e il segno.
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Nel caso di perturbazione armonica, per ricavare τ dall' Eq. (3.3.6) viene utiliz-
zato il seguente processo iterativo. Riscriviamo l' Eq. (3.3.6) nella seguente maniera:
y′1−z = y1−z ∓ (z − 1)α0 ²
ω
{sin[ω(t′ + τ)]− sin[ω(t′)]}︸ ︷︷ ︸
I
. (4.1.6)
Se nell' Eq. (4.1.6) non ci fosse il termine contrassegnato con I si avrebbe il caso
imperturbato e di conseguenza il τ corrispondente si otterrebbe dall' Eq. (4.1.2).
Sostituendo nella I il τ così trovato si ha:
y′1−z = y1−z ∓ (z − 1)α0 ²
ω
{sin[ω(t′ + τ)]− sin[ω(t′)]} . (4.1.7)
Consideriamo questo y′ come quello che sostituito nell' Eq. (4.1.2) ci restituisce un
nuovo τ ′. Sostituendo iterativamente τ ′ nella I dell' Eq. (4.1.6) si trovano degli y′ che
convergono ad un valore limite yˆ. Il τ che si ottiene invertendo yˆ con l' Eq. (4.1.2) è
quello che risolve l' Eq. (4.1.6).
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Figura 4.1: Distribuzioni ψ±(t|t′) prodotte da una perturbazione armonica, Eq. (4.1.4) e
(4.1.5), per µ = 1.25, T = 10, ω = 0.01 e ² = 0.5
L'algoritmo utilizzato per computare l'evoluzione temporale delle distribuzioni e
di Π(t) è il seguente. Si prende un insieme di N traiettorie e, per ogni tempo t, ogni
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traiettoria i ha associato sia un segno si(t), che può essere + o -, sia la lunghezza
temporale discreta della regione di riposo τi(t). Questo è il tempo dopo il quale
l'i-esima traiettoria ha un evento. Il termine discreto signiﬁca che, numericamente
parlando, vengono allocati in memoria due vettori di numeri interi di dimensione N ,
uno per i segni l'altro per gli intervalli di quiescenza.
Quindi, imponiamo che al tempo t = 0 ogni traiettoria dell'insieme abbia un
evento. Di conseguenza i valori {τi(0)} sono estratti dalla distribuzione imperturbata
ψ(τ), avendo preso la parte intera di τ . Poi si fa evolvere il sistema nel tempo. Ad
ogni passo temporale 0, 1, 2, . . . tutti i τi(t) vengono diminuiti di una unità e se
un intervallo di quiescenza, per esempio τj, diventa nullo, allora vengono assegnati
casualmente, secondo la statistica della condizione adottata, un nuovo tempo τj(t)
e un nuovo segno sj(t).
Come mostreremo qui di seguito, a seconda della condizione adottata, il segno
sj(t) può fare riferimento o alla regione di riposo che precede il tempo t o a quella che
segue il tempo t. Nel caso imperturbato i τi(t) vengono estratti dalla distribuzione
imperturbata ψ(t) data dall' Eq. (4.1.3), mentre i segni vengono dati tramite il lancio
di una moneta non truccata.
La risposta del sistema in accordo alle prescrizioni della condizione è:
Π(t) ≡ 〈si(t)〉 = 1
N
N∑
i=1
si(t), (4.1.8)
che, nel caso imperturbato, decade a zero come Π(0)Ψ(t) e quindi è costantemente
nulla se la condizione iniziale dell'insieme è quella con metà delle traiettorie in + e
l'altra metà in -.
La perturbazione viene implementata in due maniere e cioè, per la condizione
dinamica, i segni vengono scelti tramite una moneta non truccata e poi, di conse-
guenza, i tempi vengono estratti dalle distribuzioni esatte (4.1.4) e (4.1.5), mentre
nel secondo caso, che come vedremo vale per la condizione dinamica-approssimata e
per quella fenomenologica, i tempi vengono estratti dalla distribuzione imperturbata
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(4.1.1) e per i segni, come avremo modo di vedere qui di seguito, si usa una moneta
truccata.
Quindi, tramite la simulazione numerica, imponendo una perturbazione armo-
nica otteniamo, per la Π(t), il seguente risultato evidenziato nella ﬁgura sottostante:
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Figura 4.2: Π(t) prodotto da una perturbazione armonica graﬁcato insieme all'Eq. (3.7.2),
con µ = 1.5, T = 2, ω = 0.005 e ² = 0.4
Mostriamo, ora, la distinzione tra dinamico e fenomenologico in modo dettaglia-
to. Deﬁniamo con A l'evento del lancio della moneta, evento che può avvenire sia
nell'istante di collisione t′ che al successivo t = t′ + τ e che verrà indicato caso per
caso, poi deﬁniamo con B(t) la collisione al tempo generico t. Usando queste no-
tazioni possiamo esprimere la probabilita condizionata ψdyn±(t|t′) dell' Eq. (3.3.16)
nella seguente maniera:
ψdyn±(t|t′)dt = Pdyn(B(t)|A(t′) ∧B(t′)) (4.1.9)
dove ψdyn±(t|t′)dt è la probabilità che avvenga un evento al tempo t data l'occorrenza
al tempo t′ sia di un evento che della scelta del segno per la nuova sequenza di riposo.
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Osserviamo, ora, l' Eq. (3.3.18) da cui segue:
ψdyn−app±(t|t′)dt = Pdyn−app(A(t) ∧B(t)|B(t′)). (4.1.10)
Prendiamo in considerazione due istanti generici t1 e t2 e scriviamo la relazione
del lancio della moneta all'istante t2 data l'occorrenza di una collisione B al tempo
t1, con t1 ≤ t2, nel caso in cui si faccia uso di una moneta non truccata:
P (A(t2)|B(t1)) = P (A(t2)) = P (At2) =
1
2
(4.1.11)
dove nell'ultima uguaglianza si vuole mettere in evidenza il fatto che la scelta del
segno si riferisce alla regione di riposo immediatamente antecedente a t2, ma che
l'evento A, nel caso speciﬁco di moneta non truccata, è indipendente dall'istante del
lancio. Come abbiamo già detto la condizione dinamica si avvale dell' utilizzo della
moneta non truccata, quindi usando la seguente relazione tra le probabilità:
P (A(t) ∧B(t)|B(t′)) = P (B(t)|A(t) ∧B(t′))P (A(t)|B(t′)) (4.1.12)
si ha:
Pdyn(A(t) ∧B(t)|B(t′)) = Pdyn(B(t)|A(t′) ∧B(t′))Pdyn(At) (4.1.13)
e, utilizzando l' Eq. (4.1.9) e (4.1.11), si ottiene:
Pdyn(A(t) ∧B(t)|B(t′)) = 1
2
ψdyn±(t|t′)dt. (4.1.14)
Il risultato precedente è matematicamente corretto e l'utilizzo della condizione
dinamica ci permette di descrivelo pienamente. Facendo uso dell' Eq. (3.3.18) la
relazione precedente si scrive:
Pdyn(A(t) ∧B(t)|B(t′)) ≈ 1
2
ψdyn−app±(t|t′)dt (4.1.15)
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che, nel limite per t→∞, si discosta da quella esatta, in cui vale l'uguaglianza, per
valori di O(²2).
Interessante è osservare il caso fenomenologico con la stessa notazione sopra
usata. Il fenomenologico è caratterizzato dal fatto che la distribuzione di probabilità
che si veriﬁchi un evento in t, dato che c'è stato un evento in t′, è indipendente dallo
stato in cui ci si trova , ossia non dipende nè dal segno:
ψphe(t|t′) = ψ(τ) (4.1.16)
e nè dall'utilizzo della moneta truccata che, nel generico istante t˜, ha una probabilita'
data da:
p∓(t˜) =
1∓ ²F (t˜)
2
(4.1.17)
da cui, a diﬀerenza di prima, si ha:
Pphe(A(t2)) = p∓(t2) 6= Pphe(A(t1)) (4.1.18)
e
Pphe(A(t2)|B(t1)) =
∫
Pphe(A(t2))δ(t2 − t1)dt2. (4.1.19)
Ora, la condizione fenomenologica, dal punto di vista ﬁsico, consiste nel descri-
vere la probabilita' condizionata Pphe(A(t′) ∧ B(t)|B(t′)), ossia la probabilità che,
dato un evento all'istante t′, ci sia un evento al tempo t e che il segno venga deciso
al tempo precedente t′. Quindi notando, come già scritto nell' Eq. (4.1.16), che
Pphe(B(t)|A(t′) ∧B(t′)) = Pphe(B(t)|B(t′)) = Pphe(B(t− t′)) (4.1.20)
si ha:
Pphe(A(t
′) ∧B(t)|B(t′)) = Pphe(B(t− t′))Pphe(A(t′)) = ψ(t− t′)p∓(t′) (4.1.21)
95
A questo punto, è importante osservare il dinamico-approssimato, attraverso
Eq. (3.3.18), leggendolo dall'espressione stessa. L'approssimazione della condizione
dinamica ci dice che la probabilità condizionata ψdyn−app(t|t′)dt è data dalla pro-
babilità che al tempo t ci sia e un evento, e la scelta del segno per la regione di
riposo antecedente t con la condizione che la collisione precedente sia avvenuta al-
l'istante t′. Ribadiamo che, in questo caso, l'estrazione del segno viene fatta al
termine della regione di riposo per poi essere assegnata a questa regione, mentre per
il fenomenologico il tempo di estrazione è quello in cui inizia la regione di riposo.
Quindi l' Eq. (3.3.18) moltiplicata per la misura dt non è altro che la probabilità
condizionata Pdyn−app(A(t) ∧B(t)|B(t′)) in concomitanza a
Pdyn−app(B(t)|A(t′) ∧B(t′)) = Pdyn−app(B(t)|B(t′)) = Pdyn−app(B(t− t′)) (4.1.22)
e ad
Pdyn−app(A(t2)) = p±(t2) ≡ 1∓ ²F (t)
2
6= Pdyn−app(A(t1)). (4.1.23)
Si noti l'inversione dei segni nel pedice di p dell' Eq. (4.1.22) rispetto a quelli
dell' Eq. (4.1.17). Infatti, immaginiamo che lo stato |1〉 sia favorito, questo vuol dire
che per il fenomenologico p− è più grande di p+, mentre, nell'ottica della condizione
dinamica del Sez. (3.4), per avere lo stesso eﬀetto deve accadere che lo stato |2〉
salti prima dello stato |1〉 e quindi p− sia più piccolo di p+.
Per la condizione fenomelogica l'analisi numerica viene fatta prendendo come
distribuzione la ψ(τ) imperturbata, data dall' Eq. (4.1.3), mentre la scelta del segno,
come discusso precedentemente, viene fatta all'inizio della regione di riposo con la
probabilità (4.1.17). Ne segue che le distribuzioni sono:
ψphe+(τ |t′) = ψ(τ)p−(t′) (4.1.24)
ψphe+(τ |t′) = ψ(τ)p+(t′) (4.1.25)
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Dalla Fig. (4.3) si osserva che, come detto nell' Eq. (4.1.16), le due distribu-
zioni non presentano alcuna diﬀerenza con la ψ(τ) imperturbata, ma solamente un
dimezzamento della popolazione dell'insieme statistico, in quanto non c'è alcuna
correlazione tra la scelta del segno e la lunghezza della rispettiva regione di riposo.
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Figura 4.3: Distribuzioni ψ±(t|t′) prodotte da una perturbazione armonica, Eq. (4.1.24)
e (4.1.25), per µ = 1.25, T = 10, ω = 0.01 e ² = 0.5
La condizione dinamica-approssimata, trattata nel Sez. (3.4), si avvale del fatto
che solo la componente lineare e asintoticamente predominante nel parametro ²
caratterizza la risposta del sistema. In questo caso le distribuzioni che vengono
usate sono quelle riportate nell' Eq. (3.3.18).
Sia la ψdyn−app+ che la ψdyn−app− possono essere viste come l'estrazione di una
regione di riposo tramite la ψ(τ) imperturbata, ma a diﬀerenza del fenomenologico,
la scelta del segno viene fatta alla ﬁne della regione di riposo secondo la probabilità
dell' Eq. (4.1.17).
La Fig. (4.4) rivela, anche se indebolita dal fatto che l'approssimazione lineare
richiede ² piccolo rispetto ad 1, una correlazione tra la scelta del segno e la rispettiva
lunghezza della regione di riposo e pertanto la ψ+ diﬀerisce dalla ψ−.
Applicando una perturbazione a scalino al sistema otteniamo i seguenti risultati.
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Figura 4.4: Distribuzioni ψ±(t|t′) prodotte da una perturbazione armonica, Eq. (3.3.22),
per µ = 1.25, T = 10, ω = 0.01 e ² = 0.5
Per µ > 2 si vede, come riportato in Fig. (4.5), che le curve sperimentali sia della
condizione dinamica che della fenomenologica producono lo stesso risultato in buon
accordo con l'andamento asintotico della teoria. Per µ < 2 vediamo, Fig. (4.6), che
dalla simulazione del fenomenologico si ottiene un Π(t) che tende asintoticamente
al valore massimo dell' Eq. (3.6.3) con una legge data dall' Eq. (3.6.2), mentre per
il dinamico la coincidenza tra quanto teorizzato e quanto ottenuto con il numeri-
co mostra come la perturbazione a scalino faccia tendere Π(t) al valore asintotico
previsto, (3.6.5), come la funzione (E.13), Fig. (4.7).
Per il dinamico-approssimato il numerico non restituisce un risultato in accordo
con la teoria, (3.6.5), ma continua ad andare asintoticamente verso ². Questo è
dovuto al fatto che in caso di perturbazione costante, come Θ(t) per t > 0, la scelta
del segno all'inizio o alla ﬁne della regione di riposo è equivalente.
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Figura 4.5: Π(t) nel caso di perturbazione E(t) = Θ(t) e Eq. (3.5.23), per µ = 2.20 e
µ = 2.45, T = 5 e ² = 0.2
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Figura 4.6: Π(t) ottenuta dalla teoria fenomenologica e dal dinamico-approssimato nel
caso di perturbazione E(t) = Θ(t) e Eq. (3.6.2), per µ = 1.25 e µ = 1.5, T = 5 e ² = 0.2
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Figura 4.7: Π(t) costruito con la condizione dinamica nel caso di perturbazione E(t) =
Θ(t) e Eq. (E.13), per µ = 1.25 e µ = 1.5, T = 5, ω → 0 e ² = 0.2
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Per quanto riguarda la perturbazione di tipo armonico, la Fig. (4.8) mostra un
accordo ottimale tra l'andamento asintotico della teoria fenomenologica e la simu-
lazione numerica anche a tempi brevi. In particolare, si nota che l'ampiezza delle
oscillazioni decade con una legge a potenza inversa dipendente dal parametro µ
secondo quanto detto nell' Eq. (3.7.1) e la fase dell'oscillazione è in accordo con la
teoria.
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Figura 4.8: Π(t) prodotto da una perturbazione armonica tramite la condizione fe-
nomenologica graﬁcato insieme all'Eq. (3.7.1), con µ = 1.5, T = 2, ω = 0.005 e
² = 0.4
La simulazione del dinamico-approssimato, riportata in Fig. (4.9), ha richiesto
l'utilizzo di un valore molto piccolo per i parametri ω e T per poter ottenere, già
dalle prime oscillazioni, una corrispondenza con l'andamento previsto dalla teoria
che, oltre all'approssimazione lineare nel parametro ², richiede l'eliminazione dei
termini asintoticamente non dominanti.
Nell'ultima ﬁgura, la (4.10), viene confrontata la simulazione della condizione di-
namica con quella della condizione fenomenologica. Quello che si vede è la presenza,
nel fenomenologico, di un termine di rilassamento che non si annulla, ma comporta
uno spostamento delle oscillazioni intorno ad una curva che asintoticamente tende a
zero. Eliminando, tramite un ﬁtting, questo termine proporzionale alla probabilità
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Figura 4.9: Π(t) prodotto da una perturbazione armonica secondo la condizione dinamica-
approssimata graﬁcato insieme all'Eq. (3.7.2), con µ = 1.2, T = 1, ω = 0.0005 e ² =
0.2
di sopravvivenza Ψ(t) le due curve vengono a coincidere. La discrepanza tra i due
esperimenti, dovuta alla asimmetria acquistata nei primi istanti, è nota come eﬀetto
Freud.
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Figura 4.10: Graﬁci di Π(t) prodotti da una perturbazione armonica con condizione
dinamica e con quello fenomenologico, con µ = 1.5, T = 2, ω = 0.005 e ² = 0.4
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Conclusioni
Esistono dei processi di rinnovo non poissoniano che sono attualmente di grande inte-
resse come i blinking quantum dots o la spettroscopia di singola molecola. Questa
tesi aﬀronta il problema di stabilire come tali sistemi rispondano alle sollecitazioni
esterne.
Come abbiamo visto nel corpo della tesi, la distribuzione dei tempi di attesa im-
perturbata ha la forma analitica (µ−1)Tµ−1
(T+t)µ
. Così esistono due parametri fondamenta-
li: il parametro T , che fornisce l'indicazione temporale oltre il quale scompaiono gli
eﬀetti della dinamica microscopica e diviene possibile vedere gli eﬀetti della legge a
potenza inversa, e il parametro µ, che rappresenta la complessità del sistema visibile
a tempi asintotici.
Grazie a queste informazioni, che si basano su delle nozioni di carattere speri-
mentale, è possibile fare la congettura che l'eﬀetto di una perturbazione esterna sia
quello di alterare o il parametro T o µ, oppure entrambi. In questo lavoro, per sem-
plicità, abbiamo concentrato la nostra attenzione sul caso in cui la perturbazione
esterna produca una modiﬁca del parametro T lasciando inalterata la potenza µ.
Si è potuto notare che il problema impostato in questo modo non può condurre
a risultati equivalenti tra la condizione fenomenologica e la condizione dinamica.
Infatti è plausibile pensare che la perturbazione del parametro T produca come
eﬀetto quello di alterare i tempi di soggiorno nello stato |1〉, corrispondente al valore
+, o nello stato |2〉, corrispondente al valore −. Questa osservazione ci conduce
ad esprimere la risposta in funzione dell'inﬂuenza che la perturbazione esercita sui
tempi di attesa nei due stati. Tale aspetto è reso molto chiaro dalla scelta del segno
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alla ﬁne delle regioni di riposo. Ciò ci permette di spiegare come sia compatibile il
riordinamento dei tempi con una forma di risposta lineare. Infatti la distribuzione
globale dei tempi risulta identica all'istogramma che si genera senza considerare la
perturbazione, mentre le distribuzioni dei tempi di soggiorno nello stato |1〉 e nello
stato |2〉 risultano essere leggermente ondulate intorno alla distribuzione globale,
una proprietà che corrisponde al riordinamento dei tempi.
Nella teoria dinamica, se il sistema rimane nello stato |1〉 per un tempo più breve
che nello stato |2〉, si crea automaticamente una condizione di predominanza dello
stato |2〉. La teoria fenomenologica si basa sulla ipotesi che la statistica dei tempi di
permanenza nei due stati rimanga invariata e la prevalenza del segno + o − dipende
essenzialmente dal fatto che nell'istante dell'evento collisionale il sistema preferisca
lo stato + o − a seconda del tempo considerato secondo le relazioni p± = 1 + ²F±,
dove F± esprime la perturbazione sugli stati e ² è l'intensità della perturbazione
esterna.
Questa tesi dimostra che le due ipotesi producono risposte diverse, tranne nella
situazione in cui µ sia maggiore di 2 e il sistema sia nella condizione di equilibrio
termodinamico, nel qual caso la risposta del sistema va come ²
[
1− ( T
T+t
)µ−2] e
tende al valore asintotico ².
Si è visto che la condizione µ < 2 è particolarmente interessante perchè non esiste
l'equilibrio e, di conseguenza, il sistema invecchia perennemente. Inoltre, sempre per
µ < 2, la condizione fenomenologica predice un comportamento che diﬀerisce dalla
condizione dinamica specialmente nel caso di una perturbazione a scalino dove gli
andamenti asintotici sono dati da due costanti: per il primo, il valore è −², a cui
ci tende con una funzione a potenza inversa −²
[
1− ( T
T+t
)µ−1] e, per il secondo, è
−²(µ− 1), a cui si avvicina secondo la legge −² [(µ− 1)− k
t2−µ
]
.
Sotto l'eﬀetto di una perturbazione di tipo armonico, per µ nell'intervallo ]1, 2[, si
è osservato che la distinzione tra i due modelli avviene per µ < 3
2
, mentre al di sopra
di questo limite si osserva lo stesso andamento asintotico anche se il fenomenologico
risente dell'eﬀetto Freud.
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I risultati sviluppati in questo lavoro dimostrano che la teoria dinamica, cioè la
teoria corrispondente all'ipotesi che sia il parametro T ad essere inﬂuenzato dalla
perturbazione, porta a dei risultati che sono sperimentalmente distinguibili dalla
teoria fenomenologica. Lo steso tipo di argomenti può essere applicato al caso in cui
la perturbazione esterna inﬂuenzi il parametro µ o entrambi.
Questo tipo di calcoli sono in corso di preparazione e traggono un grosso beneﬁcio
dallo sviluppo di questa tesi. Siamo così convinti che la ricerca in questo settore
secondo le linee qui seguite ci permetteranno, tramite esperimenti opportunamente
progettati, di approfondire la nostra conoscenza sull'origine ﬁsica di tali processi.
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Appendici
Appendice A Equazioni di Hamilton e operatori ag-
giunti
Data un'hamiltoniana H, il moto del sistema è descritto dalle equazioni
∂~q
∂t
=
∂H
∂~p
∂~p
∂t
= −∂H
∂~q
(A.1)
dove ~q ≡ (q1, . . . , qn) ~p ≡ (p1 . . . , pn). Quindi tenendo in considerazione l'equazione
di conservazione del numero di particelle della ﬂuidodinamica
∂
∂t
ρ(x, t) = −~∇~x(~vρ) (A.2)
e adottando la seguenti corrispondenze tra le variabili canoniche ~q e ~p e le variabili
~x e ~v:
~∇~x =
(
∂
∂~q
,
∂
∂~p
)
(A.3)
~v =
(
∂~q
∂t
,
∂~p
∂t
)
(A.4)
otteniamo
∂
∂t
ρ(x, t) = − ∂
∂~q
(
∂~q
∂t
ρ
)
− ∂
∂~p
(
∂~p
∂t
ρ
)
, (A.5)
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che nel caso hamiltoniano diviene:
∂
∂t
ρ(x, t) = −∂H
∂~p
∂ρ
∂~q
+
∂H
∂~q
∂ρ
∂~p
. (A.6)
Quindi l'operatore liouvilliano è deﬁnito secondo la seguente espressione:
L ≡
(
∂H
∂~p
)
∂
∂~q
−
(
∂H
∂~q
)
∂
∂~p
. (A.7)
e così l'equazione stocastica di Liouville è data da:
∂
∂t
ρ = −Lρ (A.8)
Si noti che se L è l'operatore che agisce sulle densità ρ allora, introducendo una
generica osservabile A e un prodotto scalare
(A, ρ) = 〈A(q, p)〉 =
∫
Aρdpdq, (A.9)
otteniamo che l'autoaggiunto di L agisce sulle osservabili, cioè
(A,Lρ) = (L†A, ρ) (A.10)
da cui, utilizzando l' Eq. (A.7) e la derivazione per parti, si ottiene che
L† = −L (A.11)
e quindi per le osservabili canoniche ~q e ~p si ha:
L†~q = ~˙q = ∂H
∂~p
(A.12)
L†~p = ~˙p = −∂H
∂~q
(A.13)
107
Appendice B Proiettori e contrazione delle infor-
mazioni
Lo scopo principale di questa appendice è di mostrare la formulazione matemati-
ca dell'operazione di contrazione da cui nasce una propietà non markoﬃana e come
ritornare alle condizioni di markoﬃano tramite una procedura di riduzione del det-
taglio del sistema studiato. Supponiamo che il sistema sia descritto dall'insieme di
variabili q = (q1 . . . , qn) e che la sua evoluzione sia un processo markoﬃano. Quindi
data la funzione di distribuzione f(q1, . . . , qn, t) segue che:
∂
∂t
f(q1, . . . , qn, t) = Γf, (B.1)
dove Γ(x, t) è un operatore lineare. L'insieme delle variabili q è detto completo
se il numero è suﬃciente per rendere il processo markoﬃano. Supponiamo, ora,
che la nostra descrizione del fenomeno non sia così dettagliata e soltanto una parte
dell'insieme delle variabile q′ = (q1, . . . , qm) viene osservata. Allora l'insieme delle
variabili q′′ = (qm+1, . . . , qn) divengono variabili nascoste. Il nostro problema consi-
ste nel capire come il processo decurtato venga descritto dalle variabili esplicite q′.
Sia P l'operatore di proiezione sulle variabili esplicite, allora possiamo descrivere la
contrazione tramite la seguente funzione:
g(q1, . . . , qn, t) = Pf(q1, . . . , qn, t). (B.2)
Più esplicitamente scriviamo:
g(q′, q′′, t) = g¯(q′, t)ϕ0(q′′) (B.3)
dove ϕ0 è funzione solo delle variabili nascoste così che il cambiamento di g è dovuto
solamente a g¯. Il proiettore P dell' Eq. (B.2) è deﬁnito;
g(q′, q′′, t) = ϕ0(q′′)
∫
ψ0(q
′′)f(q′, q′′, t)dq′′ (B.4)
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dove anche ψ0 (che rappresenta la funzione di distribuzione per mediare sulle variabili
nascoste) è una funzione delle sole variabili nascoste q′′ e per cui vale la seguente
relazione: ∫
ψ0(q
′′)ϕ0(q′′)dq′′ = 1. (B.5)
Dalle precedenti deﬁnizioni
g¯(q′, t) =
∫
ψ0(q
′′)f(q′, q′′, t)dq′′ (B.6)
e
Pf = g¯(q′, t)ϕ0(q′′, t) (B.7)
P2f = g¯(q′, t)ϕ0(q′′)
∫
= Pfψ0(q′′)ϕ0(q′′)dq′′ (B.8)
si dimostra che l'operatore P è un operatore di proiezione. Si trova che anche
P ′ = 1−P è un proiettore per cui valgono:
P ′2 = P ′ (B.9)
P ′P = PP ′ = 0 (B.10)
La funzione di partizione f(q′, q′′, t) può essere divisa in due parti:
f = Pf + P ′f (B.11)
Di corrispondenza dall' Eq. (B.1) si ottengono due equazioni:
∂
∂t
Pf = PΓPf + PΓP ′f (B.12)
∂
∂t
P ′f = P ′ΓP ′f + P ′ΓPf (B.13)
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la soluzione dell' Eq. (B.13) è:
P ′f(q, t) =
∫ t
t0
e(t−τ)P
′ΓP ′ΓPf(q, τ)dτ + e(t−t0)P′Γ[0]P ′f0 (B.14)
dove f(q, t0) ≡ f0(q) rappresenta la condizione iniziale. Inserendo l'espressione
(B.14) nell' Eq. (B.12) si ha il seguente risultato:
∂
∂t
Pf(q, t) = PΓPf(q, t) + PΓ
∫ t
t0
e(t−τ)P
′ΓP ′ΓPf(q, τ)dτ + PΓe(t−t0)P′Γ[0]P ′f0
(B.15)
Quindi l'espressione per la funzione g¯(q′, t) si ottiene sostituendo l' Eq. (B.3) nella
(B.15) e dividendo ambo i membri per ϕ0(q′′). In particolare, l'ultimo termine
dell' Eq. (B.15) si annulla se P ′f0 = 0 e il secondo termine della stessa espressione è
un integrale tra il tempo iniziale t0 ﬁno al tempo t che fa dipendere l'evoluzione di
g = Pf dalla sua storia nell'intervallo (t0, t). Questo termine è quindi un termine
di memoria, e la sua presenza rende g¯, ossia il processo di proiezione su di un
insieme incompleto di variabili q′, un processo non markoﬃano. Se la durata τc
della memoria è breve, rispetto al tempo necessario per cui ci sia una variazone di
g, allora il termine di memoria, dopo che tÀ t0, può essere sostituito con[
PΓ
∫ t
t0
e(t−τ)P
′ΓP ′Γdτ
]
Pf(q, t) (B.16)
e l'ultimo termine della (B.15), che rappresenta la memoria della condizione iniziale,
può essere trascurato.
Così l' Eq. (B.15) diventa
∂
∂t
g¯ = Γ¯g¯ (B.17)
in altre parole diviene nuovamente markoﬃana.
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Appendice C Breve introduzione al calcolo frazio-
nario
Il calcolo frazionario è un'estensione del concetto di deriva di oridine n e di
integrale n-dimensionale al caso in cui n sia un numero non intero.
Utilizzando la notazione Dn per la derivata di ordine n e D−n per l'integrale di
dimensione n abbiamo:
D−1f(x) =
∫ x
0
f(ξ)dξ. (C.1)
Ora, se l'equazione:
D−nf(x) =
1
(n− 1)!
∫ x
0
(x− ξ)n−1f(ξ)dξ (C.2)
è vera per n allora deve essere vera anche per n+ 1, cioè:
D−(n+1)f(x) = D−1
[
1
(n− 1)!
∫ x
0
(x− ξ)n−1f(ξ)dξ
]
=
∫ x
0
dt
1
(n− 1)!
∫ t
0
(t−ξ)n−1f(ξ)dξ.
(C.3)
Facendo il cambio di variabili x → x − ξ e invertendo l'ordine di integrazione
otteniamo:
D−(n+1)f(x) =
1
n!
∫ x
0
(x− ξ)nf(ξ)dξ (C.4)
quindi, per induzione, l Eq. (C.2) è vera per ogni n.
Deﬁniamo l'integrale frazionario di ordine ν > 0 come segue:
D−νf(x) =
1
Γ(ν)
∫ x
0
(x− ξ)ν−1f(ξ)dξ, (C.5)
dove Γ(µ) è la gamma di Eulero:
Γ(µ) =
∫ ∞
0
xµ−1e−xdx (C.6)
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per cui vale:
µΓ(µ) = Γ(µ+ 1). (C.7)
Cosideriamo alcune funzioni particolari:
D−νxλ =
Γ(λ+ 1)
Γ(λ+ ν + 1)
xλ+ν per λ > −1, ν > 0 (C.8)
D−νeax =
eax
Γ(ν)
∫ x
0
tν−1e−atdt =
a−νeaxγ(ν, ax)
Γ(ν)
= Exν (a) (C.9)
D−νk = k lim
λ→0
Γ(λ+ 1)
Γ(λ+ ν + 1)
xλ+ν = k
xν
Γ(ν + 1)
(C.10)
dove si è usato la seguente deﬁnizione:
γ(µ, a) =
∫ a
0
xµ−1e−xdx. (C.11)
La derivata frazionaria di ordine ν > 0 è deﬁnita come:
Dνf(x) = Dm[D−(m−ν)f(x)] (C.12)
con m ∈ N tale che 0 ≤ (m− ν) < 1.
La derivata frazionaria della funzione xλ con λ > −1 è:
Dm
[
Γ(λ+ 1
Γ(λ+m− µ+ 1)t
λ+m−µ
]
=
Γ(λ+ 1)
∏m
i=1(λ− µ+ i)
Γ(λ+m− µ+ 1) t
λ−µ =
Γ(λ+ 1)
Γ(λ− µ+ 1t
λ−µ.
(C.13)
Per una funzione costante abbiamo:
Dµc = c lim
λ→0
Γ(λ+ 1)
Γ(λ− µ+ 1)t
λ−µ =
ct−µ
Γ(1− µ) . (C.14)
La funzione Etν(a) segue la sottostante relazione:
DµEtν(a) = E
t
ν−µ(a) (C.15)
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per ν > 0 e µ 6= 0. Una proprietà molto importante per la Etν(a) è:
Etν(a) = aE
t
ν+1(a) +
tν
Γ(ν + 1)
. (C.16)
Grazie alla deﬁnizione C.9, è facile notare che:
lim
ν→∞
Etν(1) = 0 (C.17)
da cui, insieme all' Eq. (C.16), discende il seguente sviluppo in serie:
Etν(1) =
∞∑
n=0
tn+ν
Γ(n+ 1 + ν)
. (C.18)
Consideriamo la seguente funzione:
ψ(t) =
(µ− 1)T µ−1
(T + t)µ
, (C.19)
la trasformata di Laplace di questa, grazie alla deﬁnizione di integrale frazionario,
vale [21][22]:
ψˆ(s) =
(µ− 1)Γ(1− µ)
(sT )1−µ
[esT − EsT1−µ] (C.20)
perciò utilizzando l' Eq. (C.18) e (C.7), l'espansione in serie di Taylor dell' Eq. (C.20)
è data da:
ψˆ(s) = Γ(2− µ)
{ ∞∏
i=0
(sT )i
Γ(2 + i− µ) − (sT )
µ−1
∞∏
j=0
(sT )j
j!
}
(C.21)
Nel caso 1 < µ < 2 l'andamento di ψˆ(s) è:
lim
s→0
ψˆ(s) = 1− Γ(2− µ)(sT )µ−1, (C.22)
mentre nel caso 2 < µ < 3 abbiamo:
lim
s→0
ψˆ(s) = 1− 〈τ〉s− Γ(2− µ)(sT )µ−1. (C.23)
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Si noti che nell' Eq. (C.23) si è usato il fatto che, per 2 < µ < 3, esiste la condizione
stazionaria dove si ha ﬁnito:
〈τ〉 = T
µ− 2 . (C.24)
Appendice D Fenomenologico e trasformata inver-
sa di Laplace per µ < 2
Mostriamo come fare l'antitrasformata di Laplace dell' Eq. (3.6.1) nel limite asin-
totico t→∞. Riscriviamo l' Eq. (3.6.1) nella seguente maniera:
Πˆ(s) = −²Re
[
1− ψˆ(s)
s
· ψˆ(s+ iω)− 1 + 1
1− ψˆ(s+ iω)
]
= ²
1− ψˆ(s)
s
−²Re
[
1
s
· 1− ψˆ(s)
1− ψˆ(s+ iω)
]
(D.1)
Se si pone Πˆ(s) = Πˆ1(s) + Πˆ2(s) tale che:
Πˆ1(s) = ²
1− ψˆ(s)
s
(D.2)
Πˆ2(s) = −²Re
[
1
s
· 1− ψˆ(s)
1− ψˆ(s+ iω)
]
(D.3)
L'antitrasformata di Laplace di Πˆ1(s) è data da:
L−1[Πˆ1(s)] = Π1(t) =
∫ ∞
t
ψ(t′)dt′. (D.4)
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Introducendo la seguente notazione Πˆ2(s) = Re
[
Πˆc(s)
]
e utilizzando l' Eq. (C.20)
abbiamo che:
Πˆc(s) = − ²
s
(s+ iω)1−µ
1− ψˆ(s)
(s+ iω)1−µ − Γ(1− µ)T µ−1(µ− 1)
[
e(s+iω)T − E(s+iω)T1−µ
] .
(D.5)
Per comodità, scriviamo l' Eq. (D.5) in questa forma:{
(s+ iω)1−µ − Γ(1− µ)T µ−1(µ− 1)
[
e(s+iω)T − E(s+iω)T1−µ
]}
Πˆc(s) =
= − ²
s
(s+ iω)1−µ[1− ψˆ(s)] = gˆ(s). (D.6)
Ora facendo la trasformata di Laplace rispetto alla variabile s della funzione exp(−st):
L(e−st) =
∫ ∞
0
e−ste−psds =
1
p+ t
(D.7)
da cui segue che [24]:∫ ∞
0
tα
t+ T
1
t+ p
=
pi
sin(αpi)
(
pα
p− T −
T α
p− T
)
(D.8)
con α < 2. L'antitrasformata di Laplace dell' Eq. (D.8) dalla variabile p alla variabile
s coincide con la seguente trasformata di Laplace:
L−1p
{∫ ∞
0
tα
t+ T
1
t+ p
}
=
∫ ∞
0
tα
t+ T
e−st = L[
tα
t+ T
]. (D.9)
da cui si ricava:
L[
tα
t+ T
] =
pi
sin(αpi)
T α(EsT−α − esT ) (D.10)
Possiamo notare che l'antitrasformata di Laplace del membro di sinistra dell' Eq. (D.6)
è:
1
Γ(µ− 1)
∫ t
0
t′µ−2e−iωt
′
Πc(t− t′)dt′ − 1
Γ(µ− 1)
∫ t
0
t′µ−1
t′ + T
e−iωt
′
Πc(t− t′)dt′ = g(t).
(D.11)
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Dalla precedente espressione si ha che:
T
Γ(µ− 1)
∫ t
0
t′µ−2
T + t′
eiω(t−t
′)Πc(t− t′)dt′ = eiωtg(t). (D.12)
Trasformando la (D.12) si vede che:
T
Γ(µ− 1)L
[
tµ−1
T + t
]
Πˆc(s− iω) = gˆ(s− iω) (D.13)
Tramite l' Eq. (D.10) la precedente espressione diventa:
T
Γ(µ− 1)
pi
sin(µpi)
T µ−2(EsT2−µ − esT )Πˆc(s− iω) = gˆ(s− iω) (D.14)
Per conoscere l'andamento dell' Eq. (D.14) per s→ 0 all'ordine più basso in s prima
troviamo l'andamento asintotico della seguente espressione:
lim
s→0
T
Γ(µ− 1)
pi
sin(µpi)
T µ−2(EsT2−µ − esT ) =
T µ−1
Γ(µ− 1)
pi
sin(µpi)
= k0, (D.15)
poi, siccome il risultato dell'operazione precedente è una costante, abbiamo:
lim
s→0
gˆ(s− iω) = lim
s→0
k0Πˆc(s− iω) (D.16)
A questo punto facciamo l'approssimazione di eliminare la traslazione iω:
lim
s→0
gˆ(s) = lim
s→0
k0Πˆc(s) (D.17)
Facendo uso della deﬁnizione di derivata frazionaria si ha [22]:
L−1
[
sµ−2
(
s
s+ iω
)µ−1]
= Dµ−2
[
e−iωttµ−2
Γ
]
(D.18)
e di conseguenza:
L−1
[
Πˆc(s)
]
= ²Γ(1− µ)T µ−1 (µ− 1)
k0
∞∑
n=0
(
µ− 2
n
)
Dµ−2−nt
[
tµ−2
Γ(µ− 1)
]
Dnt
[
e−iωt
]
.
(D.19)
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Utilizzando l' Eq. (D.15), dopo alcuni calcoli, otteniamo:
Πc(t) = −²
∞∑
n=0
(
µ− 2
n
)
(−iωt)n
Γ(n+ 1)
e−iωt = −²F (2− µ, 1, iωt)e−iωt, (D.20)
che, per t→∞, si può scrivere nella sottostante maniera [23]:
Πc(t) ≈ − ²
Γ(2− µ)(ωt)
1−µei(
pi(µ−1)
2 ) − ²
Γ(µ− 1)(ωt)
µ−2e−i(
pi(µ−2)
2
+ωt). (D.21)
Prendedo la parte reale dell' Eq. (D.21), abbiamo:
Π(t) = Π1(t)+Π2(t) ≈ ²
(
T
T + t
)µ−1
− ²
Γ(2− µ)(ωt)µ−1 sin
piµ
2
+
²
Γ(µ− 1)
cos
(
piµ
2
+ ωt
)
(ωt)2−µ
,
(D.22)
che rappresenta il risultato cercato.
Appendice E Dinamico e trasformata inversa di La-
place per µ < 2
Prima di trovare la forma esplicita per l'andamento asintotico dell' Eq. (3.4.23)
vediamo qual'è l'espressione per la trasformata di Laplace.
Riscriviamo la corrente Π(t) in questo modo
Π(t) = −²Re[B(t)] = −²Re
[∫ t
0
ψ(t, t′)e−iωt
′
dt′
]
(E.1)
117
Facciamo la trasformata di Laplace della B(t) deﬁnita nell' Eq. (E.1) e integriamo
per parti, ottenendo così:
Bˆ(s) =
∫ ∞
0
e−stdt
∫ t
0
ψ(t, t′)e−iωt
′
dt′ =
∫ ∞
0
e−stdt
∫ t
0
1
−iω
d(e−iωt
′
)
dt′
ψ(t, t′)dt′.
(E.2)
Qesto signiﬁca che:
Bˆ(s) =
i
ω
∫ ∞
0
e−stdt
{[
ψ(t, t′)e−iωt
′
]t
0
−
∫ t
0
e−iωt
′ d(ψ(t, t′))
dt′
dt′
}
. (E.3)
Usando la deﬁnizione della ψ(t, t′), data dall' Eq. (3.5.2) abbiamo:
Bˆ(s) =
i
ω
∫ ∞
0
e−stdt
[
ψ(t, t)e−iωt − ψ(t)−
∫ t
0
e−iωt
′
∞∑
n=1
ψn(t
′)ψ(t− t′)dt′
]
. (E.4)
Utilizzando nuovamete l' Eq. (3.5.2) otteniamo:
Bˆ(s) =
i
ω
∫ ∞
0
e−stdt
{
e−iωt
[
ψ(t) +
∞∑
n=1
∫ t
0
ψn(τ)ψ(t− τ)dτ
]
+
−ψ(t) −
∫ t
0
e−iωt
′
∞∑
n=1
ψn(t
′)ψ(t− t′)dt′
}
. (E.5)
Tenendo conto che gli eventi sono scorrelati, ψˆn(s + iω) = (ψˆ(s + iω))n, possiamo
scrivere la trasformata di Laplace dell' Eq. (E.5) nella maniera sottostante:
Bˆ(s) =
i
ω
{
ψˆ(s+ iω) +
∞∑
n=1
[
ψˆ(s+ iω)
]n
ψˆ(s+ iω)− ψˆ(s)−
∞∑
n=1
[
ψˆ(s+ iω)
]n
ˆψ(s)
}
=
i
ω
{[
ψˆ(s+ iω)− ψˆ(s)
]
+
∞∑
n=1
[
ψˆ(s+ iω)
]n
·
[
ψˆ(s+ iω)− ψˆ(s)
]}
. (E.6)
Facendo la somma della serie geometrica abbiamo il seguente risultato:
Bˆ(s) =
i
ω
· ψˆ(s+ iω)− ψˆ(s)
1− ψˆ(s+ iω) . (E.7)
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Nel caso di una perturbazione a scalino, mostriamo due metodi per trovare la relativa
trasformata di Laplace. Il primo si basa sul valutare il limite ω → 0 dell' Eq. (E.7).
Pertanto otteniamo:
Bˆ(s) = − lim
ω→0
1
iω
· ψˆ(s+ iω)− ψˆ(s)
1− ψˆ(s+ iω) = −
1
1− ψˆ(s)
d
ds
ψˆ(s). (E.8)
Nel secondo metodo, valutiamo la trasformata di Laplace di
∫ t
0
ψ(t, t′)dt′, cioè la
risposta generata da una funzione a scalino.
Bˆ(s) =
∫ ∞
0
e−stdt
∫ t
0
ψ(t, t′)dt′ =
∫ ∞
0
e−stdt
{
[t′ψ(t, t′)]t0 −
∫ t
0
t′
d(ψ(t, t′))
dt′
dt′
}
.
(E.9)
Applichiamo un metodo simile a quello usato per derivare l' Eq. (E.4), così che
si ha:
Bˆ(s) =
∫ ∞
0
e−stdt
[
tψ(t) + t
∫ t
0
∞∑
n=1
ψn(τ)ψ(t− τ)dτ −
∫ t
0
∞∑
n=1
t′ψn(t′)ψ(t− t′)dt′
]
.
(E.10)
Facendo la trasformata di Laplace a tutti i termini del membro di destra dell'equa-
zione precedente, ﬁnalmente si arriva alla seguente espressione:
Bˆ(s) = − d
ds
ψˆ(s)− d
ds
[
ψˆ(s)
∞∑
n=1
ψˆ(s)n
]
+ ψˆ(s)
d
ds
∞∑
n=1
ψˆ(s)n = − 1
1− ψˆ(s)
d
ds
ψˆ(s),
(E.11)
che è il risultato aspettato. Sulla base di quanto ottenuto, concludiamo che la
risposta nel tempo ad una perturbazione a scalino si può derivare dal risultato
generale ottenuto nel caso di una perturbazione armonica facendo il limite per ω → 0.
Per invertire l' Eq. (E.11) utilizziamo lo sviluppo in serie di Taylor della ψ(s)
data dell' Eq. (C.21). Ricordando che stiamo considerando il caso µ > 2 i termini di
ordine più basso in s, l' Eq. (E.11) diventa:
Bˆ(s) ≈ µ− 1
s
+
c
sµ−1
, (E.12)
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che corrisponde nello spazio dei tempi a:
B(t) ≈ µ− 1 + k
t2−µ
. (E.13)
Si vede che, per t→∞, l'andamento asintotico della corrente vale:
B(t) ∼ µ− 1. (E.14)
Facciamo una contro prova per confermare quanto scritto. Antitrasformando l' Eq. (E.11)
abbiamo:
B(t)−
∫ t
0
B(t− τ)ψ(τ)dτ = tψ(t). (E.15)
Sostituendo a B(t) il suo valore asintotico µ− 1 otteniamo:
(µ− 1)
[
1−
∫ t
0
(µ− 1)T µ−1
(τ + T )µ
dτ
]
≈ (µ− 1)T µ−1 t
(t+ T )µ
(E.16)
che diventa una uguaglianza nel caso in cui t tende ad inﬁnito.
Nel caso in cui ω 6= 0 deve, prima, agire sull' Eq. (E.7) per, poi, poter fare
l'antitrasformata di Laplace. Quindi è necessario trovare la forma analitica per ψˆ(s)
nel limite per s → 0. Prendiamo in considerazione l' Eq. (C.20) che riscriviamo per
convenienza:
ψˆ(s) = Γ(1− µ) (Ts)µ−1 (µ− 1) (esT − EsTµ−1) . (E.17)
Con l'ausilio di questa proprietà riscriviamo l Eq. (E.7) nella seguente forma:
Bˆ (s) =
i
ω
(s+ iω)1−µ
ψˆ(s+ iω)− ψˆ(s)
(s+ iω)1−µ − Γ(1− µ)T µ−1(µ− 1)
[
e(s+iω)T − E(s+iω)Tµ−1
] .
(E.18)
Dalla precedente uguaglianza otteniamo:{
(s+ iω)1−µ − Γ(1− µ)T µ−1(µ− 1)
[
e(s+iω)T − E(s+iω)Tµ−1
]}
Bˆ (s) =
=
i
ω
(s+ iω)1−µ
[
ψˆ(s+ iω)− ψˆ(s)
]
. (E.19)
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Per chiarezza e semplicità riscriviamo l' Eq. (D.10):∫ ∞
0
tα
t+ T
e−stdt =
pi
sin piα
Tα
(
EsTα − esT
)
. (E.20)
Seguendo la stessa procedura dell' Eq. (D.11), e ritornando indietro nel dominio dei
tempi, abbiamo:
1
Γ(µ− 1)
t∫
0
t′µ−2e−iωt
′
B (t− t′) dt′ − 1
Γ(µ− 1)
∫ t
0
t′µ−1
t′ + T
e−iωt
′
B (t− t′) dt′ = G(t),
(E.21)
Dove G(t) è l'antitrsformata di Laplace del membro di destra dell' Eq. (E.19). Dopo
un po' di algebra, arriviamo alla seguente equazione:
T
Γ(µ− 1)
∫ t
0
t′µ−2
t′ + T
eiω(t−t
′)B (t− t′) dt′ = eiωtG(t). (E.22)
La trasformata di Laplace del membro di sinistra dell' Eq. (E.22) risulta essere k(s)Bˆ(s−
iω), dove k(s) è la trasformata di Laplace di tµ−2/(t+T ). Nel caso limite per s→ 0
scriviamo k(s) = k0 + w(s), con
k0 =
T
Γ(µ− 1)
∫ ∞
0
t′µ−2
t′ + T
dt′ = − pi
sin pi(µ)
T µ−1
Γ(µ− 1) . (E.23)
Non scriviamo l'espressione esplicita di w(u), la quale tende ad annullarsi per s→ 0.
La trasforma del membro di destra dell' Eq. (E.22) è Gˆ(s− iω). Facciamo l'appros-
simazione di eliminare la traslazione iω e quindi studiamo direttamente l'equazione
per Bˆ(s) e gˆ(s). Dopo alcuni passaggi otteniamo:
k0Bˆ (s) =
i
ω
(s+ iω)1−µ
[
ψˆ(s+ iω)− ψˆ(s)
]
. (E.24)
Usando l' Eq. (E.17) otteniamo:
Bˆ (s) = Γ(1− µ)T µ−1 (µ− 1)
k0
i
ω
[
e(s+iω)T − E(s+iω)Tµ−1 −
(
s
s+ iω
)µ−1 (
esT − EsTµ−1
)]
.
(E.25)
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Si noti che solamente la funzione k(s) viene approssimata, mentre il membro di
destra dell' Eq. (E.24) è esatto e non si pone nessuna limitazione a T e ω. Da
l' Eq. (E.25), facendo il limite per s→ 0 e ω → 0 otteniamo [20]:
Πˆ(s) = ²Re
{
i
ω
[
1−
(
s
s+ iω
)µ−1]}
. (E.26)
Ora, invertiamo l Eq. (E.26) termine per termine. Usando l' Eq. (E.20) ottenendo la
seguente equazione:
L−1
[
e(s+iω)T − E(s+iω)Tµ−1
]
= −sin[pi(µ− 1)]
piT µ−1
tµ−1
t+ T
e−iωt (E.27)
e
L−1
[(
s
s+ iω
)µ−1 (
esT − EsTµ−1
)]
=
1
Γ(µ− 1)Γ(1− µ)
∫ t
0
t′µ−2
(t− t′ + T )µ e
−iωt′dt′.
(E.28)
Sviluppiamo il fattore esponenziale del membro di destra dell' Eq. (E.28) in serie di
Taylor e calcoliamo l'integrale. Ciò comporta:
L−1
[(
s
s+ iω
)µ−1 (
esT − EsTµ−1
)]
=
(µ− 1)tµ−1 sin(piµ)
pi(t+ T )µ
∞∑
n=0
(−iωt)n
(n+ µ− 1)n! ·
·F
(
µ, n+ µ− 1, n+ µ, t
t+ T
)
, (E.29)
dove F (α, β, γ, z) è la funzione ipergeometrica. Usando i risultati dell' Eq. (E.27) e
(E.29), dopo un po' di algebra, per B(t) abbiamo la seguente espressione:
B(t) =
i
ω
[
−(µ− 1)t
µ−1 sin(piµ)
pi(t+ T )µ
∞∑
n=1
(−iωt)n
(n+ µ− 1)n!F
(
µ, n+ µ− 1, n+ µ, t
t+ T
)]
+
−sin(piµ)
pi
1− e−iωt
iωT
(
t
T
)µ−1
T
t+ T
. (E.30)
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Nel limite asintotico per t → ∞, è possibile valutare la sommatoria che compare
nell' Eq. (E.30). Questo comporta:
B(t) =
(
t
t+ T
)µ [
e−iωt(µ− 1)F (2− µ, 2, iωt) + sin(piµ)
pi
1− e−iωt
iωT
(
t
T
)µ−2]
+
−sin(piµ)
pi
1− e−iωt
iωT
(
t
T
)µ−2
t
t+ T
, (E.31)
dove F (α, γ, z) è la funzione ipergeometrica conﬂuente. Quindi l'andamento asinto-
tico dell' Eq. (E.31) [20] è:
B(t) ≈ (µ− 1)F (2− µ, 2, iωt)e−iωt − sin(piµ)
pi
1− e−iωt
iωT
(
t
T
)µ−3
. (E.32)
Per ω → 0 il secondo termine del membro di destra dell' Eq. (E.32), per alcuni valori
della variabile temporale t, può dare contributi non trascurabili, più precisamente
quando t → ∞ e ωt ¿ 1. Infatti, in questo caso la funzione esponenziale nel
secondo termine del membro di destra dell' Eq. (E.32) produce un fattore di ordine
t/T . Prendendo in considerazione Π(t) si ha:
Π(t) ≈ −²Re [(µ− 1)F (2− µ, 2, iωt)e−iωt]+ ²sin(piµ)
pi
sin(ωt)
ωT
(
t
T
)µ−3
, (E.33)
con una dipendenza dalla variabile T . Per ωt À 1, prendendo in considerazione
che µ < 2 e le proprietà asintotiche della funzione ipergeometrica conﬂuente [23],
otteniamo:
Π(t) ≈ ² cos
(
pi
2
µ+ ωt
)
Γ(µ− 1)(ωt)2−µ , (E.34)
Notiamo che l' Eq. (E.34) coicide con quello riportato nell' Eq. (3.7.2).
123
Bibliograﬁa
[1] R. G. Neuhauser, K. T. Shimizu, W. K. Woo, S. A. Empedocles, and M. G.
Bawendi, Phys. Rev. Lett. 85, 3301 (2000), M. Kuno, D. P. Fromm, H. F.
Hamann, A. Gallagher, and D. J. Nesbitt, J. Chem. Phys. 112, 3177 (2000);
Y.-J. Jung, E. Barkai, and R. J. Silbey, Chem. Phys. 284, 181 (2002); M.
Pelton, D. G. Grier, and P. Guyot-Sionnest, Appl. Phys. Lett. 85, 819 (2004);
I. Chung and M. G. Bawendi, Phys. Rev. B 70, 165304 (2004); E. Barkai and
R. J. Silbey, J. Phys. Chem. B 104, 3866 (2000); M. Kuno, D. P. Fromm, H. F.
Hamann, A. Gallagher, and D. J. Nesbitt, J. Chem. Phys. 115, 1028 (2001);
M. Kuno, D. P. Fromm, S. T. Johnson, A. Gallagher, and D. J. Nesbitt, Phys.
Rev. B 67, 125304 (2003); R. Verberk, A. M. van Ojien, and M. Orrit, Phys.
Rev. B 66, 233202 (2002); R. Verberk and M. Orrit, J. Chem. Phys. 119, 2214
(2003); X. Brokman, J.-P. Hermier, G. Messin, P. Desbiolles, J.-P. Bouchaud,
and M. Dahan, Phys. Rev. Lett. 90, 120601 (2003); S. L. Yang and J. S. Cao,
J. Chem. Phys. 117, 10996 (2002).
[2] Y. Jung, E. Barkai,R. J. Silbey, CHem. Phys. 284, 181 (2002).
[3] W. P. Ambrose and W. E. Moerner, Nature 349, 225 (1991).
[4] W. P. Ambrose, T. Basché and W. E. Moerner, J. Chem Phys. 95, 7150 (1991).
[5] S. A. Empedocles, D. J. Norris and M. G. Bawendi, Phys. Rev. Lett. 77, 3873
(1996).
[6] A. Zumbusch et al., Phys. Rev Lett. 70, 3584 (1993).
124
[7] Simone Bianco, Paolo Grigolini, Paolo Paradisi, J. Chem Phys. 123, 174704
(2005).
[8] R. Kubo, J. Phys. Soc. Jpn. 12,570 (1957);
[9] G. Trefán, E. Floriani, B. J. West, and P. Grigolini Phys. Rev. E 50.
[10] I. M. Sokolov, A. Blumen, J. Klafter, Physica A, 302, 268 (2001).
[11] E. Barkai, Y.-C. Cheng, J. Chem. Phys. 118, 6167 (2003).
[12] E. M. Bertin and J. -P. Bouchaud, Phys. Rev. E 67, 065105 (R) (2003).
[13] R. Kubo, M. Toda, and N. Hashitsume, Statistical Physics II (Springer,
Berlin, 1985).
[14] P. Allegrini, G. Aquino, P. Grigolini, L. Palatella, A. Rosa, Phys. Rev. E 68,
056123 (2003).
[15] D. R. Cox, Renewal Theory, Methuen, (1970).
[16] P. Allegrini, G. Aquino, P. Grigolini, L. Palatella, A. Rosa, and B. J. West
Phys. Rev. E 71, 066109 (2005).
[17] G. Bel and E. Barkai, Phys. Rev. Lett. 94, 240602 (2005).
[18] P. Manneville, J. Phys. (Paris) 41, 1235 (1980).
[19] I. Sokolov in corso di stampa su Phys. Rev. E (2006)).
[20] F. Barbi, M. Bologna, and P. Grigolini Phys. Rev. Lett. 95, 220601 (2005).
[21] M. Bologna, P. Grigolini, B. J. West, Chem. Phys. 284, 115 (2002).
[22] B. J. West, M. Bologna, P. Grigolini, Physics of Fractal Operators, Springer-
Verlag, New York (2003).
[23] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions, Dover,
New York (1972).
125
[24] U. Graf, Applied Laplace Transforms and z-Transforms for Scientists and
Engineers, Birkhäuser Verlag, Basel (2004).
126
Ringraziamenti
Ringrazio vivamente il mio relatore, Paolo Grigolini, per la sua disponibilità e
per le sue illuminanti spegazioni. Un ringraziamento particolare a Paolo Allegrini e
a Mauro Bologna per l'aiuto fornitomi.
127
