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Chapter 1
Motivation
Since more than 50 years heavy charged particles are being used for radiation therapy of
deep seated tumors. Charged particle beams like protons or carbon ions have an advanta-
geous dose distribution: the dose increases along the penetration depth through the body,
culminating in a sharp maximum at the end of the particle range (called the Bragg peak).
This is in contrast to conventional radiotherapy using Megavoltage X-ray beams, which
exhibit a dose maximum a very shallow depths and an exponential decrease of dose there-
after (see Fig. 2.1). In order to achieve a precise and conformal irradiation of a selected
target volume, the Bragg peak can be shifted in depth by an energy variation of the im-
pinging particles and can be distributed laterally through magnetic deection of the particle
beam. An additional benet from heavy-ion beams in radiotherapy may result from their
Relative Biological Effectiveness (RBE)1 which is higher at the Bragg peak as compared to
the entrance region, resulting in an additional gain in the biological effectiveness of these
beams in the target. The clinical effectiveness of Carbon ion beams in the treatment of
skull base tumors, tumors close to the spinal cord and adenoidcystic carcinomas has been
demonstrated in clinical studies [82].
Cancer-therapy with high-energy Heavy-Ions (HI) available at the Schwerionen Syn-
chrotron (SIS) facility at GSI Darmstadt since 1997 [49] as well as the research with beams
stopped in biological material as realized at the UNIversal Linear ACcelerator (UNILAC) at
GSI in general requires the precise knowledge of beam parameters and particle spectrum as
well as the applied dose. For the control of the particle uence [dened as particle number
per unit area] an accuracy of a few percent (1-3 %) is desired. Monitoring the prescribed
dose is equivalent to monitoring the correct delivery of the number of ions for every energy
of the primary beam as well as the position of the particle beam. This can be achieved by
1For a given biological effect, the RBE is defined as the ratio between the absorbed dose of cobalt-60
gamma radiation and the dose of the radiation under study, which is needed to produce the same biological
effect
1
2a set of transmission ionization chambers (ICs). The measurement of beam position and
intensity can also be used to compensate for very large uctuations in the beam ux [86].
At most particle therapy sites the beam monitoring system has to be calibrated against a
standard dosimeter every morning as part of time consuming daily checks(∼ 1 hour).
The currently used large area (20×20 cm2) parallel-plate ion chambers working in
transmission mode together with the integrating read-out electronics has some limitations
in terms of the minimum number of particles that can be detected. The accuracy of the
measured particle numbers derived from the current measurements is better than 1 %. The
spatial resolution of the position measurement is limited by the multi-wire proportional
chambers to below 1 mm. Moreover the system requires a constant ow of detectors gas
that has to be controlled accurately. With the increased requirements of dedicated clinical
particle facilities this is a serious limitation in the overall speed, accuracy and reliability of
the delivery of the treatment.
Trying to improve this situation with respect to accuracy and time consumption, dia-
mond material is very attractive for particle detection and beam diagnostic because of its
favorable electrical properties like fast response, low dark current and excellent radiation
hardness. Diamonds can also be used as passive detectors, exploiting its thermolumines-
cence properties. Moreover, tissue equivalence and chemical inertness qualies diamond
for the applications in radiotherapy dosimetry and radioprotection.
Natural- and synthetic-diamond detectors that act as solid-state ionization chambers
(IC) are already in use as relative dosimeters for clinical photon and electron beams [38,
5, 36]. The response of diamond detectors working in integrating mode to heavy charged
particles have been reported before [78]. In contrast, it is the aim of this work to use these
detectors for single particle counting in order to measure the total number of particles im-
pinging on a certain area in real time with an efciency very close to 100 %. In order to
address this, investigations on the performance of a beam monitor based on synthetic dia-
monds operated as single-particle counter for carbon ions at high-energies (80-430 MeV/u)
and low-energies (< 11.4 MeV/u) with heavier ions up to 238U have been performed. More-
over, the spectroscopic properties of single-crystal diamonds, produced by the method of
Chemical Vapour Deposition (sc-CVD), enable the measurement of the energy deposition
of heavy-ions and the number of particles simultaneously, thus allowing for the determi-
nation of the absorbed dose. The possibility of such an on-line dose monitor was also
investigated.
As a second option for dose determination, thermoluminescent (TL) properties of di-
amond have been studied by many authors [7, 59]. In the eld of heavy-ion irradiation,
however, the available information is scarce. This work has been performed to ll this
gap. The kinetics of charge trapping and detrapping for the main TL peak region as well as
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dosimetric characterization of the tested diamond material is demonstrated.
The quality of the dose verication in heavy ion irradiation is depending on the ion-
ization density and the efciency of the conversion of the absorbed energy into the TL
detector signal. The relative TL efciency of synthetic diamonds and TLD-100 thermo-
luminescent detectors to heavy ions was studied for various ions as a function of the ion
energy and Linear Energy Transfer (LET). Calculations based on the track-structure theory
and microdosimetry have been applied for the determination of the relative TL efciency of
diamonds. A comparison between model calculations and experimental data is presented.
For the quality control of the therapeutic beam parameters, the on-line control of the
intensity and prole of the pencil beam are not sufcient and the determination of the dose
distribution in the phantoms revealing the three dimensional (3D) information is also im-
portant. For this reason, measurements of the depth dose proles in a phantom using TL
diamond dosimeters were performed.
4
Chapter 2
Introduction
In the rst part of this Chapter the principles and requirement of modern radiation therapy
and dosimetry are presented. The concept of on-line beam monitoring by single-particle
counting and a presentation of diamond and his properties as a material for particle detec-
tion and counting are exhibited.
2.1 Heavy-ion therapy
Heavy charged particle therapy is a collective term and describes radiotherapeutic tech-
niques which make use of ions like protons, carbon, neon and others. As can be seen in
Fig. 2.1 the depth dose curves of proton and carbon ion beams are completely different from
those of photons usually called X-rays which has a roughly exponential absorption in matter
after an initial increase. The charged particles have little scattering when penetrating matter
and give the highest dose near the end of their range in the Bragg peak, just before coming
to rest, sparing healthy tissues located beyond the Bragg peak and also lateral to the beam.
A photon beam with an energy of 18 MeV exhibits a maximum of the dose deposited at a
depth of 2 to 3 cm of soft tissue while at a depth of 25 cm the dose is about one third of the
maximum value. Because of this non-optimal dose distribution the irradiation of healthy
tissues is unavoidable which is a serious limiting factor for the application of conventional
radiotherapy in many cases. In contrary, a beam of protons or light ions allows a highly
conformal treatment of deep-seated tumors with millimeter accuracy, giving minimal doses
to the surrounding healthy tissues due to the inverse dose prole.
Apart from the precision in dose application the increased biological efciency in the
target volume is the second main advantage of carbon ion therapy. With an increase of
the energy loss of the beam particles towards the Bragg peak a signicant increase for
the irreparable damage of the DNA is observed which yields a higher relative biological
5
6Figure 2.1: Depth dependency of the deposited dose for different types of radi-
ation. Carbon ions deposit their maximum energy in the Bragg peak at the end
of their range, where they can produce severe damage to the cells while sparing
adjacent healthy tissue located laterally as well as deeper seated (after [50])
efciency (RBE) in the target volume. The increase of the local ionization density for
particles with different velocities can be directly correlated with the local density of the
DNA damage (Fig. 2.2).
In order to improve the sparing of healthy tissue, multiple eld irradiations are used
in radiation therapy. Furthermore, the Intensity Modulated Radio-Therapy (IMRT) uses
multiple beams of Megavolatge X-rays with varying intensity across the irradiation eld by
means of variable, computer controlled collimators. Similarly, Intensity Modulated Particle
Therapy (IMPT) has been introduced using the so-called method of active eld shaping for
protons at the Paul Scherrer Institute (PSI / Switzerland) and lately also the GSI. The beam
delivery system at GSI Darmstadt is an implementation of an active eld shaping, where a
narrow focused and scanned pencil carbon beam with variable intensity is combined with
an active energy variation of the accelerator in the range of 88-430 MeV/u [37] yielding
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Figure 2.2: Comparison of the microscopic structure of carbon tracks at differ-
ent energies with a simplied depiction of a DNA molecule plotted at the same
scale. Ionization and consequent damage of the DNA is low at high particle
energies but increases signicantly at lower particle energies yielding clustered
damage that is difcult to repair. (after [50])
ions with a variable range. This system allows a three-dimensional scanning of the target
volume with a resolution of 1 mm.
For such a complex system, the beam control and quality assurance protocol is most
important for the safety of the patient and the overall quality of the treatment. Due to the
inherent characteristics of heavy ion beams, high spatial granularity is used in the volume
scanning process realized at GSI (typical step sizes are 2 - 3 mm, laterally as well as in
depth). This results in a large number of narrow pencil beams to be applied. The aspects of
dose verication in a scanned beam, patient positioning, precision of imaging and software
development play a particular important role. An inverse treatment planning procedure for
the determination of the beam-energy and particle uence at each beam spot is mandatory.
For the GSI system the control of the scanning process is performed with detectors that
were primarily developed for high-energy physics experiments. The precision is determined
and assured at different levels during the treatment. E.g. real time monitoring of the therapy
is possible using the Therapy Online Monitor (TOM): during the irradiation the lateral
beam position and its intensity is controlled by the use of multiwire proportional chambers
and large-area parallel-plate ionization chambers, respectively, which are mounted directly
in front of the patient. In the ionization chambers the intensity is measured approximately
every 12 µs while the position of the beam center is recorded once every 120 µs in the multi-
wire detector. Both values are then combined and compared to the requested values. An
excess of the intervention thresholds on intensity or beam position during therapy leads to
8abortion of the irradiation within a few milliseconds [43]. The use of such a detector system
based on transmission ionisation chambers offers a very precise on-line status control and
guarantees the necessary speed and security which cannot be assured by manual control.
After the treatment the overall quality of the delivered fraction can be quantied in
terms of deviations of the intensity and position of the beam from the planned values.
In nuclear reactions of the primary 12C ions with atoms of the penetrated tissue a small
amount 10C and 11C ions are produced. The three dimensional distribution of the activity of
these β+ emitting nuclei can be visualized using a Positron Emission Tomography (PET)
camera which is moved over the patient during irradiation. This allows an in-vivo monitor-
ing of the irradiated volume and especially of the penetration depth of the primary beam in
the tissue for each fraction of the irradiation with a resolution of about 3 mm.
Heavy ion radiotherapy has motivated basic research regarding the molecular events
provoked in response to very localized but severe DNA damage. Thus, many biological
experiments with low-energy heavy ions up to uranium are performed at the UNILAC at
GSI in order to study specic effects following high LET exposure (e.g., cell survival, chro-
mosomal aberrations, organization of the DNA damage and repair processes and cell cycle
delay). Understanding these effects is very important because they are the determinants
for the RBE, which is one of the main ingredient for the treatment planning in heavy ion
radiotherapy.
A precise dose measurement, preferably with < 3 % accuracy, is crucial for therapy as
well as for the analysis and interpretation of biological experiments. In general, the applica-
tion of the dose is controlled and steered online by detectors with gaseous active media but
also scintillating screens are applied, which emit light that is recorded by cameras. Dose
plan verication is normally done using small-volume ionization chambers placed in water
or solid-material phantoms as well as with radiographic and radiochromic lms for eld
verication. The ionisation chambers for dosimetry are air lled. The resulting ionization
signal is thus relatively small and the chambers can be applied only at relatively large doses.
Moreover the spatial resolution is very limited. The radiochromic and radiographic lms
have excellent spatial resolution but show a non-linear behavior as a function of the dose,
dose rate and LET and also suffer from a limited dynamic range. Also the readout of lm
can only be done ofine.
2.2 Dosimetry by heavy-ion counting
The most important parameter in radiotherapy is the absorbed dose, which is the deposited
energy per unit mass. Its unit is Gy, which is dened as 1 Gy = 1 J/kg = 6.24×1012 MeV/kg.
The dose generated by a heavy ion beam with an energy Ebeam can be well approximated
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as the product of mass stopping power S and uence Φ
D = S × Φ (2.1)
where
the mass stopping power
S = (
1
ρ
dE
dx
) (2.2)
is proportional to the energy loss dE
dx
, described by Eq. 3.28. It can be measured
directly for diamond with a thickness xdiam and density ρdiam by the use of diamond-
material based detectors. The description of this method is presented in Sec. 3.8.1.
For carbon ions with different energies passing through a diamond detector the results
are presented in Sec. 4.1.2.
fluence Φ
Φ =
N
∆x∆y
(2.3)
The most important gure in the calculation and optimization of the physical dose
is the determination of the particle numbers N on the specic area (∆x∆y). One
method is to use the CVD diamond in a non-integrating mode in order to count the
number of impinging particles. Up to several 109 particles can be counted per chan-
nel. In this way it is possible to determine the uence equal to the total number of ions
hitting the known surface area of the diamond (the so-called ’pixel’). Section 3.8.2
describes the signal processing. Applying a suitable segmentation of the active detec-
tor area (pixelization), beam prole measurements can be performed. In addition one
can prot form the very narrow pulses (<1 ns) delivered by the diamond detector, for
the analysis of the particle beam structure with respect to the time.
The maximum possible count rate depends on the intrinsic detector dead time (or the
width of the signal given as the full width at half maximum (FWHM) of the signal). In
this way one could prot from the very fast drift-velocity of the charge carriers in diamond
(see page 14) which results in a high counting capability of diamond. Assuming an average
drift velocity of 100 µm/ns, 108 particles per second can be recorded using a 100 µm thick
sc-CVD diamond. The maximum count rate of poly-crystalline CVD (pc-CVD) diamond
can be even higher due to a faster charge trapping. Unfortunately, pc-CVD does not always
deliver a signal large enough to be discriminated from the noise and is thus not generally
useful for counting. The most challenging task is then to achieve a signal from the detector
with a thicknesses of a few 100 µm which is sufciently large. Fig. 2.3 shows the value
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of the deposited energy and the corresponding charge generated in diamond with a thick-
ness of 100 µm according to Eq. 3.1 for carbon particles within an energy range between
80 MeV/u and 430 MeV/u calculated with the SRIM-2006 program code [92]. In the case
of monitoring the beam delivered by the UNILAC, the generated charge in a 100 µm thick
diamond is about three orders of magnitude higher as compared to that generated by the
carbon ions use for the therapy (see more data in Tab. 6.1). In these cases, the range of
those heavy-ions in diamond is much shorter as shown in Fig. 3.19 and may lead to un-
wanted polarization effects in the detector, spoiling the resolution and counting efciency.
The experimental results of high-energy and low-energy ion-beam monitoring are presented
in Sec. 4.1.3 and 4.1.4, respectively.
A low atomic number of a detectors bulk material allows the devices to stay in the beam
during the irradiation (e.g., in front of a patient) without degrading the beam quality e.g., by
nuclear reactions in the detector material or straggling effects. Especially in these cases the
detector itself should be as radiation hard as possible which also supports the application of
diamond material (see Sec. 3.1.3).
Figure 2.3: Values of energy loss of carbon ions and generated charge at spe-
cic energy range 80 - 430 MeV/u in 100 µm diamond positioned in the beam
isocenter calculated by SRIM.
Chapter 3
Material and Methods
The following chapter describes the characterization of diamond material for on-line par-
ticle detection as well for TL dosimetry followed by the description of the experimental
conditions: irradiation parameters and setups used for the different measurements.
3.1 Properties of diamond
Diamond has always been an outstanding and desirable material because of the physical
material superior to other materials. With the invention of synthetic growth techniques at
high pressures and temperatures in the 1950s, it became technical material, especially for
mechanical applications. However, it was the advent of low pressure deposition techniques
that made the excellent mechanical, thermal, optical and electronic properties accessible.
Under ordinary conditions graphite, not diamond, is the thermodynamically stable crys-
tallographic conguration of carbon. Thus, the main requirement and difculty for the
synthesis of diamond by Chemical Vapour Deposition (CVD) is to deposit sp3-crystalline
phase of carbon and simultaneously suppress the formation of graphitic sp2-bonds. This
can be realized by establishing high concentrations of non-diamond carbon etchants such
as atomic hydrogen. Usually, those conditions are achieved by admixing large amounts
of hydrogen to the process gas and by activating the gas either thermally or by a plasma
created using a microwave generator as presented in Fig. 3.1. Hence, a common feature of
all diamond CVD techniques is a gas-phase non-equilibrium, i.e., a high supersaturation of
atomic hydrogen and of various hydrocarbon radicals. One observes an inverse relation-
ship between lm quality and growth rate [94]. Faster growing of poly-crystalline diamond
results in smaller grains what affects the electrical properties (described in Sec. 3.1.2) and
efciency of thermally stimulated light (Sec. 3.5.1).
With the implementation of CVD techniques diamond became available in the form
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Figure 3.1: Microwave CVD reactor. Typical deposition conditions are: 1 %
methane in hydrogen as source gas, 700 - 1000 ◦C deposition temperature and
gas pressures in the range 30 - 300 Torr.
of extended thin lms and free-standing plates or windows. Moreover the cost effective
production of large diamonds was possible. Nowadays, a high quality single crystalline
diamonds produced by CVD technique opens the doors to many applications in electronics
as well as in the eld of radiation detectors. Adding dopants during the deposition could
be realized, making diamond a p-type e.g., boron-doped or n-type e.g., phosphorus-doped
semiconductor or allowing the formation of diamond with TL properties [6, 26].
Semiconducting diamond is one of the most promising materials for many electronic
applications requiring extreme performance, such as high power, high temperature and high
frequency devices. Diamond has excellent mechanical, thermal, electrical and chemical
properties. It is the hardest known material and it has the highest electrical breakdown
eld, the highest room temperature thermal conductivity and the widest electromagnetic
radiation transparency range of all materials known. The main properties are summarized
in Tab. 3.1.
3.1.1 Chemical properties
Diamond is chemically inert and (due to the high strength of the covalent bonds) is highly
resistant to chemical attack by acids or other chemical reagents. The only exceptions are
materials that act as oxidizing agents at high temperatures - these provide the only effective
way to attack diamond at normal pressures and temperatures below 1000 ◦C.
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Table 3.1: Mechanical, thermal, optical and electrical properties of diamond.
Property Value
Strength, tensile >1.2 GPa
Density 3.52 g/cm3
Atom density 1.77×1023 1/cm3
Thermal expansion coefcient 1.1 ppm/K
Thermal conductivity 20.0 W/cmK
Optical transparency UV to far IR
Dielectric constant 5.7
Dielectric strength 10000000 V/m
Electron mobility 2200 cm2/Vs
(high-purity single-crystal CVD) 2400 [72]
(high-purity single-crystal CVD) 4500 [42]
Hole mobility 1600 cm2/Vs
(high-purity single-crystal CVD) 1300-3100 [72]
(high-purity single-crystal CVD) 3800 [42]
Bandgap 5.47 eV
Resistivity 1013 - 1016Ω cm
The only other possible form of chemical attack is by two groups of metals which are strong
carbide formers at very high temperatures, like tungsten, tantalum, titanium and zirconium.
This behavior is used to form metal contacts on diamond for electrical applications. Metals
like iron, cobalt, manganese, nickel and chromium in the molten state are true solvents for
carbon.
3.1.2 Electronic properties
The fundamental carriers in semiconductor material are electron-hole pairs e.g., created
along the path of penetrating charged particle (primary radiation or secondary particles).
Their amount is directly proportional to the deposited energy:
QG =
EDep
D
· q (3.1)
where EDep/D is the number of electron-hole pairs generated, EDep is the energy de-
posited, D is the average energy consumed to create an electron-hole pair and q is elemen-
tary charge.
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Their motion of these carriers with drift velocities −→νdr in an applied electric eld −→E0
generates a basic electrical signal which can be described by the Shockley-Ramo Theorem.
The theorem states that the instantaneous current induced on a given electrode is equal to:
i = q−→νdr · −→E0 (3.2)
Charge carriers velocity
For an electric eld at which almost complete saturation of the collected charge (E ≥ 0.3 V/µm)
is obtained, the constant charge-carriers drift velocity νdr in a detector with a thickness d
and ttr the transition time is given by the FWHM of the signal and may be calculated from
the relation:
νdr(E) =
d
ttr
(3.3)
The charge mobility µ is dened as drift speed νdr divided by the electric eld E [77].
µ =
νdr
E
(3.4)
In Fig. 3.2 the carrier velocity is plotted as a function of the electric eld for electrons and
holes separately.
Figure 3.2: Drift velocity in < 100 > oriented sc-CVD diamond as a function
of applied electric eld (after [71]).
3.1. Properties of diamond 15
Charge collection distance
The transport properties of free carriers and their lifetimes are important intrinsic param-
eters of semiconductor materials. They are used in evaluating their potential for various
applications in radiation-detection, as high-voltage devices, electronic components like
transistors and diodes also for high power, high frequency wireless devices. The Charge
Collection Distance (CCD) is the gure of merit for diamond particle detectors and is de-
ned by Eq. 3.5:
CCD = νdr(E)τ = (µE)τ (3.5)
where ν is the velocity, µ the mobility, τ the lifetime of the charge carriers and d is the
diamond sample thickness.
The charge collection distance CCD ≤ dD is dened as d ·QC/QG where QG and QC
are respectively generated and collected charge. The ratio QC/QG is a Charge Collection
Efciency of the ionization charge. It depends strongly on the presence and density of
charge carrier traps. Due to the short diffusion length in the poly-crystalline samples the
obtained µ × τ -products are limited by trapping and recombination at point defects like
displaced carbon atoms in interstitial or vacancy positions, or impurity atoms (e.g., H, N,
B, O).
In case of as-grown poly-crystalline diamonds the size of crystallites is varying between
the substrate- and the growth side. The charge collection distance can be different in dif-
ferent crystallites leading to a non-uniform response and a broadening of the distribution of
the charge signal from the whole substrate. For this reason ’detector grade’ poly-crystalline
diamonds with homogeneous and preferably big grains size along the sample thickness
should be used for applications where the height of the obtained electric signal is an issue.
An increase of the CCD can be obtained through a pre-irradiation of the detector with
ionizing radiation, a process called pumping or priming. Once a deep level trap has captured
a charge carrier the trap can be permanently passivated. Generally CVD diamond remains
in the primed state for a long period (e.g., months) if kept in dark at room temperature.
For sc-CVD diamond the CCD=mobility × lifetime is 2-3 times higher than for pc-
CVD mainly due to the low densities of point defects and dislocations in a mono-crystalline
lm. Thus, single crystal diamond is a perfect candidate for measurements of a particles
energy-loss spectrum. This feature was applied for therapy carbon-ion beams spectroscopy,
the results are presented in Sec. 4.1.2.
Bandgap
At room temperature, diamond is an insulator with a resistivity of 1 × 1016 Ω· m. It can
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be doped to change its resistivity over the range of 10-106 Ω· m, turning diamond to a
wide-band semiconductor. Due to the large band gap of (5.470 ± 0.005) eV the concentra-
tion of free charge carriers is low, which entails low dark current that leads to a very good
signal-to-noise ratio when using diamond as an active radiation detector.
3.1.3 Radiation hardness
Diamond detectors are expected to be more radiation-hard than silicon because of higher-
band gap of diamond comparing to silicon (1.12 eV) and averaged energy to create a lattice
displacement which is about (15 - 20) eV for Si and in the range (37 - 47) eV for diamond,
depending on the direction in the crystal). The total energy loss of an impinging particle
on a detector is divided into an ionizing part use for detection and a non-ionizing part
which represents energy loss in phonons and lattice defects. So called ’NIEL’-hypothesis
states that the radiation damage and the corresponding signal loss is proportional to the
’Non-Ionizing Energy Loss damage cross-section. A good agreement between theoretical
base on NIEL hypothesis and experimental data for pc-CVD diamond radiation damage
after protons and neutrons irradiation was reported [14]. Because of the low initial charge
(Z = 6) the nuclear fragments are light, thus causing a relatively small amount of NIEL.
This is the basic reason why diamond is almost an order of magnitude more radiation hard
from silicon at high energies above a few hundred MeV. The situation changes for energies
well below 100 MeV where the cross sections for charged incident particles are dominated
by the Rutherford scattering, which falls like 1/E2 and creates many small scale lattice
displacements.
If diamond is irradiated, in contrary to silicon [57], due to its large band-gap of 5.47 eV,
the defects created like deep donors and acceptors have no inuence on the electronic noise
and thus do not increase the leakage current. Furthermore, it was found that the charge drift
velocity remains unchanged after irradiation with up to 1015 26 MeV protons and 20 MeV
neutrons [72]. The CCE, which is the collected charge represented by the area under curves
shown in Fig. 3.3 drops after irradiation, however the amplitude and the rise time of the
induced current signal stays constant. Therefore when broad-band electronics (DBA) read-
out [61] is used, no change in counting efciency should be observed.
3.2 Diamonds characterization
In this section a description of all samples used in the present work are presented. This com-
prises the characterization of the diamond material, surface properties, electrical properties
which are crucial for online dosimetry (active detector) and the emitted TL light wave-
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Figure 3.3: Transient current signal of an irradiated sc-CVD diamond. An
exponential decay t/τ is observed which is due to charge trapping. The velocity
of the charge transport is not affected, therefore the charge carrier creation
is negligible. Each curve is an average of 100 single events. (courtesy of
M. Pomorski).
length spectra used for TL dosimetry. Additional information obtained e.g., by Raman,
IR/UV/VIS absorption techniques are presented in Appendix 6.1.
3.2.1 Surface characterization
The morphology of the diamonds surface is a crucial input for the quality of structured
metal electrodes (see Sec. 3.2.2). It was therefore investigated with a Scanning Electron
Microscope (SEM) XL SERIES / Philips. The view on the growth side of a sample of poly-
crystalline diamond of mechanical grade ’PC’ is presented in Fig. 3.4. The size of the grains
is varying between 40 µm and 130 µm. In case of sc-CVD the surface was scanned using an
Atomic Force Microscope (AFM) instead. The R.M.S. (root mean square) roughness was
measured to be 1.5 nm and 6.5 nm respectively, what is a result of the polishing process
applied for these samples.
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Figure 3.4: Surface morphology of a ’mechanical grade-PC’ poly-crystalline
diamond lm.
3.2.2 Active detector preparation
If necessary old metal contacts from former tests were removed by immersion of the dia-
mond sample in ’aqua regia’ solution (1 HNO3:3HCl (aq)). Before sputtering of the multi-
layer electrodes all samples, were boiled in a solution of KNO3 in H2SO4 for 30 minutes in
order to remove graphite and carbide layers (if needed) and to oxidize the surfaces which
increases the resistivity of the lm. After these steps the cleaning was completed by rinsing
in distilled-water in an ultrasonic bath and drying with pure nitrogen gas. Electrical contacts
were formed in parallel plate geometry on opposite surfaces of the diamond sample. Two
types of metallization have been applied using shadow masks applying either a sputtering
process yielding Chromium (50 nm) / Gold (100 nm) layers or an evaporation technique
leading to Titanium (20 nm) / Platinum (30 nm) / Gold (100 nm) contacts. All samples
were annealed for 15 minutes at 500 ◦C in an argon atmosphere directly after the metal-
lization. The dimensions of the pixels were measured afterwards by two methods: rst by
optical microscopy with a magnication of ve, calibrated with a standard 200 divisions
per 2 mm scale and second with a scanning electron microscopy technique. The measured
sizes of the pixels made were in the range from 1.15±0.14 mm2 to 63.58±1.4 mm2. The
electrical contact between diamond and a Printed Circuit Board (PCB) for the readout was
made by applying silver paint on a gold wire attached on top of the metal spot or by bonding
technique with aluminium wire. The main characteristics with respect to size and contact
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Table 3.2: Characteristics of pc-CVD and sc-CVD diamond samples used for on-line
dosimetry.
Sample Type Size Thickness Electrodes Pixel diameter Vendor
name CVD (mm2) (µm) (mm)
D1 pc 10×10 100 Cr/Au 1.6 E6
D2 pc 10×10 100 Ti/Pt/Au 3.2 E6
B16 pc 10×10 150 Ti/Pt/Au 4 mm x 4 mm
L3 pc 10×10 124 Ti/Pt/Au 9.0 E6
EL A sc 3.95×3.95 483 Cr/Au 3.0 E6
EL B sc 3.95×3.95 483 Ti/Pt/Au 3.0 E6
A sc 3.49×3.49 115 Cr/Au 1.2∗ E6
B sc 3.49×3.49 110 Cr/Au 3.0 E6
S10 sc 3.22×3.22 380 Cr/Au 2.9 E6
BDS6 sc 3.5×3.5 300 Cr/Au 2.9 E6
BTDIA250 sc 4.34×4.55 341 Ti/Pt/Au 2.5 Augsburg
(∗)The sample sc-CVD ’A’ has four pixels and is shown in picture 3.5 together with the
aluminium wires bonded on the top of each of the pad surfaces.
conguration of all diamond samples foreseen for active dosimetry are listed in Tab. 3.2.
On the Fig. 3.5 as example the detector ’A’ with a four pads is shown.
3.2.3 Electrical characteristics
The properties of electrical contacts play a key role in the overall performance of an elec-
tronic device. An ohmic contact is considered as a metal-semiconductor contact that has a
negligible resistance relative to the bulk or spreading resistance of the semiconductor [81].
Obtaining high quality ohmic contacts is one of the most frequently encountered problems
in the development of materials for electronics applications and is addressed in the follow-
ing section.
The current-voltage (I-V) characteristics of the detectors were probed in a light-tight
and electrically screened setup using a high precision Keithley 6517A electrometer. The
scheme is shown in Fig. 3.6. A constant ow of dry nitrogen avoids moisture which changes
the surfaces conductivity of the samples under investigation. As an example the I-V char-
acteristic of the poly-crystalline diamond ’D1’ is presented in Fig. 3.7. The measured dark
current is normalized to the corresponding surface of the detector’s contacts. The I-V char-
acteristics of ’D1’ diamond lm shows a linear curve suggesting an ohmic contact forma-
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tion with a dark current of 0.3 pA/mm2 under an applied electric eld of 4 V/µm. The
resistivity of this diamond sample is about 2.7×1015 Ω·cm. Figure 3.8 shows the current-
voltage curve of the sc-CVD diamond ’A’. The measurement was done under the same
conditions as described above. The plot is symmetrical between -1 V/µm and +1 V/µm.
For all tested samples, for a safe operating, the electric eld was chosen to be +1V/µm.
At this point the dark current stayed below 5 pA/mm2 and 1 pA, respectively, for all tested
pc-CVD and sc-CVD samples.
Figure 3.5: Pictures of a four pixels diamond detector based on the sc-CVD sample ’A’.
The 50 Ω strip lines and SMB connectors were used for signal transition. The aluminium
wires bonded on top of each of the pad surfaces are visible on the expanded view (right).
Figure 3.6: Scheme layout of a diamond particle detector and the setup used for the mea-
surements of the dark current characteristics of the diamond detectors.
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Figure 3.7: The I-V characteristics of the active detector sample ’D1’.
Figure 3.8: The current-voltage characteristics of the active sc-CVD detector
’A’. The detector was nally operated with an electric eld of +1 V/µm.
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3.3 Thermoluminescence (TL) Dosimetry
’Thermoluminescence’ is the absorption of energy from ionizing radiation and the ther-
mally stimulated relaxation back to equilibrium followed by monitoring the emission of
light from the system during the transitions of the free charges back to the ground state.
Thermal Luminescent Dosimeters (TLDs) are a very common type of dosimeter to
record a radiation dose which use a process known as Thermally Stimulated Luminescence
(TSL) usually termed thermoluminescence (TL). Ionizing radiation passing through the
thermal luminescent material generates electrons and holes which are captured by trapping
centres. The energies of the captured carriers are related to the trapping metastable states
associated with the material imperfections, and the energies are within the forbidden gap
of the given crystal. Heating the material produces phonons which stimulate transitions to
another energy level. This new level has an allowed transition back to the ground state emit-
ting a photon. An essential feature of all luminescent processes is the change in occupancy
of the various localized energy states. These alterations in the population are implemented
by electronic transitions from one energy state to another. Several kinds of transition are
possible and some are shown in Fig. 3.9, for both, electrons and holes. Transition (a) is
the excitation of a valence electron from a host atom into the conduction band where it has
enough energy to move freely through the lattice. Thus, transition (a) corresponds to the
process of ionization and is a result of the absorption of energy from an external source,
e.g., radiation. For every free electron in the conduction band a free hole is left behind
in the valence band. Thus, ionization creates free electron-hole pairs which may wander
through the crystal until they each arrive in a trap, e.g., at defect centers and become lo-
calized. This trapping is indicated for electrons (transition (b)) and holes (transition (e)).
The localized electrons and holes may be released from their traps by thermal or optical
excitation (transitions (c) and (f)) whereupon they are once again free to move through the
crystal. The second option open to the free electrons and holes is that they may recombine
with a charge carrier of opposite sign, either directly (transition (h)), or indirectly by re-
combining with a previously trapped carrier (transitions (d) and (g)). Luminescence results
if either of these recombination mechanism is accompanied by the emission of light (i.e.,
it is radiative). Thus, localized energy levels can act either as traps or as recombination
centers and it becomes pertinent to determine what distinguishes a recombination center
from a simple trap. The classication which is used to distinguish between the two types
is based upon the relative probabilities of recombination and thermal excitation. From the
electron trapping center, if transition (c) is more probable than transition (d), then the center
is classied as a trap. On the other side, if transition (d) is more probable than transition (c)
then the energy level corresponds to a recombination center. Similar denitions are valid
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Figure 3.9: Common electronic transitions in (crystalline) semiconductors and
insulators: (a) ionization; (b) and (e) electron and hole trapping respectively;
(c) and (f) electron and hole release; (d) and (g) indirect recombination; (h)
direct recombination. Electrons, solid circles; electron transitions, solid arrow;
holes, open circles; hole transitions, open arrows.
for the transitions (g) and (f) of hole centers.
Counting the number of photons gives a measure of the metastable state population and
hence the radiation. For a TL device to be effective, the lifetime of the meta-stable state
must be long compared to the length of the exposure or time between readings (heating).
3.3.1 Theory of glow curves
The intensity of emitted luminescence is related to the rate at which the system returns to
equilibrium. A plot of luminescence against sample temperature presents a characteristic
glow curve consisting of a thermoluminescence peak (or several peaks), for which the
temperature at the peak maximum is related to the trap depth E, the frequency factor s and
the rate of sample warming β = dT/dt. The activation energy E expressed in eV is known
as the so called trap depth. The constant s is also called attempt-to-escape frequency and
is interpreted as the number of times per second ν that an electron interacts with the lattice,
multiplied by a transmission probability κ, multiplied by a term which accounts for the
charge in entropy ∆ S associated with the transition from a metastable to the ground level.
s = ν · κ · exp{∆ S
k
} (3.6)
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Figure 3.10: Typical TL glow curves of CVD diamond detector (dashed line)
and standard TL detector (solid line) scaled down by a factor 100.
The frequency factor can also be equated to the capture cross-section σ of the metastable
state:
s = Ns · ν · σ (3.7)
where Ns is the effective density of states in the delocalized band (i.e., the conduction band
for electrons, or the valence band for holes) and ν is the free carrier thermal velocity. The
lifetime τ of the electrons in the trap at room temperature (300 K) can be calculated from:
τ = s−1exp{ E
kT
} (3.8)
As an example the glove curve of ’mechanical grade PC’ diamond sample together
with that of a LiF:Mg,Ti (MTS-N) TL detector obtained after irradiation by carbon ions
with energy 88 MeV/u to a dose of 10 Gy is presented in Fig. 3.10 .
A theory for the thermal untrapping of electrons was rst developed by Randall and
Wilkins in 1945. Their analysis for an isolated glow peak is based on electrons being
trapped at a discrete level below the conduction band. On heating the crystal the electrons
are thermally excited and released from the traps, with recombination taking place at deeper
luminescence centers. The theory assumes: (a) that once the electrons have been released
from the trap into the conduction band the probability of retrapping is negligible; (b) that
transitions between the trapped state and other centers are negligible; and (c) that the life-
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time of the electrons in the conduction band is short. The probability that an electron will
escape from the trap at some temperature T is given by
p = s exp(−E/kT ) (3.9)
where E is the trap depth and s a frequency factor and k is the Boltzmann constant. For
the conditions described above the rate of release of electrons from the traps is given by the
rst-order kinetics equation
dn/dt = −n p = −n s exp(−E/kT ) (3.10)
where n is the number of trapped electrons. On integration of the above equation
n = n0 [−s/β
∫ T
T0
exp(−E/kT )dT ] (3.11)
where β = dT/dt is the heating rate, n0 is the initial density of the trapped carriers and
T0 is the initial temperature. The intensity of luminescence I is determined by the rate of
arrival of electrons at the luminescence centers
I = −C dn/dt = C s n exp(−E/kT ) (3.12)
where C is a constant related to the luminescence efciency. The equation describing ther-
moluminescence with rst-order (monomolecular) kinetics, i.e., a process for which the
retrapping of carriers is neglected after they have been thermally released from traps, the
expression of the glow curve intensity I in the case of the linear increase of the temperature
is given by Eq. 3.13
I(T ) = C n0 s exp
(
− E
kT
)
exp
[
− s
β
∫ T
T0
exp(− E
kT
)dT
]
(3.13)
For the case of equal retrapping and recombination probabilities a second-order kinetics is
used, given by formula
dn/dt = −n2 s exp(−E/kT ) (3.14)
The untrapping of electrons is not limited to rst- or second-order kinetics but may follow
a general order [19].
3.3.2 Thermoluminescence of diamond
The thermoluminescence is usually observed in ordered crystals but can occur in disordered
materials such as glasses and also in biological materials like tomato seeds, spinach, teeth
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and bones. The physical models explaining the occurrence of TL glow peaks are based on
the assumption that the thermoluminescent material is an ordered crystal lattice.
Reported by Sir Robert Boyle on October 28, 1663 to the Royal Society in London
I also brought it [the diamond] to some kind of glimmering light by taking it
into bed with me, and holding it a good while upon a warm part of my naked
body. . .
In a given crystal, the study of TL is actually the study of imperfections in the lattice. In
principle, a perfect crystal with no impurities or defects is not expected to exhibit any TL.
Because such perfect crystals do not exist even in high-quality (purity) synthetic diamonds
the TL signal usually can be observed (see Fig. 3.11) however is much lower than that from
pc-CVD diamonds and is thus not useful for dosimetric use. The thermoluminescence is
a very sensitive tool to detect imperfection in small quantities but is no straight way to
identify them. For the application like dosimetry it is usually not important, however from
physical point of view understanding the role of defects and impurities is very important
and may inuence the consideration of choosing the appropriate dosimetric materials.
Diamond is known to be an extremely attractive material for radiation detection and
dosimetry applications, it can be used especially as a passive detector, exploiting its ther-
Figure 3.11: Typical TL glow curves of the ’mechanical grade’ pc-CVD and
high quality sc-CVD diamond detectors after exposure to VUV light with 112-
900 nm wavelength.
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moluminescence properties. The crystallographic structure makes diamond high resistible
against radiation damage and chemically inert. This and other properties of diamonds like
its tissue equivalence (atomic number of 6 as compared with that of effective atomic num-
ber of human soft tissue: 7.4), highest known heat conductivity at the room temperature,
low sensitivity to the visible light qualify them for many applications in radiotherapy and
radioprotection.
3.4 TL Activation energy
Two parameters, activation energy E and frequency factor s which are described in more
detail in Sec. 3.3.1, have a strong inuence on the shape of the glow curve. They can be
derived from the recorded experimental peak, applying the methods [29] described below
in this section.
3.4.1 Peak shape method
Two methods based on the peak shape have been applied in this work, which have been
proposed independently by Chen and Grossweiner for calculations for rst order kinetics.
The ’Half Maximum Intensity’ method proposed by Chen [18] is useful for a broad range
of the activation energies ranging between 0.1 eV and 2.0 eV and pre-exponential factors
s between 105 sec−1 and 1013 sec−1. This method does not need any knowledge of the ki-
netics order which is directly found from the peak shape. As a rst approach, it is possible
to check the symmetry properties of the peak. A ’rst-order peak’ has an asymmetrical
shape, whereas a ’second-order peak’ is characterized by a symmetrical shape. The sym-
metry properties of the glow peak schematically presented in Fig. 3.12 are expressed as a
combination of TM , T1 and T2, which are the temperatures of the maximum intensity and
the half intensity temperatures at the low and the high sides of the peak, respectively.
τ = TM − T1 (3.15)
δ = T2 − TM (3.16)
ω = T2 − T1 (3.17)
According to the asymmetrical property of a rst-order peak, τ is is almost 50 % bigger
than δ. The symmetrical geometrical factor µg calculated as
µg = δ/ω (3.18)
is equal to 0.42 for a rst-order and 0.52 in the case of a second-order kinetics. In other
words, if the result x of Eq. 3.19 is less than zero, a second-order kinetics has to be consid-
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Figure 3.12: Parameters characterising a single TL peak
ered, if it is positive, a rst-order behavior is possible.
|0.52− µg| − |0.42− µg| = x (3.19)
Grosswiener was the rst author using the shape of the glow-peak in order to calculate
the trap depth E and the so called ’frequency factor’ s. His method [35] is based on the
temperature TM at the maximum as well as on the low temperature at half intensity T1.
Using Eq. 3.13 for rst-order kinetics for IM = I(TM) and IM/2 = I(T1) one obtains the
approximation for the activation energy E
E = 1.51k
TMT1
TM − T1 (3.20)
Starting from expression I = I(T ) for the TL intensity and Eq. 3.13, given in case of
s = s(T ) and having used the integral approximation, following Chen’s concept of Total
half-width peak method, the expression for the activation energy becomes
E = 2kTM
[
1.25 · TM
ω
− 1
]
(3.21)
The frequency factor s then can be expressed by
s =
2.67β
ω
10TM/ω (3.22)
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3.4.2 Initial-Rise method
The Initial-Rise method is based on the fact that the integral part, which appears in Eq. 3.13
is nearly temperature independent when the traps begin to empty as the temperature is
raised. In this case the initial part of the glow curve is proportional to the trap depth. A plot
of ln I versus 1/T, known also as Arrhenius plot should yield a straight line with a slope
−E/k where E is the activation energy. This analysis is independent of the kinetics of the
process.
3.4.3 Numerical curve fitting method
The numerical curve tting method according to Eq. 3.23 proposed by Mohan and Chen [60]
for rst order of kinetics was also applied. I this procedure, the activation energy E is the
only free parameter. The constant C is adjusted in a way that the intensity at the maximum
IM of the experimental and theoretical curves coincide. If the value of E chosen is too small
or to high the theoretical peak will be broader or more narrow than the experimental peak.
I(T ) ∼= C · exp
[
− E
kT
−
(
E
kTM
)3
E
kTM
+ 2
·
(
kT
E
)2
· exp
(
E
kTM
)
· exp
(
− E
kT
)]
(3.23)
3.5 Theory of heavy-ion response for TL materials
The thermoluminescence (TL) responses to heavy-ions have already been studied in the
area of radiation oncology and space dosimetry for various TL materials like LiF [63, 79,
33] and Al2O3:C [30]. A general tendency of decreasing response of the detector with
the ionization density was found. This section is an introduction to the theory of thermo-
luminescent response of dosimetric materials to heavy charged particles. Basic dosimetric
quantities and concepts like the stopping power, radial dose- and energy distribution applied
to the modelling of the detector response are presented.
3.5.1 Heavy-ion TL efficiency
The thermoluminescent efciency α is dened as the ratio of the mean energy emitted by
TL light ε0 to the mean energy imparted to the TL material by the radiation eld, ε [41]
α =
ε0
ε
(3.24)
The relative TL efciency measures the TL signal produced per unit dose and unit mass by
the radiation under study with respect to the TL signal per unit dose and unit mass produced
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by the reference radiation. In our study the TL response to Heavy Ions (HI) relative to a
reference 60Co gamma radiation was used.
ηHI,γ =
TLHI/DHI
TLγ/Dγ
(3.25)
The dose levels DHI and Dγ must be low doses where IHI and Iγ fall in the linear region
of the TL dose/uence response. The value of the relative efciency is affected by a large
number of experimental factors such as the variation in impurity concentration throughout
the batch, pre- and post-irradiation annealing parameters, readout parameters and sample
temperature (glow peak under consideration).
The relative TL efciency shows a general tendency to decrease with increasing Linear
Energy Transfer LET. Relative efciency data for LiF:Mg,Ti compiled by Horowitz [41]
show a general tendency to decrease the efciency, at 1/ρ LET values grater than 102-103
MeVg−1cm2 but a big spread of the values for the 1/ρ LET > 102 MeVg−1cm2 is observed.
Different particles of the same LET can result in different relative TL efciency. This is
may be explained as an effect of the complex intermediate mechanisms which take place
between absorption of the radiation and the emission of thermally stimulated light. A big
inuence on the absolute and relative TL efciency have presence of competing centers
which do not lead to the production of TL light following electron capture.
3.5.2 Track structure theory
In the Track Structure Theory (TST) applied to study TL efciency and dose response it is
assumed that the TL processes are initiated by the action of the secondary electrons created
by the slowing down of the heavy charged particles (HCP) in the medium. The simplest
geometrical model of the relative TL efciency of α-particles in LiF:Mg,Ti was presented
by Horowitz in 1984 [40]. The representation of heavy charge particle tracks within the
model was simplied to elongated cylinders with uniform or radial dose distribution (see
below). The average energy loss of 12C ions with an initial energy of 430 MeV/u in 500 µm
diamond is 31.5 keV/µm and corresponds to the plateau of the energy deposition. The
energy required to produce an ion pair is 12.86 ± 0.03 eV [70]. The average number of
ionizations, n, per one micrometer path length in diamond for this particle is:
n = 31580 eV/13 eV = 2429 ionisations/µm (3.26)
Assuming an equal distance between each straight path of ions, we obtain a distance be-
tween two ionization events of:
λ = 1 µm/2429 = 0.41nm (3.27)
3.5. Theory of heavy-ion response for TL materials 31
For heavy-ions this density of the ionization increases even three orders of magnitude up to
48.75 MeV/µm for uranium ions with an energy of 3.58 MeV/u (see Tab. 3.5) which results
in λ=0.00027 nm.
Stopping Power and Ranges Stopping Power
Stopping Power S and Ranges Stopping power of a charged particle with an energy E in a
medium with atomic number Z (dE/dx) is dened as the mean energy loss per unit path x.
The mass stopping power for charged particles traversing a material with the density ρ is
dened as (S/ρ). The original Bethe formula (1933) for calculation of mass stopping power
for soft collisions (i.e., those with impact parameter b much larger than atomic radius a) of
heavy charged particles, was later improved by including a hard-collision term (a∼=b) and a
shell correction, becoming:
(
dE
ρdx
)
=
4Cmec
2z2
β2
[
ln
(
2mec
2β2
(1− β2)I
)
− β2 − C
Z
− δ
]
(3.28)
where:
C = pi(NAZ/A)r0
2
r0 =
1
4pi0
e2
mec2
is classical electron radius
β = v/c
z = particle charge
NA = Avogadro number
Z = atomic number of the medium
A = atomic weight
I = mean excitation potential
δ = correction term for density effect in condensed media
The above expression takes into account only energy loss in collisions with electrons (colli-
sion stopping power) but not due to bremsstrahlung taking place during the slowing down of
the heavy charged particle. The collision stopping power is sometimes used as a synonym
of the Linear Energy Transfer, LET, also denoted as L∞. The innity subscript denotes that
the total energy of all δ-rays resulting from hard collisions was accounted for when calcu-
lating the stopping power. The radiative energy losses are not included into LET because
these photons do not contribute to the energy deposition in the vicinity of the HI track. The
restricted LET, L, includes contributions from only those δ-rays whose initial energies are
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lower than the cut-off energy ∆. The cut-off energy is typically in the range of 100 eV. L
is applied in some radiobiological models to calculate energy deposition in small targets
irradiated with energetic ions.
Towards the end of the range the single track LET reaches a maximum value. In ion-
atom collisions 80 % of this energy is transferred to target electrons that are emitted pref-
erentially with low kinetic energy, forming an electron cloud around the trajectory of the
primary ion, i.e., the ion track. Radiobiological effects are produced mostly by electrons. It
is the higher electron-density, and consequently the ionization-density, that yields a greater
biological effectiveness.
Several computer codes were designed to calculate stopping power and ranges of the
charged particles in matter. ATIMA is a program developed at GSI which calculates various
physical quantities characterizing the slowing-down of protons and heavy ions in matter for
specic kinetic energies ranging from 1 keV/u to 450 GeV/u [3]. SRIM-2006 [92] is a
group of codes, which calculate the stopping power and ranges for ions in the energy range
up to 10 GeV/amu in different media. For the calculation of water/air stopping power ratios
for the ionization chamber dosimetry of carbon ions in the energy range used for radiother-
apy (50 - 450 MeV/u) the Monte Carlo code SHIELD-HIT v2 [31] can be used. Moreover,
there are three other computer codes available ESTAR, PSTAR and ASTAR, which calcu-
late stopping-power and range tables for electrons, protons, or helium ions [12].
Radial Dose Distribution
The radial dose distribution D(r) around the ion path is dened as the average energy de-
posited in the cylinder with a radius between r and r+dr, normalised to its mass. D(r) is of
principal importance in track structure theory [45, 88, 40, 33, 80] in predicting the response
of physical detectors and biological systems. In this theory, the prediction of the detector
response to heavy ions is based on the measured dose-response of this detector to γ-rays,
from low doses to saturation. An important factor, which facilitated the application of D(r)
is that it can be calculated using analytical formulas [87, 91] for a wide range of ions and
energies. The general representation of D(r) is:
D(r) =
Z∗2
(v/c)2r2
(3.29)
where Z∗ is the particle’s effective charge described by a formula which accounts for
charge-pickup at low ion velocities, v is the particle velocity, c is the speed of the light in
vacuum and r which is dened between rmin and rmax determined by the maximum range
of δ-rays and dependent on the ion’s velocity (or energy/amu). The integral of D(r) per
unit path should be in general equal to the LET of the particle (in water). Since most of the
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model calculations of the detector response and D(r) pertain to water, the measured D(r)
must later be scaled to the medium of the detector by an appropriate density factor.
The main disadvantage of D(r) for the modelling of the response of physical detectors
is that all the formulations used presently for the radial distribution of dose around a heavy
charged particles track represent an average over δ-rays of all energies present and cannot be
derived for photons and electrons with a different initial energy, i.e., modelling of detector
response to these low-LET particles is not possible.
3.6 Microdosimetric modelling
The microdosimetric distribution depends on the ion charge, ion velocity, target size and
target composition. Energy deposition distributions in nanometer and micrometer size tar-
gets are considered to be of relevance in explaining radiation action in biological systems
and in physical detectors. Microdosimetric distributions in micrometer-size targets can be
either measured using tissue-equivalent low pressure proportional counters, or calculated
using Monte Carlo track structure codes or analytical methods. In this section a micro-
dosimetric and track structure modelling of heavy ion TL efciency for diamonds and LiF
detectors applied in our work are outlined.
3.6.1 Xapsos model
The analytical model developed by Xapsos for calculating microdosimetric distributions of
charged particles in water vapour targets [89] is based on the observation that the straggling
of the energy loss can be approximated by a log-normal distribution of the energy deposition
and is applying macroscopic parameters characterizing the radiation eld and the target.
For ions, the model distinguishes between direct events, when the core of the ion track
crosses the sensitive site (crosser), and indirect events caused by secondary electrons
emitted by ions passing by the site (touchers) (see Fig. 6.16).
The frequency distribution of ionizations j for direct (ion) events fi(j) and for indirect
(electron) events fe(j) can be described by a log - normal distribution with two parameters:
the mean value of the energy imparted µ and the variance of energy deposition, σ2. The
variance is calculated as the sum of variances of several distinguishable processes contribut-
ing to uctuations of energy depositions. The average energy deposited to the medium per
single collision σcollee is expressed as the smaller value (denoted as X) of the energies T/2
and ∆ where T is the mean energy of the electron slowing-down spectrum and ∆ is the
cut-off energy that characterizes the site dimensions:
δcolle = A ·XB (3.30)
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where: A, B - constants. (0.114 and 0.591 respectively) [89]. Finally, the normalized
probability of production of j number of ionizations by ions or electrons passing the target
volume along the chord length l is equal:
fi,e(j, l) =
1√
2piσi,ej
exp
(
−
(
ln j − µi,e√
2σi,e
))2
(3.31)
This equation is then integrated over the chord length distribution c(l). For spherical vol-
umes c(l) = 2d/l2 and the ionization distribution for crossers or touchers is equal to:
fi,e(j) =
∫
l
fi,e(j, l)c(l)dl (3.32)
The combined frequency ionization distributions f(j) is weighted over the relative number
of events P :
f(j) = (1− P )fe(j) + Pff(j) (3.33)
The relative contribution of indirect events (1-P) depends on the average energies imparted
to the volume by electrons εe, and ion events εi
1− P = 1− fion
εe/W
(
fionW
εi
+
(1− fionW
εe
)
) (3.34)
where W is the average energy for production of ion pairs and fion is the fraction of energy
imparted by ion collisions.
3.6.2 Modified Xapsos model
The work of Olko and Czopyk [25] shows an underestimation of the calculated heavy ion
response of LiF: Mg, Cu, P thermoluminescence detectors using the Xapsos model for
60 nm sites. The relative contribution of touchers was found to be higher than that derived
from calculations with the MOCA-14 Monte Carlo code. The analytical model of Xapsos
was adapted by Olko and Czopyk in order to calculate microdosimetric spectra of heavy
ions in spherical targets of nanometer dimensions in water vapour, for ion energies from
0.3 MeV/amu up to several hundred MeV/amu by modifying the degradation spectrum of
secondary electrons and introducing an effective path of electrons in the nanometer size
target.
As an input for the calculation of the relative TL efciency using the XAPSOS model [89]
and the Modied Xapsos [25] model the values of dE/dx were calculated in water vapour
for a carbon ion-beam with energies between 1 MeV/u and 440 MeV/u and then converted
to a target diameter in a diamond detector by scaling the target diameter by the detector
density ρdiam = 3.515 g/cm3 as follows:
ρH2OdH2O = ρdiamddiam (3.35)
The site diameter was established as 400 nm for diamond detectors.
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3.6.3 ECLAT
To calculate the relative efciency of the TL detectors as a function of the projectile atomic
number Z and energy E a model based on the radial dose distribution and the TL response
to the sparsely ionizing radiation was developed at GSI [33]. The model is similar to the
Local Effect Model LEM [80]. In contrary to the existing models no free parameter - like
the radius of a sensitive volume - have to be used and therefore it requires no experimental
heavy ion data as input. A computer code named ECLAT (Efciency CaLculation for All
Thermoluminescence detectors) developed at GSI has been applied which was originally
proposed for calculations of the relative efciency of TLD-700 LiF detectors [34, 32]. The
calculations are based on the assumption that the local dose at each electron trapping center
is important for the probability of electron trapping. Because of their small size these cen-
ters are activated independently of each other. Their responses to the local dose is assumed
to be the same as that one measured with X-rays. Therefore, the radial dose distribution
D(r) around the particle track has to be folded with the detector response TLX(D) to X-rays
in order to calculate the dose response to a particle of a given energy and atomic number.
For that purpose the detector volume has to be divided into layers of thickness ∆zi,
so that the energy variation of the primary beam inside each layer is small. The volume
around each ion path is divided into concentric cylindric shells Vi = 2piri∆ri∆zi, resulting
in a small variation of dose inside each shell (less than 10 %). For the radial dose distri-
bution at the distance r from the ions path, results of track structure calculations [53] were
parameterized leading to
D(r) =


k for r < r0
k
(
r0
r
)2
for r0 < r < Rδ
with the constant k normalized to the energy loss
2pi
∫ Rel
0
D(r)rdr =
1
ρ
(
dE
dx
)
(3.36)
The radial dose distribution was calculated with TRK [52]
The heavy ion energy loss dE/dx has been calculated using the code ATIMA [3].
The Monte Carlo calculations mentioned above yield a relationship between the maximum
range of secondary electrons Rel and the electron energy Eel and target density % (g/cm3)
and particle energy E [MeV/u]
Rel · ρ = 4 · 10−5 × E3/2 (3.37)
Using Eq. 3.36 it is possible to calculate the dose deposited in a volume ∆Vi. Because the
dose variation is small over the size of the volumes ∆Vi, the thermoluminescence signal of
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each volume can be calculated from the detector response to X-rays as reference radiation
TLX(D). The TL signal after irradiation with X-rays is taken from Eq. 4.4. Summing up
the contributions of all volumes ∆Vi in all layers ∆zi yields the thermoluminescence signal
TLHI after heavy ion irradiation. The efciency η for particles can then be calculated
according to its denition Eq. 3.25. This procedure is implemented in the computer code
called ECLaT. This enables to calculate the efciency η(E, Z) for all ions and energies.
The results of this calculation are presented in Sec. 4.2.5.
3.6.4 Thermoluminescent detectors
In this section diamonds as well as LiF TL detectors which have been used are described.
The overview of the appearance of all types of detectors are presented in Fig. 3.13.
Figure 3.13: View of the pc-CVD and HPHT diamond and LiF TL samples placed in a
holder made of carbon reinforced plastic. The cover plate screened with a carbon loaded
polycarbonate foil is removed. The central position is reserved for a CR39 nuclear track
detector which was used as a reference measuring the particles uence.
Diamond
Currently there are no commercially available diamonds foreseen for TL application there-
fore a few types of synthetic diamonds were tested in order to nd the optimal material
for heavy-ion dosimetry. Especially the non polished poly-crystalline diamond samples
produced by a Chemical Vapour Deposition (CVD) process sold by Element Six [93] and
IMO [93] as well as made by High Pressure High Temperature (HPHT) diamonds from
IMP [97] were investigated. Unfortunately there are no data available about the chemical
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composition of those diamonds up to now. The geometrical features of all diamonds are
summarized in Tab. 3.3. The size of the CVD samples was about 3.6×3.6×0.55 mm3 which
is comparable with the size of standard LiF detectors.
Table 3.3: Geometrical features of the pc-CVD and HPHT diamond samples which have
been investigated for TL dosimetry.
Sample name Type Size (mm2) Thickness (µm) Vendor
TM pc-CVD 3.6×3.6 385 Element Six
PC pc-CVD 3.6×3.6 359 Element Six
OP pc-CVD 3.6×3.6 355 Element Six
EL pc-CVD 3.6×3.6 370 Element Six
BEL pc-CVD 3.1×3.1 560 IOM
HPHT1 HPHT 10.38 255 IMP
HPHT2 HPHT 27.84 359 IMP
HPHT3 HPHT 6.63 230 IMP
LiF detectors
The TL responses of the CVD diamond samples were compared to the response of standard
lithium uoride (LiF:Mg,Ti) materials: MTS-N (Magnesium Titanium Sintered, Natural
abundance of Li) [66] and a new type of the LiF material with increased efciency for
densely ionising radiation (named MTT) [13] produce by TLD Poland [100] and TLD-100
and TLD-700 samples from Harshaw Chemical Company [95]. The data of the composi-
tion and sizes of the LiF detectors are presented in Tab. 3.4, they have been published in
[58] for TLD-100 and TLD-700 material.
Table 3.4: Thermoluminescence LiF detectors.
Material Li-6 Li-7 Mg2+ Ti4− density diameter thickness
% % ppm ppm (g/cm3) (mm) (mm)
TLD-700 LiF:Mg,Ti 99.47 <0.03 200 ∼10 2.64 4.5 0.9
TLD-100 LiF:Mg,Ti 92.14 7.36 200 ∼10 2.64 4.5 0.9
MTS-N NatLiF:Mg,Ti 95.6 4.4 200 ∼30 2.5 4.5 0.9
MTT LiF:Mg,Ti 95.6 4.4 50 ∼120 2.5 4.5 0.9
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3.6.5 Light emission spectrum of diamond
In order to determine the optimal setup for the unknown diamond TL material and the opti-
mal readout conditions like required lters, the photomultiplier response, the heating range
etc. the light emission spectrum was recorded at the MPI for Geophysics / Heidelberg. As
an example Fig. 3.14 shows a 3-D emission spectrum of a ’PC’ diamond sample. One ob-
serves two maxima at 495 nm and 690 nm, respectively. In order to collect a maximum of
light emitted by the diamond and at the same time cut the background signal, which is pro-
duced by the light emitted from the heater in the infrared region of the spectrum, the lter
of type ’BG39’ was chosen and placed in front of the photomultiplier with a bialkali pho-
tocathode. Figure 3.15 presents a projection of the TL emission spectrum for ’mechanical
grade-PC’ diamond at three selected temperatures: 390 K, 450 K and 500 K.
Figure 3.14: 3-D TL emission spectrum of the ’mechanical grade-PC’ poly-
crystalline diamond. A maximum of the light emitted is observed at a wave-
length of 495 and 690 nm, respectively.
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Figure 3.15: Projection of the TL emission spectrum of ’mechanical grade -PC’
diamond at three selected temperatures: 390 K, 450 K and 500 K.
3.7 Irradiation parameters
For on-line measurements, aiming to count single ions, the detectors were operated in trans-
mission mode in case of therapeutic carbon-beams from the SIS and in stopped mode for
low-energy heavy ions at the UNILAC facility. The ion path can be regarded as being
parallel to the beam axis at the center of the irradiation eld. Table 3.5 summarizes ener-
gies, calculated with SRIM-2006 [92] stopping powers and ion ranges for all experiments
described here.
3.7.1 Photon irradiation
Two sources of sparsely ionizing radiation which served as a kind of reference were used:
an X-ray lamp with 250 kV and 16 mA current at the GSI facility and 60Co with 1170 keV
at the DKFZ / Heidelberg. The dose rate applied for all experiments was 0.371 Gy/min.
3.7.2 Therapeutic carbon-ion beam
The experiments with mono-energetic carbon ion beams with an energy ranging between
88 MeV/u and 430 MeV/u were performed at the medical facility Cave M at GSI. A picture
40
Table 3.5: Beam parameters: energy, stopping power and range in water, diamond and
TLD-100, respectively, for all ions applied.
Ion Beam LET in LET in LET in Range in Range in Range in
energy water diamond TLD-100 water diamond TLD-100
(MeV/u) (keV/µm) (keV/µm) (keV/µm) (µm) (µm) (µm)
C 430.1 10.37 31.58 20.57 313010 100840 152000
380.97 10.89 33.48 21.94 257590 89400 125000
319.02 11.92 36.91 23.99 192700 82030 94200
270.55 13.03 40.51 26.37 146430 47120 71400
247.74 13.74 42.86 27.75 126210 40610 61600
218.52 14.92 46.26 29.99 101930 32790 49700
170.66 17.52 54.61 35.35 66520 21400 32500
120.45 22.38 70.11 45.32 36040 11600 17600
88.83 28.19 88.75 57.38 20920 6740 10200
9.73 179 518 581 388 131 201
Ar 7.74 1580 4636 4020 143 48 74
Cr 6.14 2752 8207 5135 101 34 54.7
Ni 5.6 3606 10798 6767 93 31.3 50.7
Xe 3.86 9526 28886 15205 84 21 33.5
Pb 3.67 13560 41082 20350 71 23.5 37.5
U 3.58 16060 48754 22609 71 24.3 37.5
of an example for the experimental setup is shown in Fig. 3.16.
The dose is delivered dynamically point-by-point, with overlapping positions scanning
an area up to 20×20 cm2, leading to homogeneously irradiated detector volumes. As an
example, the scheme of one of the experiments performed (see also Sec. 4.1.3) is shown
here in Fig. 3.17.
The nominal diameter of the beam spot F (Focus) of the 2-D distribution can be selected
from a predened list between items #1 and #7. The dependency of the beam spot size at
the isocenter on the beam energy as registered e.g., by a ’GafChromic’ radiographic lm is
presented in Fig. 6.6 and Fig. 6.7. The diameter was measured to be between 4 to 10 mm
Full Width at Half Maximum (FWHM). The intensity I (number of particles / spill) of the
12C beam can be delivered in fteen levels (#1 - #15). The rates of 106 to 108 carbon
ions/cm2 per second were used in our experiments.
Energy spectra were taken with sc-CVD diamond detectors for three different initial
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Figure 3.16: Experimental setup for online counting at the medical facility
Cave M. The detector under test ’B16’ with 16 pixels is mounted in the isocen-
ter of the beam, eight channels are connected to the broadband ampliers
(8xDBA) and another eight to the NINO electronics.
Figure 3.17: Scheme of the irradiations performed with a scanning beam of
12C ions. A single beam spot at the rst and the last position on the irradiated
eld as well as the direction of the beam movement is marked. As a result a
homogeneous 2-D dose prole is obtained.
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beam energies: 430.1 MeV/u, 200.28 MeV/u and 88.83 MeV/u with different beam inten-
sities. The position of the detector was well dened at the isocenter at Cave M. The energy
of the beam entering the detector was calculated as the difference between the initial beam
energy and the energy loss in 1.709 mm water equivalent material. The results obtained are
described in Sec. 4.1.2.
For the characterisation of the TL dosimeters, irradiations with carbon beams have been
applied with a constant intensity and focus, with energies from 88 MeV/u to 430 MeV/u.
The results are summarized in Sec. 4.2.4.
For the measurement of the depth-dose prole a eld with a diameter of 5.5 cm was
irradiated with 12C ions of 400.41 MeV/u, 353.76 MeV/u and 307.4 MeV/u, respectively,
with the corresponding maximum achievable intensity and focus.
3.7.3 Low-energy heavy-ion beams
Experiments with heavy-ions from 12C up to 238U, with an initial energy of 11.4 MeV/u
and uences of up to several 107 ions/cm2/second have been performed at the biology fa-
cility BiBA/X6 at the UNILAC. The xed size of the beam which is 45 mm in diameter is
established by the dimensions of the exit window made from Kapton after which an ion-
ization chamber (IC) with air as the active gaseous medium is mounted. A picture of the
experimental setup for the online dosimetry at this place in shown in Fig. 3.18.
As a reference for the particle numbers measured by various diamond detectors, a
dosimetry with an ionization chamber is part of the setup. The current signal of the IC
which is proportional to the deposited energy is converted to countable pulses. The calibra-
tion of this readout chain is done with CR39 1 nuclear-track detectors for each ion-species
and each adjustment of the electronic amplication factor of the IC readout. Because of the
instability of the beam uence with time this calibration needs to be done several times per
day. Finally, uence and the number of pulses delivered by the IC is put into relation by a
conversion factor (EF) according to:
F luence(particles/cm2) = IC(number of pulses)× EF (particles/cm2) (3.38)
The precision of this method depends strongly on the correctness of the CR39 treatment
(etching process) and readout (counting of tracks by a technician) as well as on the cor-
rect adjustment of the IC’s operation parameters (saturation range). The uncertainty of the
method is estimated to be ± 5 % in general, however, a discrepancy above 20 % can be
easily achieved especially for irradiations with particles of high LET.
The irradiation of diamond TL detectors were carried out with an apparatus (BiBA)
which moves each sample into the beam by remote control, applies the requested number
1allyl diglycol polycarbonate
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Figure 3.18: Experimental setup at Cave X6 at the UNILAC. Detector ’L3’
mounted in the mechanical holder directly after the ionization chamber is con-
nected differentially to the NINO electronics.
of pulses from the IC which is equal to a predened uence. The ions are generally stopped
within a few micrometers of the diamonds bulk material what is shown in Fig. 3.19.
3.8 Experimental setups
In this section the description of the setups for energy spectroscopy with diamond, a PMMA
phantom for depth-dose prole measurements and a TL detectors readout system is de-
scribed.
3.8.1 Energy spectroscopy
For the precise charge measurements, charge-sensitive preampliers and nuclear spec-
troscopy electronics (Fig. 3.20) was used. Two types of charge-sensitive preampliers have
been applied. The material characterization with an alpha source in vacuum was performed
with the CATSAII (Charge Sensitive preAmplier) [27]. The energy spectroscopy of car-
bon ion-beams and detector calibration with an alpha source in air was done using the TC-
SPA1 (Time Charge Sensitive preAmplier) which is a charge sensitive amplier designed
for time and energy measurements. It is described in more detail in Appendix 6.3.
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Figure 3.19: Distribution of the energy deposition of heavy ions in diamond
calculated with SRIM-2006.
The scheme of the alpha-characterisation setup is shown in Fig. 3.20. In order to
avoid energy loss of alpha particle in air the measurements were performed in a vacuum of
10−6mbar. Two types of sources were used: pure 241Am of 5.48 MeV and a mixed-nuclide
source containing 239Pu (5.156 MeV), 241Am (5.485 MeV) and 244Cm (5.805 MeV).
3.8.2 Heavy-ion counting
In order to process the signals obtained from the diamond detectors, an electronic based on
a discrete high-bandwidth (2.3 - 2.0 GHz) amplier (DBA)2 [61] was used. A 300 MHz
Phillips discriminator together with a 225 MHz Phillips scaler served to count the number
of detected particles.
DBA in three versions (II, III, IV) is a fast commercial electronics originally designed
for diamond detectors at GSI. The main advantages of this amplier are: a low noise gure
(2 dB), a remote controlled gain (10 - 1000), an analogue output signal and a pulse-height
of the output signal proportional to the input charge. However only single channel readout
exists and the pick-up noise under experimental conditions was observed to be relatively
high. A scheme of the DBA amplier is shown in Fig. 6.8 in the Appendix.
2Diamond Broadband Amplifier
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Figure 3.20: Scheme of the setup used for the characterisation of the diamond
samples using alpha-particle irradiation.
Figure 3.21: Scheme of the electronics setup used for the spectroscopic inves-
tigations on carbon ion beams.
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Alternatively to the analogue electronics a specially designed multi-channel ASIC (NINO)
was tested [2]. This integrated circuit was originally designed as the front-end ampli-
er / discriminator for the MRPCs of the TOF3 array of the ALICE4 experiment. Every
chip incorporates eight channels with a bandwidth of 400 MHz. Its principal design (see
Appendix Fig. 6.12) includes a Low Voltage Differential Signaling (LVDS) data transmis-
sion system which is a low noise, low power (standard 5 V is replaced by either 3.3 V or
1.5 V), low amplitude method for high-speed (GBit/s) data transmission over copper wire.
It uses a dual wire system, running 180 degrees to each other, which enables the noise to
travel at the same level, which in turn can be ltered more easily and effectively. For more
information about LVDS data transmission see the Appendix.
The input capacity is 30 pF, the input charge may vary from 5 fC up to 1.5 pC, input
current may vary from 10 fA up to 15 pA the input noise is below 3000 e−CDet. The
threshold of the discriminators is adjustable in the range of 10 - 100 fC, the width of the
digital output pulse depends on the charge of the input signal and may be changed in the
range of 0.5 to 10 ns for the input described above. In order to be able to deal with many
input channels, a mezzanine board with two NINO chips was built which is attached to a
motherboard providing a remote controlled adjustments of threshold, width and hysteresis
via a separate DAC board for all ASICs independently. A rst version of a set of boards has
been designed and veried (see Fig. 6.13). The setup is modular with respect to relevant
functions for easy exchange and maintenance and to be adaptable to experimental needs.
The block scheme of the two electronic setups for on-line measurements is shown in
Fig. 3.22: The rst setup (a) incorporates a single-channel DBA providing analogue out-
put which is discriminated by a Philips-708 module whose pulses were counted with a
Philips-7132 scaler. The second setup (b) was based on the multi-channel ASIC NINO.
The discriminator can be used optionally in this conguration to be used as a stretcher i.e.,
if the pulses are too narrow to be counted directly.
In order to be able to adapt the relevant features of the electronics to the requirements of
the various experimental surroundings, a dedicated fast ASIC PreAmplier-DIscriminator
(PADI) [21, 22, 23] for very fast counters like Resistive Plate Chambers (RPC) and diamond
detectors, was developed at GSI. The rst prototype was produced in 0.18 µm CMOS tech-
nology, the die was bonded inside a standard JLCC44 case. One channel has the following
key features: quasi differential input stage followed by fully differential structure; 50 Ohms
input impedance; the preamplier stage contains a DC feedback loop to stabilize the work-
ing points of all active elements; the analogue output permits the energy evaluation; the
threshold range related to the preamplier input is between ∼ 0.5 mV and 20 mV and can
3Time of Flight
4A Large Ion Collider Experiment at CERN LHC
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Figure 3.22: Scheme of the setup with the Diamond Broadband Amplier
(DBA) ’a’ and with the NINO ASIC ’b’
be set for both polarities; the discriminated digital output is LVDS compatible and the width
of this signal which depends on the input pulse amplitude is in the range 1 ns to 10 ns.
The scheme of the PADI chip is presented in Fig. 3.23. This gure contains all func-
tional blocs used in our experiment. Two blocks (Scope and PC) were located in the control
room, all others are mounted in the experimental area. The prototype version of the PADI
ASIC contains only three identical channels, thus only three of the four pixels (#1, #2 and
#4) of the sc-CVD diamond detector named ’A’ (see Fig. 3.24) were connected to the PADI
test plate. The signal from the remaining pixel (#3) was amplied by the broad-band elec-
tronics (DBA II), transported by a coaxial cable after amplication and used as as monitor
signal visualized on a digital oscilloscope. The diamond detector is mounted in a metallic
shielding case. The high voltage (HV) is ltered by a C-R-C cell and used to DC bias the
detector. The other side of the detector is connected to ground through the resistor R1 and
the induced signal is applied through a 50 Ohms using a short cable of only 15 cm to the
input of the PADI test plate (see scheme Fig. 6.15).
The discrimination threshold voltage used was VTHR = 1 V. This value corresponds to
about 0.8 mV related to the preamplier input. The LVDS digital output signals are con-
verted in PECL (Positive Emitter Coupled Logic) signals and can be connected to the scaler
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Figure 3.23: Scheme of the setup with the PADI ASIC.
for counting. Due to the expected very short width (∼1ns) of these signals, a supplemen-
tary block was introduced, which is a NIM-ECL converter which stretches a little bit the
width of the signals (to 2 ns) thus the Philips Scaler can work properly. The LVDS-PECL
converter was connected to the NIM-ECL converter with a dedicated LAN-K5 cable. In
such a conguration, the maximal measurable rate of 1.5×108 (counts/s per channel) was
recorded.
3.8.3 Phantoms
For the passive depth-dose prole measurements a phantom made of a stack of 60 Lucite
c©(PMMA)5 plates, each 5 mm thick was used. In each plate two different TL-samples
were placed carefully preventing overlapping of the dosimeters positions along the beam
path. At the rst position ’PC’ diamond samples were placed. At the second position
’MTT’-type LiF:Mg,Ti or TLD-100 material were installed. The third position in general
was equipped with other TL material for comparison. The density of the PMMA material
is equal to 1.19 g·cm−3 and the mean atomic number is Z=5.85. The water-equivalent
thickness of PMMA plates can be obtained by multiplying the physical thickness of the
plates by the factor 1.16. During all times the phantom was protected from light in order to
avoid bleaching effects after the irradiation. For the phantom setup see Fig. 3.25.
5Polymethyl methacrylate C5H8O2
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Figure 3.24: Scheme of the irradiation of the detector with four pixels. The
signals from pixels no. #1, #2, #4 were processed by the PADI ASIC electronic
whereas the one of pixel no. #3 was amplied by a DBAII and visualized on a
digital scope (ODS).
3.8.4 TL Readout
The LiF samples were annealed before irradiation applying a two step procedure: they were
kept at 673 K during one hour followed by a two hours heating at 373 K. The diamond
dosimeters were treated 15 minutes at a temperature of 773 K. The whole annealing proce-
dure was done in normal atmosphere. The read-outs of the TL dosimeters were performed
in a darkroom under red light conditions. A RA’94 TL reader/analyzer [98] equipped with
a photomultiplier with bialkali photocathode and an additional BG 39 lter was used. A
linear heating-rate of 5 K/s was applied from 323 K to 673 K. In dosimetry, the integrated
TL signal of LiF material from three peaks (’3’+’4’+’5’) or the amplitude of main peak
’5’ are usually related to the absorbed dose [66]. In high-LET dosimetry, the amplitude or
the integral of the high temperature peaks is also used [79]. In this work the amplitude of
main peak (at 450 K) as well as the integral of the area below the glow curve ranging from
323 K to 573 K was correlated with the absorbed dose for LiF material. In case of diamond
material the amplitude of the main peak at 500 K and the integral over the range of 443 K
to 553 K was use as a dosimetric measure. All readout proceedings were done directly after
the irradiation. However, for samples protected from light for up to 15 days, no fading was
observed.
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Figure 3.25: PMMA phantom for depth-dose prole measurements.
Chapter 4
Results
In the rst section of this chapter the results concerning online dosimetry measurements
like pulse shapes characteristics of different quality diamonds, the energy-loss spectra in
diamond and counting capabilities for therapeutic carbon ions as well as for low-energy
heavy ions are presented.
In the Sec. 4.2 the TL characteristic of the diamond glow-curve and the dose response
and kinetics are summarized. This section also includes the experimental data and theoret-
ical models used for the calculation of the relative TL efciency of pc-CVD diamond and
lithium uoride detectors (TLD-100) with respect to 60Co and X-rays for several heavy-
ions. The last part presents the results of the depth-dose prole measurements in PMMA
phantoms.
4.1 Online dosimetry
4.1.1 Diamond pulse shape signals
For the pulse shape analysis of different quality diamonds, broadband electronics is used
which does not distort the frequency characteristic of the input signal. Diamond pulses were
amplied with Diamond Broadband Ampliers (DBA) [61] and recorded with a Digital-
Sampling-Oscilloscope (DSO) of 3 GHz band width and at a sampling rate of 20 GS·s−1.
The pulse area recorded is proportional to the collected charge QC .
Broadband signals obtained from poly-crystalline CVD and three different single-crystal
CVD diamond detectors with varying thickness and quality irradiated with alpha-particles
of 5.5 MeV energy emerging from an 241Am-source are presented in Fig. 4.1. These par-
ticles loose their kinetic energy by scattering and ionization processes within the diamond
bulk, creating charge of electron-hole pairs along their path of about 12 µm length. Due
to that short range, depending on the applied voltage, a separate drift of each type of gen-
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Figure 4.1: Single-particle pulses from a 241Am source as recorded with the
sc-CVD diamonds ’A’ with thickness of 115 µm, ’EL A’ 483 µm, BTDIA250
341 µm and pc-CVD diamond ’D2’ 100 µm using the broadband amplier
DBAII and a digital storage oscilloscope.
erated ionization charge is assumed. A similar assumption can be applied for heavy ions
delivered by UNILAC which are stopped inside the bulk material. A clear correlation be-
tween the signals generated and the material quality is visible. Poly-crystalline diamond
shows an inhomogeneous response to the impinging mono-energetic particles. The trian-
gular pulse shape observed for the pc-CVD diamond is a result of the quenching of the
generated charge at distances shorter than the detector thickness, e.g., due to grain bound-
aries, were the charges are trapped by crystal defects. In contrast, the charge produced in a
sc-CVD is completely transmitted to the electrodes and as a result a trapezoidal signal can
be observed. Here the width of the at-top is reversely proportional to the drift velocity
of the charge carriers and linearly depending on the thickness o the sample. Comparing
the highest signal of the pc-CVD diamond with a signal recorded within sc-CVD diamond
the difference between the collected charge is clearly visible. The area of the pc-CVD
pulse is much lower if compared with a pulse of the sc-CVD diamond. Due to the smaller
amount of the internal charge trapping ’sc’-type material offers a better Charge Collection
Efciency (CCE), which is the ratio of the charge collected at the electrodes to the charge
generated in the material by the traversing particles (see Sec. 3.1.2).
4.1. Online dosimetry 53
Figure 4.2: Single-particle pulses obtained from 48Ca ions with an initial en-
ergy of E = 8.3 MeV/u as recorded with two pads of the ’B16’ pc-CVD dia-
mond of 150 µm thickness using simultaneously the broadband amplier DBA
(on the left) and NINO ASIC (on the right) and a DSO. The pulses are selected
in order to illustrate typical shapes. The collected charge is proportional to
the pulse area however depending on the type of electronics used (analogue or
digital), the pulse-amplitude or the pulse-width of the signal is changing.
As already mentioned in the beginning of this section, the signal from diamond pro-
cessed by broadband electronics (DBA) yields pulses whose area / amplitude increase with
the collected charge and the energy deposited in the detector. For the digital electronics
used, the pulse-width of the output signal increases with increasing number of collected
carriers on the electrodes. Examples of such pulse shapes are presented in Fig. 4.2, where
the shape of the single pulses is generated by 48Ca ions stopped in the pc-CVD diamond
and energy deposition of 8.3 MeV/u, as recorded for the same time with two pixels of the
’B16’ detector using a DBAIII amplier and the electronic based on the NINO ASIC. Be-
cause of the inhomogeneous structure of the poly-crystalline material a strong variation in
the amplitude of the broadband signals and the pulse width of signals from the ASIC can
be observed.
Carbon ions in the vicinity of the initial energy of 88 - 430 MeV/u used for cancer
therapy at GSI generate charges between 110 fC and 40 fC in diamond of 100 µm thickness
(see Fig. 2.3). This is comparable to the amount of charge of∼ 68 fC generated by 5.5 MeV
alpha particles. For the application within hadron particle therapy a thin detector transparent
for the beam but still delivering a reasonably high signal, would be favorable. So far, only
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Figure 4.3: Analog signal pulse-shape and distribution of the signals pulse-
amplitude for sc-CVD diamond ’A’ of 115 µm thickness irradiated with carbon
ions with an initial energy of 88 MeV/u and 356 MeV/u.
sc-CVD diamond material can meet these requirements. In Fig. 4.3 the original pulses and
the distribution of the signal pulse-amplitude as recorded with pixel #3 of sc-CVD diamond
’A’ of 115 µm thickness, irradiated with carbon ions with an initial energy of 88.83 MeV/u
and 356 MeV/u are shown. The signals presented can be successfully discriminated from
the noise level. The results of the counting efciency for therapeutic carbon ions performed
with this detector, as well as with pc-CVD diamond are summarized in Sec. 4.1.3.
The uniformity of the area under the broadband signals gives a hint to the homogene-
ity of the materials mass density and electrical properties and thus to the energy resolution
of a potential detector. The broadband signals of an electron-alpha-signal from the single
crystal sample ’BTDIA250’ with a thickness of 341 µm are shown in Fig. 4.4. Even if an
inhomogeneous response to monoenergetic particles is observed, some pulses have ampli-
tudes equal to half of the maximum amplitude, thus still allowing a separation of the signal
from the noise. Alpha energy spectra taken for this detector, which exhibits a response like
a non-perfect ’mono’-crystalline material behaving between pc- and sc-type are presented
in the next section. Figure 4.5 shows results for an irradiation with a 124Sn ion beam with
an initial energy of about 6.6 MeV/u. Single pulses and distribution of the signals pulse-
amplitude recorded with lower quality sc-CVD ’BTDIA250’ together with broadband elec-
tronics shows a clear separation of the signal from noise. However, for pc-CVD diamonds,
in the noisy experimental surrounding, a clean separation of the signals from background
is much more difcult or even impossible because the signals generated are usually much
smaller, like those presented in Fig. 4.2 where some pulses from pc-diamond are very near
to noise level and proper adjustment of the signal discrimination level is not possible.
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Figure 4.4: Single alpha-particle pulses as recorded with the sc-CVD diamond
’BTDIA250’ irradiated with a 241Am source with Eα=5.48 MeV/u using the
broadband amplier DBAII and a DSO. The pulses are selected in order to
illustrate typical shapes. The variety between the signals observed point out
the crystal structure being inhomogeneous.
Figure 4.5: Distribution of the signal pulse-amplitude obtained from sc-CVD
diamond BTDIA250 irradiated with a 124Sn ion beam. The inserted plot
presents an example of the single analog pulse.
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4.1.2 Energy spectrum
The energy resolution ∆E/E obtainable is proportional to the collected charge distribu-
tion. As has already been showed in Sec. 4.1.1 mono-crystalline diamond should be cho-
sen instead of poly-crystalline for this application. However, only a high quality single-
crystalline sample can be used for energy spectroscopy. This is pointed out in Fig. 4.6
where normalized energy spectra for alpha-sources obtained with two sc-CVD diamonds
with comparable thickness but of different quality are presented. The measurements were
performed in vacuum, the applied electric eld was 1 V/µm. About 100 % charge col-
lection efciency was obtained with high quality sc-diamond ’BDS6’ whereas the lower
quality diamond ’BTDIA250’ shows only about 70 % CCE of charge generated using a
mixed nuclide 239Pu+241Am+244Cm alpha-source.
Figure 4.6: Alpha spectrum of the 241Am and mixed nuclide alpha-source ob-
tained with different quality sc-CVD diamond detectors in vacuum. The elec-
trical eld applied was about 1 V/m in all cases. The charge collected by high-
purity material ’BDS6’ exhibits ∼ 100 % charge collection efciency (CCE).
For sample ’BTDIA250’ a lower CCE is observed. In any case, the separation
from the electronic noise near channel zero is possible.
At the medical facility Cave M the energy spectra of different carbon ion beams were
taken with sc-CVD diamond detector ’S10’ using a TCSPA1 amplier (see Sec. 3.8.1). Cal-
ibration of the diamond detector ’S10’ was done in air in the experimental surrounding with
a mixed nuclide alpha-source 239Pu + 241Am + 244Cm. Figure 4.7 shows the spectrum of the
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mixed nuclide alpha-source obtained by the diamond detector ’S10’ of 380 µm thickness,
at a positive bias of 400 V (drift of holes). The energy of the three main lines of the alpha
source in air was established by a calibration in the laboratory - in vacuum and in air - and
the results are shown in Tab. 4.1.
Figure 4.7: Spectrum of the mixed nuclide alpha-source obtained in air with a
sc-CVD diamond detector ’S10’ of 380 µm thickness.
As a result energy spectrum of carbon ion beams with different initial energies as
recorded with the sc-CVD diamond ’S10’, after a calibration with a mixed-nuclide alpha
source is presented in Fig. 4.8. For the carbon ions with initial energies of 88.83 MeV/u,
200.28 MeV/u and 430.1 MeV/u the values of the deposited energy of 30949 keV, 20155 keV
and 12518 keV, respectively, were achieved. The comparison with the calculated values ob-
tained with ATIMA are presented in Tab. 4.2.
Table 4.1: The energy of the three main lines of a mixed-nuclide alpha-source for an irra-
diation of a diamond detector in the vacuum and in the air, respectively.
Alpha source 239Pu [keV] 241Am [keV] 244Cm [keV]
vacuum 5156.59 5485.56 5804.82
air 4359.76 4725.23 5065.79
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Figure 4.8: Spectrum for the energy deposited by a therapeutic carbon ion
beam with three different initial energies of 430.1 MeV/u, 200.28 MeV/u and
88.83 Me/u, respectively, measured with the sc-CVD diamond detector ’S10’.
The calibration was performed in the experimental surrounding with a mixed
nuclide alpha-source.
The 110 µm thick diamond sc-CVD ’B’ attached to a second TCSPA1 amplier was
placed directly behind the rst detector. The analog energy Eout and time Tout signals were
visualized using a digital oscilloscope and utilized online for beam monitoring and the
threshold adjustment. As an example a single pulse Eout and the distribution of the pulse-
amplitude of the generated signals recorded for carbon ions entering the diamond ’B’ with
an energy of 427.5 MeV is shown in Fig. 4.9.
The average charge collected on the electrode of the sc-CVD diamond ’B’ generated
by 427.5 MeV/u 12C ions can be calculated according to the characteristic of the TCSPA1
amplier. The dependence of the ’energy’ output Eout as a function of the input charge Qin
is shown in Fig. 6.10. From Fig. 4.9 the mean value of the signal pulse-amplitude equal
to 370 mV was taken for the calculation of the average collected charge according to the
formula:
Qin[fC] = (Eout[mV ] + 1, 6)/(−7.75) = 48 fC (4.1)
The value of 48 fC was calculated. From Eq. 3.1 the deposited energy EDep is then equal to
3.853 MeV which is in good agreement with the energy-loss value of 3.642 MeV for 12C
ions with an energy of 427.5 MeV/u in 110 µm diamond as calculated with the ATIMA.
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Table 4.2: Comparison between measured and calculated (ATIMA) values of the energy
deposited by 12C ions in a 380 µm sc-CVD diamond detector. The energy resolution of
the detector obtained is presented for energies of the carbon beam entering the diamond
detector.
Eini Etarget Gauss t ATIMA Energy resolution
MeV/u MeV/u MeV MeV w1/xc
430.1 428.579 xc=12.52 12.53 10.9 %
w=1155
200.28 197.948 x c=20.12 19.46 7.3 %
w=1245
88.83 84.639 xc=30.95 35.90 1.9 %
w=806
Figure 4.9: Analog single pulse shape and distribution of the pulse-amplitude
of the signal for 12C ions with initial energy of 430.1 MeV/u, measured with a
110 µm thick sc-CVD diamond detector together with a TCSPA1 amplier.
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4.1.3 Counting of therapeutic carbon ions
The rst experiments performed were done with pc-CVD diamonds which was the only
commercially available diamond material at this time on the market. Later on, when new
types of synthetic diamond were available, tests with single-crystalline specimen were pos-
sible.
For the carbon ion counting application the analogue electronics DBA as well as the
digital one based on the NINO ASIC were applied. During ’active’ measurements, one pc-
CVD diamond detector ’D2’ was placed between two sc-CVD detectors called ’EL A’ and
’EL B’ perpendicular to the beam direction. The rst detector was placed at the isocenter of
the irradiated eld. The size of the area of 3×3 cm2 irradiated by scanning pencil beam was
much bigger than the active areas of the diamond detectors (< 8.04 mm2). The delivered
uence was 105 ions per point and the scanned eld was lled by 256 overlapping points
with a spacing of 2 mm. The experiments were performed with the varying beam intensity,
smallest step of beam size (focus #1) for the chosen energies 430 - 349 MeV/u of 12C ions.
Figure 4.10: Carbon ion counting rate measurements recorded with pc-CVD
and sc-CVD diamonds with broadband electronics DBA2 and the NINO ASIC.
The same results were obtained for two sc-CVD diamonds with different types
of electronic. The detector based on pc-CVD material shows lower counting
efciency.
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The counting rate normalized to the area of 1 mm2 was recorded with diamond detec-
tors based on pc-CVD, sc-CVD read out by broad-band electronics as well as with sc-CVD
diamond detectors connected to the NINO ASIC. The results are presented in Fig. 4.10.
The same uence was recorded by different sc-CVD diamond detectors independently
from the electronics applied for signal processing. The inhomogeneous response of the pc-
CVD detector, as was shown in Sec. 4.1.1, results in a variable amplitude of the generated
pulses. Only a part of those signals is above the electronic threshold and therefore only a
part of the real uence is measured. More detailed results of the measurements with the
NINO ASIC are presented below.
For the ’active’ measurements, two unpolished ’detector grade’ pc-CVD diamond sam-
ples called ’D1’ and ’D2’ were used. Each sample has a thickness of 100 µm and pixel sizes
of 2.01 mm2 and 8.04 mm2, respectively. As a result of the online beam-monitoring with
this devices, a counting efciency of 95 % for a scanning carbon ion beam with an initial
energy of 89 MeV/u and particle uence ranging from from 2×103 up to 2×105 ions per
mm2 was achieved for both detectors tested as shown in Fig. 4.11. At this energy, the mean
generated charge is 120 fC from which only 10 to 30 % (depending on the sample) is col-
Figure 4.11: Efciency of pc-CVD diamond detectors ’D1’ (lower curves) and
’D2’ (upper curves) with different pad sizes for high-energetic carbon ions with
initial energies of 89 MeV/u (full symbols) and 116 MeV/u (empty symbols),
respectively. The expected gradients (straight lines) are also given.
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lected. The electronic threshold of the NINO ASIC was xed to 8 fC covering 95 % of the
collected-charge distribution. The efciency of the measurement decreases with increasing
energy and thus decreasing amount of charges generated inside the diamond samples. In
this way, for a xed setting of the electronic threshold of the ASIC, some of the particles
generate a too low signal in the pc-CVD diamond to be detected.
The irradiation of the sc-CVD detector ’EL B’ with a pad size of 6.67 mm2 was per-
formed with a pencil carbon ion beam at the SIS facility with uences of several 107 parti-
cles / cm2 and an initial energy ranging from 88.83 MeV/u up to 430.1 MeV/u. The dose
was delivered dynamically point-by-point, with overlapping positions leading to homoge-
neously irradiated volumes scanning an area of 9 cm2.
Figure 4.12 shows the relation between the counted and the delivered numbers of par-
ticles for carbon ions with an initial energy of 399 MeV/u traversing a detector based on
a 483 µm thick sc-CVD diamond. The signal was processed by the NINO ASIC. The
counting efciency obtained was (100 ± 7) % for particle uence 3×105 1 / mm2.
Figure 4.12: Efciency of the sc-CVD diamond detector for carbon ions with
an initial energy of 399+MeV/u. The error bars given are due to the geometrical
uncertainties in the contact sizes (ordinate) and the accuracy of the procedures
involved to obtain the uences given at the abscissa. The linear t reveals a
counting efciency of (100 ± 7) %.
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Measurements with PADI ASIC
As a next step for the improvement of on-line beam monitors a set-up consisting of a sc-
CVD diamond ’A’ with four pads (see Fig. 3.24) readout with the PADI ASIC described in
Sec. 3.8.2 connected to counters and a fast acquisition system with trigger rates of 1 kHz
was realized and tested.
In order to conrm the homogeneous response of the three tested chains of diamond
pixel including to the respective PADI channel, a measurement with a constant 12C ion
beam with an initial energy of 356.68 MeV/u, centered at the geometrical center of the
detector was performed. The number of ions counted by the three pixels during one beam
extraction period (or ’spill’) is shown in Fig. 4.13. The linear response of pixel #1 against
the respective one of pixel #2 and #4 is presented in Fig. 4.14. The distribution of the
number of counts registered each 1 ms during 96 spills for three pixels is shown in Fig. 4.15.
Figure 4.13: Spill structure. Response from three pixels of a sc-CVD diamond
detector ’A’ irradiated with a single spill of a pencil-like carbon ion beam with
and initial energy of 356.68 MeV/u and a constant position at the geometrical
center of the detector. Each point represents the number of counts registered
by the respective pixel during 1 ms.
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Figure 4.14: Counting rate of 12C ions registered with pixel #1 presented
against the response obtained from pixels #2 and #4, respectively. A very good
linear correlation is observed.
Figure 4.15: Distribution of the number of counts from three pixels of sc-CVD
detector ’A’ irradiated with 96 spills of static carbon ion beam with an initial
energy of 356.68 MeV/u with constant beam size and intensity.
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Using an ionization chamber installed upstream the diamond detector under test, the
beam intensity during this irradiation was measured to be 1.35961×108 ions / spill. The
beam spot size was determined to be 8.6 mm FWHM in X and 9.12 mm in Y direction, thus
the rate during theses irradiations was about 2.2×106 ions / mm2/spill. Dividing this value
by the duration time of one spill (about 2.2 s) one obtains a uence of 1×106 ions / mm2/s.
The maximal registered counting rate was equal to (1.15 ± 0.05)×103 counts / ms what
corresponds to a maximum uence of (1.0± 0.5)×106 ions / mm2/s. The value of the max-
imal uence measured by the diamond detector and the uence measured by an ionization
chamber are equal to (1.0± 0.5)×106 ions / mm2/s. The counting efciency of the sc-CVD
diamond for a static beam was calculated to be (100± 5) % which includes the uncertainty
of the beam spot size as well as the one for the pixel size.
The integral number of counts obtained from 96 spills for each pixel is equal to 4.89×107,
5.26×107 and 5.19×107 for pixels #1, #2 and #4, respectively. Thus, the average rate of the
hits on the pixels per one spill is 5.09×105, 5.48×105 and 5.41×105, respectively, which
results in an average uence of 4.63×105 counts / mm2/spill. The difference between the
response of the tree pixels tested stays well below 5 %.
As a next step, measurements with a static carbon ion beam and varying beam inten-
sity were performed with the set-up described above. For the beam with an energy of
88.83 MeV/u the on-line response in time for the three pixels of the sc-CVD detector ’A’ is
presented in Fig. 4.16. The number of the particles for each beam intensity was changing
with each spill delivered from the accelerator, from max. to min. beam intensity. The in-
tegrated numbers of ions, counted by three diamond pixels for varying beam intensity are
shown as an insert in Fig. 4.16.
For the irradiation with the carbon beam of 356.68 MeV/u with a constant position, the
integral number of counts obtained for three pixels of sc-CVD diamond detector ’A’ as well
as the numbers delivered by an ionization chamber as a function of the beam intensity is
shown in Fig. 4.17. The integral number of counts per spill measured by three pixels of de-
tector ’A’ for the beam intensities chosen as a function of the uence obtained from a daily
beam calibration with an ionization chamber is presented in Fig. 4.18. The beam intensity
was varying between 1.35964×108 and 1.292×106 particles/spill, corresponding to the in-
tensity steps #1 and #15, respectively. For the biggest accessible beam spot, corresponding
to the beam focus number #7, a linear correlation between diamond and ionization chamber
data and thus a good agreement of the number of counted ions versus the beam intensity
measured was obtained. A difference between the response of the tested pixels in this case
is a result of a slightly inhomogeneous irradiation of the detector due to the Gaussian shape
of the beam which in addition slightly moves during the extraction out of the SIS.
The use of a scanning beam results in an homogeneously irradiated eld with 100± 5 %.
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Figure 4.16: Response of the sc-CVD diamond ’A’ to the static 12C ion beam
structure with an initial energy of 88 MeV/u, constant focus (# 7) and vary-
ing beam intensity (# 1-15) versus time. The insert in the gure presents a
comparison of the particles ux measured by the three pixels.
Figure 4.17: Comparison of the counts obtained from three pixels on a sc-
CVD diamond detector and particles registered by an ionization chamber (IC)
irradiated with 12C ions with an energy of 356.68 MeV/u with constant spot
size (focus) and varying beam intensity.
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Figure 4.18: Counts obtained from three pixels of sc-CVD as a function of the
number of particles per spill measured by an ionization chamber (IC) for 12C
ions with an initial energy of 356.68 MeV/u, constant spot size (focus #7) and
varying beam intensity (#1 - 15).
In order to homogenously irradiate the 115 µm thick pixel detector a measurement at the
SIS facility was performed with a scanning carbon ion beam with an energy of 88.83 MeV/u.
Diamond detector ’A’ (see Fig. 3.24) was placed in the center of the irradiation eld pre-
sented schematically in Fig. 3.17. The area of 120 mm × 20 mm was irradiated with
61× 11 = 671 points with a distance between the centers of the points of 2 mm. A uence
of 2.958×106 ions per point thus 8×105 1 / mm2, with a maximum beam intensity (I #1)
of 7.35803×107 ions per spill was delivered. To irradiate this eld 23 spills for one scan
were needed. The rst spill had a start position at (x = −60 mm y = −10 mm) and a nal
position at (x = 60 mm y = 10 mm). To obtain the best uniformity of the irradiated area
the maximal beam spot (F #7) with a diameter of about 9 mm FWHM was chosen from the
library of beam congurations (see Appendix Fig. 6.6).
Figure 4.19 shows the response as the number of counts registered by the pixel #1 of
detector ’A’ during the irradiation scan which was repeated four times as described above.
Each line represents one spill and each point represents the number of pulses counted by
one pixel during 1 ms. The distribution of the number of counted pulses in time, for each
irradiation eld, corresponds to the beam position. For the beam at ’start position’ presented
in Fig. 4.20 (left) the number of counts is small and increases until the moment when the
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Figure 4.19: Counts from one pixel of sc-CVD detector ’A’ irradiated with a
scanning pencil 12C ion beam with constant beam spot (#7) and intensity (#1).
Each line represents one spill.
Figure 4.20: Counts from three pixels of sc-CVD irradiated with carbon ions
with an initial energy of 88.83 MeV/u with constant focus (#7) and intensity
(#1) represented by the rst spill of the rst scan. Each point represents the
number of hits on a pixel during 1 ms.
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Table 4.3: Fluence measured with with three pixels of a sc-CVD detector ’A’ irradiated
with scanning 12C ion beam with an energy of 88.83 MeV/u as part of a bigger eld with a
uence of 8×105 particles/mm2.
uence scan1 scan2 scan3 scan4 average uence by pixel
[counts / mm2]
pixel #1 806969 816098 806615 809225 809726
pixel #2 797406 809533 798189 801243 801605
pixel #4 780444 800883 781996 781740 786266
average uence 794910 808838 795616 797404 799199
by scan
relative error∗ (%) 1.9 1.0 1.8 1.9 1.2
position of the beam’s center overlaps with the pixel position. This situation is shown in
Fig. 4.20 (right), the constant counting rate at each irradiation point and the movement
of the beam from point to point is clearly visible. When the beam moves away from the
position of the pixels the number of counts from the detector decreases again. The overall
results are presented in Tab. 4.3 which include the measured integrated numbers of counts
and the average uences obtained for three pixels of the sc-CVD ’A’ detector and for each
scan of the irradiation eld.
As a result, the average uence obtained by measurements with three pixels of the
sc-CVD diamond detector ’A’ was 799199 ± 15984 particles/mm2 for one irradiation
eld, thus comparing to the applied uence of 8×105 ions/mm2 a counting efciency of
(100 ± 2) % was obtained.
4.1.4 Counting of low-energy heavy-ions
The energy deposition by low energy (4.2 MeV/u) uranium ions is very high, the generated
charge is in the order of ∼ 34 pC which is a factor of 500 more than that obtained for alpha
particles (∼ 67 fC) from a radioactive source. Such a big charge allows to register signals
generated in diamond even without amplication by subsequent electronics. In Fig. 4.21
the UNILAC macro-pulse of an uranium beam registered with two pixels of a sc-CVD
diamond of 100 µm thickness, recorded by a digital oscilloscope without an amplier is
shown.
Measurements with sc-CVD and pc-CVD diamonds for a 238U ion beam with an energy
at the target position of about 4.2 MeV/u with the broadband amplier DBA are presented
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Figure 4.21: UNILAC macro-pulse of a 4.2 MeV/u 238U ion beam registered
with two pixels of sc-CVD diamond ’A’ without an amplier. The bottom trace
indicates single particles with an average pulse width of 10 ns. The electric
eld applied was 1 V/µm. The diamond pulses have been recorded with an
oscilloscope (DSO).
below.
The intensity of the uranium beam was monitored with a sc-CVD ’EL B’ diamond
detector working in counting mode and an ionization chamber as a reference. The result of
the comparison is presented in Fig. 4.22. The response of the ionization chamber and the
diamond detector show the same behavior. A clear increase and fall-off of the measured
signals is observed in both cases.
Figure 4.23 shows the linear relation between the number of counts from the sc-CVD
’EL B’ diamond and the number of pulses delivered by an ionization chamber generated
by uranium ions. The measurements for various intensities of the Uranium beam were also
performed with sc-CVD ’BTDIA250’ and pc-CVD ’D2’. In Fig. 4.24 a beam uence of up
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Figure 4.22: Comparison between the response of sc-CVD diamond together
with DBA electronics and an ionization chamber irradiated with 238U ion beam.
A good agreement of the relative beam intensity measured by both detectors is
observed.
Figure 4.23: Number of hits recorded on the sc-CVD diamond detector ’EL B’
of 483 µm thickness as a function of the number of pulses from an IC measured
for different 238U ions uxes. The error bars of ± 5 % are of the size of the
points.
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Figure 4.24: Number of hits recorded by the sc-CVD diamond detector ’BT-
DIA250’ of 341 µm thickness as a function of the number of pulses from an
ionization chamber (IC) measured for different uxes of the 238U ions. The
uncertainty marked is ± 5 % for the Y-axis as well as for the accuracy of the
dosimetry on the X-axis, respectively. The experiment shows a good correla-
tion between both uences measured with an IC and with the diamond detector.
to 105 ions/cm2/s was measured by the ’BTDIA250’ detector versus the ionization chamber
(IC). The comparison between the numbers of 238U ions per cm2 per second counted with
the sc-CVD diamonds ’EL B’ and ’BTDIA250’ for two separate measurements is shown in
Fig. 4.25.
From the linear t the conversion factor EF factor can by derived (see Sec. 3.7.3) and
compared with the one obtained by the standard method using CR39 nuclear track detectors
to calibrate an ionization chamber. Table 4.4 shows the results for the determination of the
calibration factor EF obtained from measurements with different diamond detectors and
from the CR39 calibration.
The uence measured by a sc-CVD detector plotted against the numbers deducted
from an ionization chamber calibrated with CR39 nuclear tracks detectors are presented
in Fig. 4.26. According to the inaccuracy of the calibration method applied for the readings
obtained by the IC, a counting efciency of (100 ± 5) % for a uence up to 106 ions/cm2
was obtained.
The on-line monitoring of a 124Sn ion beam with an energy of about 6.6 MeV/u was
performed with sc-CVD diamond detector ’BTDIA250’ and pc-CVD detector ’D2’. The
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Figure 4.25: Comparison between the numbers of 238U ions counted with dif-
ferent sc-CVD diamonds for two separate measurements. The error bars of
±5 % are of the size of the points.
Table 4.4: The results of the calibration factor EF for 238U ion beam, obtained from mea-
surements with different diamond detectors and from the CR39 calibrations, respectively.
238U sc-CVD sc-CVD pc-CVD nuclear track detector
(particle/cm2/s) BTDIA250 EL B D2 CR39
104 20 15 - 16
105 176 175 150 - 218
106 1978 1447 1308 2000 - 3500
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Figure 4.26: Counting efciency of the sc-CVD diamond detectors ’EL B’ of
483 µm thickness for uranium ions with an energy of 4.2 MeV/u. The expected
gradient (straight line) is also given.
broadband electronics was applied for those measurements. The analogue pulses generated
in the ’BTDIA250’ sample by the generated charge of 10 pC are shown in Fig. 4.5. In
Fig. 4.27 the number of counted ions per cm2 obtained with both detectors as a function of
the uence which is equal to number of pulses measured by ionization chamber (IC) multi-
plied by the calibration factor EF which was estimated to be 250 in this case, is presented.
Only for single-crystal diamond the counting efciency of (100±7) % was obtained.
The following paragraph treats events where more than one ion is passing through the
detector at a time. A snapshot of the beam structure for carbon ions with an energy of
9.7 MeV/u at the UNILAC facility showing multi-hits registered by the 124 µm diamond
’L3’ together with the NINO ASIC is shown in Fig. 4.28. For these measurements, the
original signal from NINO was divided in two parts applying a pulse splitter. The lower
part of the gure shows the digital signal obtained from NINO, the upper part represents the
signal derived after a Philips 708 discriminator. The distribution of the signals pulse-width
gives a measure of single-, double- and triple-hits probability on the active detector area of
63.6 mm2
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Figure 4.27: The Number of counted 124Sn ions with an energy of 6.6 MeV/u
recorded with sc-CVD ’BTDIA250’ and pc-CVD ’D2’ diamond detectors and
DBAII amplier as a function of uence measured by IC. Only for sc-diamond
the counting efciency of 100 % was obtained.
Figure 4.28: Oscillograph snapshot showing pulses from NINO for a carbon
ion beam of 9.7 MeV/u at the UNILAC directly and after a discriminator ready
for the acquisition by a scaler. The X-axis unit is 50 ns and the Y-axis unit is
500 mV.
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4.2 Thermoluminescence dosimetry
At the beginning of this study an evaluation of various types commercially available pc-
CVD diamonds and some non-commercial pc-CVD as well as HPHT diamond samples
with respect to their TL properties was performed. As the main points of interest the struc-
ture of the TL glow curve, sensitivity of the material to high LET radiation, the TL response
as a function of the absorbed dose, the compatibility with the common read-out systems and
what is also very important - the availability of reproducible material was investigated. In
this section the dosimetric prole of all synthetic diamonds presented in Tab. 3.3 will be
summarized which nally lead to the choice of a material which fullls all requirements.
4.2.1 TL glow curves
For the application of thermoluminescence dosimetry, the response of all diamond samples
listed in Tab. 3.3 and the LiF dosimeters described in Tab. 3.4 has been measured by an
exposure of the samples to X-ray and various ion beams. LiF:Mg,Ti dosimeters exhibit
relatively complicated glow curves with a main dosimetric peak (peak No. 5) at about
450 K. More than 10 peaks and sub-peaks can be identied [40]. Depending on the diamond
material the TL glow curve can exhibit from two, e.g., for poly-crystalline CVD sample
’PC’, up to several peaks as observed for two samples of HPHT material. The sample
’HPHT1’ did not provide any TL signal detectable by the read-out system used. As an
example Fig. 4.29 shows the glow curves of all tested diamonds irradiated at the UNILAC
facility Cave X0, with a uence of 2×1011 197Au ions with an energy of 11.1 MeV/u. The
simplest structure of the glow curve and consequently the most interesting material for
dosimetric analysis, is observed for the pc-CVD samples of ’grade PC’ which is a diamond
material used for mechanical applications. This material exhibits a low temperature peak at
400 K and a single dosimetric peak in the high temperature region around 500 K. However
the sensitivity of this sample is the lowest observed for all kinds of dosimeters investigated.
A comparison of the TL signals of pc-CVD diamond of type ’PC’ and of the refer-
ence LiF:Mg,Ti dosimeters TLD-100, TLD-700 and MTT after irradiation with a carbon
ion beam with an energy of 430 MeV/u up to a dose of 2 Gy, normalized to the mass of
1 mg is presented in Fig. 4.30. The comparison of the TL signal of diamond ’PC’ and
LiF type MTS-N detector irradiated with 88 MeV/u carbon ions with a dose of 2 Gy is
presented in Fig. 3.10. The position of the diamond’s peak at 500 K corresponds to the
High-Temperature Region signal of the LiF dosimeters and suggest deep traps for the gen-
erated charge and a stable signal at room temperature. In fact for sample ’PC’, a fading of
the signal with time wasn’t observed within a test period of up to 15 days. The evaluation
of the activation energy of the dosimetric peak of diamond ’PC’ is presented in Sec. 4.2.2.
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Figure 4.29: Thermoluminescence (TL) glow curves of all tested diamond
types, irradiated with 2×1011 197Au ions with an energy of 11.1 MeV/u up
to a dose of 30 kGy.
Figure 4.30: Typical TL glow curves of the ’mechanical grade-PC’ pc-CVD
diamond detector as well as TLD-100, TLD-700 and MTT detectors irradiated
with a 12C ion beam with an energy of 430 MeV/u, up to a dose of 2 Gy. TL
signal is normalized to the detector mass of 1 mg.
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Figure 4.31 shows typical glow curves of the MTT, TLD-100, TLD-700 and ’PC’ dia-
mond detectors following the exposure to a low dose from 0.1 up to 3 Gy of 12C ions with
an energy of 430 MeV/u.
Figure 4.31: Dose dependence of TL glow curves for the ’mechanical grade-
PC’ CVD diamond detector as well as MTT, TLD-100 and TLD-700 detectors
irradiated with carbon ions with an energy of 430 MeV/u and doses of 0.1, 0.2,
0.5, 1, 2, and 3 Gy, respectively.
4.2.2 TL Activation energy
According to the methods explained in Sec. 3.4 for the evaluation of an activation energy E
and frequency factor s, which are characteristic parameters of TL materials (see Sec. 3.3.1),
the following information for ’PC’-type diamond has been derived.
The parameters describing the experimental TL peak shown in Fig. 4.32 for the ’PC’
samples after exposure to X-rays up to a dose of 4 Gy were evaluated according to Eq. 3.15
as presented τ=32.5 K, δ=23 K and ω=55.5 K. The symmetric geometrical factor µg was
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calculated from Eq. 3.18 to be equal to 0.414 thus, the main peak follows rst-order kinetics.
From the two methods presented, the one of Chen as well as from Grossweiner, which are
both based on the peak shape and rst-order kinetics the values of 0.89 eV and 0.94 eV for
the activation energy and 2.67×108 s−1 and 1.42×108 s−1 for the frequency factor s were
obtained. A review of the various expression based on the peak shape methods, giving the
E/kTM range of validity for each expression given in [20] and shortly in [29]. This ratio for
both applied in our work methods, was found to be 20.6 and 21.8 respectively for Chen’s
and Grosswiener’s formula. That conrms the value obtained by Chen’s method and shows
the overestimation of E by about 7 % for Grossweiner’s method. This nding results in a
value for the activation energy of 0.89 eV. The lifetime τ of the electrons in the trap with
an activation energy of 0.89 eV at room temperature (300 K) calculated from Eq. 3.8 is
38 and 73 days, respectively for the two values of the frequency factor 2.67×108 s−1 and
1.42×108 s−1.
Figure 4.32: Comparison of experimental (dotted line) and tted (solid line)
glow-peaks at 400 K and 502 K for rst-order kinetics with an activation energy
of 0.5 eV and 0.89 eV.
From a so called Arrhenius plot shown in Fig. 4.33 the determination of the activation
energy E leads to a value of 0.84 eV.
Finally, the numerical curve tting method according to Eq. 3.23 was applied. It is
based on only one free parameter. The best t was obtained for an activation energy of
0.89 eV for the main peak. Moreover, the value of the activation energy equal 0.5 eV for the
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Figure 4.33: Logarithm of the TL intensity I as a function of the inverse tem-
perature T (Arrhenius plot).
low-temperature peak with a maximum TL signal at 400 K was evaluated by this method.
The results of the experimental glow curve and the tted peaks are shown in Fig. 4.32.
For the PC diamond the parameters E and s were estimated by different methods from
the measured glow-curves with a maximum of the intensity at 502 K presented as the dotted
line in Fig. 4.32. The values of the activation energy E for the ’PC’-type diamond found
by applying the different methods are summarized in Tab. 4.5. In Tab. 6.2 the estimation
of the activation energy for different diamond samples which are based on the peak-shape
method proposed by Grossweiner are summarized.
Table 4.5: Comparison of the activation energy E in ’PC’-type diamond, obtained by dif-
ferent methods
Method Grossweiner Chen Initial Rise (Arrhenius) Numerical t Glow t
Activation
Energy 0.88 0.89 0.84 0.89 0.906
(eV)
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4.2.3 Sensitivity to light
The present study is oriented towards medical physics applications and the usage of CVD
diamond as a dosimeter for irradiations performed at room temperature. Thus optical effects
should be considered for the operation procedure and during the handling of the dosime-
ters. Light-induced TL and optical fading have been found in other TLD materials such
as CaSO4:Dy and Al2O3:C. One inherent problem with CVD diamond is the commonly
observed trapping populations probed in the range of 0.37 - 1.2 eV. These energy values
correspond to a de-trapping temperature range of 350 to 550 K. However, since these ener-
gies remain below that of visible light, the latter can provide sufcient energy in the trapped
defect populations to create their progressive alteration. This effect is called bleaching and
results in the progressive loss of the TL signal. Photo-bleaching of TL induced by beta and
X-ray irradiation is reported when the effective bleaching photon-wavelength of less than
600 nm is used [85, 73].
Daylight can ll shallow traps in diamond, most efciently by blue light with a central
wavelength of 430 nm. The sensitivity of diamond decreases with increasing wavelength
of the light [55].
The TL response of ’PC’ type diamond material to X-rays and indoor light is illustrated
in Fig. 4.34. The peak at 400 K is formed due to light from a desk-lamp and X-rays. A
second peak at 500 K is present only after irradiation with X-rays.
Figure 4.34: Comparison of TL glow curves of the ’mechanical grade - PC’
diamond after exposure to X-rays, sun light and indoor light.
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Exposure to UV irradiation and sunlight as well as indoor light should be prevented
during the handling of the diamond dosimeters, e.g., by use of special badges. Generally,
the environment should be kept dark during the readout of the dosimeters, but red indoor
light, which has been applied in our readout procedure is acceptable too and is more com-
fortable.
4.2.4 Linearity
One of the important features of the detectors used for dosimetry is the linearity of the
response, i.e., the range where the measured signal remains proportional to the applied
dose. Since the trapping characteristics are caused by the inherent presence of defect levels
in the diamond band gap, it is clear that the operator for growing high intrinsic quality
diamond does not have a ne control of the defect concentration in the material. Therefore,
one could expect that all the traps available are lled quickly and consequently the absolute
resulting TL signals will tend to reach a limit. Its variation with respect to the dose will
hence progressively saturate.
Only few publications report this problem of the linearity of synthetic and CVD dia-
mond detectors. In general, results show that the CVD diamond detectors studied have a
very short linearity range, e.g., Hopwood and Jones [39] reported a linear behavior up to
0.8 Gy and Borchi et al. [17] came to the same conclusions in the range from 0.01 Gy up to
1 Gy. Also Kr·asa [55] reported the range of the linearity of two orders of magnitude from
10 mGy up to 2 Gy for soft X-rays. Other authors have observed signicantly wider linear-
ity ranges for CVD diamond. For example, Benabdesselam et al. [9] investigated detectors
with a wide linearity response of up to 16 Gy for gamma photons, up to 30 Gy for X-rays
and up to 20 Gy for beta radiation dose. Furetta et al. [28] reported on approximately three
groups of CVD diamonds grown using different conditions, one of them exhibiting a linear
response up to 20 Gy. After this threshold the response always changes to a sub-linear
behavior and saturation effects always appears well below 2000 Gy. Moreover, Hopwood
and Jones reported approximately one group of CVD diamonds used for low doses mea-
surement that exhibit smooth reproducible response at high doses up to at least 70 Gy. Nam
et al. [64] found that three orders of magnitude of sensitivity were gained by decreasing
the concentration of nitrogen from 100 ppm to between 1 and 10 ppm, which results in
linearity up to 10 Gy. The inclusion of boron in the diamond matrix had the marked effect
of improving the response linearity. Keddy et al. [46] in particular reported that the incor-
poration of the 2×1017/cm3 of boron impurities in synthetic crystals leads to an increase of
both the sensitivity and the linearity of the TL response if compared to undoped crystals.
Also, synthetic crystals with incorporation of nickel show a signicant TL response as a
function of the absorbed dose up to 700 Gy [8].
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The TL dose-response curves of ve pc-CVD and two diamond samples made by
Hight-Pressure High-Temperature (HPHT) method in addition to a standard LiF MTS-N
type detector, irradiated with X-rays with a dose rate of 2 Gy/min are shown in Fig. 4.35.
The signals taken as the area under the glow curves, have been normalized to the respective
mass of the specimen.
Figure 4.35: Thermoluminescence response as a function of dose for seven
different types of diamonds and a LiF (MTS-N) standard dosimeter after irra-
diation with X-rays.
The high quality diamonds foreseen for electrical applications incorporate only small
amount of traps (impurities, dislocations, vacancies). Therefore the saturation of the TL
signal dose occurs already for very low doses absorbed. Diamonds of type ’EL’ and ’BEL’
show saturation of the TL signal at a dose level of 2 - 4 Gy. In case of mono-crystalline
diamonds the signal is not quenched on the grain boundaries like in the pc-CVD material,
thus TL efciency of sc-diamond is much higher, however it is useful only for small doses
up to 1 Gy. Two samples produced by HPHT technique showed linear response up to
10 Gy and 30 Gy for detector HPHT3 and HPHT2 respectively. This proofs that by correct
doping of the material an increase of the linear range can be obtained. However, doping
during growth by CVD technique is more difcult. The range of the TL response increase
as a function of the dose is broadest for the grades ’mechanical-PC’ and ’thermal-TM’ as
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well as for the HPHT samples and extends up to the maximum dose of 64 Gy required
for carbon-ion therapy at GSI. The linear TL response of PC and TM material range up to
2 Gy and 8 Gy. For higher doses the TM sample shows an over-response. In contrary, the
material of type ’PC’ exhibits an under-estimation of the TL signal. This behavior is shown
in Fig. 4.36 for ’PC’ samples irradiated with 12C ion beam with the energy of 247 MeV/u.
Figure 4.36: Linearity index for diamond type ’PC’ irradiated with 12C ion
beam with an energy of 247 MeV/u. The sample shows a linear TL response
up to a dose of 2 Gy, for higher doses it exhibits an exponential decrease of the
linearity factor.
For the further test with heavy-ions the commercial pc-CVD diamond of ’mechanical
grade-PC’ was chosen because of its response as a function of dose and because of its
simple shape of the glow curve.
The CVD diamond ’PC’ was exposed to X-ray radiation up to a dose of 85 Gy in order
to check the TL response taken as the area under the glow-curve in the temperature range
of 443 K to 553 K or as the amplitude of the main peak centered at 500 K. The dose de-
pendence of TL response obtained is presented in Fig. 4.37. The experimental data for the
range of doses up to 100 Gy was tted with the formula:
TL integral = −360 + 35478 · (1− exp(−D/3, 5)) + 188227 · (1− exp(−D/56))(4.2)
TL amplitude = −8 + 3100 · (1− exp(−D/51)) + 603 · (1− exp(−D/3, 5))(4.3)
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Figure 4.37: Experimental dose dependence of the thermoluminescence
TL signal taken as the amplitude or integral of hight temperature peak of
’mechanical-grade’ diamond ’PC’ after irradiation with X-rays. The solid lines
are tted according to Eq. 4.2 and 4.3.
Figure 4.38: Linearity plot of the TL signal from TLD-100 irradiated with X-
rays. The solid line is plotted according to Eq. 4.4.
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No signicant difference for the TL signal of diamond ’PC’ taken as a integral signal
or amplitude of dosimetric peak was observed. Thus for the simplicity (no need for the
background subtraction) the amplitude of the peak was taken as the measured value for the
establishment of the dose response dependence for irradiations with heavy ion beams.
The information about the dose response to photon radiation is a basis for the modelling
of the relative TL efciency, the results of which are presented in the next Sec. 4.2.5. The
TL response measured as the area under the glow curve of the TLD-100 LiF detectors as
a function of absorbed dose is shown in Fig. 4.38 for X-ray radiation and can be described
by a sum of two exponential functions with the linear and quadratic exponents according to
the following equation:
TL integral = 3 · 108[0.25 · (1− exp(−D/1500))+0.6 · (1− exp(−D2/600000))] (4.4)
Irradiation with heavy-ion beams
Various ion beams described in Tab. 3.5 were used to test the thermoluminescent response
of diamond and LiF:Mg,Ti detectors to high LET radiation. The experimental data show-
ing the measured thermoluminescence (TL peak amplitude) of ’PC’ diamond versus the
absorbed dose up to 110 Gy are presented in Fig. 4.39. The TL response of diamond for
photon irradiation 60Co and X-rays and high energy carbon ions (430 MeV/u) against de-
livered dose is this same. A decrease of the TL signal applying heavier (higher LET) ion
beams is observed. However, all curves obtained describing the TL signal as a function of
dose show the same behavior.
For the LiF dosimeters the dose response to photon radiation and several ion beams is
presented in Fig. 4.40 for TLD-100 and in Fig. 4.41 for TLD-700 detectors. The TL signal
is taken as the area under the glow curve.
4.2.5 Relative efficiency
After measurements of the TL response of the TLD to photons and various ion-beams,
the relative TL efciency was obtained according to Eq. 3.25 for a dose of 10 Gy. The
relative thermoluminescent efciency of the ’PC’ diamond and TLD-100 LiF dosimeters
to heavy-ions was calculated using the description given in in Sec. 3.6, the Xapsos Model
and modied Xapsos Model and compared to the calculations based on the track structure
theory performed with ECLAT software, respectively.
The experimental results of the relative TL efciency for diamond type ’PC’ and TLD-
100 dosimeters are presented in Tab. 4.6. In Fig. 4.42 the relative TL efciencies of the
pc-CVD diamond ’PC’ and TLD-100 plotted against the Linear Energy Transfer (LET) in
water calculated for the 12C therapy ions within an energy range of 88 - 430 MeV/u are
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Figure 4.39: Experimental dose dependence of the thermoluminescence TL
signal for the ’PC’ diamond irradiated with photons and various heavy-ions.
Figure 4.40: Linearity plot of the thermoluminescence TL signal from TLD-
100 irradiated with X-rays and various ion-beams.
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Figure 4.41: Linearity plot of the TL signal from TLD-700 irradiated with X-
rays and various ion-beams.
presented. The upper part of this gure shows the efciency obtained from the TL signal
measured as the amplitude of the main peak at 500 K for diamond and at about 450 K for
TLD-100. The signal taken as area under the TL glow curve is presented on bottom gure.
The relative TL response of the diamond detector not depending on measurement technique
of the TL signal, is constant and equal to 1 approximately in the full range of energies used
for cancer-therapy. In case of TLD-100 detectors, efciency drops to 70 % for the total
TL signal and to 64 % for the peak-amplitude measurements, if compared to low-LET and
X-ray irradiation.
The measured values of the relative TL efciency as a function of the LET in irradiated
dosimeters of various types are presented in Fig. 4.43 and in Fig. 4.44 for the diamond and
TLD-100 irradiated with various ion beams. The results for the irradiation with therapy
carbon ions are marked on both gures. For the low energy heavy ions stopped in the
dosimeter volume, the linear energy transfer LET calculated (see Tab. 3.5) is about twice
higher in diamond than in LiF. However the relative TL efciency is about two times higher
in the diamond based detector.
The comparison between the relative TL efciency measured with diamond and cal-
culated using the Xapsos and the Modied Xapsos model is presented in Fig. 4.45 and
Fig. 4.46 as a function of the energy and LET, respectively. The results obtained for TLD-
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Table 4.6: Relative efciency for mechanical grade pc-CVD diamond and TLD-100 LiF
detectors.
Relative efciency
Ion Energy of diamond of TLD-100
[MeV/u] area/amplitude integral amplitude of peak #5
C 430.1 1 1 1
380.97 1 1 1
319.02 1 0.99 1
270.55 1 0.96 0.94
247.74 1 0.95 0.93
218.52 1 0.93 0.89
170.66 1 0.84 0.80
120.45 1 0.80 0.71
88.83 0.93 0.70 0.64
9.73 0.44
Ar 7.74 0.12
Cr 6.14 0.081
Ni 5.6 0.075
Xe 3.86 0.04 0.025
Pb 3.67 0.035 0.017
U 3.58 0.032
100 were compared to values for the relative TL efciency for carbon ions calculated in
ECLAT by Geiss [32]. Measured and calculated values show the same dependency.
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Figure 4.42: Measured relative TL efciency of the pc-CVD diamond and
TLD-100 dosimeters as a function of the calculated LET in water calculated
for 12C ions with energy range 88 - 430 MeV/u. The upper part of the g-
ure shows the results obtained for the TL signal measured as the amplitude of
the main peak or as area under the glow curve as shown on the bottom part.
The efciency of diamond is constant throughout the energy range tested. For
TLD-100 detectors a signicant decrease of the efciency is observed.
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Figure 4.43: Measured (points) relative TL efciency of the pc-CVD diamonds
as a function of the calculated LET in diamond material.
Figure 4.44: Measured relative TL efciency of TLD-100 detectors as a func-
tion of LET in TLD-100
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Figure 4.45: Measured (points) relative TL efciency of diamond as a function of the energy
of carbon ions used for therapy. The calculated values are represented by the red (solid) line
for the Xapsos model and with a blue (dashed) line for the Modied Xapsos model.
Figure 4.46: Measured (points) relative TL efciency of diamond as a function of the LET
in water for carbon ions. The calculated values are represented by a red (solid) line for the
Xapsos model and with a blue (dashed) line for the Modied Xapsos model.
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Figure 4.47: Measured (points) relative TL efciency of TLD-100 detectors
and values calculated (line) with ECLAT6 as a function of the energy of the
carbon ions.
Figure 4.48: Measured (points) relative TL efciency of TLD-100 detectors
and values calculated (line) with ECLAT6 as a function of the LET in the de-
tector.
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4.2.6 Depth-Dose profile
The fragmentation of the carbon ions produces a tail in the dose distribution after the distal
drop of the Bragg peak (see Fig. 2.1) and implies an irradiation of the tissues immediately
downstream with a dose that is 10 % to 20 % of the plateau value in the spread-out Bragg
peak (SOBP).
Figure 4.49 shows measured TL signals and depth-dose distribution in water calculated
with TRiP98Beam [54] for two energies, 307 MeV/u and 354 MeV/u, respectively. This
is a result of the normalization of the TL signal in the plateau region to the TL signal
after irradiation with a 430 MeV/u carbon ion beam. In Fig. 4.50 the calculated mass
stopping power in water together with recorded TL signal from diamond dosimeter for the
same condition are presented. At depth values beyond the Bragg peak the long range tails
resulting from the fragmentation products can be seen.
Figure 4.49: Measured TL signal (symbols) and depth-dose proles in water
calculated with TRiP98BEAM (curves) for two energies 307 and 354 MeV/u.
A comparison of the measured TL signals of diamonds to the depth-dose prole mea-
sured with a multi-plate ionization chamber and the relative ionization in water calculated
by TRiP98Beam is presented in Fig. 4.51.
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Figure 4.50: Depth-dose distribution in the PMMA phantom. Measured TL
signals (points) with diamonds and calculated (lines) Bragg-peaks for carbon-
beam with an energy of 307 MeV/u and 354 MeV/u, respectively.
Figure 4.51: Comparison between signals measured by diamonds (circular
points) and Ionization Chambers (triangle points) as well as the calculated ion-
ization in water (line) for a carbon-beam with an initial energy of 307 MeV/u.
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The evaluation of the TL signals to a dose for diamond and TLD-100 detectors is pre-
sented in Fig. 4.52 where the dose in the plateau region of the Bragg-Peak was in the
order of about 1 Gy. The detectors were calibrated with a carbon beam with an energy of
430 MeV/u. The same dose-curve was obtained from the measurements along the Bragg-
curve for both energies of 307 and 357 MeV/u with both types of the detectors.
Figure 4.52: Depth-dose distributions for the 307 MeV/u and 354 MeV/u car-
bon beams measured with pc-CVD diamonds and TLD-100 type LiF detectors,
respectively.
Chapter 5
Discussion
5.1 Online dosimetry - counting
The area of broad band signals derived from detectors based on diamond corresponds to the
amount of charge collected from each particle traversing the bulk material. The FWHM of
the pulses is a measure for the transient time of the charges travelling in the internal elec-
trical eld towards the read-out contacts. In poly-crystalline (pc-CVD) material the gener-
ated charge is quenched randomly within the bulk material due to the crystal imperfections
leading to triangular signals of various amplitudes and widths. These effects are strongly
suppressed using single-crystal material (sc-CVD) where the pulse shapes observed exhibit
a trapezoidal shape and the amplitude stays more or less constant for a mono-energetic pri-
mary beam consisting of particles with the same nuclear charge. For the counting of high
particle rates a short ’dead time’, i.e., a narrow width of the signal is needed. Thus either
pc-CVD with thicknesses leading to sufciently high signal or very thin sc-CVD material
is needed.
The uniformity of broad band signals with respect to a detectors geometry gives a hint
on the homogeneity of the material mass density and electrical properties and thus to the
energy resolution of a detector.
A single-crystalline CVD diamond sample ’S10’ with a Charge Collection Efciency (CCE)
of about 100 % was used for the spectroscopy of carbon ion beams. The detector was placed
in the beginning of the plateau of the energy deposition (Bragg-curve). The comparison be-
tween the energy loss measured in a layer of diamond of 380 µm thickness and the values
calculated with ATIMA [3] shows a very good agreement with deviation less than 4 % for
the beam energies of 430 MeV/u and 200 MeV/u. For the lowest beam energy of 88 MeV/u
the difference with the measured value reach 16 %. The energy resolution of 10.9 %, 7.3 %
and 1.9 % for beam energies of 430, 200 and 88 MeV/u, respectively, was achieved.
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Stopping low-energy particles inside the active detector volume one has to deal with
input charges of up to several 100 fC. At SIS the detectors work in transmission mode with
particles traversing the active detector volume and generating signals of several 10 fC. In
order to process the current signals obtained from the active diamond detectors, an elec-
tronic based on a discrete high-bandwidth amplier (DBA) and alternatively a specially
designed ASICs (NINO and PADI) were used to amplify them as a rst step. A 300 MHz
Phillips discriminator together with a 225 MHz Phillips scaler served to count the number
of detected particles. Unipolar as well as bipolar readout chains have been tested.
For the monitoring of the uence of carbon ions within the energy range of 88 - 430
MeV/u, the pc-CVD diamond samples with a thickness of 100 µm and pixel sizes 2.01 mm2
and 8.04 mm2, respectively, were applied at rst. The signals from each sample was am-
plied by the NINO ASIC. From these experiments, a counting efciency of up to 95 %
for 12C ions with an initial energy of 88 MeV/u and uence of 107 ions/cm2 under therapy
conditions was obtained. At this energy, the mean generated charge is 120 fC from which
only 10 to 30 % (depending on the sample) is collected. The electronic threshold was xed
to 8 fC covering 95 % of the collected-charge distribution. The efciency of the measure-
ment decreases with increasing energy and thus decreasing amount of charges generated
inside the diamond samples. In this way, for a xed setting of the electronic threshold of
the ASIC, some of the particles generate a too low signal in the pc-CVD diamond to be
detected.
For the higher signals of several 100 fC obtained at the UNILAC facility this prob-
lem is not so pronounced. On the other hand, at this place the multi-hit problematic is the
dominating factor that spoils the counting efciency. The inuence of this effect strongly
depends on the pixel size and the beam intensity. However, looking to the statistical dis-
tribution of the pulse-area of the registered signals, one can correct for the underestimated
value of the measured uence.
Comparing to poly-crystalline material which was used in the rst experiment, a con-
siderable improvement of the detection efciency was obtained by using single-crystalline
CVD diamond ’EL B’ of 483 µm thickness together with read-out electronic based on the
NINO ASIC. In the this case, a counting efciency of (100 ± 7) % for 12C ions with an
initial energy of 399 MeV/u was recorded. The measurements with the PADI electronics,
processing the signals from three pixels of 100 µm thick sc-CVD diamond detector ’A’
revealed the same response from all pixels tested within 2 % under static as well as scan-
ning pencil-beam conditions. For a beam intensity of 108 ions/spill the counting efciency
recorded by detector ’A’ was as good as (100 ± 2) %. This precision of the measurement
is remarkably good especially if one takes into account that the homogeneity of the distri-
bution of delivered dose is generally obtained within ± 2.5 %.
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At UNILAC the online monitoring of numerous low-energy ion beams was performed
with various types of diamonds with analogue electronics readout. A counting-rate ef-
ciency for the uranium beam of 100 ± 5 % was obtained applying sc-CVD as well as
pc-CVD diamond detectors.
The precision of the uence measurements obtained with an ionization chamber is
strongly dependent from the properly performed calibration with nuclear track detectors.
Difculties can be especially pronounced for low-energy (<11.4 MeV/u) high Z particles,
where the deposited energy is very high. The saturation in the generated tracks can result in
the saturation of the detector response. Moreover, the measurements with the IC does not
allow a precise single-particle beam monitoring for the uences above 103 ions/s because
of limitation due to the charge drift time (∼100 µs). Moreover, the information about the
2D positional distribution of the uence is not available with this device. This situation
considerably improves using diamond-based beam monitors. In this case, the changing of
the beam structure as a function of time could be monitored and visualized in real time
without any inuence on the uence measurement performed in parallel.
The experimental difculties are related to the high level of electromagnetic distur-
bances nearby the magnetic eld of the scanner magnets and other devices installed in the
therapeutical room at Cave M. Moreover, the long cables necessary to connect the active
detector volume with the electronics caused a high amount of pickup noise. At the UNI-
LAC 10 to 30 % of all hits recorded by a 20 GS oscilloscope were detected as multi hits
for the large pixel sizes of 90 mm2 used. Both contributions spoil the intrinsically good
counting efciency of the system. The solutions offered for the measurements of the parti-
cles uences of up to several 1010 particles/spill is either to adapt (minimize) the size of the
detector pixels and/or perform a rate division using ultra fast pre-scalers e.g., increasing the
maximum acceptable data rate to up to 1.2 GHz in the current setup.
The next version of the setup will incorporate the high-voltage distribution on-board and
allow remote control via TCP/IP. An universal input will be available either by bonding sc-
or pc-CVD directly to the board or connect the active detector volume via short strip-line
cables. A modular design is also possible by bonding the diamond to a standard package
for integrated circuits which would make it easy to exchange the active part of the system
by the appropriate active device with optimized pattern of the pixels.
The stopping power of the carbon ions obtained from measurements of the energy-loss
of particles in the high-quality sc-CVD diamond together with uence data, also recorded
with diamond detector, results in an accuracy of the corresponding dose measured ’conven-
tionally’ of roughly 10 %.
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5.2 Offline dosimetry - TL
The successful measurements of the TL signals presented in chapter 4.2 for poly-crystalline
diamonds together with the excellent properties of the bulk material like its mechanical
strength and radiation hardness, its tissue equivalence and chemical inertness, makes dia-
mond a favorable material for the verication of dose applied by heavy-ion beams. Mea-
surements of dose gradients, the beam position and the homogeneity of the irradiation are
possible.
Diamond is sensitive to visible light in the vicinity of the shallow activation levels
(0.5 eV). Light can ll these traps and the respective charges may be released in the ther-
mally stimulated process emitting light with a maximum wavelength around 395 nm. More-
over, visible light can bleach already irradiated samples which will then decrease the TL
signal also in the main peak region around 675 nm during the readout process applied af-
terwards.
The ’PC-mechanical grade’ CVD diamond was nally chosen from the batch of com-
mercially available diamonds tested within this work which originally are foreseen for other
applications using their thermal, optical, electrical or mechanical properties. The ’PC’ type
of diamond lm exhibits a very stable and reproducible TL response even without applying
an annealing procedure. After its irradiation at room temperature the glow-curve obtained
was deconvoluted to two TL peaks. For a sample heating rate of 5 K/second the low-
temperature peak with the activation energy of 0.5 eV exhibits a maximum of emitted light
at 393 K. For the high-temperature, ’dosimetric’ peak at 502 K the most probable activation
energy was calculated to be 0.89 ± 0.01 eV by Chen’s as well as by Grossweiner’s peak-
shape method. The results are afrmed by the numerical tting procedure. The respective
frequency factor s obtained is 2.67×108 s−1. The calculated lifetime of the electrons in the
trap with activation energy of 0.89 eV at room temperature (300 K) is at last 5 weeks. This
same the decrease of the TL signal shouldn’t be observed during this time for the sample
kept at the room temperature and not expose to the light. The Initial-Rise method yields
0.84 eV for the activation energy. This may be an underestimation due to the fact that only
radiative events are considered. Control of a deep trap population in the material would
completely prevent visible light from bleaching only if the defect energy is above 3 eV
(∼ 600 nm). Since the respective energies remain below that of visible light, the trapped
defect populations, namely via bleaching can be observed. For this reason the handling of
the diamond dosimeters should prevent exposure to the UV irradiation and sunlight as well
as indoor light e.g., by use of special badges. The environment should be kept dark during
dosimeters readout or what is more comfortable red indoor light should be use, which has
been applied in our readout procedure.
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Linearity
The thermoluminescence response of passive diamond detectors to high-energy therapeu-
tic carbon ion beams and several low-energy heavy charged-particle beams from 12C up to
238U as well as to to photon radiation were examined. The relevant parameters for dosime-
try applications like the sensitivity and the dependency of TL response on the dose was
investigated.
Many of the diamond samples exhibit a very short range of the linear TL response
versus the absorbed dose, which is typically a few Gy. The measurements with ’PC’ type
diamond dosimeters exhibit a linear response versus dose in the range of up to 3 Gy what
covers one standard therapeutic dose fraction in patient treatments with carbon ions. Even
for a total dose of 60 Gy, applied for one full cancer-therapy treatment at GSI the diamond
material used in this work does not show saturation. The wide range of the TL response ver-
sus the delivered dose without reaching the saturation level provides a possibility to use this
material in a phantom for checking the treatment plans of the dose delivery. The relation
between response of the TL detector to sparsely and densely ionizing radiation is known
as Relative TL Efciency. The measurements of the TL signal of diamond as a function of
dose for photon irradiation were performed and later on applied as a basis for the modelling
of the TL response to heavy ions.
Relative TL efciency
The relative TL efciency of CVD diamond and LiF:Mg,Ti TLD-100 thermoluminescent
detectors was measured for various ions as a function of their energy and LET.
The relative TL efciency shows a general tendency to decrease with increasing linear
energy transfer. This can be explained as a saturation effect caused by recombination events
which are due to the highly localized, inhomogeneous dose distribution along the path of
the heavy charge particles.
In the range of energies used for carbon-therapy (88 - 430 MeV/u) diamond TL de-
tectors have a constant efciency which is independent on the correlation between applied
dose and observed TL signal. In contrast, for ’standard’ TLD-100 detectors the efciency
drops to 64 % for carbon ions with an energy of 88 MeV/u for the TL signal taken as the
amplitude of the main TL peak. Slightly higher values of 70 % are obtained for the TL
signal measured by the area under the glow curve of the TLD measurement. In case of
diamond there is no such difference observed.
For the higher energies the TL response of diamond shows an exponential decrease which is
less pronounced than the one observed for standard LiF dosimeters. The same dependency
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is obtained as a function of the increasing LET of the radiation. For 208Pb ions with an
energy of 3.67 MeV/u the relative efciency of diamond is two times higher than the one
of TLD-100 dosimeters.
The dependency of the TL response of diamond as a function of LET or the energy of the
impinging carbon ions was compared with calculations based on two models. The mea-
sured values are in good agreement with calculations based on the Modied Xapsos model.
A comparison of the measured relative TL efciency of TLD-100 detectors to carbon ions
and calculations with ECLAT, according to the theoretical model based on the track struc-
ture theory, were performed and showed a good agreement. Diamond passive detectors can
be used for a irradiated area/volume dose verication. However the working model is able
to predict a response of the irradiated material as a function of LET or energy of applied
carbon ion beam. In future the tests in the mixed eld and verication of the model should
be performed.
Dose-prole
The depth dose distributions of mono-energetic carbon ion beams in water reveal a sharp
peak near to the region where the primary particles stop. Heavy ions passing through mat-
ter produce fragments by nuclear reaction either by projectile or target fragmentation pro-
cesses. Products emerging from projectile fragmentation show approximately the same
velocity as the incident heavy-ions but exhibit lower nuclear charge and/or mass. Thus they
loose less energy throughout the rest of their path and consequently reach deeper regions
than the incident primary particles. It is due to this fragmentation of the incident particles
that the depth dose distribution shows a tail at the distal end of the Bragg peak.
Depth-dose proles were obtained by measurements of the TL signals of CVD-diamond
and TLD-100 dosimeters placed in the PMMA phantom which have been irradiated for var-
ious scanning 12C beams. On the base of the linearity of the TL response measured as a
function of absorbed dose and the TL-efciency of the material determined for heavy ions,
the absorbed dose in the TLDs placed in the phantom was established. The measurements
with diamond and LiF dosimeters showed local structures and revealed an non-ideal phan-
tom design which gave impact to the recorded dose. A comparison to the depth-dose prole
measured with a multi-plate ionization chamber together with the energy-loss values calcu-
lated with TRIP98BEAM for water was performed which shows a good agreement. More-
over, the clearly visible TL signals from the diamond detectors placed after the maximum
of the energy deposition which is affected by the dose deposited by target nuclei fragments,
ts well to the calculated values of the relative energy deposition in water. However, in or-
der to increase precision and the granularity of the measurement the number of the detectors
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placed in the phantom should be bigger at the Bragg peak amplitude region.
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Chapter 6
Summary and Outlook
The studies presented in this thesis were focused on the development of detectors based on
synthetic diamonds grown by Chemical Vapour Deposition (CVD) to be used for dosimetry
within the framework of particle therapy. The way to realize this is achieved by active online
beam monitoring by particle counting as well as by passive ofine thermoluminescence
dosimetry.
It could be shown that the application of the rather new material is feasible but that
further development is still needed and may be achieved in reasonable time periods.
As a rst task, the systematic characterization and investigation under laboratory condi-
tions and in-situ beam surroundings have been performed for the selection of the best-suited
commercially available diamond material.
For monitoring the particle beam during patient treatment a detector which is ’trans-
parent’ for the beam and which does not deteriorate the beam quality with respect to its
composition and geometrical properties is needed. Thus only a thin layer of material with
low nuclear charge is feasible to apply. The basic properties of high quality CVD diamond
lm make this material very interesting for this application. They provide very fast signals,
show very low leakage currents, have excellent thermal properties and can be manufactured
as free-standing detectors. Moreover the proven radiation hardness of diamond makes them
the perfect material for heavy-ion beams monitoring.
The working principle of the online system for the measurement of the beam intensity,
its position and prole is based on diamond detectors with pixelized readout systems placed
in the beam.
As a proof-of-principle measurements at the UNILAC and SIS facilities of GSI Darm-
stadt were performed with different ion species, energies and uences. In both, the high-
energy (88 - 430 MeV/u) as well as the low-energy (< 11.4 MeV/u) regime, high-bandwidth
(max. 2 GHz) electronics have been used to successfully count the number of impinging
particles. In order to process the signals obtained from the diamond detectors, an electron-
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ics based on a discrete high-bandwidth ampliers (DBA) and alternatively based on ASICs
(NINO and the latest development PADI) especially designed for multi-channel applica-
tions were applied. For the intensity of 108 ions/spill of the carbon beam, using single-
crystal CVD diamond for the online-counting has been proven to increase the efciency to
up to (100 ± 2) % if compared to poly-crystalline material where a counting efciency of
up to 95 % for 12C ions with an initial energy of 88 MeV/u has been obtained. For low en-
ergetic ions a counting efciency of up to (100± 5) % was obtained for 238U using various
types of diamond material ranging from poly-crystalline to purely single-crystal structure.
As a conclusion, beam monitors based on CVD diamond with a specially developed
multi-channel electronic was successfully applied with various beams. Nevertheless there
is still room for improvement of the precision of the measurement which may be realized
in the near future with better quality and bigger area detector material delivered by the
suppliers. This will result in a more homogeneous response between pixels and will nally
also allow the measurement of the geometrical prole of pencil-like carbon beams. A new
design of the detector itself with shorter signal transmission lines will decrease the pickup
noise and thus smaller signals will be detectable which consequently increases the counting
efciency. This is especially important for high-energetic light-ion particle beams. Further
work on monitoring of the low-energetic heavy-ion beams delivered by the UNILAC will
be concentrated on the use of extremely thin (below 50 µm) poly-crystalline diamonds.
In all cases, the most challenging task is to achieve a sufciently fast and large signal
out of detectors with thicknesses of the active volume of generally a few 100 µm by using
appropriate electronics. Despite the fact that encouraging results have been achieved using
single-channel discrete electronics as well as a multi channel ASIC which has been devel-
oped for a different application in high-energy physics there is still more work necessary
in order to develop a setup based on the ’PADI’ ASIC dedicated to diamond like detectors.
Furthermore, in order to cope with the particles uences of up to several 1010 particles/spill
for light-ion beam applications one may either adapt (minimize) the size of the detector pix-
els and/or perform a rate division using ultra fast pre-scalers e.g., increasing the maximum
data rate up to 1.2 GHz in the current setup.
The spectra of the energy deposited by heavy-ions in diamond material obtained with
the diamond detectors itself together with the determination of the particle numbers give
information about the absorbed dose in this material. To prove the feasibility, as a rst step,
the energy deposited in the plateau region of the Bragg distribution was measured with high
quality thin sc-CVD diamond and charge sensitive electronics. Spectra with good energy
resolution were registered and veried by calculations, in order to precisely derive the dose
during patient therapy treatment. Consequently, the improvement of the bulk detector ma-
terial itself as well as the further development of a readout system supplying a fast analogue
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signal is a prerequisite for future applications in so called ’mixed-eld’ surrounding near
the Bragg maximum e.g., in deep seated tumor sites where one might have to deal with frag-
mentation products of different nuclear charge and/or mass than the primary beam particles.
In such places particle identication techniques are required, e.g., the determination of the
nuclear charge from the energy loss spectrum, requiring a reasonable energy resolution.
There are future perspectives to use the system which has been originally developed
for dosimetry purposes also for the tagging of individual carbon particles applied in particle
therapy. This would help to increase the efciency of the PET measurements by suppression
of uncorrelated random coincidences. Moreover it could be used for a constant check of
the intervention thresholds for the deviation in intensity and beam positioning below 1 mm
(pixel size). Other possible applications are the counting and tracking of the position of
single heavy-ions for biological applications which will require sizes in the range of 1 mm2.
The verication of the beam structure and homogeneity in time and in space, which is
possible to realize at least for heavy-ions like uranium even without signal amplication
e.g., directly with a fast digital oscilloscope would call for detector sizes of several 1 cm2.
Finally the detector systems may be applied in high-energy physics experiments (trackers)
with the need for several 1 m2 of diamond material which may be achieved by patching
smaller sized single detectors.
First steps towards a compact multi-channel system have already been taken with the
end of this work and will be continued in the near future. Recently also other groups start to
investigate possible use of diamond detectors as particle counters especially the application
for proton therapy shows promising results [69].
Concerning the ofine applications, various poly-crystalline CVD diamonds have been
tested as thermoluminescence detectors for heavy-ion beams dosimetry. The commercial
’mechanical grade’ type diamond which was nally selected shows a single, stable dosi-
metric peak with constant TL efciency for carbon ions within the energy regime used for
hadron cancer-therapy. Therefore no additional corrections are necessary if one uses dia-
mond dosimeters e.g., for the dose verication on the surface around the treated area. The
measured relative TL efciency shows a much stronger decrease with increasing LET of the
heavy ions for standard LiF:Mg,Ti TLD than for the diamond detectors under investigation.
Thus even the application of this material at energies near the Bragg peaks is feasible.
The tissue equivalence of the selected diamond material, its radiation hardness and
chemical inertness as well as the high and constant relative TL response to heavy ion beams
makes them valuable for passive dose and treatment plan verication within phantoms and
also in vivo. Unfortunately there is no diamond material available commercially by now
with a dedicated composition optimized for TL dosimetry nor is the composition of the
current ’best choice’ known for the moment. Therefore the future work on this topic should
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be focussed on the development of such a material. Since this application requires poly-
crystalline material this should be achievable also for large areas.
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Appendix
6.1 Diamond Characterisation
Raman scattering
Rayleigh Scattering of light in diamond material is caused be microscopic defects of the
lattice. In natural diamonds strong elastic scattering occurs due to dislocations. Diamond
pc-CVD lms exhibit especially strong Rayleigh scattering due to their poly-crystalline
structure [90] thus the measurement of this quality may serve to classify the crystal-quality
of the samples under test.
Raman spectra were measured at room temperature with 632.817 nm radiation from
He-Ne laser. The spectra were recorded with a HR 800 UV JOBIN Horiba spectrometer.
They were measured in backscattering geometry and taken in the range of 150 - 4000 cm−1.
Because of the long wavelength of visible light as compared to the Brillouin zone di-
mensions, only the zone center phonons (the 1332 cm−1) are normally observed in the
rst-order Raman scattering of diamond. The rst- and second-order spectra for sc-CVD
diamond is shown in Fig. 6.1 and Fig. 6.2.
The rst-order Raman line of diamond at room temperature was observed in all sam-
ples, with an average wavenumber of 1332.2 ± 0.5 cm−1. The spectral width of the Ra-
man line in perfect natural diamond may be as low as 1.5 cm−1. The FWHM value of a
Lorentzian t to the line observed for the sc-CVD diamond sample has a range of 1.77 ±
0.01 cm−1 what proofs the high quality of the tested synthetic diamond (the narrower the
line the better the so-called Raman quality). For comparison: the FWHM value of the line
for the poly-crystalline CVD diamond lms is a few tens cm−1.
The ’D-band’ (see Fig. 6.3, also referred as disorder peak, is observed in CVD diamond
lms, diamond-like materials, ion implanted diamonds as well as in cracked regions of nat-
ural diamonds. The spectral position of the band shifts linearly from about 1440 cm−1 down
to 1310 cm−1 with the change of the excitation wavelength from 244 to 780 nm. The nature
of the D-band is attributed to nondiamond carbon phases: disordered or nano-crystalline
graphite, disordered glassy carbon, sp2-hybrydized carbon phases, mikro-crystalline defec-
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Figure 6.1: First-order Raman spectrum (excitation with 632 nm He-Ne laser)
of a high quality sc-CVD diamond.
Figure 6.2: Second-order Raman spectrum of a high quality sc-CVD diamond.
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tive graphite, inclusion of amorphous diamond-like carbon or a diamond precursor phase.
The D-band is thought to relate mainly to grain boundary defects [90].
The ’G-band’ is observed in as-grown CVD diamond lms and diamond-like materials,
in oxidized CVD diamond lms, in cracked regions of natural diamonds. The spectral
position of the band varies between 1520 and 1610 cm−1 with the change of the energy of
the exciting laser light. The G-band is composed of two bands peaked at about 1470 and
1600 cm−1. The nature of the G-band is attributed to the nonhomogeneously broadened
G-line (the main Raman line of graphite).
Figure 6.3 presents a Raman spectrum of the pc-CVD mechanical grade ’PC’ diamond
as used in this work, taken at room temperature (RT) with a He-Ne laser. The D- and
G-bands with their spectral positions at 1388 and 1520 cm−1 respectively, together with
the diamond Raman line at 1332 cm−1 have been observed in all diamonds tested. The
width (FWHM) of the diamond Raman line in the mechanic grade CVD diamond is about
15 cm−1. A simple evaluation of lm quality of the CVD diamond can be given also as the
intensity ration between the G-band and the diamond band or the G-band plus D-band and
the diamond Raman line. In pc-CVD diamond lms the relative intensities of the G- and
D-bands correlate with the grain boundaries density.
Figure 6.3: Raman spectra of the mechanical grade poly-crystalline diamond
(broad distribution) and sc-CVD diamond (narrow peak) taken at room temper-
ature with He-Ne laser. The D- and G-bands for pc-CVD at wavenumbers of
1388 and 1520 cm−1 are pointed.
124
Infrared absorption
The nitrogen aggregates (’A’-center) and their concentration have a huge inuence on most
physical properties of diamond and is considered to be one of the most abundant aggregates
in diamond. The 1282 cm−1 peak is the most intensive feature of the one-photon absorption
of the ’A’-aggregates of nitrogen occurring within a range from 1050 cm−1 to 1330 cm−1.
Natural diamonds containing only ’A’-centers are extremely rare (<0.05 %). In synthetic
diamonds containing nitrogen in the form of single substitutional atoms (’C centers’) the
’A’-aggregates can be formed in the temperature range of 2000 - 2350 ◦C starting from
’C’-defects. Above 2300 ◦C ’A’-centers begin to dissociate into single nitrogen atoms.
The ’A’-aggregates of nitrogen are very effective recombination centers for nonequilibrium
charge carriers and form deep traps for free carriers. ’A’-centers are considered to have
donor-like properties.
The transparency of CVD diamonds is affected mainly by two factors: light scattering
due to surface roughness and absorption on nondiamond sp2 bonded carbon phases [90]. In
case of the mechanical grade CVD diamond used in our study, the above mentioned lters
(roughness and nondiamond phase) do not allow any light transmission. In Fig. 6.4 a com-
parison between absorption spectra of two different HPHT samples and sc-CVD diamond
is presented. The Infrared (IR) spectroscopy was carried out with a MAGNA-IR Nicolet
550 FT-IR Fourier-Transform infrared (FTIR) spectrometer in the range 4000 - 400 cm−1.
In HPHT samples ’A’- and ’C’-centers are visible. The concentration of those centers NA
and NC can be estimated from the equations 6.1 [90] and 6.2 [84]:
NA = 16.3 · alpha1282 (6.1)
NC = 25 · alpha1130 (6.2)
where α1282 is the absorption coefcient of the 1282 cm−1 band and α1130 is the absorption
coefcient of the 1130 cm−1 band. For the sample HPHT1 the concentration of ’A’-centers
and C-centers measured were 4.2 ppm and 12.4 ppm, respectively.
In case of the sc-CVD diamond samples tested there is no evidence of nitrogen related
bands in the one-phonon region (500 - 1500 cm−1) induced by defect. The spectrum is
as expected for a pure type-IIa diamond. It only shows the characteristic two- and three-
phonon absorptions of diamond in the range 1500 - 4000 cm−1 [90].
UV / VIS absorption
The Ultra Violet / Visible (UV / VIS) absorption spectrum was obtained at room tempera-
ture in the UV range of 190 - 900 nm. The absorption spectra in the UV range
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Figure 6.4: Comparison of the absorption spectra of two different HPHT dia-
monds and a sc-CVD diamond sample.
Figure 6.5: UV Absorption spectra obtained for sc-CVD diamond with a thick-
ness of 500 µm.
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of the single-crystal diamond is shown in Fig. 6.5. The spectrum is dominated by a strong
absorption that occurs at the near band-gap energy region of diamond. This deep UV ab-
sorption consists of a sudden increase of the absorbtion for values below approximately
236 nm (symbolized by the right dotted line on the gure), followed by a much larger and
also sudden increase known as the cut-off energy, for wavelengths around 226 nm (left
dotted line). For higher wavelengths (λ > 236 nm), light absorption is as low as could
be expected from a high purity specimen [83]. No absorbtion in the visible region was
observed.
6.2 Beam profile
The carbon beam prole is approximately symmetric and Gaussian shaped. The most com-
mon spot size setting is 5 to 6 mm FWHM, yielding a lateral dose fall-off (from 90 % to
10 %) of the same magnitude. In Figure (Fig. 6.6) the scan from a Gafchromic lm shows
the beam spot size for various energies and focus steps. The dependency of the beam spot
size at the isocenter on the beam energy is presented in Fig. 6.7.
Figure 6.6: Beam prole registered with a Gafchromic lm. The size of the
beam spot varying with focus step and the beam energy.
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Figure 6.7: Dependence of the beam spot size at the isocenter on the beam energy (after
[51]).
6.3 Electronics
DBA
The Diamond Broadband Amplier (DBA) [61] is a commercial, available, low noise
preamplier, designed especially for diamonds at GSI. The models DBA III and -IV have
variable gain. The block diagram of the DBA scheme is presented in Fig. 6.8.
Figure 6.8: Block diagram of the DBA scheme.
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TCSPA1
The block scheme of the charge sensitive amplier TCSPA1 designed for time and energy
measurements is presented in Fig. 6.9. The input cell contains a double gate MOS transis-
tor, DC polarized to have a nominal transconductance gm equal 25 mA/V. After the input
cell (Q1, RD), the scheme is split on two branches. The main branch works like a classical
charge sensitive amplier (CSA) and contains a low frequency and high gain operational
transimpedance amplier (I2). Through the Feedback elements (RF, CF) a global DC feed-
back is closed for stabilization of DC working points of all active elements involved. The
second branch was designed for the time measurements. It works like an AC coupled am-
plier. The main goal was to amplify the rst leading edge of detected pulse with a good
delity. This branch contains a low gain and high frequency operational transimpedance
amplier (I1) followed by a radio frequency amplier stage (I3). The time output Tout uses
a 50 Ohm cable connection to the user. The output signal from the main CSA is applied to a
Pole-Zero Compensation network (RPZ, CPZ), in order to decrease the signal pulse-width,
without over/under shoots. After a new amplication (I4, RO), the energy output signal can
be used Eout. A TEST input can be used for calibration purposes.
Figure 6.9: The block scheme of the charge sensitive amplier TCSPA1.
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Figure 6.10: TCSPA1 Energy (E) and Time (T) outputs as a function of the
injected charge Q. Linearity for CF = 0, CD = 0.
Figure 6.11: TCSPA1, noise versus detector capacitance (Cdet).
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The gure 6.10 was obtained by an electrical calibration of the TCSPA1, by applying posi-
tive and negative voltage steps through 1 pF capacitor CT (see Fig. 6.9).
Qin[fC] = Vpulse[mV ]× CT [pF ] (6.3)
For each value of the applied charge on the input Qin the peak amplitude was registered
for the energy Eout and time Tout outputs. Measured values together with a linear ts are
presented in Fig. 6.10.
The detector capacitance was simulated by the use of different values ceramic capac-
itors, mounted one by one in the same place (the detector place), to have approximately
the same parasitic capacitance. For each trial we have measured the noise at Eout and Tout
by registration of the dispersion in an amplitude histogram σV ON [mVR.M.S.]. We also
measured the gain G, using the same method applied during the electrical calibration. The
results are presented in Fig. 6.11.
G[mV/fC] = Vout[mV ]/Qin[fC] (6.4)
We have converted the voltage noise from the output [mVR.M.S.] to the equivalent noise
charge at input ENC [fCR.M.S.] and nally expressed ENC in electrons [eR.M.S.]
ENC[fCR.M.S.] = σV ON [mVR.M.S.]/G[mV/fC] (6.5)
ENC[eR.M.S.] = ENC[fCR.M.S.]× 6250[e/fC] (6.6)
This picture can be used for prediction of the noise level for a particular application.
Cdetector = Cdiamond + Cdetectormounting + Ccable (6.7)
where:
Cdetectormounting ∼ 4 - 6 [pF]
Cdetector ∼ detector capacitance
Ccable ∼ cable length [m] x 80 [pF/m]
NINO ASIC
The block scheme diagram of the NINO ASIC is presented in Fig. 6.12. In Fig. 6.13 the
last version of the NINO board is shown.
LVDS
Short for Low Voltage Differential Signaling, a low noise, low power, low amplitude method
for high-speed (gigabits per second) data transmission over copper wire. LVDS differs from
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Figure 6.12: Block diagram of the NINO ASIC (after [2])
Figure 6.13: Picture of the piggy board carrying the NINO chip optional 1:10
prescalers and the output drivers as well as an OR stage. The same layout is
realized on the bottom side of the PCB thus allowing a 16 channel operation in
total.
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normal input/output (I/O) in a few ways: Normal digital I/O works with 5 volts as a ’high’
(binary 1) and 0 volts as a ’low’ (binary 0) state. One may also use a differential signaling,
adding a third option (-5 volts), which provides an extra level with which to encode. The
results in a higher maximum data transfer rate. A higher data transfer rate requires fewer
wires are required, as in UW (Ultra Wide) and UW-2/3 SCSI hard disks, which use only 68
wires. These devices require a high transfer rate over short distances. Using standard I/O
transfer, SCSI hard drives would require a lot more than 68 wires. With standard I/O sig-
naling, data storage is contingent on the actual voltage level. Voltage level can be affected
by wire length (longer wires increase resistance which lowers the voltage). Using LVDS,
data storage is distinguished only by positive and negative voltage values, not by the volt-
age level itself. Therefore, data can travel over greater lengths of wire while maintaining a
clear and consistent data stream.
PADI
Figure 6.14 shows a photo of the PADI test plate used in the experiment described in
Sec. 4.1.3. The scheme of the PADI test plate for one from three channels is shown in
Fig. 6.15.
Figure 6.14: PADI test plate.
The PADI (IC1) preamplier stage has a high gain of (48 dB) and a bandwidth of 400 MHz
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Figure 6.15: Scheme of PADI test plate. One from three channels is shown.
for differential oating detectors, and a gain of 37 dB and bandwidth of 200 MHz for single
ended detectors. Due to that, all input and output signal connections provide 50 Ohm
impedance in a broadband of frequencies from 1 MHz to about 400 MHz. The PADI Test-
Plate uses 50 Ohms transmission lines TL2, TL3, TL4, TL5 (realized in strip technology) to
connect the PADI chip to the PCB border connectors. In our application, the signal coming
from the detector is single ended; in that situation, the complementary channel input must
be terminated to 50 Ohms, the characteristic impedance of the line. The analogue ’Energy’
signal is applied to an repetor/isolator stage (IC2) and can be accessed at the analog output.
The LVDS Digital Output is converted to PECL levels by an ECL receiver (IC3).
6.4 Energy loss
The value of the energy loss in diamond calculated with SRIM [92] together with the ion
ranges and the generated charge according to Eq. 3.1 is presented in Tab. 6.1.
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Table 6.1: Energy loss and generated charge in diamond for chosen ion beams.
ION E R Energy loss (ionization) [MeV] QG (Charge generated) [pC]
(Energy) (Range) in
[MeV/u] in R 500 200 100 50 20 R 500 200 100 50 20
diamond [µm]
12C 420 96.83 mm 4996.9 16.1 6.5 3.3 1.6 0.6 61.59 0.2 0.08 0.04 0.02 0.08
12C 350 72.2 mm 4183.4 17.6 7.0 3.5 1.7 0.7 51.55 0.22 0.09 0.04 0.02 0.09
12C 80 5.58 mm 953.5 48.4 18.8 9.5 4.6 1.9 11.76 0.6 0.23 0.12 0.06 0.10
12C 11.4 172 µm 136.0 53.7 23.6 8.4 1.67 0.66 0.29 0.10
208Pb 11.4 68 µm 2329.7 1866.1 670 28.71 22.9 8.26
238U 11.4 68.5 µm 2743.2 12266.6 818 33.79 27.9 10.0
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6.5 Activation energy
The values of the activation energy E estimated by the peak shape method proposed by
Grossweiner are presented in Tab. 6.2, for the main TL peak of the pc-CVD diamonds
under test. The diamonds were irradiated with dose of 4 Gy from X-ray lamp.
Table 6.2: The estimated by peak shape method values of the activation energy E in different
diamonds.
pc-CVD diamond type BEL OP EL TM PC
Activation Energy [eV] 0.72 0.88 0.88 1.02 0.89
Temperature 464 474 465 477 502
6.6 Microdosimetric parameters
Spatial patterns of energy transfer (clusters) are spatially correlated groups of ionizations,
which are separated from each other by a distance called cluster size. One can distin-
guish the relative position of the particle track with regard to the target of interest which is
schematically presented in Fig. 6.16. The following classication is typically applied:
- starters: the point of the track origin is placed within the target
- stoppers: the point of the track end is placed within the target
- crossers: the target is crossed by the particle track
- insiders: the whole track is placed within the target
- touchers: the sensitive target is affected only by δ-rays from particles passing by.
Figure 6.16: The classication of particle tracks with regard to their position
relative to the target.
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Specific Energy, z and Lineal Energy, y distributions
To express the local ionization density (energy deposition) around the particle’s path an-
other possibility is to apply microdosimetric quantities, such as the specic energy, z, and
the lineal energy, y. The central concept of the microdosimetric model is based on a tar-
get volume (sensitive site). The energy of ionizing radiation, ε, imparted to a hypothetical
(certain part of a crystal) or well-dened (cell nucleus) target volume leads, with a certain
probability, to some observable effects such as emission of TL light or cell death. If this
imparted energy is normalized to the target mass, m, it is called the specic energy, z. The
unit of the specic energy is 1 Gy = 1 J kg−1.
z =
ε
m
(6.8)
A track crosses the target volume along a randomly oriented chord. If a particle crosses
through the center of the spherical target, the chord is equal to the sphere diameter, d, and
the energy deposition is the highest. The mean chord length, l, for the target volume is
dened as the average length of all randomly oriented chords in that volume. The quotient
of ε and l is called the lineal energy, y
y =
ε
l
(6.9)
For a convex body l = 4V/a where a is the surface area of the volume V . The mean
chord length for a spherical target of diameter d is equal to
y = 4
V
a
= 4
(4/3)pi(d/2)3
4pi(d/2)3
=
2
3
d (6.10)
and for a cylinder of height h, it is equal to l = dh/(d/2 + h). The mean chord lengths for
a sphere and for quadratic cylinders (h = d) are equal.
Alternatively to z and y, the number of ionizations in the target volume j can be used if
one considers that
ε = jW (6.11)
where W is the average energy required to produce a single electron-hole pair in the crystal.
For diamond the mean energy required to produce an e-h pair has been estimated to be
12.86 eV [70].
If a small detector volume (of nanometer or micrometer size) is repeatedly exposed to
radiation induced tracks, different numbers of ionizations are registered. For a large number
of consecutive events encountered in the volume (or, alternatively, for a large number of
identical volumes hit by a single track), one obtains a probability distribution of the number
of ionizations in the target volume. The probability of producing an event with j ionizations
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is 1/j and this distribution is called the frequency distribution of ionization, f1(j). The
process of energy deposition to the target by a single track is called a single-event. Out of
the total of n targets affected, single ionization events contribute 1/n to the total dose, double
ionization events by 2/n and triple ionizations by 3/n of the total dose. Such a distribution is
called the dose distribution of ionization d1(j). The expectation value of f1(z) distribution
is the frequency mean specic energy, zF .
zF =
∫∞
0
zf1(z)dz∫∞
0 f1(z)dz
(6.12)
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