Cervical auscultation is a method for assessing swallowing performance. However, its ability to serve as a classification tool for a practical clinical assessment method is not fully understood. In this study, we utilized neural network classification methods in the form of Deep Belief networks in order to classify swallows. We specifically utilized swallows that did not result in clinically significant aspiration and classified them on whether they originated from healthy subjects or unhealthy patients. Dual-axis swallowing vibrations from 1946 discrete swallows were recorded from 55 healthy and 53 unhealthy subjects. The Fourier transforms of both signals were used as inputs to the networks of various sizes. We found that single and multi-layer Deep Belief networks perform nearly identically when analyzing only a single vibration signal. However, multilayered Deep Belief networks demonstrated approximately a 5% to 10% greater accuracy and sensitivity when both signals were analyzed concurrently, indicating that higher-order relationships between these vibrations are important for classification and assessment.
Introduction
Dysphagia is a term used to describe swallowing impairment [1] . It is seen as a symptom of many conditions, but most commonly occurs as a result of neurological conditions such as physical trauma or stroke [1, 2] . Though typically not an immediate threat to a patient's well-being, dysphagia can quickly lead to 5 more serious health complications including pneumonia, malnutrition, dehydration, and even death [2, 3] . The first attempt at identifying this condition in the clinic before these serious complications occur is a bedside assessment of the patient's actions and behavior while swallowing. Should this prove inconclusive or is deemed insufficient by the administering clinician, more complex instrumen-10 tal examinations are utilized. Nasopharyngeal flexible endoscopic evaluations involve visualization of the pharynx and upper airway during oral intake, while videofluoroscopic assessment collects dynamic radiographic images of the oral cavity, pharynx, upper airway and proximal esophagus, throughout the entire swallow event [1, 4] . The goal of these assessments is to determine the nature of 15 swallowing pathophysiology, and determine appropriate methods of treatment more accurately than the current bedside assessments allow. However, both of these instrumental examinations require skilled expertise, specialized equipment, and a patient that is able to travel to the site of testing. Previous studies agree that an accurate, simple, non-invasive method of evaluating swallowing 20 function would be a desirable addition to the available tools for assessment.
Multiple different swallowing screening tests have been investigated and implemented in the past. Non-instrumental methods, such as the 3 ounce water challenge [5] , the Toronto bedside test [6] , or the modified MASA [7] among others, have been widely implemented in the clinical setting. Though they 25 generally have a high sensitivity for detecting aspiration, they have poor specificity and can lead to unnecessary interventions [5, 8, 6, 7] . Instrumental-based screening methods have also produced mixed results, but efforts have been made to improve these methods and allow for their use alongside existing screening techniques. Cervical auscultation, in particular, has been studied in significant 30 detail in recent years [9] . Traditionally, this technique has utilized stethoscopes at the bedside to allow a clinician to listen to a patient swallow a bolus of liquid or food in real time. This non-instrumental screening method has not demonstrated adequate predictive value for swallowing disorders [3] but has given rise to a similar instrumental method in the form of digital microphones and ac- 35 celerometers. In this digitized form any number of signal processing algorithms, such as those meant to filter noise or quantify statistical features, can be used to process the data [9] . The result is a signal that is much cleaner and easier to analyze accurately and consistently than the human-interpreted signals obtained through non-digital techniques [9] .
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While methods to classify the results of existing, qualitative swallowing tests are well established, the classification of digital swallowing signals has not been studied in as much detail. This has resulted in multiple studies that demonstrate promising preliminary results, but which still have key experimental deficiencies that call the generalizability of the methods into question. As one example, a 45 recent study by Sarraf-Shirazi and Moussavi [10] sought to differentiate swallowing vibrations that originated from a swallow with no aspiration from swallowing vibrations that originated from swallows that did not result in aspiration.
They gathered data from 10 individuals with dysphagia, identified the average spectral power of each swallowing signal over 3 key frequency bands, and used a 50 fuzzy k-means classifier to classify each swallow [10] . Their results demonstrated slightly greater than 80% classification accuracy [10] . A study with similar goals by Nikjoo, et al [11] was published about the same time. This study also sought to differentiate between vibrations from swallows that did or did not result in aspiration, but they instead utilized a support-vector machine classifier with a 55 selection of 8 statistical features as inputs, gathered from 30 participants with dysphagia [11]. They, too, achieved an overall classification accuracy slightly greater than 80% [11] . However, past studies were not limited to these specific aspirating / non-aspirating classes. Das, et al [12] sought to differentiate swallowing vibrations produced by healthy subjects from various artifact signals as 60 well as differentiate dysphagic swallowing vibrations from similar artifact sig-nals. They were able to achieve an overall accuracy of 97% for this task by using hybrid fuzzy logic committee neural networks with a limited selection of statistical features as inputs [12] . Conversely, Suryanarayanan, et al [13] attempted to use swallowing vibrations and pressure measurements in order to classify the severity of aspirated swallow on a 4-point scale. By using simple fuzzy logic, they were able to achieve an overall accuracy of slightly more than 80% on their 22 person data set. These four studies [10, 12, 11, 13] are not the sum of all research into classifying swallowing vibrations, but they are representative of the larger body of work and, by extension, demonstrate certain key flaws 70 of past swallowing research. The first point, which some of these studies have addressed themselves, is that the number of subjects used to collect data was limited. In addition to being more susceptible to biases from individual subjects, this has also led to researchers not appropriately differentiating training and testing data sets. The similarly limited choice of input features is another Further investigating the literature related to swallowing classification reveals that studies that utilize neural network-based classifiers [14, 12, 15, 16, 17] tend to report higher overall classification rates. While the details of their methodologies vary, one trait these studies have in common is that nearly all 85 of them apply user-selected input features of a mathematically complex nature.
Lee, et al [15] explored this topic and finds that high-order features such as normality and dispersion ratio are only quadratically separable rather than linearly. Aboofazeli and Moussavi [17] further support the necessity of such highlevel investigation of swallowing vibrations and demonstrate the benefits of both 90 nonlinear analysis techniques and neural networks with multiple hidden layers.
While the higher-order analysis of swallowing signals demonstrates clear bene-fits, these studies acknowledge that they are investigating a limited selection of mathematical signal descriptions and that alternate choices may offer benefits to classification. Such trends were also acknowledged by Makeyev, et al [16] , who In this study, we propose a method that allows for the differentiation of swallows made by a healthy subject and swallows that did not result in a significant amount of laryngeal penetration that were made by a dysphagic subject. This will be performed using only cervical auscultation signals that were recorded in a clinical environment during typical swallowing examination procedures. A 110 previous study supports this possibility, as it asserts that these two events do produce significantly variable cervical auscultation signals [18] . We also propose that our chosen classification technique, a Deep Belief network, will provide more reliable classification than previously implemented techniques. Its ability to classify data in a non-linear manner based on higher order relationships 115 than a simple, feed-forward neural network should allow for the best possible swallowing classification.
Methods

Participants
The protocol for the study was approved by the Institutional Review Board 120 at the University of Pittsburgh. The data collected in this study has been utilized by other published studies [19, 18, 20] and the methods used to collect it have been published previously, but will be summarized here for convenience.
A total of 55 healthy participants (28 men, 27 women, mean age 39) were recruited from the neighborhoods surrounding the University of Pittsburgh cam-125 pus. Each confirmed that they had no history of swallowing disorders, head or neck trauma or major surgery, chronic smoking, or other conditions which may affect swallowing performance. The subjects were asked to complete a total of 30 independent swallows of several types of boluses (water, 'nectar' thick liquid, and 'honey' thick liquid) while their head was in a neutral position. This process 130 was repeated with the subject's head in a 'chin-tuck' position. Five swallows of each bolus type were completed by each subject in both positions, resulting in a total of 1650 eligible healthy swallows. The beginning and end points of each swallow were found using a custom algorithm that has been shown to provide results similar to those given by manual fluoroscopic analysis [21] . We note that 135 a portion of this data was not used in our experiment in order to balance the number of data points with the amount of data available from our second class, described in the following paragraph. were limited to those completed in either a neutral or 'chin-tuck' head position, resulting in a total of 973 eligible dysphagic swallows from these subjects.
For swallows from non-healthy (dysphagic) participants, the concurrent videofluoroscopic exam was used to segment individual swallows. The beginning of a swallow was defined as the time at which the leading edge of the swallowed bolus 160 intersected with the shadow cast on the x-ray image by the posterior border of the ramus of the mandible. Meanwhile, the end was defined as the time at which the hyoid bone completed motion associated with swallowing-related pharyngeal activity and returned to its resting or pre-swallow position. A trained speech language pathologist with established accuracy, inter-, and intra-rater reliabil-165 ity in analysis of kinematic videofluoroscopic swallowing data and detection of physiological swallowing events located these time points. The speech language pathologist also ensured that each included swallow was rated as a 3 or less on an accepted, 8-point ordinal clinical penetration-aspiration scale [22] . Such swallowing performance indicates no more than shallow layrngeal penetration of 170 the bolus with minimal residue, which is common among elderly patients even without dysphagia [22] .
We note that while swallowing behavior and activity can be shown to vary with age, the effects of age on cervical auscultation signals is minimal [20] .
Since swallows from subjects with dysphagia are less consistent than those from 175 healthy subjects [18] , we would expect age to have an almost indiscernible role on the signal behavior. As a result, we choose to ignore the minor effect this variable has on our data and train/test our classifiers on the entire data set available.
Data Recording and Processing
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We collected swallowing vibration data using a tri-axial accelerometer (ADXL 327, Analog Devices, Norwood, Massachusetts) placed over the subject's cricoid Note that data recorded with the microphone was not used for this study.
cartilage, which has been shown to provide a high quality signal [23] . The main accelerometer axes were aligned approximately parallel to the patient's cervical spine and perpendicular to the patient's coronal plane and will be referred to as 185 the superior-inferior (S-I) and anterior-posterior (A-P) axes, respectively. The third axis was not used for this study as a comparable signal was not used in our study of healthy subjects [19] . This is can be visualized in figure The signals recorded with the accelerometer underwent several digital processing steps to improve their quality. In summary, we utilized FIR filters to remove the noise inherent in our recording devices and wavelet denoising 195 techniques to reduce the effects of white noise. We also applied spline filtering techniques to our accelerometer signal in order to remove low frequency artifacts such as head motion. The mathematical basis for these processing techniques can be found in our previous publications and has been shown to not significantly impact the integrity of the data [19, 18] . 
. Neural Network Background
A neural network is a mathematical imitation of a biological neural system that is trained to perform a specific task [24] . One commonly used configuration, a feed-forward network, consists of three major components: the input, hidden of the hidden layer is used to create one or more output features. Commonly, these features are used to classify the input data and are coded to correspond to membership of desired classes. This system can be more compactly described as multiple restricted Boltzmann machines stacked on top of one another, since connections between neurons exclusively travel between adjacent layers and not 220 between distant layers or between neurons in the same layer [24, 25] .
Upon initial generation, the weights between the input, hidden, and output layers are randomized and the network does not produce meaningful results [26, 24] . However, supervised learning can be used to train the network to complete a specific task. Specifically, backpropagation can be used to adjust the weights between layers and ensure the proper output is produced for each input [26, 24] . Using this technique, the weights are adjusted by using stochastic gradient descent:
where w ij is an array containing the weights between neurons i and j, α is the user-defined learning rate, and ∂ ∂wij indicates a partial derivative. The term C represents a general cost function of the network that is chosen by the user. We utilize mean-squared error in this study, but alternatives such as cross entropy 225 or log-likelihood are equally valid from a mathematical standpoint. It can be shown that the partial derivative term can be rewritten as the product of the inputs to the neuron and the error of its output. By implementing this algorithm alongside a labeled training set, a feed-forward neural network can be used to classify data into predefined categories [26, 24] . 
Deep Learning Formulation
Neural networks have become increasingly popular in recent years due to advances in computing speed and customizability of the underlying algorithms.
However, many researchers limit their models to containing a single hidden layer, which can potentially hinder the network's overall performance. Such a model Belief network involves simply taking the most basic component of the neural network, the two-layer restricted Boltzmann machine, and connecting multiple copies together consecutively [27, 28, 29, 30, 25] . This produces a network that has multiple hidden layers and can calculate higher order features as well as correlations between higher order features for a given input [27, 28, 29, 30, 25] .
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Relative to a network with fewer layers, this can potentially improve the network's classification accuracy since these features are not available for analysis in the more shallow network. It is important to note, however, that despite the structural similarities between this Deep Belief network and a simple neural network these systems are functionally and mathematically different. We also 255 note the specific use of restricted Boltzmann machines that contain neurons with Bernoulli output functions for this study.
The final stage of a Deep Belief network is similar to that of the basic neural network. It is trained in a fine-tuning stage by the same supervised learning and backpropagation algorithms and outputs the class membership of a given input. However, backpropagation is not always the most effective method of training the entire multi-layered network due to the vanishing gradient problem [31, 32] . As an alternative, we can partially train each layer (restricted Boltzmann machine) of our network as it is built in a pre-training stage by using an unsupervised learning method [27, 28, 29, 30, 25] . Specifically our network's pre-training was conducted in a greedy, layerwise fashion by implementing the contrastive divergence algorithm. This algorithm performs block Gibbs sampling within a gradient descent procedure and, for our manuscript, attempts to minimize the negative log-likelihood of the training data:
where E is the energy of one particular network configuration, x and h are the activations of the visible and hidden neurons, respectively, for a given training set, W is the array of weights between the visible and hidden layers, and b * are the biases of the visible (v) and hidden (h) layers of neurons. Taking the gradient of Equation (2) provides the update law for the parameters and can be shown to be equal to
where µ is the expected value operator, µ( * |x) is the conditional expected value of * given a value for x, and θ is the vector of model parameters. In explicit form:
Since batch processing is not always available or the most efficient method of calculation, a stepwise contrastive divergence algorithm has been developed. (5)- (7) and can be 260 summarized as follows:
It provides estimates of the negative term in Equations
1. Randomize the initial weights and biases.
Determine the hidden layer neuron activations h based on a given input array x.
3. Generate a reconstruction of the input x from the current hidden layer h. 4. Estimate a new hidden activation h based on the reconstruction of the input x . This is done by sampling the probability distribution of x, and can be obtained by running a Markov chain to convergence, using Gibbs sampling as the transition operator.
5. Update the weights for the current step W i based on the difference between 270 the exact and reconstructed terms, multiplied by a learning rate:
6. Update the biases in the same manner:
This process is followed for each restricted Boltzmann machine added to the 275 network [27, 28, 30, 29, 25] . For the first layer, the input is the raw data. For the additional layers the input is simply the output of the previous layer for a given sample of data.
Deep Belief Network Experimentation Details
Our input to the network was chosen to be the Fourier transform of each 280 segmented swallowing vibration. The beginning and endpoints of each were identified by a previous videofluoroscopic analysis or an equivalent method, but no framing or other subdivision techniques were applied. The frequency spectrum had a resolution of 0.25 Hz and its amplitude was normalized relative to the largest amplitude in the spectrum. We limited our analysis of the spectrum to 285 the positive frequency band (0 to 5 kHz) to minimize redundancies. Past studies have shown that there is an insignificant amount of energy above this frequency range, so only a negligible amount of information should be lost through attenuating the spectrum [33] . We also eliminated the frequencies between 58 Hz and 62 Hz so that the differences in electrical noise for our two data sets would not 290 affect the results of our classification. This resulted in a total of 19,984 input features to be used for classification by our networks. While notably large, we concluded that using an external method of feature selection/reduction would pre-emptively bias our network's selection of features and would not take full advantage of its unsupervised learning stage. We averaged the frequency spec-
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trums of all of our swallows and display the more visually interesting portion in figure 2. This demonstrates an obvious shift towards higher frequencies for swallowing vibrations from dysphagic subjects when compared to signals from healthy swallows. However, the high individual variability of these attributes between swallows [19, 20] makes it difficult to separate these classes with simple, 300 linear methods.
Our training and testing sets consisted of a random selection of swallows taken evenly from both data categories. This amounted to 123 swallows from normal subjects and another 123 swallows from subjects with dysphagia being used as a testing data set. A separate 1700 swallows (850 from each category)
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were used as the training set. The surplus number of swallows from healthy subjects was ignored for the remainder of the study to ensure a balanced distribution of data from each class and to prevent biasing our networks. Training data was presented to each network in a total of 170 mini batches containing ten randomly selected swallows each. Once all mini batches were presented, the 310 whole training process was repeated four more times for a total of 5 epochs.
Stratified ten-fold cross-validation was utilized to generalize the results of our training methods.
We first built 12 unique, single-modal networks to investigate the ability of a Deep Belief network to classify swallows using data from only a single ac-315 celerometer axis. The generalized structure of these single-modal networks is displayed in Figure 3 . Three traits were varied when building the networks: The input presented to the network (either the anterior-posterior or superior-inferior frequency spectrum), the number of hidden layers in the network (one, two, or three), and the number of neurons in each hidden layer (300 or 3000). Table 1 320 presents the various permutations of these traits as well as the labels used to reference them in the remainder of this manuscript. All of these networks had identical outputs of a single, one-hot encoded neuron that indicated whether the Table 1 . Bold sections of the figure correspond to parts of the Deep Belief network and the interactions between its internal layers. 
input data corresponded to a swallow from a dysphagic (1) or healthy (0) subject. Likewise, the number of input features analyzed by each network were the 325 same (19, 984) since the frequency spectrums corresponding to each accelerometer axis were limited to the same frequency band.
We then constructed multi-modal networks which combined anterior-posterior and superior-inferior data in order to investigate if such a concurrent analysis would improve classification. We chose to divide these networks into two parts
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as previous research has demonstrated better classification rates when multimodal processes are analyzed in this manner [34] . the neurons corresponding to each input [34] . However, by allowing each input to be processed by their own networks before combining the data in a third, the multi-modal network is better able to identify interactions at higher-orders [34] . We employed this multi-modal Deep Belief network since the higher order relations are of particular interest to us and is a key benefit of deep learning. learning stage was carried out by using the contrastive divergence algorithm Tables 4-5 provide the results of our tests. Table 4 presents the results for networks which utilized a single vibration axis' data as its input while Table 5 We found that single-modal networks demonstrate overall accuracies be-390 tween 76 and 86 percent. This was generally the result of very high specificity (95% or higher for many networks) paired with a much lower sensitivity (72% or less for many networks). Networks that had a greater number of neurons generally had lower sensitivities but greater specificities. We note that this resulted in a higher accuracy for anterior-posterior networks with more neurons, but lower 395 overall accuracy for superior-inferior networks. We also found that multi-layer, single-modal Deep Belief networks provided little to no accuracy improvement beyond the single layer configuration, though the additional layers did tend to improve specificity at the cost of sensitivity.
The accuracies of our multi-modal, Deep Belief networks were generally 400 ing difficulties are encountered much more often in this situation than in the general population and assessing their swallowing ability correctly is of greater importance due to the significant risk of these subjects developing pneumonia or other health complications if incorrectly assessed. As a result, a classification's sensitivity (ability to identify swallows from a subject with dysphagia) is far 470 more valuable than its specificity (ability to identify swallows from a healthy subject). This suggests that multi-layer Deep Belief network classification would be of greater benefit than single layer network classification specifically when utilized in a real-world setting, but further research would need to be done before any definitive conclusions can be made. 
Limitations and Future Work
Swallows included in this study were gathered in a typical clinical setting. This is not necessarily the optimal environment for data intended for mathematical analysis. It can introduce a number of confounding variables in the form of environmental factors and can result in an uneven distribution of variables,
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such as the number of swallows performed by each subject. However, if cervical auscultation is to be used as a screening method it would need to operate in such an environment. Testing our classification method on highly controlled and perfectly distributed data may result in much clearer results, but would not provide an accurate assessment of its practical capabilities. In addition, this 485 study also only included swallows that did not result in significant laryngeal penetration. This is because we focused chiefly on differentiating swallows from healthy subjects, who rarely if ever swallow with laryngeal penetration, and patients with dysphagia. Including penetrating swallows from only patients with dysphagia would greatly bias the training of the network and could easily result 490 in a configuration with poor generalizability.
In future work, it would be most beneficial to extend the network's classification ability to swallows that did result in significant laryngeal penetration and aspiration. These swallows are of greatest concern with regards to the health and well being of patients with dysphagia and being able to differentiate them 495 from non-penetrating swallows would be of great clinical benefit. Naturally, future studies could also work to further refine the deep learning networks used in this study. There are alternative network configurations to the restricted Boltzmann machines used in this study which may be better suited to analyzing time-varying data. Similarly, using a swallow's entire frequency spectrum as 500 the input to the network may be inefficient. A more limited selection of input features may be able to provide less redundant information to the network and allow for better tuning of the weights between the neuron layers.
Conclusion
In this study, we sought to differentiate swallows made by healthy subjects 
