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We use artificial neural networks to parameterize the shape functions in inclusive semileptonic
B decays without charm. Our approach avoids the adoption of functional form models and allows
for a straightforward implementation of all experimental and theoretical constraints on the shape
functions. The results are used to extract |Vub| in the GGOU framework and compared with the
original GGOU paper and the latest HFAG results, finding good agreement in both cases. The
possible impact of future Belle-II data on the MX distribution is also discussed.
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2I. INTRODUCTION
The precise determination of the CKM matrix element Vub remains an important goal in flavour physics, instru-
mental in performing stringent tests of the CKM matrix unitarity, see [1] for a review. |Vub| can be extracted from
b→ u`ν decays, and in in particular from B → pi`ν, using lattice QCD [2, 3] or light-cone sum rules [4, 5] calculations
of the relevant form factors. The other exclusive channels Λb → p`ν [6] and B → pipi`ν [7, 8] are also actively pursued.
The inclusive determination relies instead on a local Operator Product Expansion (OPE) [9–13] which has been suc-
cessfully applied to B → Xc`ν, see [14] for the state of the art. In the charmless case B → Xu`ν the convergence of
the local OPE is hampered by the experimental cuts that are generally applied to suppress the charm background and
that introduce a sensitivity to the Fermi motion of the b quark inside the B meson1. The well-known solution [16, 17]
is to introduce a distribution function or Shape Function (SF) whose moments are dictated by the local OPE. The
SF is actually the parton distribution function of the b quark in the meson. Effects formally suppressed by ΛQCD/mb
are also important and lead to the emergence of additional, largely unknown, shape functions [18–20]. The present
HFAG inclusive |Vub| average [15] is based on different approaches [21–24]. In the GGOU approach [23] it reads
|Vub|incl = (4.51± 0.16+0.12−0.15)× 10−4 (1)
and very close values are found with the other methods. The high luminosity expected at Belle-II, together with
precise lattice determinations of fB , will also allow for an accurate determination of |Vub| from decay B → τ ν¯.
The inclusive and exclusive determinations of |Vub| have been in conflict for a long time [25]. Although the latest
lattice calculations [2, 3] imply a somewhat larger |Vub| than in the past, the discrepancy is still at the level of almost
3σ and calls for further scrutiny of all aspects of these determinations. In the case of the inclusive one, the major
open problems are i) the limited knowledge of leading and subleading SFs; ii) the non-perturbative effects in the
high-q2 region2; iii) the potential role of higher order perturbative effects. The SFs uncertainty, in particular, has
been estimated to affect |Vub| only at the level of a few percent [21, 23]. However, these analyses were performed
assuming a set of two-parameters functional forms, and it is unclear to what extent the chosen set is representative
of the available functional space, and whether the estimated uncertainty really reflects the limited knowledge of the
SFs. This point was emphasized in [27], where a different strategy was also proposed, based on the expansion of the
leading SF in a basis of orthogonal functions, fitting its coefficients to the B → Xsγ spectrum, and on the modelling
of the subleading SFs.
In this paper we introduce a new method based on the Monte Carlo approach, with neural networks used as unbiased
interpolants for the SFs, in a way similar to what the NNPDF Collaboration do in fitting for Parton Distribution
Functions [28] and DIS structure functions [29].3 There are of course several differences with PDF fits, most notably
that we parameterize functions of two parameters, and that direct experimental information on the SFs is presently
rather scarse: we only have measurements of the photon spectrum of B → Xsγ above ∼ 1.9 GeV [31] and OPE
constraints on the first moments of the SFs. However, the photon spectrum in inclusive radiative decays does not
provide direct information on the SFs that appear in the semileptonic decay beyond leading order in 1/mb, and the
moments do not constrain the functional form much, as we will see.
While there are several methods to determine a probability distribution function like the SF from its first moments
(the truncated moment problem or Stieltjes moment problem in mathematical analysis), see e.g. [32], the high flexibility
of neural networks allows for the straightforward inclusion of additional constraints, such as the kinematic distributions
of B → Xu`ν which will be measured with good accuracy at the upcoming Belle-II experiment [33]. The measurement
of the MX or E` shapes, for instance, will contribute useful information on the SFs and in turn reduce the SF
uncertainty in the |Vub| extraction.
In the following we adopt the GGOU approach, where inclusive semileptonic decays without charm are described
in terms of three q2-dependent SFs, whose first moments are known from the local OPE. This is the minimal set of
SFs, and in this approach they are not split into a leading and several subleading SFs. The kinematic distributions
accessible at Belle-II will therefore probe some of their combinations. The neural network method presented here
provides a simple way to determine |Vub| taking into account all the constraints on the SFs, including all uncertainties
and correlations properly. The SFs appearing in B → Xsγ and B → Xs`+`− can be treated with the same formalism.
The paper is organized as follows. In the next Section we recall the elements of the GGOU approach which are
relevant for our topic. In Section III we discuss artificial neural networks and the way we apply them to our problem.
Section IV presents our results on the resulting SF uncertainty for |Vub|, a new extraction of |Vub| from present data,
and a preliminary discussion of the improvements possible using a measurement of the MX spectrum at Belle-II.
1 Some of the recent experimental analyses employs sufficiently low cuts to capture up to 90% of the events, justifying the use of the
local OPE. However, these analyses heavily depend on the background subtraction and on the theoretical description of the signal in
the shape-function region, whose understanding remains central for an accurate determination of |Vub| from semileptonic B decays.
2 Weak Annihilation contributions are strongly constrained by semileptonic charm decays [26].
3 The possible use of neural networks to parameterize the SF in semileptonic B decays has been mentioned in Ref. [30].
3II. DISTRIBUTION FUNCTIONS IN B → Xu`ν¯`
Our starting point is the triple differential distribution for B → Xu`ν, which in the case of a massless lepton can
be written as
d3Γ
dq2 dq0 dE`
=
G2F |Vub|2
8pi3
{
q2W1 −
[
2E2` − 2q0E` +
q2
2
]
W2 + q
2(2E` − q0)W3
}
× θ
(
q0 − E` − q
2
4E`
)
θ(E`) θ(q
2) θ(q0 −
√
q2), (2)
where q0 and E` are the total leptonic and the charged lepton energies in the B meson rest frame and q
2 is the leptonic
invariant mass. The three structure functions Wi(q0, q
2) are in turn given by the convolution [23]
Wi(q0, q
2) = mnib (µ)
∫
Fi(k+, q
2, µ) W perti
[
q0 − k+
2
(
1− q
2
mbMB
)
, q2, µ
]
dk+ (3)
where n1,2 = −1, n3 = −2. The perturbative kernels W perti are computed in the kinetic scheme [34] with a hard cutoff
µ; in the present implementation [23] effects up to O(α2sβ0) are included. Eq. (3) defines the SFs, Fi(k+, q
2, µ), which
describe the Fermi motion as well as other subleading effects. The k+ moments of the Fi are fixed by the local OPE,
which provides W perti , and by Eq. (3). As long as perturbative corrections to the Wilson coefficients of the power
suppressed operators are neglected, they are given by∫
kn+ Fi(k+, q
2, µ) dk+ =
(
2mb
1− q2mbMB
)n [
δn0 +
I
(n),pow
i
I
(0),tree
i
]
, (4)
where I
(n)
i represents the n-th central q0 moment of Wi, reported in Appendix B of Ref. [23]. All moments but the
zero-th one vanish in the limit of infinite mb and are expressed in terms of the OPE parameters. For illustration, the
second moment of F3 is given by∫
k2+F3(k+, q
2, µ)dk+ =
(
1
1− q2mbMB
)2 [
(1− qˆ2)2
(
µ2pi
3
− ρ
3
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3mb
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3
D
3mb
]
, (5)
up to O(αsΛ
2/m2b ,Λ
4/m4b) corrections. Here qˆ
2 = q2/m2b ; µ
2
pi, µ
2
G, ρ
3
D, ρ
3
LS are the B-meson matrix elements of the
local dimension 5 and 6 operators that appear in the local OPE and are known from fits to the moments of semileptonic
decays into charm, see [14] for recent results. In the kinetic scheme, the cutoff dependence of these matrix elements
propagates to Fi in such a way that (3) is order by order independent of µ. In the limit q
2 → 0,mb →∞ one recognizes
the moment of the leading SF. As discussed in [23], the formalism applies only to low and moderate q2. At high q2
there is no hard scale and the contribution of higher dimensional operators is no longer suppressed. We therefore
use Eq. (3) only for q2 < q2∗ = 11GeV
2. At higher q2 the rate must be modelled and we employ the second method
described in Sec. 5 of Ref. [23]. It is worth stressing that the SFs moments typically have a 20-30% uncertainty, due
to missing higher orders in the OPE, and to the limited precision with which the OPE parameters are known.
Since most of the available information on the distribution functions Fi concerns their first two moments, one option
is to assume for them a two-parameter functional form, such as the exponential
F (k+) = N (Λ¯− k+)a eb k+ θ(Λ¯− k+),
determining the normalization N and the parameters a, and b from the moments. An extensive set of two-parameter
functional forms has been considered in [23], with the two parameters and the normalization determined in bins of
q2. Even though the variation in |Vub| due to the choice of functional form within this set appears rather small
(typically 1-2%), this method has obvious intrinsic limitations and lacks the flexibility to adapt to new experimental
information which should become available at Belle-II. In this paper we explore a different path, training neural
networks as functions of k+ and q
2 on the moments. In the future, the training will involve also experimentally
measured distributions. The training yields neural network replicas which correspond to analytic parameterizations
of the functions Fi; they can be employed in Eqs. (2,3) to compute the branching fraction subject to given experimental
cuts and, comparing this with its experimental measurement, to extract |Vub|.
After the calculation of the complete O(α2s) and O(αsΛ
2/m2b) corrections to the moments and rate of B → Xu`ν
[35–37], the implementation of the GGOU approach described in Ref. [23] needs to be updated. While we do not
expect large effects on the extraction of |Vub|, we leave this task to a future publication.
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FIG. 1. Neural Network with {2, 3, 3, 1} architecture.
III. ARTIFICIAL NEURAL NETWORKS
Artificial Neural Networks (NNs) provide an unbiased parameterization of a continuous function. They consist of
a nonlinear map between a space of inputs and a space of outputs, and are universal approximators, in the sense
that they can approximate any continuous function with arbitrary accuracy, provided that sufficiently many nodes
are available (for the case of feedforward NN, see [38]). Finite-size networks are limited in accuracy, but unlike the
truncated expansion of a function in a complete basis, their nonlinear nature ensures that this is not a source of bias,
as can also be checked by increasing the size of the network. For an elementary introduction to NNs, see [39]. NNs
have been successfully employed in many applications in high energy physics, e.g. in the parameterization of PDFs
by the NNPDF Collaboration [28], and in countless experimental analyses, from tagging to triggering.
A. Structure of a Feed-Forward Neural Network
A simple Feed-Forward Artificial NN is a tuneable analytic sequence of operations on an array of input values in
an attempt to recreate a desired output. The most basic system is a single-node (neuron) where a pair of inputs are
weighted by adjustable multiplicative parameters, and the sum is then fed into an activation function to produce an
output. By changing these weights one can adjust their network to mimic a desired operation. By combining multiple
layers of nodes more complex outputs and functions can be obtained. The notation used to define the initial and
subsequent NN structures will be described by their node layout, i.e. {2,3,3,1}, see Fig. 1. This represents a NN
with 2 inputs, 1 output, and two sequential hidden layers with nodes each. The inputs ξ
(l−1)
j to the node i in layer l
are combined into
ξ
(l)
i = g
(l)
nl−1∑
j=1
w
(l−1)
ij ξ
(l−1)
j − θli
 , (6)
where w
(l−1)
ij are the weights of the connections leading to this particular node and θ
l
i a threshold which is trained
along with the weights. While our standard includes in total 7 hidden nodes, it can be advantageous to increase the
system size to ensure convergence, as will be noted further. The number of parameters in a network depends on the
number of nodes per layer, n`, and for one or more hidden layers is
Np = (n0 + 1)n1 + (n1 + 1)n2 + (n2 + 1)n3 + . . .
For example a structure {2,3,3,1} has 25 parameters. We have tested one and two layers and eventually employed
the architecture {2,7,1}.
Various choices are possible for the activation function g(l), including g(x) = tanhx, g(x) = x/(1 + |x|), and the
sigmoid function
g(x) =
1
1 + e−x
. (7)
We generally employ tanh for the hidden nodes and the sigmoid for the final, to ensure positivity of the output.
Changing the activation function in principle should only affect the training time and can be catered to each specific
problem. For example, when convolutions of the SFs are required at each training step it is beneficial to switch to a
network that employs g(x) = x/(1+|x|), as the performance boost is significant. The two inputs of our NN correspond
to the arguments k+ and q
2 of the SFs Fi, both re-scaled to the interval (0, 1).
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FIG. 2. Selection of NN replicas of F2(k+, 0) trained on the first three moments only.
B. Basic Genetic Algorithm
The network is trained using a basic Genetic Algorithm, whereupon each child generation is created from a single
parent through a series of randomly selected variations on the weights of the NN. The top children as determined
through an error analysis of the output are kept and they become the new parents. Each parent-child generation will
be referred to as an epoch.
We begin training the NN with randomized weights. The number of variations to be made is randomly selected
between 1 and 3. Each selected weight wji is modified by
w′ji = wji + ri × ηNN (ge), (8)
where ri is a random number from −1 to 1 for each weight; ηNN (ge) is a learning rate that starts at 5.0 initially, but
adaptively adjusts depending on the activity of the network; and ge is the current global epoch number. With this
method large variations that would not be beneficial occur less frequently as the epochs pass. If there is no activity
for a certain amount of time there is a chance that a local minimum has been found, and ηNN begins increasing to
allow for solutions that can escape this minimum. The learning rate and method with which the weights are adjusted
should only affect the learning efficiency and should not introduce a bias in the final replica results.
The process above is repeated 20 independent times on the parent network, and the best resulting child becomes
the new parent for the following epoch. The learning criterion, or “Goodness of Fit” measurement, is defined by the
user. For different cases one can use different requirements for training. We choose to use multiple methods, which
are detailed in the following section, in order to gauge the validity of this approach.
C. Error Minimization
The NN training is governed by an error function which in our case is the χ2 obtained by comparing the calculation
of the first k+-moments of a given SF for a selected set of q
2 ∈ [0 GeV2, 13 GeV2] with the OPE constraints. Initially
we use 7 evenly spaced values of q2. We can select an alternate set of q2 values in the same range to test against
over-fitting the sampling points in the q2 direction, but we have verified that this is not an issue and the functions
remain smooth in q2. For each value of q2 we compute the normalization and first three moments in k+,
Mn,i(q
2) =
∫ Λ¯
−∞
kn+Fi(k+, q
2) dk+, (9)
where Mn,i(q
2) are given in Eq. (4). There are therefore 28 quantities to be fit. However, we generally employ the
third moment only as a loose constraint, and the normalization of the second shape function is fixed to 1 at the
6FIG. 3. Left: examples of accepted and rejected (in red) shapes. Right: sample of NN replicas of F3(k+, 0) trained on the first
three moments only after applying the selection criteria.
order we are working. Throughout the learning phase we monitor the evolution of the χ2, computed in the various
cases as detailed below. The scarcity of data makes it impossible to use a control sample, as done by the NNPDF
collaboration. The χ2 first decreases quickly, with training progressively slowing as expected. We stop the learning
when a certain condition is met, typically when the χ2 of each replica reaches a certain value.
It is worth stressing that the first two or three moments do not constrain the SFs much. The point is illustrated in
Fig. 2 by a representative selection of NN for F2(k+, 0), which are normalized to 1 and satisfy the first two moments
within a few % and and the third moment within 60%. A tighter constraint on the third moment would not change
this picture significantly. Of course, not all the shapes shown in this plot are physically acceptable and only a handful
of them can roughly reproduce the photon spectrum in B → Xsγ. However, this plot demonstrates the capability of
NN to properly sample the functional space.
One should be aware that the sampling can be biased in several ways, for instance by selection based on the speed
of learning, by improper choice of random initial weights or by the use of an underlying function to speed the training
up. Indeed, in order to decrease the learning time and to ensure the vanishing of the SFs at the endpoint, we scale
the network output by a function that provides the proper behavior. We know the SFs must approach zero at −∞,
and cut off at Λ¯. To ensure this, one option is to define our full SFs as
Fi(k+, q
2) = (ci0 + ci1q
2) e(ci2+ci3q
2)k+ (Λ¯− k+)(ci4+ci5q2)Ni(k+, q2), (10)
where Ni is the NN function to be trained. The coefficients cij , are trained simultaneously with the NN weights and
are unconstrained. In the case of the {2,7,1} architecture, which we generally adopt below, we therefore have a total
of 35 parameters. In order to minimize the bias we have used a set of different underlying functions, although there
would be no bias if the SFs were sufficiently constrained by experimental data.
As already mentioned, additional information on the SFs comes from the photon spectrum measured in inclusive
radiative B decays. One could include these data with an additional O(10%) theoretical uncertainty to account for
power suppressed corrections to the relation between the photon and semileptonic SFs at q2 = 0. We postpone a
careful study of the photon spectrum to a future publication. However, in the present pilot study we include the
main qualitative features of the experimental photon spectrum, assuming that the SFs are all dominated by a single
peak (without excluding multiple peaks) and are never too steep. As we will illustrate in a moment, these minimal
assumptions strongly reduce the variety of functional forms, as would also do a measurement of the MX spectrum at
Belle-II.
IV. RESULTS AND DISCUSSION
A. As a first step, we train the NN on the moments only and compare with the functional form error found in
[23]. At this stage we are only interested in the spread of the replicas in functional space. To this end we compute the
moments with the same (outdated) input parameters used in [23], neglecting all uncertainties and correlations. Each
7FIG. 4. Comparison between the |Vub| ranges due to functional form variations given in [23] and the values obtained using NN
trained on moments computed with the same inputs used there.
NN replica is required to reproduce the moments at seven equally spaced q2 points between q2 = 0 and 13GeV2. The
training is stopped when χ2 = n, where n is the total number of constraints, and χ2 is computed using relative errors
of 3% on the normalization, first and second moment, and of 10% on the third moment, assuming no correlation
between different moments and different bins in q2. The training is rather long and becomes very slow for smaller
errors. After training a sample of NNs we select those whose derivative never exceeds 50 in absolute value and which
have only one dominant peak (in the case of multiple peaks we check that the height of the subdominant ones is less
than 20% of the height of the dominant one, measured wrt the common trough). A representative sample of accepted
and rejected shapes is shown on the left in Fig. 3, while on the right we display a sample of about 150 replicas for
F3(k+, 0) after this pruning.
Each triplet of the selected NN replicas of F1−3(k+, q2) then allows for a determination of |Vub| when it is confronted
with the experimental results for a given partial BR. In order to compare with the results given in the GGOU original
paper we compute |Vub| from the same four specific experimental results used there, namely
A MX cut: MX < 1.7, E` > 1.0 GeV, Belle [40];
B Combined MX and q
2 cuts: MX ≤ 1.7GeV, q2 > 8GeV2, E` > 1.0 GeV, Babar & Belle [40, 42];
C Lepton endpoint: E` > 2.0 GeV, Babar [41],
and compare the spread in |Vub| with the functional form dependence given in [23]. This is illustrated in Fig. 4, where
the spread in the value of |Vub| measures the SFs uncertainty. We have checked that using different NN architectures
leads to very similar results. In the calculation of the partial rates we use the same high-q2 setting used by [23] for
the functional form uncertainty, namely the second method described in Sec. 5 of that paper. We observe that the
central values are very close to those obtained in [23]. The spread in the |Vub| values is larger than in 2007, but the
standard deviation of the distributions are roughly comparable with the functional form errors found in that analysis.
B. As a second step, we include in the analysis the complete theoretical and parametric uncertainty on the moments,
with all the correlations between moments and different q2 bins. Here we want to show that the method allows us to
include multiple data with non-trivial correlations and that the errors and correlations in the inputs are reproduced
by the ensemble of trained replicas. The OPE parameters are taken from [14] and the theoretical uncertainties of the
Fi moments are estimated as in that paper. The theoretical correlation between different q
2 bins is estimated with
method C in Sec. 3 of [43]. After adding the covariance matrices related to the input parameters and to the theoretical
uncertainties, a replica of pseudo-data for the moments of the three SFs is produced assuming gaussian distributions.
The NN for each Fi are then trained on this replica, keeping track of the input parameters, and in particular of mb,
which is used in the calculation of physical quantities from Eq. (2). The training is again ruled by the χ2 function,
which now includes all correlations. Even though the typical total uncertainty of the first three moments is as large
as 25-30%, high correlations between q2 bins do not allow to speed up the training significantly.
As we adopt up-to-date inputs, we can extract |Vub| from the latest experimental results and compare the results
with the most recent HFAG compilation [15]; this is done in Table 1 for the most representative cases, using the
8Experimental cuts (in GeV or GeV2) |Vub| × 103 |Vub| × 103[15]
MX < 1.55, E` > 1.0 Babar [44] 4.30(20)(
26
27) 4.29(20)(
21
22)
MX < 1.7, E` > 1.0 Babar [44] 4.05(23)(
19
20) 4.09(23)(
18
19)
MX ≤ 1.7, q2 > 8, E` > 1.0 Babar[44] 4.23(23)(2628) 4.32(23)(2730)
E` > 2.0 Babar [41] 4.47(26)(
22
27) 4.50(26)(
18
25)
E` > 1.0 Belle [45] 4.58(27)(
10
11) 4.60(27)(
10
11)
TABLE I: |Vub| determinations using different experimental analyses and comparison with HFAG latest results in
the GGOU approach [15].
isospin average τB = 1.582(5)ps, employed in the derivation of the HFAG values. The first uncertainty represents the
total experimental error, while the second is the sum in quadrature of the standard deviation of the values obtained by
the replicas (which in this case accounts for both functional form and parametric uncertainties), and all the remaining
theoretical uncertainties (perturbative, treatment of the high q2 tail, Weak Annihilation), which are estimated in the
same way as in [23].
While we refrain from combining the values of |Vub| originating from different experimental analyses, we observe
that the central values are quite close to those obtained by HFAG. A minor shift downwards is to be expected because,
following [14], we adopt a slightly higher mb than employed by HFAG. The theoretical errors, which are asymmetric
because of the Weak Annihilation error, are generally slightly larger than those reported by HFAG, especially when
the cuts make |Vub| more sensitive to the SFs. This is due to i) a larger spread in the functional space of the Fi
compared with the method of Ref. [23] used by HFAG; ii) the introduction of a non-negligible theoretical error for
the SFs moments, which was not considered in [23].
Given the uncertainties, the agreement between the different rows of Table 1 is good, and shows that the OPE based
approach describes the present data on B → Xu`ν reasonably well. We also notice that the HFAG average, Eq. (1),
is dominated by the Belle analysis [45], reported in the last row of Table 1, and by a similar Babar analysis with a
p∗ > 1.3GeV cut, since they have a significantly smaller theoretical error and both prefer a high |Vub|. However, as
already mentioned in the Introduction, these analyses heavily depend on background subtraction and signal modelling.
On the other hand, the values reported in the first three rows of Table 1 are consistent with the recent exclusive |Vub|
results given in [2] and [3] within 1.5σ.
C. Finally, we consider the possible impact of future Belle-II data on the SFs and consequently on the |Vub|
determination. We assume that Belle-II will measure the MX spectrum in 8 evenly spaced bins below MX = 2GeV,
with a total 4% uncertainty in each bin. A detailed estimate of the potential improvement in the |Vub| determination
would involve a lengthy training of the NN on both the moments and these new data and is beyond the scope of this
paper. Here we demonstrate the discriminating power of the MX spectrum data using the NN replicas obtained in
step A above, all of which reproduce precisely the first moments. We use randomly selected triplets of these NNs
to compute the MX -spectrum and compare the results with a reference MX -spectrum obtained using one of these
triplets. The results are shown in the two insets in Fig. 5. The plot on the lhs refers to replicas which survived the
pruning described in A, while on the rhs the spectra are produced based on replicas that have been trained on the
moments, but failed our acceptance criteria. In both cases the shaded band corresponds to the 1σ band around the
central value. We observe that the MX -spectrum is very sensitive to the presence of sharp features in the SFs, which
are more likely in the rejected sample, and that a precise measurement of the spectrum can even exclude many of the
replicas in the accepted sample. The Belle-II data therefore have the potential to constrain significantly the SFs and
to validate the OPE-based approach to inclusive charmless semileptonic B decays.
The above considerations can be made more quantitative by defining a χ2X based on the comparison of the yield in
each MX -bin computed from a given triplet with the yield computed from the reference (“simulated”) MX -spectrum
data, assuming a total 4% error. The main graph in Fig. 5 shows the distributions of accepted and rejected replicas
as a function of χ2X . Most of the rejected replicas and many of the accepted ones would be excluded by a test based
on χ2X . Indeed, one can reweight the NN replicas using their χ
2
X , giving more importance to the replicas whose MX
spectrum is closer to the experimental one and therefore have lower χ2X , see [46]. Performing such an exercise on our
step A shows that reweighting with the χ2X reduces the uncertainty from the functional forms by 30-70%, depending
on the experimental cuts, and induces a (0.2− 0.4)% negative shift in |Vub|.
Of course, the MX -spectrum carries information not only on the SFs, but also on the HQE parameters mb, µ
2
pi, etc.
which have been fixed in the exercise we have just discussed. This is related to what one can learn from the moments of
the MX spectrum, see [47] for a discussion of their sensitivity to the HQE parameters. As a consequence, reweighting
the replicas of step B based on the same data would have a much more dramatic effect, because their first moments
9FIG. 5. Sample χ2X comparison of the step-A sample of NNs with simulated M
2
X spectra data. Inset are the 2-peak pruning
analysis and the resulting M2X spectra for the pass(blue)/fail(red) ensembles, with the reference spectrum in black.
have a much larger spread. Unfortunately, in step B the number of available replicas is too limited. The main point
to be emphasised, however, is that in our framework the B → Xu`ν kinematic distributions (MX , q2, E` spectra) can
be considered together with all the available relevant information (B → Xc`ν moments, B → Xγ spectrum, mb,c
determinations, etc.), in the context of a NN training where the HQE parameters are fitted together with the NN
parameters. Such analysis will be mandatory with Belle-II data.
V. SUMMARY
We have introduced a new parameterization of the SFs characterizing inclusive semileptonic B decays without charm
based on artificial neural networks. The new method allows for alternative, unbiased estimates of the SFs functional
form uncertainty, which turn out to be in reasonable agreement with previous results obtained using functional
form models. As we have shown explicitly, a clear advantage of the method is that it permits a straightforward
implementation of new experimental data, such as those which will become available at Belle-II. These data will
reduce the SFs uncertainty and, most importantly, their comparison with high-precision theoretical predictions will
validate the OPE-based approach in a much more stringent way.
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