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Abstract 
This project is demonstrating Robot Navigation Control using Isolated Word Recognition. Five spoken word commands (Go, Stop, Left, 
Right and Back) should be record and used as commands. Fast Fourier Transform (FFT) is used to filter the noise by creating butter worth 
filter. The noise cancelation method is then used to make the software sensitive and recognize the word Normalization, Power density 
spectrum and voice fingerprint method are used and implemented by MATLAB programming code. Then the command signal of 
recognized word is sent via XBee, wireless connection to robot. The robot will receive and response to the spoken command signal by a 
PIC microcontroller which will control the robot movement.  
 
© 2012 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Centre of 
Humanoid Robots and Bio-Sensor (HuRoBs), Faculty of Mechanical Engineering, Universiti Teknologi MARA. 
 
Keywords: Isolated word recognition, robot navigation. 
1. Introduction 
Isolated word recognition is becoming increasingly popular and it is used in luxury cars, office software and mobile 
Phones. It is ability of the machines to indentify limited spoken words. This project is about controlling a mobile robot with 
five word command (Go. Stop, Back, Left and Right) by using PC base control with Matlab software and the signal is 
wirelessly send via (XBee) to the robot which is controlled by a microcontroller.  
2. Literature review  
Nowadays most of the work in industries and services in routine life is done by robots, such as robot servant in 
restaurant or Robot cleaner at home. One of the best methods of controlling robot is by using voice command. [1, 2, 3] 
 
The first speech recognition machine created in 1920 it is named Radio Rex. Then research on speech technology has 
started since 1936. Speech recognition is classified to four types, which are as following, isolated word recognition, which 
in pronunciation needs more gap between words, system is able to recognize the word by difference of utterance. Connected 
word, similar to isolated word recognition but user can pronounce the words together with fewer gaps in time also known as 
speech recognition. Continues speech, system is able to recognize the word while person is speaking naturally. Spontaneous 
speech, system is able to understand words during natural speech with all the gaps and stutters. [4] 
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Many researchers have worked on speech recognition and still this project has not been 100% successful. Like in speech 
recognition using Mel frequency cepstral coefficient and dynamic time warping and result was 80% successful for one word 
[5]. Even by using special hardware like digital signal processing (DSP) hardware for ASR still it was not 100% successful 
[6]. Microsoft is using speech recognition for windows navigator and word office still this project faces some problems to 
have higher accuracy. I-phone 4 is using speech recognition in their product which makes the phone smart to write the 
verbal massages and finding name in the name list and also answer questions by searching the internet. Voice recognition 
system biggest challenge is each person has different pitch and utterance which will affect the recognition of command.  
 
Female and male has different voice rage. Each person has self speed pronunciation and accent. To reduce the error of 
recognition, the recorded voice of one word with different people with different utterance is compared. [1, 7] 
 
Using voice recognition to control robot was done in University of Karlsruhe where they were using Ibis decoder which 
was developed at the University. The Ibis decoder allows decoding along context of free grammars in addition to the 
classical statistical n-gram language models. Using grammars instead of n-gram language models is an advantage in small 
domains. In this project they found problem for pitch and they using so-called filler words and some other method to filter 
the noises to find and recognise human voices. [8] 
 
Word recognition is successful with the use of different software. There are several programs like C, MATLAB and 
specific voice recognition programs such as ASR, iAtros and iListen. Signal processing is a big area in voice identification. 
In signal processing, different method is used for filtering signal and developing the database. Some common methods are 
discrete wavelet transform (DWT), Hidden Markov models (HMMs) and Digital Signal Processor (DSP). These methods 
are implemented by FFT to take average value of digital signal or higher energy of signal for creating the database. During 
testing, new signal will pass the same process and signal will be compared to the data base for matching and recognition. 
These methods can be implemented individually or together in speech recognition. [8, 9, 10] 
3. Project methodology  
First part of the project deals with recording voice signal by microphone, while recording there is lot of noises, using 
high quality microphone is able to record human voice and helps to reduce noise, however it does not remove the noise 
completely.  
The sound card is used to convert voice signals to the digital signal and transfer it to the microprocessor. This circuit 
will reduce more noise and it is able to adjust the frequency.  
The second part is the software, which is the most important part of this project; 
x This software must be equipped with vocabulary, commands word only. 
x This words or vocabulary must be trained with different voices then software will have many different voices and 
pitches to use them as source to recognise the voices.  
x Writing a program which is able to find the field of pitches of each word and filter the noise to recognise the voice 
command voice.  
The third part deals with converting output signal (command) to the wireless code program (Xbee). This wireless 
connection will transfer the command to the robot.  
The forth part, the robot will receive the signal by Xbee. Robot navigation is done using PIC microcontroller. The 
hardware requirements for the parts mention above are as shown in Fig 1: 
Following is the steps how the frame work for software design is done: 
x Record voice for each command word (Go, Stop, Left, Right, Back) for training Robot as library.  
x Recording spoken word for training and testing must be able to filter the noise and highlight the main signal.  
x Recorded voice must be trained to the program as a database for comparison with new word command.  
x For each word command, program must be able to recognize the pitch and utterance of the word. 
x All mentioned steps must repeat for the new command of word to have a clear signal for comparison with library in 
comparison part and recognition.  
After filtering noises the program will check the range of the voice and compare them with trained voice to find the pitch 
and vocabulary ranged. After comparison it will be able to find the correct word and transfer the command to the Robot.  
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Fig 1. Hardware requirement 
4. Working process of the system  
The system must be able to record human voice or spoken word and save it as a data. Then the system will recall the 
voice and start to implement the filtering process and save the spoken range. It will also cancel the noise to take desirable 
voice. By using normalization in Matlab, the system can remove the unusable signal. Spectral analysis is to take the highest 
energy of the signal which is including of pitch and utterance of spoken word. The data base is a method for training spoken 
word to the software and then the last part is to compare the new spoken word with the database and recognize the word. In 
training part program must record five words (Go, Left, Right, Stop, Back) as a sample and it is stored in the library. For a 
better understanding plot of original spoken word of ‘STOP’ is shown in Fig 2.  
 
 
Fig 2. Stop word Recorded plot  
 
After recording a spoken word, the signal needs to be filtered. When a word is spoken near to the microphone it carries 
the highest energy in the recorded sound as it is shown in Fig 2. Then for filtering the noise with the lowest frequency is 
filtered out and the highest frequency is taken. Butter worth filter is used in this project is to make the software more 
sensitive to human voice, by using butter worth filter software can remove the signal which is out of human voice range. 
Butterworth filter derived from equation (1) [10]:  
                                                              
(1) 
Where:  
x n is order of filter                                                                                                                                                      (1) 
x ωc is cut of frequency  
x ω is frequency 
As it is mentioned before human voice frequency is between 100 to 10000 Hz then this filter passes the frequency which is 
between this amount and normal noises in environment are around 150 db.  
 
 
 
 
 
 
 
 
 
 
Fig 3. Butter worth filter and Noise cancelation  
 
In Fig 3 signal plot is smoother and noise is closer to zero, after the filtering is done, the command is checked. Almost 
 Voice   Laptop  
 XBee wireless 
communication   
 Robot  
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all the noise is eliminated and it looks someone pronounced “STOP” word in silence environment.  
 
Next step is normalization; normalization is method to make software more sensitive to details which is saved in 
database or library as shown as in Fig 4. Normalization in this project is used to solve problem of pronunciation and accent 
of spoken word of different people. This method can help to prevent the need for recording many people voice and taking 
the average signals for recognition. Then linear regression method is used to normalize every sample training signal to same 
equivalent level and take the arithmetic average.  
 
 
 
Fig 4. Shows signal after normalization 
 
The software will take the largest signal which carries human voice signal. In normalization of maximum and minimum 
value of signal will be within [-1, +1], normalization is important part of this project because the result must have the same 
amplitude value. Dividing signal value with maximum absolute value of signal will make the signal normalized. The next 
step is spectral analysis; where FFT is used for spectral analysis and common use of FFT’s is to find the frequency 
components of a signal buried in a noisy time domain signal. First the frequencies must be converted from signal 
information to magnitude and phase components of each frequency which is done by FFT.   
 
Signals is converted to the magnitude, then the program will remove the signals which is close to zero which is consider 
as noise and rest of the value will remain for training and comparison. Then magnitude of each frequency component must 
be squared and convert to power spectrum. Spectral analysis is a method to understand property of each signal, after all the 
filtering, still some noise is present with the absolute spoken word signal, spectral analysis will find energy of each signal to 
specify the main signal of spoken word and neglect the noise signal and result will be as Fig 5.  
 
 
 
 
 
 
 
 
 
 
 
Fig 5. Power density spectrum of spoken “STOP” 
 
The next step is creating data base or library (for voice finger printing), after spectral analysis all the signal is converted 
to the positive value and Matlab is able to specify the signals. These codes repeat the data (spectral signal of spoken word) 
with different utterance and pitch without changing of property of input signal to train the system and to develop the 
database. To understand better just assume an echo system. While user speaks a word that word will be repeated but 
utterance and pitch is not changing but volume is changing. Here the same process is happening but signal is not changing 
but utterance and pitch is changing from 100 to 2500Hz frequency which is normal pitch frequency of human voice and it is 
achieved by spectral analysis, refer to Fig 6. 
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Fig 6. Power density spectrum of “STOP”, Finger print 
Till here was about recording and training the software and these steps must be repeated for each of the word “Go, Left, 
Stop, Right and back. After creating data base for all five word command need to write a program for comparison and find 
the word form library. The next step for recognition is finding the match signal. Finding the signal is done by Euclidean 
distance formula and it is average of sum of all data of library and data of new spoken word. As it is explained all methods 
are trying to remove noises and take the strong signals which is command signal but the main noise filters are Butterworth 
filter and High pass butter worth filter, Butter worth filter is used in this project for make software more sensitive of human 
voice.  
 
 
 
 
 
 
 
 
 
 
 
 
Fig 7. Recognizing word  
For better understanding of difference between signals of spoken words figures shown plot of all five words (GO, STOP, 
LEFT, RIGHT and BACK) as shown in Fig 8 and 9.  
 
After finishing work by Matlab and Isolated Word Command Recognition the next part is wireless connection with 
Robot and this must be done with XBee wireless communication. For each recognized word Matlab sends a digit by Xbee: 
x If “STOP” is recognized signal of digit ‘0’  sends to Xbee 
x If “GO” is recognized signal of digit ‘1’  sends to Xbee 
x If “LEFT” is recognized signal of digit ‘2’  sends to Xbee 
x If “RIGHT” is recognized signal of digit ‘3’  sends to Xbee 
x If “BACK” is recognized signal of digit ‘4’  sends to Xbee 
 
 
 
 
 
 
 
 
 
 
(a)      (b) 
Fig 8. Signal of spoken word (a) “GO” and (b) “STOP” 
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(a)            (b)              (c) 
 
Fig 9. Signal of spoken word (a) BACK, (b) RIGHT and (c) LEFT 
5. Testing and result  
During the testing stage, the system was able to filter the noises and take the main signal and normalize the signal 
perfectly. The system will be able to take signal of one spoken word and repeat it and find the different pitch and utterance 
of the word to train itself without recording different people voices. The system was more than 70% successful in 
recognizing spoken word, the system was trained with one person voice for each word pronunciation and the system was 
able to recognize five command “GO, BACK, LEFT, STOP & RIGHT” by different male and female voice. Recognition 
can be more successful if training has been done in noisy environment. FFT is a strong method to find the main signal 
within all the existing signals. Training of each step of one word is shown in Fig 10.  
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
Fig 10. Training plot of word: “RIGHT” 
 
During recognition; the user must be close to the microphone and pronounce the word loudly, if pronunciation of each 
letter is not loud enough it can be difficult for the software to recognize the word. Word signal is created by difference of 
human pronunciation and if human do not pronounce the word loudly software cannot find difference between signals then 
it will accept it as a noise or it may recognize a wrong word.  
 
First the system is trained in a noisy environment with strong pronunciation of each word and letter then during test and 
recognition, user must be close enough to the microphone and pronouns the words strongly. Fig 11 below is shown that the 
system recognized “GO” word, as you can see recorded signal is similar to the library signal, there are some changes of 
noise, pitch and utterance but Matlab by using FFT method is successful in finding the correct word.  
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 (a)                (b)                                                    
  
Fig 11. Comparison Plot (a) Left side shows the original size of signal and (b) Right side shows the same signals with 
zoom. 
 
Overall recognition of the correct words was more than 70% successful. If user does not pronounce the word loudly at times 
Matlab won’t be able to receive any signal or it does not recognize the uttered word.  
 
  
Fig 12. Statistic of Isolated Word Command Recognition and Navigation 
6. Robot navigation  
 
The mobile robot is control using a microcontroller wirelessly using Xbee communication. The robot was controlled by 
Isolated Word command Recognition and output signal from the system, the robot had correctly responded to commands 
and did not face any problem or error.  
 
During the experimental testing phase, the system is trained in the noisy environment. The percentage of success will 
increase in recognition and Matlab will be able to recognize the words in different area and noises. Implemented method in 
this project compare with other method shows that it does not need to record many people voices for database and it is able 
to mimic different human pronunciation of each word. Moreover recognition took shorter time and value of program was 
lesser.   
 
This project can be further developed by adding more filter or even recording different people voices, then percentage of 
recognition of word will increase because program can collect more data. However, this can increase the process time 
duration. Using the mentioned method and training, the software by itself, without recording different people voices make 
Matlab to takes more than 50 second for training or recognition of each word and depends on the speed of processor time 
can increase or decrease. Some problems were faced for the person who his/her voice is vibrating or high bass or high pitch. 
The signal of the voice is not smooth or normal as the other this creates more error in the recognition of the word command. 
If the user did not pronounce a word properly like they do not stress each letter then the system will not able to recognize.   
6. Limitation and recommendation  
Matlab is strong and suitable software for engineering because it is equipped with different math tool boxes which make 
this software strong to work on the signals and with different math formula like FFT. This software is sensitive to small 
changes in signal which make software to recognize the difference in signals. This program however was slow compare 
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with other software like C. It take more than 50 second (Depend on the PC) to recognize a word. Also for running Matlab 
need to the PC or Laptop whereas C programming can implement on a PIC, which is cheaper and faster 
7. Conclusion  
Using Matlab the system was more than 70% successful to recognize the spoken word and able to communicate with 
XBee wireless communication and send the signal to the robot and to control the robot navigation.  
The program was trained with one person voice and it was able to recognize the word uttered by other male and female. 
To develop and make the program more successful it can be trained with different people of male and female voices. So 
there is no need to create a huge database with many voices for testing.  
 
Matlab was able to communicate with XBee wireless connection to send signal to the robot with short programming 
codes. Matlab takes more than 50 second to recognize spoken word. For safety reasons a delay system is designed in the 
robot programming to stop the robot after the desirable time to prevent of any collision. However this delay time can be 
replaced by sensor in the future.  
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