ファジイ最適化法のアルゴリズム (計算力学の新解法と領域分割法) by 水藤, 寛 & 河原田, 秀夫
Titleファジイ最適化法のアルゴリズム (計算力学の新解法と領域分割法)
Author(s)水藤, 寛; 河原田, 秀夫























263-8522 1-33, TEL $043- 2\mathfrak{g}\alpha \mathrm{a}506$ FAX 043-
290-3505 Email:suito@applmath.tg.chiba-u.ac.jp
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B \nabla f $A$
\nabla f 90 $A$ B
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1: $f(\mathrm{x})$
(2)
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$\beta:(x_{1}, x_{2})\in I_{1}\cross I_{2}\mapsto\beta[0,1/2]$ (6)
1. \beta
2. $\beta(0,0)=0$









1: Fuzzy Ruling Diagram
2.4.1 ,
Fuzzy ruling diagram 1 $\mathrm{S}$ Small, $\mathrm{M}$ $\mathrm{M}\mathrm{e}\mathrm{d}\mathrm{i}\mathrm{u}\mathrm{m}_{\text{ }}$
$\mathrm{L}$ Large $x_{1}$ , x2
2.4.2
$a_{i}\in R(i=1,2,3),$ $a_{1}<a_{\mathit{2}}<a_{3}$ \mu A(x)
$\mu_{A}(X)=\{$
$x\underline{-}a$ when $a_{1}\leq x\leq a_{2}$
$\frac{a-aa_{3^{-x}}^{2}1}{a_{3}-a_{2},0}$ when $a_{2}\leq x\leq a_{3}$
otherwise
(8)
\mu 4(x) ( $?\mathrm{Y}\mathrm{i}\mathrm{a}\mathrm{n}\mathrm{g}\mathrm{u}\mathrm{l}\mathrm{a}x$ Fuzzy
Number) $A$ $A=(a_{1},$ $a_{2},$ $a_{3}\rangle$ $a_{2}$ $A$ (mean
value) ( (4) $\rangle$
$a_{2}-a_{1}=a_{3}-a_{2^{\text{ }}}$
2.4.3 N
$a<b,$ $a,$ $b\in R\text{ }$ $[\alpha,\beta]$ $N-1$ $(N\geq 3),$ ($\alpha=a_{1}<$ $<\ldots<a_{N-1}<$
$a_{N}=\beta)$ N $A_{i}=(a_{i-1}, a_{i}, a_{i+1})(1\leq i\leq N)$
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4: 3 $A$




$x=(x_{1}, X_{2})\in R^{2}$ $x$ (weight func-
$\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}})w_{ij}$
$w_{ij}(x_{1}, x2)= \frac{T(\mu_{Ai}(x_{1}),\mu_{A}j(x_{2}))}{N}$ . (9)
$\sum_{i,j=1}\tau(\mu Ai(x1), \mu Aj(x_{2}))$
T
$T(a, b)= \min\{a, b\}$ . (10)




$x_{1}$ $a_{2}^{\dot{*}}\dagger^{_{\text{ }}}$.x2 Aj
2.4.5
x $I_{1},$ $I_{2}$ $I_{1},$ $I_{2}$ $N$
$A_{i}=(ai1)ai2,$ $ai3),$ $Aj=(a_{j1}, a_{j2}, a_{j}3)$ $a_{i2},$ $a_{j\mathit{2}}$
$\{a_{i2}^{k}\}^{N}k=1’\{a_{j2}^{k}\}_{k=1}N$ $x_{1}$ $x_{\mathit{2}}$
$a_{i2}^{l},$ $a_{j2}^{m}(l, m=1,2, \ldots, N)$ M
(Fuzzy Correlation Matrix)
$M\sim$
$M_{ij}\leq M_{i+1_{\dot{\theta}}}$ for any $j$, (13)








\beta N \beta N
$.\text{ }$ C-FA(Fuzzy Averaging)
2.5
N
1. C-FA method $T(a, b)=\mathrm{m}\dot{\mathrm{m}}\{a, b\}$
$T_{\sigma}(a, b)$
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(a) $0\leq a\leq b\leq 1$ $[0,2\pi]$
$\Omega_{a}=[0,2\pi(1-a^{\sigma})]$ , (17)
$\Omega_{b}=(2\pi(1-a^{\sigma}), 2\pi]$ , (18)
\mbox{\boldmath $\sigma$} $1\leq\sigma\leq+\infty$
(b) $r(\in[0,2\pi])$ r\in \Omega a $T_{\sigma}(a, b)=a$ r\in \Omega b
$T_{\sigma}(a, b)=b$
2. (9) T $T_{\sigma}$ w $w_{ij}^{\sigma}(x)$ $M_{i\text{ } }$ (16)
\mbox{\boldmath $\kappa$}(x)
(6)
\Omega a $T_{\sigma}(a, b)=a$ \Omega b $(a, b)=b$
6: = $T_{\sigma}(a, b)$
\beta \mbox{\boldmath $\sigma$}N
C-SFA($\mathrm{S}\mathrm{t}\mathrm{o}\mathrm{c}\mathrm{h}\mathrm{a}S\mathrm{t}\mathrm{i}\mathrm{c}$ Fuzzy Averaging) t)
2.6 $\beta_{\text{ }}\beta^{N}\text{ }$ \beta \mbox{\boldmath $\sigma$}N
$Narrow\infty$ \beta N, $\beta_{\sigma}^{N}$ $D=1^{\mathrm{o},1}$ ] $\cross[0,1]$
$(X_{1}, x_{2})$ , $A_{j}$
A, xl N $i$ $A,\text{ }$ x2
N j
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$(x_{1}, x_{2})$ $0$ $A_{j}$
( ) AN(xl, $x_{\mathit{2}}$)
$\Lambda_{N}(x_{1}, x2)=\{(i,j)|(x_{1,2}x)\in \mathrm{s}\mathrm{u}\mathrm{p}\mathrm{p}A_{i}\cross \mathrm{s}\mathrm{u}\mathrm{p}\mathrm{p}A_{j}\}$ . (19)
$\forall x_{1}\in \mathrm{s}\mathrm{u}\mathrm{p}\mathrm{p}A_{i},$ $| \frac{i-1}{N-1}-x_{1}|\leq\frac{1}{N-1}$ , (20)
. $\forall x_{2}\in \mathrm{s}\mathrm{u}\mathrm{p}\mathrm{P}A_{j}$ , $| \frac{j-1}{N-1}-x_{2}|\leq\frac{1}{N-1}$ , (21)
$\beta=$ $\frac{\mathrm{m}\mathrm{a}s\mathfrak{c}(X_{1},x_{2})}{2}$ , (22)






$\frac{1}{2}\sum_{x(i,j)\in\Lambda_{N}(x1,2)}|\max$ $( \frac{i-1}{N-1}, \frac{j-1}{N-1})$ $- \max(x_{1}, x_{2})|$
$\leq$ $\frac{1}{2}\sum_{1(i,j)\in\Lambda_{N}(xx2)},|\frac{i-1}{N-1}-x_{1}|+|\frac{j-1}{N-1}-x_{2}|$
$\leq$ $(i,j) \sum_{\in\Lambda_{N}(x_{1},x2)}|\frac{1}{N-1}|arrow 0$ as $Narrow\infty$ . (24)
$w_{ij}$ (11) $(12)$ ( $20\rangle(21)$
(11) (12) \beta N $Narrow\infty$
\beta $= \frac{\max(X_{1},X_{2})}{2}$ w,, (11) (12)
w” $\beta_{\sigma}^{N}$
$Narrow\infty$ \beta $= \frac{\max(x_{12}x)}{2}$
,
$\sigmaarrow\infty \text{ }\beta\sigma N$ (17),(18) $\sigmaarrow\infty$
$\Omega_{a}=[0,2\pi]$ , (25)
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$T_{\sigma}(a, b)=a$ $\beta_{\sigma}^{N}\text{ }\sigmaarrow\infty$ \beta N
$\lim_{Narrow\infty}\beta_{N}$ $=\beta$ , (26)
$\lim_{Narrow\infty}\beta_{N}\sigma$ $=\beta$ , (27)
$\lim_{\sigmaarrow\infty^{\beta_{N}}}\sigma$ $=\beta_{N}$ . (28)
C-FA C-A






7: Cost Function $f(x, y)$
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2.7.1 C-A
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