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Abstract. This paper is concerned with continuous dependence of the n-th eigenvalue
on self-adjoint discrete Sturm-Liouville problems. The n-th eigenvalue is considered as
a function in the space of the problems. A necessary and sufficient condition for all the
eigenvalue functions to be continuous and several properties of the eigenvalue functions
in a set of the space of the problems are given. They play an important role in the
study of continuous dependence of the n-th eigenvalue function on the problems. Contin-
uous dependence of the n-th eigenvalue function on the equations and on the boundary
conditions is studied separately. Consequently, the continuity and discontinuity of the
n-th eigenvalue function are completely characterized in the whole space of the problems.
Especially, asymptotic behaviors of the n-th eigenvalue function near each discontinuity
point are given.
Keywords: self-adjoint discrete Sturm-Liouville problem; eigenvalue function; contin-
uous dependence; asymptotic behavior.
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1. Introduction
A self-adjoint discrete Sturm-Liouville problem (briefly, SLP) considered in the present
paper consists of a symmetric discrete Sturm-Liouville equation (briefly, SLE)
−∇(fn∆yn) + qnyn = λwnyn, n ∈ [1, N ], (1.1)
and a self-adjoint boundary condition (briefly, BC)
A
(
y0
f0△y0
)
+B
(
yN
fN△yN
)
= 0, (1.2)
where N ≥ 2 is an integer, ∆ and ∇ are the forward and backward difference operators,
respectively, i.e., ∆yn = yn+1 − yn and ∇yn = yn − yn−1; f = {fn}Nn=0, q = {qn}Nn=1 and
w = {wn}Nn=1 are real-valued sequences such that
† The corresponding author.
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fn 6= 0 for n ∈ [0, N ], wn > 0 for n ∈ [1, N ]; (1.3)
λ is the spectral parameter; the interval [M,N ] denotes the set of integers {M,M +
1, · · · , N}; A and B are 2 × 2 complex matrices such that rank(A,B)=2, and satisfy the
following self-adjoint boundary condition:
A
(
0 1
−1 0
)
A∗ = B
(
0 1
−1 0
)
B∗, (1.4)
while A∗ denotes the complex conjugate transpose of A.
Throughout this paper, by C, R, and N denote the sets of the complex, real, and
natural numbers, respectively; and by z¯ denotes the complex conjugate of z ∈ C. When
a capital Latin letter stands for a matrix, its entries are denoted by the corresponding
lower case letter with two indices. For example, the entries of a matrix C are cij’s.
The SLP (1.1)–(1.2) has attracted increasing attention by many scholars, for its appli-
cations in various areas of physical science [1, 9]. The n-th eigenvalue of the SLP always
stands for an important value in the physical problems and it varies as the SLP varies. A
natural question is how it varies as the SLP varies. In the present paper, we are interested
in continuous dependence of the n-th eigenvalue on the SLP. We shall consider the n-th
eigenvalue as a function in the space of the SLPs, and mainly study its continuity and
discontinuity, and characterize its asymptotic behaviors near each discontinuity point.
The continuous dependence of the n-th eigenvalue on self-adjoint continuous Sturm-
Liouville problems has been studied quite deeply and some elegant results have been
obtained (cf., [6, 8, 10, 11, 14, 21]). Now, we shall briefly recall some existing results of
continuous dependence of the n-th eigenvalue on self-adjoint continuous SLPs. A self-
adjoint continuous SLP consists of a differential SLE
−(p(t)y′)′ + q(t)y = λw(t)y, t ∈ (a, b), (1.5)
and a BC
A
(
y(a)
(py′)(a)
)
+B
(
y(b)
(py′)(b)
)
= 0, (1.6)
where −∞ < a < b < +∞; 1/p, q, w ∈ L((a, b),R) with p, w > 0 almost everywhere in
(a, b), while L((a, b),R) denotes the space of Lebesgue integrable real functions in (a, b); A
and B are 2×2 complex matrices such that rank(A,B)=2 and (1.4) holds. It is well-known
that the problem (1.5)–(1.6) has infinitely countable eigenvalues, which are all real and
can be arranged in the following non-decreasing order:
λ0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · · (1.7)
with λn → +∞ as n→ +∞, counting repeatedly according to their multiplicities. Using
the variational method, Courant and Hilbert showed that the n-th eigenvalue λn is contin-
uously dependent on the problem under the assumptions that the coefficient functions p,
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q and w in (1.5) are continuous functions in (a, b) and the BC (1.6) is of a special class [6].
In 1997, Everitt, Mo¨ller, and Zettl showed that the n-th eigenvalue λn does not depend
continuously on the BCs in general [8]. Later, Kong, Wu, and Zettl deeply studied this
problem in 1999 [10]. They showed that the n-th eigenvalue λn depends continuously on
the SLEs, found its discontinuity set of the space of BCs
J C = {[eiθK| − I] : K ∈ SL(2,R), k12 = 0, θ ∈ [0, π)}⋃{[ a1 a2 0 0
0 0 b1 b2
]
: a2b2 = 0
}
,
(1.8)
and gave its asymptotic behaviors near each discontinuity point.
The spectral theory of self-adjoint discrete Sturm-Liouville problems has attracted
a great deal of interest from many authors and some good results have been obtained
(cf., [1, 3–5, 9, 12, 15–20, 22]). In [17], the second author of the present paper with
her coauthor Chen studied some regular self-adjoint spectral problems for second-order
vector difference equations, which include (1.1)–(1.2), and gave several spectral results,
including the reality of the eigenvalues, the finiteness of the number of the eigenvalues,
and a formula for counting the number of the eigenvalues. Based on these results, the
problem (1.1)–(1.2) has k eigenvalues (counting multiplicities), which are real and can be
arranged in the following non-decreasing order:
λ0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λk−1,
where k can be determined (see Lemma 2.4). Note that the analytic and geometric mul-
tiplicities of an eigenvalue of an SLP (1.1)–(1.2) are the same [18, 22]. Recently, we
studied some problems about dependence of the eigenvalues of (1.1)–(1.2) on the prob-
lems in [22]. We gave the topologies and geometric structures of the space of the SLPs
(1.1)–(1.2), showed that each eigenvalue of a given SLP lives in one or two continuous
eigenvalue branches, and studied analyticity, differentiability and monotonicity of contin-
uous eigenvalue branches.
It is evident that the n-th eigenvalue depends on the SLP (1.1)–(1.2) and then can be
regarded as a function in the space of the SLPs. So, based on the work in [22], we shall
mainly study continuous dependence of the n-th eigenvalue on the problem in the present
paper. We shall give out its continuity and discontinuity sets in the space of the SLPs
(1.1)–(1.2), and characterize its asymptotic behaviors near each discontinuity point.
From Example 5.3 in [22], we have found that the index of eigenvalues in a continuous
eigenvalue branch may change as the problem varies. This may lead the discontinuity of
the n-th eigenvalue function. For convenience, we shall briefly recall this example.
Example 1.1 [22, Example 5.3]. Consider (1.1)–(1.2), where
3
N = 2, f0 = f1 = f2 = 1, q1 = q2 = 0, w1 = w2 = 1,
and
A = A(α) =
(
cosα − sinα
0 0
)
, B =
(
0 0
0 −1
)
.
We have showed that the SLP with α = 3π/4 has exactly one eigenvalue λ0 = 1, and each
SLP with α ∈ [0, 3π/4) ∪ (3π/4, π) has exactly the following two eigenvalues:
λ0(α) =
{
λ−(α) if α ∈ [0, 3π/4),
λ+(α) if α ∈ (3π/4, π),
λ1(α) =
{
λ+(α) if α ∈ [0, 3π/4),
λ−(α) if α ∈ (3π/4, π),
where
λ±(α) =
3 cosα+ 2 sinα±√cos2 α + 4 sin(2α) + 4
2(cosα + sinα)
.
So, there are exactly the following three continuous eigenvalue branches:
Λ1(α) = λ0(α) for α ∈ [0, 3π/4),
Λ2(α) =


λ1(α) if α ∈ [0, 3π/4),
1 if α = 3π/4,
λ0(α) if α ∈ (3π/4, π),
Λ3(α) = λ1(α) for α ∈ (3π/4, π).
See Figure 1.1.
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Figure 1.1.
As functions in α ∈ [0, π), the eigenvalues λ0 and λ1 are not continuous at α = 3π/4,
and have the following asymptotic behaviors near 3π/4:
lim
α→3pi/4−
λ0(α) = −∞, lim
α→3pi/4−
λ1(α) = λ0(3π/4),
lim
α→3pi/4+
λ0(α) = λ0(3π/4), lim
α→3pi/4+
λ1(α) = +∞.
Let O be a set in the space of the SLPs (1.1)–(1.2). Through the above observation,
in the study of the continuity of the n-th eigenvalue function restricted in O, it seems
very important whether the number of eigenvalues of each SLP in O is equal or not. In
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fact, we shall show that all the eigenvalue functions restricted in O are continuous if and
only if the number of eigenvalues of each SLP in O is equal (see Theorem 2.1).
Our study in the present paper was inspired by the remarkable work in [10] for the
continuous case. Note that the number of the eigenvalues is finite for the discrete problem
(1.1)–(1.2) and infinite for the continuous problem (1.5)–(1.6). This difference will result
in some differences between properties of their eigenvalue functions. Consequently, our
method used in the present paper is quite different from that used in the continuous
case. We shall list six aspects on these differences as follows. Firstly, it was shown in
[10] that if the minimal eigenvalue function λ0 is bounded from below in a set of the
space of the SLPs (1.5)–(1.6), then the n-th eigenvalue function restricted in the set is
continuous for each n ≥ 0. However, a similar conclusion is not true in the discrete case
(see Example 2.1). Instead, as we have remarked in the above, the continuity of the
eigenvalue functions in a set can be completely determined by the number of eigenvalues
of each SLP in the set (see Theorem 2.1). Secondly, unlike that in the continuous case,
the n-th eigenvalue function is not continuously dependent on the SLE (1.1) in general
in the discrete case. Thirdly, the discontinuity set of the n-th eigenvalue function in the
space of BCs in the continuous case is different from that in the discrete case (see (1.8)
and (4.12)). They may be identified in a certain sense by letting f0 → +∞ in the discrete
case. Fourthly, the authors in [10] employed the Pru¨fer transformation of (1.5) and
some inequalities among eigenvalues of SLPs (1.5)–(1.6) given in [7] in their discussions.
Though a discrete Pru¨fer transformation was established in [2] and several inequalities
among eigenvalues of discrete SLPs were obtained in [19, 20], we have found that it is
quite difficult for us to employ a similar method to study this discrete problem. Instead,
we shall directly study several properties of the eigenvalue functions and make use of some
spectral results of second-order difference equations given in [17, 22]. In order to study
asymptotic behaviors of the n-th eigenvalue function λn near a discontinuity point in the
space of the SLPs (1.1)–(1.2), we shall first study asymptotic behaviors of λn in a certain
direction near the discontinuity point. This way is shown to be convenient for our study in
the discrete case. Fifthly, continuous dependence of the eigenvalue functions on the BCs
is investigated via the local coordinate systems in the space of BCs (1.2) directly, instead
of being divided into the separated and coupled cases. Finally, asymptotic behaviors of
the n-th eigenvalue function near a discontinuity point in the space of BCs (1.2) are more
complicated than those in the continuous case.
The rest of this paper is organized as follows. In Section 2, some notations and lemmas
are introduced. A necessary and sufficient condition for all the eigenvalue functions to be
continuous and several properties of the eigenvalue functions in a set of the space of SLPs
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are given. In Section 3, continuous dependence of the n-th eigenvalue function on the SLE
is completely characterized for a fixed BC. In Section 4, continuous dependence of the
n-th eigenvalue function on the BC is completely characterized for a fixed SLE. In Section
5, continuous dependence of the n-th eigenvalue function on the SLP is studied. Then its
continuity and discontinuity in the space of the SLPs are completely characterized.
Remark 1.1. We shall apply some results obtained in the present paper to study in-
equalities among the eigenvalues of general self-adjoint SLPs in our forthcoming paper.
2. Preliminaries
In this section, some notations and lemmas are introduced. This section is divided
into three parts. In Section 2.1, the description of the space of the SLPs is introduced.
Section 2.2 collects some basic properties of eigenvalues of the SLPs. In Section 2.3, a
necessary and sufficient condition for all the eigenvalue functions to be continuous and
several properties of the eigenvalue functions in a set of the space of the SLPs are given.
They are useful in the sequent sections.
2.1. Space of self-adjoint discrete SLPs
In order to discuss continuous dependence of the n-th eigenvalue on the SLP, we need
to know how to measure the closeness of two SLEs and of two BCs.
Let the SLE (1.1) be abbreviated as (1/f, q, w). Then the space of the SLEs can be
written as
ΩR,+N := {(1/f, q, w) ∈ R3N+1 : (1.3) holds},
and is equipped with the topology deduced from the real space R3N+1. Note that ΩR,+N
has 2N+1 connected components. Bold faced lower case Greek letters, such as ω , are used
to denote elements of ΩR,+N . For convenience, the maximum norm in R
3N+1 will be used:
‖(1/f, q, w)‖ = max
{
|1/f0|, max
1≤n≤N
{|1/fn|, |qn|, |wn|}
}
.
The quotient space
AC := M∗2,4(C)/GL(2,C),
equipped with the quotient topology, is taken as the space of general BCs; that is, each
BC is an equivalence class of coefficient matrices of system (1.2), where
M∗2,4(C) := {2× 4 complex matrix (A,B) : rank(A,B) = 2},
GL(2,C) := {2× 2 comlplex matrix T : det T 6= 0}.
The BC represented by (1.2) is denoted by [A |B]. Bold faced capital Latin letters, such
asA, are also used for BCs. The space of self-adjoint BCs is denoted by BC. The following
result gives the topology and geometric structure of BC.
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Lemma 2.1 [22, Theorem 2.2]. The space BC equals the union of the following relative
open sets:
OC1,3 =
{[
1 a12 0 z¯
0 z −1 b22
]
: a12, b22 ∈ R, z ∈ C
}
,
OC1,4 =
{[
1 a12 z¯ 0
0 z b21 1
]
: a12, b21 ∈ R, z ∈ C
}
,
OC2,3 =
{[
a11 −1 0 z¯
z 0 −1 b22
]
: a11, b22 ∈ R, z ∈ C
}
,
OC2,4 =
{[
a11 −1 z¯ 0
z 0 b21 1
]
: a11, b21 ∈ R, z ∈ C
}
.
(2.1)
Moreover, BC is a connected and compact real-analytic manifold of dimension 4.
Lemma 2.1 says that OC1,3, OC1,4, OC2,3, and OC2,4 together form an atlas of local coor-
dinate systems in BC. If A ∈ OC1,3, then the corresponding coordinate chart is given by
ϕˆ :
[
1 a12 0 z¯
0 z −1 b22
]
→ (a12, a, b, b22),
where z = a + ib, a, b ∈ R. Others are given similarly. Thus, each of the four open sets
in (2.1) can be identified with R4.
The space ΩR,+N ×BC of the SLPs is a real-analytic manifold of dimension 3N +5 and
has 2N+1 connected components.
The following result gives the canonical forms of separated and coupled self-adjoint
BCs, respectively.
Lemma 2.2 [21, Theorem 10.4.3]. Each separated self-adjoint BC can be written as
Sα,β :=
[
cosα − sinα 0 0
0 0 cos β − sin β
]
, (2.2)
where
α ∈ [0, π), β ∈ (0, π];
and each coupled self-adjoint BC can be written as
[eiγK | − I],
where
γ ∈ [0, π), K ∈ SL(2,R) := {2× 2 real matrix M : detM = 1}.
The spaces of separated and coupled self-adjoint BCs are denoted by BS and BC ,
respectively. So BC = BS ∪ BC .
2.2. Basic properties of eigenvalues
In this subsection, some basic properties of eigenvalues of the SLPs are introduced.
7
For each λ ∈ C, let φ(λ) and ψ(λ) be the solutions of (1.1) satisfying the following
initial conditions:
φ0(λ) = 1, f0∆φ0(λ) = 0; ψ0(λ) = 0, f0∆ψ0(λ) = 1,
separately. It follows from [22] that the leading terms of φN(λ), ψN(λ), fN∆φN(λ), and
fN∆ψN (λ) as polynomials of λ are
(−1)N−1
(
N−1∏
i=1
(wi/fi)
)
λN−1, (−1)N−1
(
(1/f0)
N−1∏
i=1
(wi/fi)
)
λN−1,
(−1)N
(
wN
N−1∏
i=1
(wi/fi)
)
λN , (−1)N
(
(wN/f0)
N−1∏
i=1
(wi/fi)
)
λN ,
(2.3)
respectively.
Lemma 2.3 [22, Lemmas 3.2 and 3.3]. A number λ ∈ R is an eigenvalue of the SLP
(1.1)-(1.2) if and only if λ is a zero of the characteristic polynomial
Γ(λ) = detA+ detB +G(λ),
where
G(λ) := c11φN(λ) + c12ψN (λ) + c21fN∆φN(λ) + c22fN∆ψN (λ),
C :=
(
b11 b21
b12 b22
)(
a22 −a21
−a12 a11
)
.
When we count the eigenvalues of an SLP in a domain in R, their multiplicities will
be taken into account.
Let (ω,A) ∈ ΩR,+N × BC. Set
r = r(ω,A) := rank
( −a11 + f0a12 b12
−a21 + f0a22 b22
)
. (2.4)
Obviously, 0 ≤ r ≤ 2.
Lemma 2.4 [22, Lemma 3.4]. The number of eigenvalues of (ω,A) is equal to N − 2+ r,
where r is defined by (2.4).
The above results can be deduced from [17, Theorem 4.1].
By (2.3) and Lemma 2.3, the coefficient of λN in the polynomial Γ(λ) is
θ(ω,A) := (−1)N
(
wN
N−1∏
i=1
(wi/fi)
)
[(a11b22 − a21b12)/f0 + a22b12 − a12b22] . (2.5)
Thus, by Lemma 2.4, there are exactly the following three cases:
(i) (ω,A) has exactly N eigenvalues in the case that θ(ω,A) 6= 0;
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(ii) (ω,A) has exactly N−1 eigenvalues in the case that θ(ω,A) = 0 and A 6= A(1/f0),
where
A(1/f0) =
[
1 1/f0 0 0
0 0 1 0
]
;
(iii) (ω,A) has exactly N−2 eigenvalues in the case that θ(ω,A) = 0 and A = A(1/f0).
By λn(ω,A) denotes the n-th eigenvalue of (ω,A). When the SLE is fixed, λn(A) is
also used for A ∈ BC; when the BC is fixed, λn(ω) is also used for ω ∈ ΩR,+N , and etc.
The following result is a generation of [22, Corollary 3.3].
Lemma 2.5. Assume that O is a set of ΩR,+N × BC, and (ω0,A0) ∈ O. Let r1 and r2 be
two real numbers with r1 < r2 such that neither of them is an eigenvalue of (ω0,A0), and
n ≥ 0 be the number of eigenvalues of (ω0,A0) in the interval [r1, r2]. Then there exists a
neighborhood U of (ω0,A0) in O such that each (ω,A) ∈ U has exactly n eigenvalues in
[r1, r2], which all lie in (r1, r2).
Proof. Since the proof is similar to that of [22, Theorem 3.4], we omit its details.
Lemma 2.6 [22, Theorem 3.5 and Remark 3.2]. Assume that O is a connected set of
ΩR,+N ×BC and (ω0,A0) ∈ O. Let λ∗ be an eigenvalue of (ω0,A0) with multiplicity m. Fix
a small ǫ > 0 such that λ∗ is the only eigenvalue of (ω0,A0) in the interval [λ∗− ǫ, λ∗+ ǫ].
Then there is a connected neighborhood F ⊂ O and continuous functions Λi : F → R,
1 ≤ i ≤ m, such that
(i) Λi(ω0,A0) = λ∗, 1 ≤ i ≤ m;
(ii) λ∗ − ǫ < Λ1(ω,A) ≤ · · · ≤ Λm(ω,A) < λ∗ + ǫ for each (ω,A) ∈ F ;
(iii) Λi(ω,A), 1 ≤ i ≤ m, are eigenvalues of (ω,A) for each (ω,A) ∈ F .
Remark 2.1. In Lemma 2.6, Λi, 1 ≤ i ≤ m, are called the continuous eigenvalue branches
through λ∗.
2.3. Properties of the eigenvalue functions
In this subsection, a necessary and sufficient condition for all the eigenvalue functions
to be continuous and several other properties of the eigenvalue functions in a set of the
space of the SLPs, which are useful in the study of asymptotic behaviors of the n-th
eigenvalue function near a discontinuity point, are obtained.
Theorem 2.1. Let O be a set of ΩR,+N × BC. Then the number of eigenvalues of each
(ω,A) ∈ O is equal if and only if each eigenvalue function λn(ω,A) restricted in O is
continuous. Furthermore, if O is a connected set of ΩR,+N × BC, then each eigenvalue
function λn(ω,A) is locally a continuous eigenvalue branch in O.
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Proof. Suppose that each (ω,A) ∈ O has exactly k eigenvalues: λ0(ω,A) ≤ λ1(ω,A) ≤
· · · ≤ λk−1(ω,A). Then the k eigenvalue functions λi : O → R, 0 ≤ i ≤ k − 1, are
well-defined. Now, we show that λi restricted in O is continuous at a fixed (ω0,A0) ∈ O.
We first consider the case that λi(ω0,A0) is a simple eigenvalue. Fix 0 < i < k − 1.
Let rj, 1 ≤ j ≤ 4, be four real numbers such that r1 < λ0(ω0,A0), λi−1(ω0,A0) < r2 <
λi(ω0,A0) < r3 < λi+1(ω0,A0) and r4 > λk−1(ω0,A0). By Lemma 2.5 there exists a
neighborhood U of (ω0,A0) in O such that each (ω,A) ∈ U has exactly i eigenvalues in
(r1, r2), exactly one eigenvalue in (r2, r3), and exactly k−i−1 eigenvalues in (r3, r4). Since
each (ω,A) ∈ U has exactly k eigenvalues, the eigenvalue of (ω,A) in (r2, r3) is exactly
λi(ω,A). Hence, λi restricted in O is continuous at (ω0,A0). With a similar method used
above, one can easily verify that λ0 and λk−1 restricted in O are continuous at (ω0,A0).
Suppose that O is connected. Then the above U can be chosen to be also connected.
By Lemma 2.6 and Remark 2.1, λi restricted in U is exactly a continuous eigenvalue
branch through λi(ω0,A0). Thus, λi is locally a continuous eigenvalue branch in O for
each 0 ≤ i ≤ k − 1.
In the case that the multiplicity of λi(ω0,A0) is equal to 2, one can show that the
results still hold with a similar argument.
Conversely, suppose that there exists an (ω1,A1) ∈ O such that the number of eigen-
values of (ω1,A1) is not equal to that of another. Then there exists an eigenvalue function
λi0 that can not be well-defined at least at one point in O. Thus λi0 restricted in O is
not continuous. This completes the proof.
Remark 2.2. By Theorem 2.1, if the number of eigenvalues of each (ω,A) ∈ O is not
equal, then there exists at least one eigenvalue function that is not continuous in O. In
this case, are all the eigenvalue functions not continuous in O? The following example
gives a negative answer.
Example 2.1. Let s ∈ [0, 2]. Consider the 1-parameter family of SLPs (1.1)–(1.2) with
f0 =
{
1
2−s if s ∈ [0, 1),
1
s
if s ∈ [1, 2], f1 =
{
1 if s ∈ [0, 1),
1
s
if s ∈ [1, 2],
f2 = 1, q1 = q2 = 0, w1 = w2 = 1, N = 2,
and
A =
[
1 1 0 0
0 0 −1 1
]
. (2.6)
Then, by Lemma 2.3, direct calculations deduce that the characteristic function is
Γ(λ) =
{
(1− s)λ2 + (s− 2)λ+ s− 1 if s ∈ [0, 1),
(s2 − s)λ2 + (s2 − 4s+ 2)λ+ 2− 2s if s ∈ [1, 2].
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Thus, the SLP with s = 1 has exactly one eigenvalue and with each s ∈ [0, 1) ∪ (1, 2] has
exactly two eigenvalues, which are given as
λ0(s) =


2−s−
√
5s2−12s+8
2(1−s) if s ∈ [0, 1),
0 if s = 1,
−s2+4s−2−
√
(s2−4s+2)2−4(s2−s)(2−2s)
2(s2−s) if s ∈ (1, 2],
λ1(s) =


2−s+
√
5s2−12s+8
2(1−s) if s ∈ [0, 1),
−s2+4s−2+
√
(s2−4s+2)2−4(s2−s)(2−2s)
2(s2−s) if s ∈ (1, 2].
0 0.5 1 1.5 2
−1
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1
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Figure 2.1.
See Figure 2.1. Then the number of eigenvalues of the SLP with s = 1 is not equal to that
of another one. It is evident that the eigenvalue function λ0 is continuous in s ∈ [0, 2].
Note that λ0 is bounded from below for s ∈ [0, 2]. However, the eigenvalue function λ1 is
not well-defined at s = 1, and thus λ1 is not continuous at s = 1.
Now we give several other properties of the eigenvalue functions, which are useful in
the discussions in the sequent sections.
Theorem 2.2. Assume that O ⊂ ΩR,+N × BC satisfies that each (ω,A) in O has exactly
k eigenvalues, where k ≥ 2. Let (ω0,A0) ∈ O¯\O have exactly m eigenvalues for some
0 < m ≤ k − 1.
(i) If the first k −m eigenvalue functions satisfy
lim
O∋(ω,A)→(ω0,A0)
λn(ω,A) = −∞, 0 ≤ n ≤ k −m− 1, (2.7)
then the last m eigenvalue functions satisfy
lim
O∋(ω,A)→(ω0,A0)
λn(ω,A) = λn−k+m(ω0,A0), k −m ≤ n ≤ k − 1. (2.8)
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(ii) If the last k −m eigenvalue functions satisfy
lim
O∋(ω,A)→(ω0,A0)
λn(ω,A) = +∞, m ≤ n ≤ k − 1,
then the first m eigenvalue functions satisfy
lim
O∋(ω,A)→(ω0,A0)
λn(ω,A) = λn(ω0,A0), 0 ≤ n ≤ m− 1.
Proof. First, we show that (i) holds. Let r1 < r2 be any two real numbers such that r1 <
λ0(ω0,A0) and r2 > λm−1(ω0,A0). It follows from (2.7) that there exists a neighborhood
U of (ω0,A0) in O ∪ {(ω0,A0)} such that
λn(ω,A) < r1, ∀ (ω,A) ∈ U\{(ω0,A0)}, 0 ≤ n ≤ k −m− 1. (2.9)
Since (ω0,A0) has exactly m eigenvalues, by Lemma 2.5 there exists a neighborhood
U1 ⊂ U of (ω0,A0) such that each (ω,A) ∈ U1 has exactly m eigenvalues in [r1, r2], which
are all in (r1, r2). Hence, for each (ω,A) ∈ U1\{(ω0,A0)}, by (2.9) and noting that (ω,A)
has exactly k eigenvalues, one has that
λj(ω,A) ∈ (r1, r2), k −m ≤ j ≤ k − 1. (2.10)
Now, suppose that λi(ω0,A0) is a simple eigenvalue for some 0 ≤ i ≤ m − 1. Let
(r3, r4) ⊂ (r1, r2) be an interval such that λi(ω0,A0) is the only eigenvalue of (ω0,A0)
in [r3, r4], and λi(ω0,A0) ∈ (r3, r4). Again, by Lemma 2.5 there exists a neighborhood
U2 ⊂ U1 of (ω0,A0) such that each (ω,A) ∈ U2 has exactly i eigenvalues in (r1, r3),
exactly one eigenvalue in (r3, r4), and exactly m − i − 1 eigenvalues in (r4, r2). Thus, it
follows from (2.9) and (2.10) that λk−m+i(ω,A) ∈ (r3, r4) for each (ω,A) ∈ U2\{(ω0,A0)}.
Consequently,
lim
O∋(ω,A)→(ω0,A0)
λk−m+i(ω,A) = λi(ω0,A0).
Therefore, (2.8) holds in this case.
In the other case that the multiplicity of λi(ω0,A0) is equal to 2 for some 0 ≤ i ≤ m−1,
one can show that the results hold with a similar argument.
Since the proof of (ii) is similar to that of (i), we omit its details. The proof is complete.
Theorem 2.3. Let O be a connected set of ΩR,+N ×BC and r1 and r2 be two real numbers
with r1 < r2. Assume that each problem in O has exactly k eigenvalues, and exactly m ≥ 0
eigenvalues in [r1, r2] that are in (r1, r2) with m < k. Then its other k −m eigenvalues
out of [r1, r2], denoted by λˆ1(ω,A) ≤ · · · ≤ λˆk−m(ω,A), have the following properties:
(i) For each 1 ≤ i ≤ k −m,
either Ei := {λˆi(ω,A) : (ω,A) ∈ O} ⊂ (−∞, r1) or Ei ⊂ (r2,+∞); (2.11)
there exists 0 ≤ i0 ≤ k − 1 such that λˆi(ω,A) = λi0(ω,A) for all (ω,A) ∈ O, and
consequently, λˆi is continuous in O.
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(ii) Further, assume that (ω0,A0) ∈ O¯\O has exactly m eigenvalues λj(ω0,A0), 0 ≤
j ≤ m−1, and all of them are in (r1, r2). If Ei ⊂ (−∞, r1) for some 1 ≤ i ≤ k−m,
then
lim
O∋(ω,A)→(ω0,A0)
λˆi(ω,A) = −∞.
If Ei ⊂ (r2,+∞) for some 1 ≤ i ≤ k −m, then
lim
O∋(ω,A)→(ω0,A0)
λˆi(ω,A) = +∞.
Proof. By the assumption that each (ω,A) ∈ O has exactly k eigenvalues, the n-th
eigenvalue functions λj, 0 ≤ j ≤ k − 1, restricted in O are continuous by Theorem 2.1.
First, we show that (i) holds. We claim that (2.11) holds for i = k −m. Otherwise,
there exist (ω1,A1), (ω2,A2) ∈ O such that λˆk−m(ω1,A1) ∈ (−∞, r1) and λˆk−m(ω2,A2) ∈
(r2,+∞). Then λk−1(ω1,A1) ∈ (r1, r2) and λk−1(ω2,A2) ∈ (r2,+∞). Since r2 is not an
eigenvalue of any problem in O, λk−1 is not continuous in O. This is a contradiction by
the assumption that O is connected.
If Ek−m ⊂ (−∞, r1), then Ei ⊂ (−∞, r1) for all 1 ≤ i ≤ k −m− 1, and consequently,
λˆj(ω,A) = λj−1(ω,A) for all (ω,A) ∈ O and 1 ≤ j ≤ k −m.
If Ek−m ⊂ (r2,+∞), then using the same method as employed in the above paragraph,
one can show that either Ek−m−1 ⊂ (−∞, r1) or Ek−m−1 ⊂ (r2,+∞). If Ek−m−1 ⊂
(−∞, r1), then Ej ⊂ (−∞, r1), 1 ≤ j ≤ k −m− 2. Hence, λˆk−m(ω,A) = λk−1(ω,A) and
λˆj(ω,A) = λj−1(ω,A), 1 ≤ j ≤ k − m − 1, for all (ω,A) ∈ O. If Ek−m−1 ⊂ (r2,+∞),
then again using the same method as employed in the above discussion, one can show
that either Ek−m−2 ⊂ (−∞, r1) or Ek−m−2 ⊂ (r2,+∞). This procedure can be finished in
finite steps.
Further, since the n-th eigenvalue functions λj, 0 ≤ j ≤ k − 1, restricted in O are
continuous, λˆi is continuous in O for each 1 ≤ i ≤ k −m. Then (i) has been shown.
Now, we show that (ii) holds. We only consider the case that Ei ⊂ (−∞, r1) for some
1 ≤ i ≤ k−m. The other case can be similarly discussed. Otherwise, there exists a positive
number M > |r1| such that for any neighborhood U of (ω0,A0) in O ∪ {(ω0,A0)}, there
exists (ωˆ, Aˆ) ∈ U\{(ω0,A0)} satisfying −M ≤ λˆi(ωˆ, Aˆ) < r1. Since (ω0,A0) has exactly
m eigenvalues in (−M, r2), by Lemma 2.5 there exists a neighborhood U1 ⊂ O∪{(ω0,A0)}
of (ω0,A0) such that each (ω,A) ∈ U1 has exactly m eigenvalues in (−M, r2). However,
taking U ⊂ U1, we get that (ωˆ, Aˆ) has at least m + 1 eigenvalues in (−M, r2) by the
assumption that each (ω,A) ∈ O has m eigenvalues in (r1, r2). This is a contradiction.
The entire proof is complete.
In some cases, (ω,A) ∈ ΩR,+N × BC may be continuously dependent on some real
parameters or variables. For example, (ω,A) is continuously dependent on 1/f0; (ω,Sα,β)
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is continuously dependent on α and β; (ω,A), where A ∈ OC1,3, is continuously dependent
on variables a12 and b22, etc. Then, we write (ω,A)ν instead of (ω,A) to indicate the
dependence of (ω,A) on a variable or parameter ν in some situations for convenience.
Next, we shall discuss the dependence of λn(ν) := λn((ω,A)ν) on ν.
Lemma 2.7. Let (ω,A)ν ∈ ΩR,+N × BC be continuously dependent on a real variable or
parameter ν in (ν0 − ǫ, ν0 + ǫ) for some ǫ > 0 and O := {(ω,A)ν : ν ∈ (ν0 − ǫ, ν0 + ǫ)}.
Assume that (ω,A)ν0 has exactly m ≥ 1 eigenvalues and for each ν ∈ (ν0−ǫ, ν0+ǫ)\{ν0},
(ω,A)ν has exactly k eigenvalues with k > m.
(i) If the n-th eigenvalue functions λn(ν) are non-increasing in (ν0 − ǫ0, ν0) for all
0 ≤ n ≤ k − 1, then they satisfy the following asymptotic behaviors near ν0:
lim
ν→ν−
0
λn(ν) = −∞, 0 ≤ n ≤ k −m− 1, (2.12)
lim
ν→ν−
0
λn(ν) = λn−k+m(ν0), k −m ≤ n ≤ k − 1. (2.13)
(ii) If the n-th eigenvalue functions λn(ν) are non-decreasing in (ν0 − ǫ0, ν0) for all
0 ≤ n ≤ k − 1, then they satisfy the following asymptotic behaviors near ν0:
lim
ν→ν−
0
λn(ν) = λn(ν0), 0 ≤ n ≤ m− 1, lim
ν→ν−
0
λn(ν) = +∞, m ≤ n ≤ k − 1.
(iii) If the n-th eigenvalue functions λn(ν) are non-increasing in (ν0, ν0 + ǫ0) for all
0 ≤ n ≤ k − 1, then they satisfy the following asymptotic behaviors near ν0:
lim
ν→ν+
0
λn(ν) = λn(ν0), 0 ≤ n ≤ m− 1, lim
ν→ν+
0
λn(ν) = +∞, m ≤ n ≤ k − 1.
(iv) If the n-th eigenvalue functions λn(ν) are non-decreasing in (ν0, ν0 + ǫ0) for all
0 ≤ n ≤ k − 1, then they satisfy the following asymptotic behaviors near ν0:
lim
ν→ν+
0
λn(ν) = −∞, 0 ≤ n ≤ k−m−1, lim
ν→ν+
0
λn(ν) = λn−k+m(ν0), k−m ≤ n ≤ k−1.
Proof. We only show that (i) holds. The other claims can be shown similarly.
Let (r1, r2) be a finite interval such that λj(ν0) ∈ (r1, r2) for 0 ≤ j ≤ m − 1. Then,
by Lemma 2.5 there exists 0 < ǫ0 < ǫ such that for each ν ∈ (ν0 − ǫ0, ν0), (ω,A)ν has
exactly m eigenvalues in [r1, r2], which are all in (r1, r2). Its other k −m eigenvalues out
of [r1, r2] are denoted by λˆ1(ν) ≤ · · · ≤ λˆk−m(ν).
Fix 1 ≤ i ≤ k − m. We claim that O− := {λˆi(ν) : ν ∈ (ν0 − ǫ0, ν0)} ⊂ (−∞, r1).
Otherwise, by (i) of Theorem 2.3, O− ⊂ (r2,+∞) and there exists 0 ≤ i0 ≤ k − 1
such that λˆi(ν) = λi0(ν) for each ν ∈ (ν0 − ǫ0, ν0). Since λi0(ν) is non-increasing in
(ν0 − ǫ0, ν0), λˆi(ν) = λi0(ν) ≤ λi0(ν0 − ǫ0/2) = λˆi(ν0 − ǫ0/2) for each ν ∈ (ν0 − ǫ0/2, ν0).
By Lemma 2.5, there exists 0 < ǫ1 < ǫ0/2 such that (ω,A)ν has exactly m eigenvalues
in (r1, λˆi(ν0 − ǫ0/2) + 1) for each ν ∈ (ν0 − ǫ1, ν0]. Since r2 < λˆi(ν) < λˆi(ν0 − ǫ0/2) + 1
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and (ω,A)ν has exactly m eigenvalues in (r1, r2) for each ν ∈ (ν0 − ǫ1, ν0), it follows that
(ω,A)ν has at least m+ 1 eigenvalues in (r1, λˆi(ν0 − ǫ0/2) + 1) for each ν ∈ (ν0 − ǫ1, ν0).
This is a contradiction. Hence the claim holds.
Consequently, λˆn(ν) = λn−1(ν), ν ∈ (ν0 − ǫ0, ν0), for each 1 ≤ n ≤ k − m again by
(i) of Theorem 2.3. It follows from (ii) of Theorem 2.3 that (2.12) holds and then (2.13)
holds by (i) of Theorem 2.2. The proof is complete.
Remark 2.3. If m = 0 and the conditions in (i) of Lemma 2.7 are satisfied, then the
n-th eigenvalue functions λn(ν), 0 ≤ n ≤ k−1, satisfy the following asymptotic behaviors
near ν0:
lim
ν→ν−
0
λn(ν) = −∞, 0 ≤ n ≤ k − 1.
(ii)–(iv) in Lemma 2.7 can be modified similarly in the case that m = 0.
Remark 2.4. If the conditions in (i) and (iii) (or (ii) and (iv)) of Lemma 2.7 are satisfied,
then (ω,A)ν0 is a discontinuity point of λn for all 0 ≤ n ≤ k − 1.
Remark 2.5. In Example 2.1, λn(s) is non-decreasing in s ∈ [0, 1), and non-increasing
in s ∈ (1, 2] for each n = 0, 1. Thus, the conditions in (ii)–(iii) of Lemma 2.7 are satisfied
for k = 2 and m = 1, and therefore,
lim
s→1−
λ0(s) = lim
s→1+
λ0(s) = λ0(1), lim
s→1−
λ1(s) = +∞, lim
s→1+
λ1(s) = +∞.
This also shows that λ0(s) is continuous at s = 1, and λ1(s) is not continuous at s = 1.
3. Continuity and discontinuity of the n-th eigenvalue function in the space
of the SLEs
In this section, the continuous and discontinuous dependence of the n-th eigenvalue
function on equation (1.1) is discussed. Its continuity and discontinuity sets in ΩR,+N are
given and its monotonicity in some directions in the continuity set is studied. In particular,
its asymptotic behaviors near a discontinuity point are completely characterized.
It was shown in [10] that the n-th eigenvalue depends continuously on the differential
equation (1.5) in the continuous case. However, the following example shows that the
n-th eigenvalue may not depend continuously on equation (1.1) in the discrete case.
Example 3.1. Let s ∈ [1/10, 2]. Consider the 1-parameter family of the SLPs, in which
f0 = 1/s, f1 = f2 = 1, q1 = q2 = 0, w1 = w2 = 1, N = 2,
and the coefficients in (1.2) is the same as (2.6). Then, by Lemma 2.3, direct calculations
deduce that the characteristic function is
Γ(λ) = (s− 1)λ2 − sλ+ 1− s.
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Thus, the SLP with s = 1 has exactly one eigenvalue and with each s ∈ [1/10, 1) ∪ (1, 2]
has exactly two eigenvalues, which are given as
λ0(s) =


s+
√
5s2−8s+4
2(s−1) if s ∈ [1/10, 1),
0 if s = 1,
s−√5s2−8s+4
2(s−1) if s ∈ (1, 2],
λ1(s) =
{
s−
√
5s2−8s+4
2(s−1) if s ∈ [1/10, 1),
s+
√
5s2−8s+4)
2(s−1) if s ∈ (1, 2].
See Figure 3.1 below. It is evident that the n-th eigenvalue function λn is not continuous
at s = 1 for each n = 0, 1. This example shows that the n-th eigenvalue may not depend
continuously on 1/f0 in general.
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−15
−10
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15
s
λ
λ0
λ0
λ1
λ1
Figure 3.1.
Fix a BC
Aˆ =
[
aˆ11 aˆ12 bˆ11 bˆ12
aˆ21 aˆ22 bˆ21 bˆ22
]
in this section. We shall study continuous dependence of the n-th eigenvalue on the SLE.
We need the following monotonicity results of the continuous eigenvalue branches:
Lemma 3.1 [22, Theorem 4.8]. Fix a BC Aˆ. Then, each continuous eigenvalue branch
Λ over ΩR,+N is non-increasing in every (1/fj)-direction for 0 ≤ j ≤ N − 1, independent
of fN , and non-decreasing in every qj-direction; while its positive and negative parts are
non-increasing and non-decreasing in every wj-direction, respectively.
For convenience, we introduce the following notations. Let µ1 := aˆ11bˆ22 − aˆ21bˆ12,
µ2 := aˆ22bˆ12 − aˆ12bˆ22. If µ1 6= 0, denote
η := −µ2/µ1, E := {ω ∈ ΩR,+N : 1/f0 = η},
E+ := {ω ∈ ΩR,+N : 1/f0 > η}, E− := {ω ∈ ΩR,+N : 1/f0 < η},
E1 := {ω ∈ ΩR,+N : 1/f0 = −1/aˆ11} if aˆ11 6= 0; E2 := {ω ∈ ΩR,+N : 1/f0 = aˆ12}.
And E+1 , E−1 , E+2 , E−2 can be similarly defined.
Due to (2.5) and the discussion below it, we shall divide our study here into the
following three cases:
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(i) µ1 6= 0, µ2 6= 0;
(ii) either µ1 = 0, µ2 6= 0, or µ1 6= 0, µ2 = 0;
(iii) µ1 = 0, µ2 = 0.
Theorem 3.1. Fix a BC Aˆ. Assume that µ1 6= 0 and µ2 6= 0. Then for each ω ∈ E ,
(ω, Aˆ) has exactly N − 1 eigenvalues, and for each ω ∈ ΩR,+N \E , (ω, Aˆ) has exactly N
eigenvalues λn(ω) := λn(ω, Aˆ), 0 ≤ n ≤ N − 1, which satisfy that
(i) λn(ω) are continuous in Ω
R,+
N \E ;
(ii) λn(ω) restricted in each connected component of E+ or E− are non-increasing in
every (1/fj)-direction, independent of fN , and non-decreasing in every qj-direction,
while its positive and negative parts are non-increasing and non-decreasing in every
wj-direction, respectively;
(iii) λn(ω) are not continuous at each point of E , and have the following asymptotic
behaviors near any given ω0 ∈ E :
lim
E−∋ω→ω0
λ0(ω) = −∞, (3.1)
lim
E−∋ω→ω0
λn(ω) = λn−1(ω0), 1 ≤ n ≤ N − 1, (3.2)
lim
E+∪E∋ω→ω0
λn(ω) = λn(ω0), 0 ≤ n ≤ N − 2, (3.3)
lim
E+∋ω→ω0
λN−1(ω) = +∞. (3.4)
And consequently, λn(ω) restricted in E+ ∪E is continuous for each 0 ≤ n ≤ N − 2.
Proof. By (2.4), r(ω, Aˆ) = 1 for each ω ∈ E , and r(ω, Aˆ) = 2 for each ω ∈ ΩR,+N \E . It
follows from Lemma 2.4 that (ω, Aˆ) has exactly N − 1 eigenvalues for each ω ∈ E and
(ω, Aˆ) has exactly N eigenvalues for each ω ∈ ΩR,+N \E .
Now, we show that (i) and (ii) hold. Since (ω, Aˆ) has exactly N eigenvalues λn(ω),
0 ≤ n ≤ N − 1, for each ω ∈ ΩR,+N \E , which is an open set of ΩR,+N , λn(ω) is continuous in
ΩR,+N \E and is locally a continuous eigenvalue branch in each connected component of E+
or E− for each 0 ≤ n ≤ N − 1 by Theorem 2.1. This, together with Lemma 3.1, implies
its monotonicity in each connected component of E+ or E−.
Next, we show that (iii) holds. It suffices to prove (3.1)–(3.4). Fix any
ω0 := (η, 1/f
0
0 , · · · , 1/f 0N , q01, · · · , q0N , w01, · · · , w0N) ∈ E .
Let (r1, r2) be a finite interval such that λj(ω0) ∈ (r1, r2), 0 ≤ j ≤ N − 2. By Lemma 2.5,
there exists a neighborhood U of ω0 in ΩR,+N such that for each ω ∈ U , (ω, Aˆ) has exactly
N − 1 eigenvalues in [r1, r2], which are all in (r1, r2). Denote
U− := E− ∩ U , U0 := E ∩ U , U+ := E+ ∩ U .
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Note that U can be chosen sufficiently small such that U−, U0 and U+ are connected.
Since (ω, Aˆ) has exactly N eigenvalues for each ω ∈ U−, it has exactly one eigenvalue,
denoted by λˆ(ω), outside [r1, r2]. It follows from (i) of Theorem 2.3 that either F :=
{λˆ(ω) : ω ∈ U−} ⊂ (−∞, r1) or F ⊂ (r2,+∞).
Denote ω(s) := (s, 1/f 01 , · · · , 1/f 0N , q01, · · · , q0N , w01, · · · , w0N), s ∈ R, and O := {ω(s) :
s ∈ (η − ǫ, η)} with 0 < ǫ < |η|. Then ω0 = ω(η) and for each s ∈ (η − ǫ, η), (ω(s), Aˆ)
has exactly N eigenvalues λn(ω(s)), 0 ≤ n ≤ N − 1, and (ω(η), Aˆ) has exactly N − 1
eigenvalues. By (ii), λn(ω(s)) is non-increasing in (η − ǫ, η) for each 0 ≤ n ≤ N − 1.
Hence, lims→η− λ0(ω(s)) = −∞ by (i) of Lemma 2.7. This implies that there exists an
ω1 ∈ U− such that λ0(ω1) < r1. Hence, λˆ(ω1) = λ0(ω1). Thus, again by (i) of Theorem
2.3, F = {λ0(ω) : ω ∈ U−} ⊂ (−∞, r1). By (ii) of Theorem 2.3 one gets that (3.1) holds.
With a similar argument to the proof of (3.1), one can show that (3.4) holds.
Note that U0 is connected and (ω, Aˆ) has exactly N − 1 eigenvalues for each ω ∈ U0.
Hence, λn restricted in U0 is continuous and locally a continuous eigenvalue branch for
each 0 ≤ n ≤ N − 2 by Theorem 2.1. This, together with Theorem 2.2, implies that (3.2)
and (3.3) hold. The entire proof is complete.
Theorem 3.2. Fix a BC Aˆ. Assume that either µ1 = 0, µ2 6= 0 or µ1 6= 0, µ2 = 0. Then
for each ω ∈ ΩR,+N , (ω, Aˆ) has exactly N eigenvalues λn(ω), 0 ≤ n ≤ N − 1, which satisfy
that
(i) λn(ω) are continuous in Ω
R,+
N ;
(ii) λn(ω) restricted in each connected component of Ω
R,+
N have the same monotonicity
as that in (ii) of Theorem 3.1.
Theorem 3.3. Fix a BC Aˆ. Assume that µ1 = 0 and µ2 = 0. Then the BC Aˆ can be
written as
either Aˆ1 =
[
aˆ11 −1 0 0
0 0 −1 0
]
or Aˆ2 =
[
1 aˆ12 0 0
0 0 −1 0
]
.
(i) In the case that Aˆ = Aˆ1 with aˆ11 6= 0, (ω, Aˆ) has exactly N −2 eigenvalues for each
ω ∈ E1, and (ω, Aˆ) has exactly N − 1 eigenvalues λn(ω), 0 ≤ n ≤ N − 2, for each
ω ∈ ΩR,+N \E1, which satisfy that
(ia) λn(ω) are continuous in Ω
R,+
N \E1;
(ib) λn(ω) restricted in each connected component of E+1 or E−1 have the same mono-
tonicity as that in (ii) of Theorem 3.1;
(ic) λn(ω) are not continuous at each point of E1, and have the following asymptotic
behaviors near any given ω0 ∈ E1:
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lim
E−
1
∋ω→ω0
λ0(ω) = −∞, lim
E−
1
∋ω→ω0
λn(ω) = λn−1(ω0), 1 ≤ n ≤ N − 2,
lim
E+
1
∪E1∋ω→ω0
λn(ω) = λn(ω0), 0 ≤ n ≤ N − 3, lim
E+
1
∋ω→ω0
λN−2(ω) = +∞.
And consequently, λn(ω) restricted in E+1 ∪ E1 is continuous for each 0 ≤ n ≤
N − 3.
(ii) In the case that Aˆ = Aˆ2 with aˆ12 6= 0, similar results in (i) hold for E1, E+1 , E−1
replaced by E2, E+2 , E−2 , respectively.
(iii) In the case that Aˆ = Aˆ1 with aˆ11 = 0 or Aˆ = Aˆ2 with aˆ12 = 0, (ω, Aˆ) has exactly
N − 1 eigenvalues λn(ω), 0 ≤ n ≤ N − 2, for each ω ∈ ΩR,+N , which satisfy that
(iiia) λn(ω) are continuous in Ω
R,+
N ;
(iiib) λn(ω) restricted in each connected component of Ω
R,+
N have the same mono-
tonicity as that in (ii) of Theorem 3.1.
Since the proofs of Theorems 3.2–3.3 are similar to that of Theorem 3.1, we omit their
details.
4. Continuity and discontinuity of the n-th eigenvalue function in the space
of the BCs
In this section, the continuous and discontinuous dependence of the n-th eigenvalue
function on the boundary condition (1.2) is investigated. Its continuity and discontinuity
sets in BC are given and its monotonicity in some directions in the continuity set is
studied. Especially, its asymptotic behaviors near a discontinuity point are completely
characterized.
Fix a difference equation ωˆ = (1/fˆ , qˆ, wˆ) ∈ ΩR,+N in this section. By Lemma 2.1, BC
equals the union of OC1,3, OC2,3, OC1,4 and OC2,4, which are four open sets of BC. Thus, we
shall consider the n-th eigenvalue function λn in OC1,3, OC2,3, OC1,4, and OC2,4, separately.
We shall remark that the method used here is different from that used in the continuous
case [10], where the authors divided the BCs into the separated and coupled ones. The
method used here is more convenient in dealing with the discrete case. Finally, we shall
apply our results to the separated and coupled BCs.
We now introduce the following notations for convenience:
B1,4 :=
{
A ∈ OC1,4 : a12 = 1/fˆ0
}
, B2,4 :=
{
A ∈ OC2,4 : a11 = −fˆ0
}
,
B1,3 :=
{
A ∈ OC1,3 : (a12 − 1/fˆ0)b22 = |z|2
}
, B2,3 :=
{
A ∈ OC2,3 : (a11 + fˆ0)b22 = |z|2
}
,
C :=
[
1 1/fˆ0 0 0
0 0 1 0
]
, B1,3r :=
{
A ∈ B1,3 : a12 ≥ 1/fˆ0, b22 ≥ 0
}
\ {C} ,
B1,3l :=
{
A ∈ B1,3 : a12 ≤ 1/fˆ0, b22 ≤ 0
}
\ {C} ,
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B+1,3r :=
{
A ∈ OC1,3 : a12 ≥ 1/fˆ0, b22 ≥ 0, (a12 − 1/fˆ0)b22 > |z|2
}
,
B+1,3l :=
{
A ∈ OC1,3 : a12 ≤ 1/fˆ0, b22 ≤ 0, (a12 − 1/fˆ0)b22 > |z|2
}
,
B2,3r :=
{
A ∈ B2,3 : a11 + fˆ0 ≥ 0, b22 ≥ 0
}
\ {C} ,
B2,3l :=
{
A ∈ B2,3 : a11 + fˆ0 ≤ 0, b22 ≤ 0
}
\ {C} ,
B+1,4 and B+2,4, and B−1,4, B−2,4, B−1,3 and B−2,3 can be defined similarly as E+ and E− in Section
3, respectively; B+2,3r and B+2,3l can be defined similarly as B+1,3r and B+1,3l, respectively.
Then OCi,4 = B+i,4 ∪Bi,4 ∪B−i,4, OCi,3 = B+i,3r ∪Bi,3 ∪B−i,3 ∪B+i,3l, Bi,3 = Bi,3r ∪ {C} ∪ Bi,3l and
Bi,3r ∩ Bi,3l = ∅ for i = 1, 2.
Let B := ∪2i=1 ∪4j=3 Bi,j . Then θ(ωˆ,A) = 0 if and only if A ∈ B for the fixed equation
ωˆ, where θ is defined by (2.5).
Note that there are two real parameters in each OCi,j , 1 ≤ i ≤ 2, 3 ≤ j ≤ 4. Now we
recall the monotonicity of the continuous eigenvalue branches with respect to the two real
parameters, which was obtained in [22].
Lemma 4.1 [22, Theorem 4.6]. Fix a difference equation ωˆ. Then, in each of the co-
ordinate systems OC1,3, OC1,4, OC2,3 and OC2,4 in BC, every continuous eigenvalue branch is
always non-decreasing in the two real axis directions.
For example, in OC1,4, every continuous eigenvalue branch is always non-decreasing in
the a12-direction and in the b21-direction.
Theorem 4.1. Fix a difference equation ωˆ. Then for each A ∈ B1,4, (ωˆ,A) has exactly
N−1 eigenvalues and for each A ∈ OC1,4\B1,4, (ωˆ,A) has exactly N eigenvalues λn(A) :=
λn(ωˆ,A), 0 ≤ n ≤ N − 1, which satisfy that
(i) λn(A) are continuous in OC1,4\B1,4;
(ii) λn(A) restricted in B+1,4 and B−1,4 are always non-decreasing in the a12-direction and
in the b21-direction;
(iii) λn(A) are not continuous at each point of B1,4 and have the following asymptotic
behaviors near any given A0 ∈ B1,4:
lim
B−
1,4∪B1,4∋A→A0
λn(A) = λn(A0), 0 ≤ n ≤ N − 2, lim
B−
1,4∋A→A0
λN−1(A) = +∞, (4.1)
lim
B+
1,4∋A→A0
λ0(A) = −∞, lim
B+
1,4∋A→A0
λn(A) = λn−1(A0), 1 ≤ n ≤ N − 1. (4.2)
Consequently, λn(A) restricted in B−1,4 ∪B1,4 is continuous for each 0 ≤ n ≤ N − 2.
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Proof. By (2.4), r(ωˆ,A) = 1 for each A ∈ B1,4, and r(ωˆ,A) = 2 for each A ∈ OC1,4\B1,4.
It follows from Lemma 2.4 that (ωˆ,A) has exactly N − 1 eigenvalues for each A ∈ B1,4
and (ωˆ,A) has exactly N eigenvalues for each A ∈ OC1,4\B1,4.
Now, we show that (i) and (ii) hold. Since (ωˆ,A) has exactly N eigenvalues λn(A),
0 ≤ n ≤ N − 1, for each A ∈ B+1,4 (or B−1,4), which is an open and connected subset of BC,
λn(A) is continuous and locally a continuous eigenvalue branch in B+1,4 (or B−1,4) for each
0 ≤ n ≤ N − 1 by Theorem 2.1. This, together with Lemma 4.1, implies its monotonicity
in B+1,4 (or B−1,4).
Next, we show that (iii) holds. It suffices to show that (4.1)–(4.2) hold for any given
A0 ∈ B1,4. Let (r1, r2) be a finite interval such that λj(A0) ∈ (r1, r2) for all 0 ≤ j ≤ N−2.
By Lemma 2.5, there exists a neighborhood V of A0 in OC1,4 such that for each A ∈ V,
(ωˆ,A) has exactly N − 1 eigenvalues in [r1, r2] that are all in (r1, r2). Let
V− := B−1,4 ∩ V, V0 := B1,4 ∩ V, V+ := B+1,4 ∩ V.
Note that V can be chosen such that V−, V0 and V+ are connected. Since (ωˆ,A) has
exactly N eigenvalues for each A ∈ V−, it has exactly an eigenvalue, denoted by λˆ(A),
outside [r1, r2]. By (i) of Theorem 2.3, either G := {λˆ(A) : A ∈ V−} ⊂ (−∞, r1) or
G ⊂ (r2,+∞).
Suppose that
A0 =
[
1 1/fˆ0 z¯
0 0
0 z0 b021 1
]
∈ B1,4.
Denote
A(s) :=
[
1 s z¯0 0
0 z0 b021 1
]
, s ∈ R.
Then A0 = A(1/fˆ0). Note that each (ωˆ,A(s)) has exactly N eigenvalues for each s ∈
(−∞, 1/fˆ0), and (ωˆ,A(1/fˆ0)) has exactly N − 1 eigenvalues. By (ii), λn(A(s)) is non-
decreasing in (−∞, 1/fˆ0) for each 0 ≤ n ≤ N−1. Hence, lims→1/fˆ−
0
λN−1(A(s)) = +∞ by
(ii) of Lemma 2.7. This implies that there exists an A1 ∈ V− such that λN−1(A1) > r2.
Hence, λˆ(A1) = λN−1(A1). Thus, again by (i) of Theorem 2.3, G = {λN−1(A) : A ∈
V−} ⊂ (r2,+∞). By (ii) of Theorem 2.3, the second relation in (4.1) holds.
With a similar argument to the proof of the second relation in (4.1), one can show
that the first relation in (4.2) holds.
Since V0 is connected and (ωˆ,A) has exactly N − 1 eigenvalues for each A ∈ V0, by
Theorem 2.1 λn restricted in V0 is continuous and locally a continuous eigenvalue branch
for each 0 ≤ n ≤ N − 2. This, together with Theorem 2.2, shows that the first relation
in (4.1) and the second relation in (4.2) hold. This completes the proof.
Theorem 4.2. Fix a difference equation ωˆ. Then similar results in Theorem 4.1 hold,
where OC1,4, B1,4, B+1,4, B−1,4, and a12 are replaced by OC2,4, B2,4, B+2,4, B−2,4, and a11, respec-
tively. The corresponding relations in (4.1)–(4.2) are denoted by (4.1′)–(4.2′).
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Proof. Since the proof is similar to that of Theorem 4.1, we omit its details.
Theorem 4.3. Fix a difference equation ωˆ. Then (ωˆ,C) has exactly N − 2 eigenvalues,
and for each A ∈ B1,3\{C}, (ωˆ,A) has exactly N − 1 eigenvalues, and for each A ∈
OC1,3\B1,3, (ωˆ,A) has exactly N eigenvalues λn(A), 0 ≤ n ≤ N − 1, which satisfy that
(i) λn(A) are continuous in OC1,3\B1,3;
(ii) λn(A) restricted in B−1,3, B+1,3r and B+1,3l are non-decreasing in the a12-direction and
in the b22-direction;
(iii) λn(A) are not continuous at each point of B1,3 and furthermore,
(iiia) they have the following asymptotic behaviors near any given A0 ∈ B1,3r:
lim
B−
1,3∪B1,3r∋A→A0
λn(A) = λn(A0), 0 ≤ n ≤ N − 2,
lim
B−
1,3∋A→A0
λN−1(A) = +∞, lim
B+
1,3r∋A→A0
λ0(A) = −∞,
lim
B+
1,3r∋A→A0
λn(A) = λn−1(A0), 1 ≤ n ≤ N − 1;
(4.3)
(iiib) they have the following asymptotic behaviors near any given A0 ∈ B1,3l:
lim
B−
1,3∋A→A0
λ0(A) = −∞,
lim
B−
1,3∋A→A0
λn(A) = λn−1(A0), 1 ≤ n ≤ N − 1,
lim
B+
1,3l
∪B1,3l∋A→A0
λn(A) = λn(A0), 0 ≤ n ≤ N − 2,
lim
B+
1,3l
∋A→A0
λN−1(A) = +∞;
(4.4)
(iiic) they have the following asymptotic behaviors near C:
lim
B+
1,3r∪B1,3r∪B−1,3∋A→C
λ0(A) = −∞, lim
B+
1,3r∋A→C
λ1(A) = −∞,
lim
B+
1,3l
∪B1,3l∋A→C
λn(A) = λn(C), 0 ≤ n ≤ N − 3,
lim
B1,3r∪B−1,3∋A→C
λn(A) = λn−1(C), 1 ≤ n ≤ N − 2,
lim
B+
1,3r∋A→C
λn(A) = λn−2(C), 2 ≤ n ≤ N − 1,
lim
B+
1,3l
∪B1,3l∋A→C
λN−2(A) = +∞, lim
B+
1,3l
∪B−
1,3∋A→C
λN−1(A) = +∞.
(4.5)
And consequently, λn(A) restricted in B−1,3∪B1,3r and B+1,3l ∪B1,3l ∪{C} is continuous for
each 0 ≤ n ≤ N − 3, and λN−2(A) restricted in B−1,3∪B1,3r and B+1,3l ∪B1,3l is continuous.
Proof. Since the proofs of (i), (ii), (iiia) and (iiib) are similar to those of Theorem 4.1,
we omit their details.
The rest is to show that (iiic) holds. Note that (ωˆ,C) has exactly N − 2 eigenvalues.
Let (r1, r2) be a finite interval such that λj(C) ∈ (r1, r2) for all 0 ≤ j ≤ N−3. By Lemma
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2.5, there exists a neighborhood V1 of C in OC1,3 such that for each A ∈ V1, (ωˆ,A) has
exactly N − 2 eigenvalues in [r1, r2] that are all in (r1, r2). Note that V1 can be chosen
such that V1 ∩ B+1,3r, V1 ∩ B1,3r, V1 ∩ B−1,3, V1 ∩ B1,3l, and V1 ∩ B+1,3l are connected. Then
we divide our proof in three steps.
Step 1. We show that
lim
B1,3r∋A→C
λ0(A) = −∞, limB1,3r∋A→Cλn(A) = λn−1(C), 1 ≤ n ≤ N − 2, (4.6)
lim
B1,3l∋A→C
λn(A) = λn(C), 0 ≤ n ≤ N − 3, limB1,3l∋A→CλN−2(A) = +∞. (4.7)
Since for each A ∈ V1 ∩ B1,3r, (ωˆ,A) has exactly N − 1 eigenvalues, and then has
exactly an eigenvalue, denoted by λˆ(A), outside [r1, r2]. By (i) of Theorem 2.3, H :=
{λˆ(A) : A ∈ V1 ∩ B1,3r} ⊂ (−∞, r1) or H ⊂ (r2,+∞).
Let
A1(s) =
[
1 s 0 0
0 0 −1 0
]
, s ∈ R.
Then A1(1/fˆ0) = C. For each s ∈ (1/fˆ0,+∞), (ωˆ,A1(s)) has exactly N − 1 eigenvalues
and (ωˆ,A1(1/fˆ0)) has exactly N−2 eigenvalues. By Theorem 2.1, λn(A1(s)) is continuous
and locally a continuous eigenvalue branch in (1/fˆ0,+∞) for each 0 ≤ n ≤ N − 2. This,
together with Lemma 4.1, implies that λn(A1(s)) is non-decreasing in (1/fˆ0,+∞) for each
0 ≤ n ≤ N − 2. Hence, lims→1/fˆ+
0
λ0(A1(s)) = −∞ by (iv) of Lemma 2.7. This implies
that there exists an A1 ∈ V1 ∩ B1,3r such that λ0(A1) < r1. Hence, λˆ(A1) = λ0(A1).
Thus, again by (i) of Theorem 2.3, H = {λ0(A) : A ∈ V1 ∩ B1,3r} ⊂ (−∞, r1). Then it
follows from (ii) of Theorem 2.3 that the first relation in (4.6) holds.
With a similar argument to the proof of the first relation in (4.6), one can show that
the second relation in (4.7) holds.
It follows from Theorem 2.2 that the second relation in (4.6) and the first relation in
(4.7) hold.
Step 2. We show that
lim
B+
1,3r∋A→C
λn(A) = −∞, n = 0, 1, lim
B+
1,3r∋A→C
λn(A) = λn−2(C), 2 ≤ n ≤ N − 1, (4.8)
lim
B+
1,3l
∋A→C
λn(A) = λn(C), 0 ≤ n ≤ N−3, lim
B+
1,3l
∋A→C
λn(A) = +∞, n = N−2, N−1. (4.9)
Since for each A ∈ V1 ∩B+1,3r, (ωˆ,A) has exactly N eigenvalues, and then has exactly
two eigenvalues, denoted by λˆ1(A) ≤ λˆ2(A), outside [r1, r2]. By (i) of Theorem 2.3, either
In := {λˆn(A) : A ∈ V1 ∩ B+1,3r} ⊂ (−∞, r1) or In ⊂ (r2,+∞) for each n = 1, 2.
Let
A2(s) =
[
1 s+ 1/fˆ0 0 0
0 0 −1 s
]
, s ∈ R.
Then A2(0) = C. (ωˆ, A2(s)) has exactly N eigenvalues for each s ∈ (0,+∞), and
(ωˆ,A2(0)) has exactly N −2 eigenvalues. By (ii), λn(A2(s)) is non-decreasing in (0,+∞)
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for each 0 ≤ n ≤ N−1. Hence, by (iv) of Lemma 2.7, lims→0+ λn(A2(s)) = −∞, n = 0, 1.
This implies that there exists A2 ∈ V1 ∩ B+1,3r such that λn(A2) < r1, n = 0, 1. Hence,
λˆn(A2) = λn−1(A2), n = 1, 2. Thus, again by (i) of Theorem 2.3, In = {λn−1(A) : A ∈
V1 ∩ B+1,3r} ⊂ (−∞, r1), n = 1, 2. By (ii) of Theorem 2.3, the first relation in (4.8) holds.
With a similar argument to the proof of the first relation in (4.8), one can show that
the second relation in (4.9) holds.
It follows from Theorem 2.2 that the second relation in (4.8) and the first relation in
(4.9) hold.
Step 3. We show that
lim
B−
1,3∋A→C
λ0(A) = −∞, lim
B−
1,3∋A→C
λN−1(A) = +∞, (4.10)
lim
B−
1,3∋A→C
λn(A) = λn−1(C), 1 ≤ N ≤ N − 2. (4.11)
Since for each A ∈ V1 ∩ B−1,3, (ωˆ,A) has exactly N eigenvalues, and then has exactly
two eigenvalues, denoted by λ′1(A) ≤ λ′2(A), outside [r1, r2]. By (i) of Theorem 2.3,
either Jn := {λ′n(A) : A ∈ V1 ∩ B−1,3} ⊂ (−∞, r1) or Jn ⊂ (r2,+∞) for each n = 1, 2.
Let A3 ∈ V1 ∩ B1,3r and A4 ∈ V1 ∩ B1,3l. Then it follows from Step 1 that λ0(A3) ∈
(−∞, r1) and λN−2(A4) ∈ (r2,+∞). By Lemma 2.6, λ0(A3) lies in a continuous eigenvalue
branch Λ1 defined in a connected neighborhood V2 of A3 in OC1,3. Thus, one can choose
A5 ∈ V1 ∩ V2 ∩ B−1,3 sufficiently close to A3 such that Λ1(A5) ∈ (−∞, r1). Similarly,
λN−2(A4) lies in a continuous eigenvalue branch Λ2 defined in a connected neighborhood
V3 of A4 in OC1,3. Thus, one can choose A6 ∈ V1 ∩ V3 ∩ B−1,3 sufficiently close to A4
such that Λ2(A6) ∈ (r2,+∞). Since either Jn ⊂ (−∞, r1) or Jn ⊂ (r2,+∞) for each
n = 1, 2, again by (i) of Theorem 2.3, J1 = {λ0(A) : A ∈ V1 ∩ B−1,3} ⊂ (−∞, r1) and
J2 = {λN−1(A) : A ∈ V1 ∩ B−1,3} ⊂ (r2,+∞). By (ii) of Theorem 2.3, (4.10) holds. With
a similar argument to that used in the proof of Theorem 2.2, one can show that (4.11)
holds. The whole proof is complete.
Theorem 4.4. Fix a difference equation ωˆ. Then similar results in Theorem 4.3 hold,
where OC1,3, B1,3, B1,3r, B1,3l, B−1,3, B+1,3r, B+1,3l, and a12 are replaced by OC2,3, B2,3, B2,3r,
B2,3l, B−2,3, B+2,3r, B+2,3l, and a11, respectively. The corresponding relations in (4.3)–(4.5)
are denoted by (4.3′)–(4.5′).
Proof. Since the proof is similar to that of Theorem 4.3, we omit its details.
Combining Theorems 4.1–4.4 yields the continuity and discontinuity sets for each of
the n-th eigenvalue function in BC:
Theorem 4.5. Fix a difference equation ωˆ. Then (ωˆ,C) has exactly N − 2 eigenval-
ues, (ωˆ,A) has exactly N − 1 eigenvalues for each A ∈ B\{C}, and (ωˆ,A) has exactly
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N eigenvalues for each A ∈ BC\B. Moreover, the n-th eigenvalue function λn(A) is
continuous in BC\B and not continuous at each point of B for each 0 ≤ n ≤ N − 1.
Now we apply Theorems 4.1–4.4 to the separated and coupled BCs, respectively. We
introduce the following notations for convenience: ξ := arctan(−1/fˆ0)+π for fˆ0 > 0, and
ξ := arctan(−1/fˆ0) for fˆ0 < 0;
BS1 := {Sα,β ∈ BS : (α, β) ∈ {ξ} × (0, π] or (α, β) ∈ [0, π)× {π}},
BC1 := {[eiγK | − I] ∈ BC : γ ∈ [0, π), K ∈ SL(2,R), k12 6= 0, k11/k12 = fˆ0},
B+C1 := {[eiγK | − I] ∈ BC : γ ∈ [0, π), K ∈ SL(2,R), k12 6= 0, k11/k12 > fˆ0},
B−C1 := {[eiγK | − I] ∈ BC : γ ∈ [0, π), K ∈ SL(2,R), k12 6= 0, k11/k12 < fˆ0},
where Sα,β is defined by (2.2). By Lemma 2.2, θ(ωˆ,A) = 0 if and only if A ∈ BS1 ∪ BC1 ,
where θ is defined by (2.5). Thus
B = BS1 ∪ BC1 . (4.12)
The following result gives the continuity and discontinuity sets of λn restricted in BS
and asymptotic behaviors of λn in BC near each discontinuity point.
Corollary 4.1. Fix a difference equation ωˆ. Then (ωˆ,Sξ,pi) has exactly N−2 eigenvalues,
and (ωˆ,Sα,β) has exactly N − 1 eigenvalues for each Sα,β ∈ BS1\{Sξ,pi}, and (ωˆ,Sα,β) has
exactly N eigenvalues for each Sα,β ∈ BS\BS1. Moreover, the n-th eigenvalue function
λn in BC is continuous in BS\BS1 and not continuous at each point of BS1 for each
0 ≤ n ≤ N − 1, and furthermore,
(i) for any fixed β0 ∈ (0, π), (4.1)–(4.2) and (4.1′)–(4.2′) hold for A0 replaced by Sξ,β0;
(ii) for any fixed α0 ∈ [0, π)\{ξ, π/2}, (4.3) holds for A0 replaced by Sα0,pi in the case
that Sα0,pi ∈ B1,3r, and (4.4) holds for A0 replaced by Sα0,pi in the other case that
Sα0,pi ∈ B1,3l;
(iii) (4.3′) holds for A0 replaced by Spi/2,pi in the case that Spi/2,pi ∈ B2,3r, and (4.4′) holds
for A0 replaced by Spi/2,pi in the other case that Spi/2,pi ∈ B2,3l;
(iv) (4.5) and (4.5′) hold for C replaced by Sξ,pi.
Proof. The number of eigenvalues of each (ωˆ,Sα,β) can be easily verified by Lemma 2.4.
Since BS\BS1 ⊂ BC\B, λn in BC is continuous in BS\BS1 for each 0 ≤ n ≤ N − 1 by
Theorem 4.5. Then, it suffices to show that (i)–(iv) hold.
(i) Fix any β0 ∈ (0, π). It is clear that
Sξ,β0 =
[
1 1/fˆ0 0 0
0 0 − cotβ0 1
]
∈ B1,4 ∩ B2,4.
Applying Theorems 4.1-4.2 to Sξ,β0, one gets that (i) holds.
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(ii) Fix any α0 ∈ [0, π)\{ξ, π/2}. It is clear that
Sα0,pi =
[
1 − tanα0 0 0
0 0 −1 0
]
∈ B1,3r ∪ B1,3l.
Applying (iiia)–(iiib) in Theorem 4.3 to Sα0,pi, one gets that (ii) holds.
(iii) It is clear that
Spi/2,pi =
[
0 −1 0 0
0 0 −1 0
]
∈ B2,3r ∪ B2,3l.
Applying (iiia)–(iiib) in Theorem 4.4 to Spi/2,pi, one gets that (iii) holds.
(iv) It is clear that
Sξ,pi =
[
1 1/fˆ0 0 0
0 0 −1 0
]
= C.
Applying (iiic) in Theorems 4.3–4.4 to Sξ,pi, one gets that (iv) holds. The proof is complete.
The following lemma is the monotonicity result of continuous eigenvalue branches with
respect to the two real parameters α and β for Sα,β.
Lemma 4.2 [22, Theorem 4.4]. Each continuous eigenvalue branch over BS is always
strictly decreasing in the α-direction and always strictly increasing in the β-direction.
Now, we consider λn restricted in BS for each 0 ≤ n ≤ N − 1. For a fixed β0 ∈ (0, π],
set λn(α) := λn(Sα,β0), and for a fixed α0 ∈ [0, π), set λn(β) := λn(Sα0,β) for convenience.
Corollary 4.2. Fix a difference equation ωˆ. Then
(i) for any fixed β0 ∈ (0, π), the n-th eigenvalue functions λn(α) are strictly decreasing
in [0, ξ) or (ξ, π) for all 0 ≤ n ≤ N−1, and have the following asymptotic behaviors
near 0 and ξ:
lim
α→pi−
λn(α) = λn(0), 0 ≤ n ≤ N − 1, (4.13)
lim
α→ξ−
λ0(α) = −∞, lim
α→ξ−
λn(α) = λn−1(ξ), 1 ≤ n ≤ N − 1,
lim
α→ξ+
λn(α) = λn(ξ), 0 ≤ n ≤ N − 2, lim
α→ξ+
λN−1(α) = +∞,
and consequently, λn(α) is continuous in [ξ, π) for each 0 ≤ n ≤ N − 2;
(ii) for any fixed α0 ∈ [0, π)\{ξ}, the n-th eigenvalue functions λn(β) are strictly increas-
ing in (0, π) for all 0 ≤ n ≤ N − 1, and have the following asymptotic behaviors
near π:
lim
β→pi−
λn(β) = λn(π), 0 ≤ n ≤ N − 2, lim
β→pi−
λN−1(β) = +∞,
lim
β→0+
λ0(β) = −∞, lim
β→0+
λn(β) = λn−1(π), 1 ≤ n ≤ N − 1,
and consequently, λn(β) is continuous in (0, π] for each 0 ≤ n ≤ N − 2;
(iii) for β0 = π, similar results in (i) hold for N − 2, N − 1 replaced by N − 3, N − 2,
respectively.
26
(iv) for α0 = ξ, similar results in (ii) hold for N − 2, N − 1 replaced by N − 3, N − 2,
respectively.
Proof. It suffices to show that (4.13) holds since the rest is direct consequence of Theorem
2.1, Lemma 2.7, Corollary 4.1 and Lemma 4.2.
Fixed β0 ∈ (0, π). Since {Sα,β0 : α ∈ [0, ξ) ∪ (ξ, π)} is connected and (ωˆ,Sα,β0) has
exactly N eigenvalues for each α ∈ [0, ξ) ∪ (ξ, π), the n-th eigenvalue function λn is
continuous and locally a continuous eigenvalue branch in {Sα,β0 : α ∈ [0, ξ) ∪ (ξ, π)} for
each 0 ≤ n ≤ N − 1 by Theorem 2.1. Then limα→pi− Sα,β0 = S0,β0 implies that (4.13)
holds. This completes the proof.
The following result gives the continuity and discontinuity sets of λn restricted in BC
and asymptotic behaviors of λn in BC near each discontinuity point.
Corollary 4.3. Fix a difference equation ωˆ. Then (ωˆ,A) has exactly N − 1 eigenvalues
for each A ∈ BC1, and (ωˆ,A) has exactly N eigenvalues for each A ∈ BC\BC1. Moreover,
the n-th eigenvalue function λn in BC is continuous in BC\BC1, and not continuous at
each point of BC1 for each 0 ≤ n ≤ N − 1; and for any given A1 ∈ BC1 , (4.1)–(4.2) and
(4.1′)–(4.2′) hold for A0 replaced by A1.
Proof. The number of eigenvalues of (ωˆ,A) can be easily verified by Lemma 2.4 for each
A ∈ BC . Since BC\BC1 ⊂ BC\B, λn in BC is continuous in BC\BC1 for each 0 ≤ n ≤ N−1
by Theorem 4.5. Let A1 := [e
iγK| − I] ∈ BC1 . Then k11 6= 0 and k12 6= 0. By Lemma
3.18 in [13],
A1 =
[
1 k12/k11 −e−iγ/k11 0
0 −eiγ/k11 −k21/k11 1
]
=
[ −k11/k12 −1 e−iγ/k12 0
eiγ/k12 0 −k22/k12 1
]
∈ OC1,4 ∩ OC2,4.
Since k11− fˆ0k12 = 0, A1 ∈ B1,4∩B2,4. Hence, the conclusion holds by applying Theorems
4.1–4.2 to A1.
Let λn be restricted in BC for each 0 ≤ n ≤ N − 1. The following result is a direct
consequence of Corollary 4.3.
Corollary 4.4. Fix a difference equation ωˆ. Then for any given A1 ∈ BC1, the n-th
eigenvalue functions λn, 0 ≤ n ≤ N−1, have the following asymptotic behaviors near A1:
lim
B−
C1
∋A→A1
λ0(A) = −∞, lim
B−
C1
∋A→A1
λn(A) = λn−1(A1), 1 ≤ n ≤ N − 1,
lim
B+
C1
∪BC1∋A→A1
λn(A) = λn(A1), 0 ≤ n ≤ N − 2, lim
B+
C1
∋A→A1
λN−1(A) = +∞.
5. Continuity and discontinuity of the n-th eigenvalue function in the space
of the SLPs
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In this section, the continuous and discontinuous dependence of the n-th eigenvalue
function on the SLP (1.1)–(1.2) is discussed. Its continuity and discontinuity sets in
ΩR,+N ×BC are given and its asymptotic behaviors near a discontinuity point are completely
characterized.
Now, we introduce the following notations:
P1,4 := {(ω,A) ∈ ΩR,+N ×OC1,4 : a12 = 1/f0},P2,4 :=
{
(ω,A) ∈ ΩR,+N ×OC2,4 : a11 = −f0
}
,
P1,3 :=
{
(ω,A) ∈ ΩR,+N ×OC1,3 : (a12 − 1/f0)b22 = |z|2
}
,
P2,3 :=
{
(ω,A) ∈ ΩR,+N ×OC2,3 : (a11 + f0)b22 = |z|2
}
,
P5 :=
{
(ω,A) ∈ ΩR,+N × BC : A =
[
1 1/f0 0 0
0 0 1 0
]}
,
P1,3r := {(ω,A) ∈ P1,3 : a12 − 1/f0 ≥ 0, b22 ≥ 0} \P5,
P1,3l := {(ω,A) ∈ P1,3 : a12 − 1/f0 ≤ 0, b22 ≤ 0} \P5,
P+1,3r :=
{
(ω,A) ∈ ΩR,+N ×OC1,3 : a12 − 1/f0 ≥ 0, b22 ≥ 0, (a12 − 1/f0)b22 > |z|2
}
,
P+1,3l :=
{
(ω,A) ∈ ΩR,+N ×OC1,3 : a12 − 1/f0 ≤ 0, b22 ≤ 0, (a12 − 1/f0)b22 > |z|2
}
,
P2,3r := {(ω,A) ∈ P2,3 : a11 + f0 ≥ 0, b22 ≥ 0} \P5,
P2,3l := {(ω,A) ∈ P2,3 : a11 + f0 ≤ 0, b22 ≤ 0} \P5,
P+1,4 and P+2,4, and P−1,4, P−2,4, P−1,3, and P−2,3 are defined similarly as E+ and E−, respectively;
P+2,3r and P+2,3l are defined similarly as P+1,3r and P+1,3l, respectively. Then ΩR,+N × OCi,4 =
P+i,4 ∪ Pi,4 ∪ P−i,4, ΩR,+N × OCi,3 = P+i,3r ∪ Pi,3 ∪ P−i,3 ∪ P+i,3l, Pi,3 = Pi,3r ∪ P5 ∪ Pi,3l and
Pi,3r ∩ Pi,3l = ∅, where i = 1, 2.
Let P := ∪2i=1 ∪4j=3 Pi,j. Note that θ(ω,A) = 0 if and only if (ω,A) ∈ P, where θ is
defined by (2.5). Thus, P consists of the SLPs that have less than N eigenvalues.
Theorem 5.1. Each (ω,A) ∈ P1,4 has exactly N − 1 eigenvalues and each (ω,A) ∈(
ΩR,+N ×OC1,4
)
\P1,4 has exactly N eigenvalues λn(ω,A), 0 ≤ n ≤ N − 1, which satisfy
that
(i) λn(ω,A) are continuous in
(
ΩR,+N ×OC1,4
)
\P1,4;
(ii) λn(ω,A) are not continuous at each point of P1,4 and have the following asymptotic
behaviors near any given (ω0,A0) ∈ P1,4:
lim
P−
1,4∪P1,4∋(ω,A)→(ω0,A0)
λn(ω,A) = λn(ω0,A0), 0 ≤ n ≤ N − 2, (5.1)
lim
P−
1,4∋(ω,A)→(ω0,A0)
λN−1(ω,A) = +∞, lim
P+
1,4∋(ω,A)→(ω0,A0)
λ0(ω,A) = −∞, (5.2)
lim
P+
1,4∋(ω,A)→(ω0,A0)
λn(ω,A) = λn−1(ω0,A0), 1 ≤ n ≤ N − 1, (5.3)
and consequently, λn restricted in P−1,4 ∪P1,4 is continuous for each 0 ≤ n ≤ N − 2.
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Proof. By Lemma 2.4, each (ω,A) ∈
(
ΩR,+N ×OC1,4
)
\P1,4 has exactly N eigenvalues,
and each (ω,A) ∈ P1,4 has exactly N − 1 eigenvalues. Since
(
ΩR,+N ×OC1,4
)
\P1,4 is an
open subset of ΩR,+N ×BC, by Theorem 2.1 λn(ω,A) is continuous in
(
ΩR,+N ×OC1,4
)
\P1,4
for each 0 ≤ n ≤ N − 1.
The rest is to show that (5.1)–(5.3) hold for any given (ω0,A0) ∈ P1,4. Let (r1, r2) be
a finite interval such that λj(ω0,A0) ∈ (r1, r2) for all 0 ≤ n ≤ N − 2. Then by Lemma
2.5 there exists a neighborhood Y of (ω0,A0) in ΩR,+N × OC1,4 such that each (ω,A) ∈ Y
has exactly N − 1 eigenvalues in [r1, r2] that are all in (r1, r2). Let
Y− := P−1,4 ∩ Y , Y0 := P1,4 ∩ Y , Y+ := P+1,4 ∩ Y .
Note that Y can be chosen such that Y−, Y0 and Y+ are connected. Since each (ω,A) ∈
Y+ has exactly N eigenvalues, it has exactly one eigenvalue, denoted by λˆ(ω,A), outside
[r1, r2]. By (i) of Theorem 2.3, either L := {λˆ(ω,A) : (ω,A) ∈ Y+} ⊂ (−∞, r1) or
L ⊂ (r2,+∞). For the fix ω0, there exists an (ω0,A1) ∈ Y+ such that λ0(ω0,A1) < r1 by
the first relation in (4.2) in Theorem 4.1. Hence, λˆ(ω0,A1) = λ0(ω0,A1). Thus, again by
(i) of Theorem 2.3, L = {λ0(ω,A) : (ω,A) ∈ Y+} ⊂ (−∞, r1). Then, by (ii) of Theorem
2.3, the second relation in (5.2) holds. With a similar argument, one can show that the
first relation in (5.2) holds. Note that Y0 is connected and each (ω,A) ∈ Y0 has exactly
N−1 eigenvalues. So λn restricted in Y0 is continuous and locally a continuous eigenvalue
branch for each 0 ≤ n ≤ N − 2 by Theorem 2.1. This, together with Theorem 2.2, yields
that (5.1) and (5.3) hold. This completes the proof.
With a similar method used in the proof of Theorem 5.1, one can show that Theorems
5.2–5.4 hold.
Theorem 5.2. Similar results in Theorem 5.1 hold for OC1,4, P1,4, P+1,4 and P−1,4 replaced
by OC2,4, P2,4, P+2,4 and P−2,4, separately.
Theorem 5.3. Each (ω,A) ∈ P5 has exactly N − 2 eigenvalues, and each (ω,A) ∈
P1,3\P5 has exactly N −1 eigenvalues, and each (ω,A) ∈
(
ΩR,+N ×OC1,3
)
\P1,3 has exactly
N eigenvalues λn(ω,A), 0 ≤ n ≤ N − 1, which satisfy that
(i) λn(ω,A) are continuous in
(
ΩR,+N ×OC1,3
)
\P1,3;
(ii) λn(ω,A) are not continuous at each point of P1,3 and have the following asymptotic
behaviors near any given (ω0,A0) ∈ P1,3r:
lim
P−
1,3∪P1,3r∋(ω,A)→(ω0,A0)
λn(ω,A) = λn(ω0,A0), 0 ≤ n ≤ N − 2,
lim
P−
1,3∋(ω,A)→(ω0,A0)
λN−1(ω,A) = +∞, lim
P+
1,3r∋(ω,A)→(ω0,A0)
λ0(ω,A) = −∞,
lim
P+
1,3r∋(ω,A)→(ω0,A0)
λn(ω,A) = λn−1(ω0,A0), 1 ≤ n ≤ N − 1;
near any given (ω0,A0) ∈ P1,3l:
lim
P−
1,3∋(ω,A)→(ω0,A0)
λ0(ω,A) = −∞,
lim
P−
1,3∋(ω,A)→(ω0,A0)
λn(ω,A) = λn−1(ω0,A0), 1 ≤ n ≤ N − 1,
lim
P+
1,3l
∪P1,3l∋(ω,A)→(ω0,A0)
λn(ω,A) = λn(ω0,A0), 0 ≤ n ≤ N − 2,
lim
P+
1,3l
∋(ω,A)→(ω0,A0)
λN−1(ω,A) = +∞;
and near any given (ω0,A0) ∈ P5:
lim
P+
1,3r∪P1,3r∪P−1,3∋(ω,A)→(ω0,A0)
λ0(ω,A) = −∞, lim
P+
1,3r∋(ω,A)→(ω0,A0)
λ1(ω,A) = −∞,
lim
P+
1,3l
∪P1,3l∪P5∋(ω,A)→(ω0,A0)
λn(ω,A) = λn(ω0,A0), 0 ≤ n ≤ N − 3,
lim
P1,3r∪P−1,3∋(ω,A)→(ω0,A0)
λn(ω,A) = λn−1(ω0,A0), 1 ≤ n ≤ N − 2,
lim
P+
1,3r∋(ω,A)→(ω0,A0)
λn(ω,A) = λn−2(ω0,A0), 2 ≤ n ≤ N − 1,
lim
P+
1,3l
∪P1,3l∋(ω,A)→(ω0,A0)
λN−2(ω,A) = +∞, lim
P+
1,3l
∪P−
1,3∋(ω,A)→(ω0,A0)
λN−1(ω,A) = +∞.
And consequently, λn restricted in P−1,3∪P1,3r and P+1,3l ∪P1,3l ∪P5 is continuous for each
0 ≤ n ≤ N − 3, and λN−2 restricted in P−1,3 ∪ P1,3r and P+1,3l ∪ P1,3l is continuous.
Theorem 5.4. Similar results in Theorem 5.3 hold for OC1,3, P1,3, P1,3r, P1,3l, P−1,3, P+1,3r,
and P+1,3l replaced by OC2,3, P2,3, P2,3r, P2,3l, P−2,3, P+2,3r, and P+2,3l, separately.
Combining Theorems 5.1–5.4 yields the continuity and discontinuity sets of the n-th
eigenvalue function in ΩR,+N × BC:
Theorem 5.5. Each (ω,A) ∈ P5 has exactly N − 2 eigenvalues, and each (ω,A) ∈
P\P5 has exactly N − 1 eigenvalues, and each (ω,A) ∈
(
ΩR,+N × BC
)
\P has exactly
N eigenvalues, and λn, 0 ≤ n ≤ N − 1, are continuous in
(
ΩR,+N × BC
)
\P and not
continuous at each point of P.
Remark 5.1. If the n-th eigenvalue function λn is simple at some (ω0,A0) in the conti-
nuity set
(
ΩR,+N × BC
)
\P for some 0 ≤ n ≤ N − 1, the results about differentiability of
continuous eigenvalue branches in [22, Theorems 4.2-4.4 and 4.7] can be applied to λn in
a neighborhood of (ω0,A0).
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