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Abstract-In this paper we propose a novel low-complexity
Maximum Likelihood (ML) space-time detection method, which
can be regarded as an advanced extension ofthe Complex Sphere
Decoder (CSD). We demonstrate that as opposed to the previously
published variants of the CSD, the proposed technique may
be employed in the so-called "over-loaded" scenario, where the
number oftransmit antennas exceeds that ofthe receive antennas.
The proposed method achieves the optimum performance of
the ML detector even in heavily over-loaded scenarios, while
the associated computational complexity is only moderately
increased.
I. INTRODUCTION
The relevant information-theoretical analysis predicts [1]
that substantial capacity gains are achievable in wireless
communication systems employing a Multiple Input Multiple
Output (MIMO) architecture using multiple antennas. Ad-
ditionally, the employment of a MIMO architecture allows
for the efficient exploitation of the spatial diversity available
in a wireless MIMO environment, thus improving both the
system's transmission integrity, as well as capacity. Orthog-
onal Frequency Division Multiplexing (OFDM) employed in
conjunction with a Multiple-Input Multiple-Output (MIMO)
architecture [2] constitutes a particularly attractive solution for
future generations of wireless communication systems
On the other hand, the most potent space-time detection
method found in the literature is constituted by the Sphere
Decoder (SD) [3], which is capable of achieving the optimum
performance of the Maximum Likelihood (ML) detector at a
relatively low computational complexity. The SD was first pro-
posed for employment in the context of space-time processing
in [4]. The complex-valued version of the sphere decoder was
proposed by Hochwald and ten Brink in [5]. The subject was
further investigated by Damen et a. in [6]. Subsequently, an
improved version of the Complex Sphere Decoder (CSD) was
advocated by Pham et al. in [7]. However, to the best of our
knowledge, all of the aforementioned SD schemes rely on the
assumption of having a higher number of receive antennas
than that of the transmit antennas, corresponding to Tri > mt.
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'In the uplink of a multi-user OFDM system we assume OFDM-symbol-
level synchronization between users.
By contrast, the high-complexity ML detector is free from
this constraint, which becomes particularly restrictive in the
up-link of a multi-user system, where the number of users
supported becomes hard-liited by the number of receive
antennas used at the base-station.
Against this background, in this paper we propose a novel
Optimized Hierarchy (OH) Reduced Search Algorithm (RSA)-
aided ML SDM detection method, which may be regarded as
an advanced extension of the CSD method of [5] and [7].
More explicitly, the proposed method performs well in the
so-called over-loaded scenario, where the number of transmit
antennas int exceeds that of the receive antennas nr A
particularly interesting potential application is found in a
MIMO scenario, where the system employs multiple transmit
antennas and a single receive antenna. We demonstrate that the
method proposed approaches the optimum performance of the
ML detector even in heavily overloaded scenarios. Moreover,
the associated computational complexity is only moderately
increased even in heavily overloaded scenarios and it is almost
independent of the number of receive antennas.
The rest of this paper is structured as follows. The system
model as well as the principles of ML space-time detection
are briefly outlined in Section II-A. A novel recursive ML
detection technique is derived in Section II-B. Furthermore,
the search optimization rules are described in Section II-C. The
achievable performance ofthe proposed technique is quantified
using extensive computer simulations and the corresponding
results are provided in Section III, before offering our conclu-
sions in Section IV.
II. OPTIMIZED HIERARCHY REDUCED SEARCH
ALGORITHM
In this section we derive a technique, which we re-
fer to as the Optimized Hierarchy Reduced Search Algo-
rithm (OHRSA)-ML method designed for detecting constant-
envelope modulation schemes, such as V-PSK, where the
transmitted symbols s satisfy the condition of 5sl2 = 1, Vs C
AM, and AM denotes the set of MI complex-valued con-
stellation points. However, it may be readily demonstrated
that the method proposed can be generalized for arbitrary
signal constellations, particularly for high-throughput multi-
level modulation schemes, such as M-QAM.
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The subcarrier-related MIMO-OFDM system model consid-
ered is given by [2]
y = Hs+w, (1)
where y, w and x denote the nr-dimensional received signal
and AWGN sample vectors as well as the Tnt-dimensional
transmitted signal vector, respectively. Furthermore, H rep-
resents a (ri X Tnt)-dimensional matrix of subcarrier-related
CTF coefficients. Note that for the sake of brevity we omit the
OFDM subcarrier and symbol indices k and n. As outlined
in [2], the ML SDM detector provides an tnt-antenna-based
estimated signal vector candidate s, which maximizes the
objective function defined as the conditional aposteriori prob-
ability P (sy, H) over the set MA,nt of legitimate solutions.
More explicitly, we have
s m a ax P(sy, H) (2)
where M4nt is the set of all possible mt-dimensional can-
didate symbol vectors of the mt-antenna-based transmitted
signal vector s. Specifically, we have
\4 ={s =( §mt) is M} ( )
Furthermore, it was shown in [2] that we have
P(sly, H) = Aexp - IIY-Hs2 (Tl,,
where A is a constant, which is independent ot any ot the
values {si} ,tlt Thus, it may be shown [2] that the prob-
ability maximization problem of Equation (2) is equivalent to
the corresponding Euclidean distance minimization problem.
Specifically, we have
s = arg Am IYHSII (5)
where the probability-based objective function of Equation
(2) is substituted by the objective function determined by the
Euclidean distance between the received signal vector y and
the corresponiding product of the channel mllatrix H with the
a priori candidate of the transmitted signal vector s C A4't.
B. Recurssive ML Detection
Consequently, our detection method relies on the observa-
tion, which may be summarized in the following lemma.
Lemma] L The ML solution of Equation (2) of a noisy
linear problem described by Equation (1) is given by
s = arg iMn U(six) 2} (6)
where U is an upper-triangular matrix having positive real-
valued elements on the main diagonal and satisfying
UHU = (HHH +o,), (7)
while
X = (HHH + H 2 1)-lHHy (8)
is the unconstrained MMSE estimate of the transmitted signal
vector s, which was derived in [2] .
Note I Observe that Lemma 1 imposes no constraints
On the dimen.sions, or rank of the matrix H of the linear
system described by Equation (1). This property is particularly
important, since it enables us to apply our proposed detection
technique to the scenario of over-loaded systems, where the
number of transmit antenna elements exceeds that of the
receive antenna elements.
Note 2: As substantiated by Equation (5), it is sufficient
to prove that the following minimization problems are equiv-
alent
s arg mmn |y H H§s |2
s aig Mml Up(s x~) 2
sG4' Vt
(9)
(10)
Proof of Lemma 1: It is evident that in contrast to the
matrix HHH, the matrix (HHH + <') of Equation (6) is
always Hermitian and positively definite, regardless ofthe rank
of the channel matrix H associated with the particular MIMO
channel realization encountered. Consequently, (HHH +o2I)
may be represented as the product of an upper-triangular
matrix U and its Hermitian adjoint matrix UH using for
example the Cholesky factorization method [8], [9, Cholesky
Decomposition].
Let U be the matrix generated by the Cholesky decompo-
sition of the Hermitian positive definite matrix (HHH + T2I)
of Equation (7). More specifically, we have
UHU = (HHH + (72 I): (11)
where U is an upper-triangular matrix having positive real-
valued elements on its main diagonal.
Upon expanding the objective function of Equation (6) and
subsequently invoking Equation (7) we obtain
J(s) = lpU(s x)l2
(s x)HUHUU(s -X)
- (S x) H H +2I)(s -x)
NH(HHH + (T2I)xH(HHH + 2 I)s
sN(HH H 2I)x x (H H Tw)x (12)
Furthermore, substituting Equation (8) into (12) yields
J(s) = sHH Hs -yHs H§ sHHHy
+oT2 'HS + yHH(HHH + uT2 I)- HHy
= IIY-HS§22 + , , YH(H(HHH+ 1) XHT J).
(13)
Observe that in the case of a system employing a constant-
envelope modulation scheme, such as M-PSK, where we
have s§s = 1, <) of Equation (13) constitutes a real-valued
scalar and its value does not depend on the argument s of
the minimization problem formulated in Equation (6). Con-
sequently, the minimization of the objective function J(s) of
Equation (13) can be reduced to the minimization of the term
Iy -Hx) 2, which renders it equivalent to the minimization
problem of Equation (9). This completes the proof.
1527Using Lemma 1, in particular the fact that the matrix U
is an upper-triangular matrix, the objective function J(s) of
Equation (13) may be reformulated as follows
J(s) = pU(s x)ll2
(S _x)HUH5U(S -X)
Mt Mt 2
U....... i (Sj - j)
i=l j=i
Mt
i=l
where J(s) and Oi(si) are positive real-valued cost and sub-
cost functions, respectively. Elaborating a little further, we
have
4)i(ki) = 2 i
~ _ La
=uii(,§i - i) + E ( uij(sj-j) (25)
j=i+1
ai
Note that the term ai is a complex-valued scalar, which is
independent of the specific symbol value si of the ith element
of the a priori candidate signal vector s.
Furthermore, let J1(si) be a Cumulative Sub-Cost (CSC)
function recursively defined as
Jrtnt (rTnt )
Ji(si)
Jt (stn ) =
Ji+i1(§i+i1)
umtMt () mt
Xi(§i) , i
_Mj) 2 ( 6a)
1 ..mt-l,
where we define the candidate subvector as sj
[s-: * * *, Smt]. Clearly, Ji(sj) exhibits the following properties
J(s) =J (s§ ) > JBs(§2)
Jr St) J= Ji{5j}, j = i: - Mt)
imt(sMt) > 0 (17a)
(17b)
for all possible realizations of x eCC2t and s C 12t, where
the space r't contains all possible unconstrained MMSE
estimates x of the transmitted signal vector s.
Equations (17a) and (17b) enable us to employ a highly ef-
ficient reduced-complexity search algorithm, which decreases
the number of objective function evaluations of the minimiza-
tion problem outlined in Equation (6) to a small fraction of
the set Mat. This reduced-complexity search algorithm is
outlined in the next section.
C. Search Strategy
Firstly, we commence the recursive search process with the
evaluation of the CSC function value Jmt(sj of Equation
(16a). Secondly, at each recursive step i ofthe search algorithm
proposed we stipulate a series of hypotheses concerning the
value of the ]lV-ary transmitted symbol si associated with the
ith transmit antenna element and subsequently calculate the
conditioned sub-cost function Ji(si) of Equation (IL6b), where
s = (si: * * * , smt)T denotes the subvector of the int-antenna-
based candidate vector s comprising only the indices higher
than or equal to i. Furthermore, for each tentatively assumed
value of sj we execute a successive recursive search step i-1,
which is conditioned on the hypotheses made in all preceding
recursive steps j = i , mt. As substantiated by Equations
(lL5) and (lI6b), the value of the CSC function Ji(sj) is
dependent only on the values of the elements sj}=i, ..rnt of
the a priori candidate signal vector s, which are hypothesized
from from step j = Mt Up to the present step i of our recursive
process. Upon each arrival at the index i = 1 of the recursive
process, a complete candidate vector s is hypothesized and the
corresponding value of the cost function J(s) formulated in
Equation (14) is evaluated.
Observe that the recursive hierarchical search procedure
described above may be employed to perform an exhaustive
search through all possible values of the transmitted signal
vector s and the resultant search process is guaranteed to
arrive at the ML solution s, which minimizes the value of
the cost function J(s) of Equation (14). Fortunately however,
as opposed to other ML search schemes, the search process
described above can be readily optimized, resulting in a
dramatic reduction of the associated computational complex-
ity. Specifically, the potential optimization complexity gain
accrues from the fact that most of the hierarchical search
branches can be discarded at an early stage of the recursive
search process. The corresponding optimization rules proposed
may be outlined as follows.
Rule I. We reorder the system model of Equation (1)
as suggested in [10]. Specifically, we apply the best-first
detection strategy outlined in [2, pp.754-756], which implies
that the transmitted signal vector components are detected in
the decreasing order of the associated channel quality. As it
was advocated in [2, pp.754-756] , the quality of the channel
associated with the ith element ofthe transmitted signal vector
s is determined by the norm of the ith column of the channel
matrix H. Consequently, for the sake of applying the best-
first detection strategy, the colunmns of the channel matrix H
are sorted in the increasing order of their norm. Thus, the
resultant, column-reordered channel matrix H complies with
the following criterion
(H)1l<2 <1(H)2 2 < (H) 1, (18)
where (H)i denotes the ith colnumn of the channel matrix H.
Note that the elements of the transmitted signal vector s are
reordered correspondingly, but their original order has to be
reinstated in the final stage of the detection process.
Rule 2: At each recursive detection step i = mt, 1,
the potential candidate values tc a}ra 1 y MAA[ of the
transmitted signal component si are considered in the increas-
ing order of the corresponding value of the sub-cost function
5i(sj) = Xi(cm, j+1) of Equation (15), where we have
17i(c, Si+1) (>i(crr i+1I) < *..*i(cM ysi+I)
and according to Equation (15)
(>i(Cm, S+1) = |Urii(Cra - C ) + ai a 2
= Ui -2 - (19)
Consequently, the more likely candidates ca of the ith el-
ement of the transmitted signal vector s are examined first.
Observe that the sorting criterion of Equation (19) may also
1528be interpreted as a biased Euclidean distance of the candidate
constellation point cm from the unconstrained MMSE estimate
£j of the transmitted signal component si.
Rule 3: We define a cut-off value of the cost function
Jmin = min{J(s)} as the minimum value of the total cost
function obtained up to the present point ofthe search process.
Consequently, at each arrival at step i = I of the recursive
search process, the cut-off value ofthe cost function is updated
as follows
Jmin= nmin=Jnin, J(s)I (20)
Rule 4: Finally, at each recursive detection step i, only
the high probability search branches corresponding to the
highly likely symbol candidates cif resulting in particularly
low values of the CSC function obeying Ji(cf) < J1ni1l are
pursued. Furthermore, as follows from the sorting criterion of
the optimization Rule 2, as soon as the inequality J,(cm) >
Jmi,, is encountered, the search loop at the ith detection step
is discontinued.
An example of the search tree generated by the algorithm
described above is depicted in Figure 1. The search trees
shown correspond to the scenario of using BPSK modulation
alnd employing mt = nr = 3 antenna elements at both the
transmitter and the receiver. A scenario of encountering the
average SNR of 10 dB is considered. Each evaluation step
of the search procedure is denoted by an elliptical node.
The label associated with each node indicates the order of
visitation, as well as the corresponding value of the CSC
function J (sj) formulated in Equation (16), as seen in the
brackets. As suggested by the fact that BPSK modulation is
considered, at each recursive step i, two legitimate search
branches are possible. The branches corresponding to the two
legitimate values s -1 and 1 are indicated using the
dashed and solid edges and nodes, respectively. Firstly, Figure
l(a) illustrates an unoptimized exhaustive recursive search.
Secondly, Figure 1(b) depicts the search tree obtained by
performing exhaustive recursive search optimized by invoking
Rules 1 and 2 described above. Finally, Figure l(c) depicts
the corresponding reduced search tree obtained by executing
OHRSA, i. e. invoking Rules 1-4 outlined above. It should be
noted that the convergence rate of the algorithm proposed is
particularly high at high SNR values. In the case of encounter-
ing low SNR values, the convergence rate decreases. Neverthe-
less, the associated computational complexity is substantially
lower than that associated with an exhaustive ML search. The
pseudo-code summarizing the recursive implementation of the
OHRSA-ML detector proposed is depicted in Algorithm 1.
III. SIMULATION RESULTS
Our simulations were performed in the base-band frequency
domain. The OFDM system considered utilises 128 QPSK-
modulated orthogonal subcarriers. For forward error correc-
tion (FEC) we use -rate turbo coding [11] employing two
constraint-length K = 3 Recursive Systematic Convolutional
(RSC) component codes and the standard 124-bit WCDMA
UMTS turbo code interleaver of [12]. The octally represented
RCS generator polynomials of (7,5) were used. We assume a
0(0)
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Fig. 1. Examples of a search tree tormed by the OHRSA-ML SDM detector
in the scenario of a system employing BPSK rmodulation, mt = n, = 3
transmit and receive antennas and encountering average SNRs of IOdB. The
labels indicate the order of visitation, as well as the corresponding value
J,(s,) of the CSC function, as seen in the brackets.
9-tap CIR Rayleigh-fading multipath channel and stipulate the
assumption of perfect channel knowledge, where the knowl-
edge of the frequency-domain subcarrier-related coefficients
H[ , k] is deemed to be available in the receiver.
Figure 2 characterizes the achievable performance of the
MIMO-OFDM system employing the OHRSA-ML detector
proposed in the fully loaded system scenario, where the
number of the transmit antenna elements Tnt is equal to that
of the receiver antennas nr
Additionally, Figure 3 characterizes the MIMO-OFDM sys-
tem employing the OHRSA-ML detector andhaving a constant
number of nk = 4 receive antennas in terms of its ability to
detect the multiplexed signals arriving from various numbers
of users. Specifically, we aim for exploring the performance of
the OHRSA-ML detector in the overloaded system scenario,
where the number of users exceeds that ofthe receive antennas
and thus we have mt > nr Figure 3 quantifies the achievable
BER performance of the MIMO-OFDM system employing
the OHRSA-ML detector as a function of the average ELbNo
encountered. We can see that as opposed to the conventional
CSD detector [5], the OHRSA-ML detector proposed exhibits
a good performance both when we have mt < n , as well as in
the overloaded system scenario, when the number of transmit
antennas exceeds that of the receive antennas, i.e. when we
have lnt > nr
IV. CONCLUSION
We proposed a novel OHRSA-ML space-time detector,
which may be regarded as an advanced extension of the
1529Algorithm 1 OH RSA-aided ML SDM Detector
Sort{H}, such that (H) 2
G = (HH H+,72I)
U = CholeskyDecomposition(G)
G-HHy
Calculate JM,
Unsort{s}
function Calculate J (s)
Mt
ai L uij(gj - j)
j=i+1
Sort{cm}, such that Oi(ci) <
where Oi(cm) = |ujj(cm - xi)4
for 7n = 1,2,
100
(H)mt (21a)
(21b)
(21c)
(21d)
(21e)
(21t)
1o-1
0-2
3 lo-
io-4
(21g)
10-5
(21h)
ai 2
ii(CAl/I)' (21i)
(21j)
Al do
Si = Cm
Ji(*i) = Ji+I(§i+IL) + (>i(Si)
if Ji(js) < J,1i then
if i 0> then Calculate Ji
else
Jimiin = J(s)
end if
end if
end for
end function
(21k)
(211)
(21m)
(21n)
(21o)
(21p)
0-6
0 2 4 6 8 10
Eb/No [dB]
Fig. 2. Bit Error Rate exhibited by the rate- turbo-coded MIMO-
OFDM system employing the enhanced CSD-aided SDM detector and rt =
ri, = 2, 4, 6 and 8 transrit and receive antennas. The abscissa represents the
average EbIO.
100
1o-1
0-2
3 10- co
o-5
CSD method. We demonstrated that the MIMO-OFDM system
employing the OHRSA-ML detector proposed is capable of
achieving the near optimum ML performance in the over-
loaded scenario, where the number of transmit antennas ex-
ceeds that of the receive antennas.
0-6
-2 0 2 4 6
Eb/No [dB]
8 10 12 14
Fig. 3. Bit Error Rate exhibited by the rate-' turbo-coded MIMO-
OFDM system employing the enhanced CSD-aided SDM detector and rt =
3, 4, 8 transmit antennas, as well as nr = 4 receive antennas. The
abscissa represents the average EbINo.
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