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set to the unregularized problem is what we call weakly sharp of order greater
than one.
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1 Introduction.
Given a mapping F : Rn → Rn, a closed set Ω ∈ Rn, we consider the varia-
tional inequality problem VI(F,Ω):
find a vector x ∈ Ω such that
〈F (x), y − x〉 ≥ 0, ∀y ∈ Ω (VI)
and the (strong) generalized variational inequality GVI(T,Ω) for a multivalued
mapping T : Rn ⇒ Rn:
find x ∈ Ω such that
∃ v ∈ T (x) with 〈v, x− x〉 ≥ 0 ∀x ∈ Ω. (GVI)
We will denote the sets of solutions to these problems by SOL(F,Ω) and
SOL(T,Ω) respectively where the corresponding problem, VI(F,Ω) or
GVI(T,Ω), is clear from context. Though the subject of variational inequalities
is well-established (see [10] for the basic theory and algorithms), we recall some
basic definitions.
Definition 1 [(pseudo) monotone mappings] A mapping F : Rn → Rn is said
to be pseudomonotone on Ω if for all x, y ∈ Ω
〈x − y, F (y)〉 ≥ 0 =⇒ 〈x− y, F (x)〉 ≥ 0. (1)
F is said to be pseudomonotone+ on Ω if F is pseudomonotone and for all
x, y in Ω,
〈F (x), y − x〉 ≥ 0 and 〈F (y), y − x〉 = 0⇒ F (y) = F (x). (2)
F is called monotone on Ω if
〈F (x) − F (y), x− y〉 ≥ 0 ∀ x, y ∈ Ω. (3)
F is called strongly monotone on Ω if there exists a µ > 0 such that
〈F (x)− F (y), x− y〉 ≥ µ‖x− y‖2 ∀ x, y ∈ Ω. (4)
We recall that for monotone functions, the solution set, if exists, is convex.
Throughout this work we assume the following.
Assumption 2
(i) Ω ⊂ Rn is nonempty, closed and convex.
(ii) F : Ω → Rn is continuous and monotone.
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Assumption 2(ii) above is understood in the context of Definition 1 by the
obvious extension of F to a mapping defined on Rn by the mapping whose
effective domain is Ω, that is F (x) = ∅ for all x /∈ Ω. We recall a standard
result on existence and boundedness of the set of solutions to VI(F,Ω). Define
the recession or asymptotic cone Ω∞ by
Ω∞ ≡ {w ∈ Rn | for any x ∈ Ω, x+ wτ ∈ Ω ∀ τ ≥ 0} . (5)
Lemma 1 (Exercise 12.52, [19]) Under assumption 2, SOL(F,Ω) is nonempty
and bounded if and only if
w ∈ Ω∞ \ {0} =⇒ ∃x ∈ Ω with 〈F (x), w〉 > 0. (6)
There is a vast literature on how to solve a variational inequality under
various assumptions (see [10] and references therein). Of particular interest
for us are ill-posed variational inequalities. There are many definitions of ill-
posedness. Here we will consider ill-posed any variational inequality VI(F,Ω)
for which F is not strongly monotone. The conventional approach to such
problems is to regularize, or otherwise modify the problem so that the regular-
ized problem is well-posed and has one or more solutions that are reasonable
approximations to solutions to the original problem. A solution to the desired
ill-posed problem, if exists, is then achieved as a limit of solutions to well-posed
approximate problems.
A central motivation of this paper is the concept of exact regularization
for a variational inequality, that is, a regularization for which the regularized
solution corresponds to a solution to the unregularized problem for all regu-
larization parameters below a certain threshold. Exact penalization is a well
understood concept in constrained optimization, and the relation to the exis-
tence of Lagrange multipliers has been extensively studied. This has recently
been extended to penalized variational inequalities where the connection to
Lagrange multipliers also appears [8, Lemma 4]. We take our inspiration from
the concept of exact regularization developed in the context of convex program-
ming by Friedlander and Tseng [11]. Given a convex mapping f : Rn → R, a
nonempty closed convex set Ω ∈ Rn and a continuous convex map ϕ : Rn → R,
ε > 0, consider the following regularization scheme:
(P0) minimize
x∈Ω
f(x) → (Pε) minimize
x∈Ω
f(x) + εϕ(x).
When ϕ = ‖.‖2, it is the well known Tikhonov regularization and when ϕ =
‖.‖1, an l1 regularization. The regularization is said to be exact if solutions to
(Pε) are solutions to (P0) for ε below some threshold value.
Generalizing this to variational inequalities, for any continuous convex
mapping ϕ : Rn → R ∪ {+∞} with dom ϕ = Ω, denote Tε ≡ F + ε∂ϕ,
with ε > 0 fixed, and F extended by ∅ to a mapping Rn → Rn. We con-
sider the following regularization strategy for VI(F,Ω) which turns out to be
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a specialization of (GVI):
find x ∈ Ω such that
∃ v ∈ Tε(x) ≡ F (x) + ε∂ϕ(x) with 〈v, x− x〉 ≥ 0, ∀x ∈ Ω. (GVITε )
In our extension of the notion of exact regularization to variational inequalities
we introduce Lagrange multipliers for variational inequalities, the existence of
which are closely tied to the existence of exact regularization strategies. The
central tool for our analysis is the gap function.
For a given variational inequality VI(F,Ω), a gap function is a function
ψ : Rn → R ∪ {+∞} with Ω ⊆ dom ψ and
1. ψ(x) ≥ 0 for all x ∈ Ω;
2. ψ(x) = 0, x ∈ Ω if and only if x solves VI(F,Ω).
It is clear that any minimizer x¯ of the gap function ψ over Ω with ψ(x¯) = 0 is
a solution to VI(F,Ω). The first occurrence of the gap function for VI(F,Ω)
is Auslender’s gap function [1]:
θ(x) = sup
y∈Ω
〈F (x), x − y〉, (7)
where we use the convention that the value of a function on the emptyset is
+∞ so that θ(x) = +∞ at points x /∈ Ω. The dual gap function for VI(F,Ω)
is given by
G(x) = sup
y∈Ω
〈F (y), x− y〉. (8)
For each fixed y, the function x 7→ 〈F (y), x − y〉 is affine. Thus the dual gap
function G is closed and convex on Ω since it is the pointwise supremum
over affine functions. The dual gap function is not necessarily a gap function
for VI(F,Ω), however, with additional assumptions on F , it is indeed a gap
function. In particular, if the mapping F is pseudomonotone and continuous,
then G is in fact a gap function for VI(F,Ω) [10, Theorem 2.3.5].
Note that neither θ nor G is finite valued in general. If Ω is assumed to
be compact, then both are finite-valued, but we will avoid such restrictions
in what follows. A regularized gap function for VI(F,Ω) with regularization
parameter α > 0, is given by
θα(x) = sup
y∈Ω
{
〈F (x), x − y〉 − α
2
‖y − x‖2
}
. (9)
This was introduced in [12] and is finite valued for any closed convex set Ω.
Note that when F is strongly monotone then G is finite valued even without
Ω being compact. For, the strong monotonicity of F on Ω with constant µ
implies that
〈F (y), x− y〉 ≤ 〈F (x), x − y〉 − µ‖x− y‖2. (10)
Hence
G(x) = sup
y∈Ω
〈F (y), x−y〉 ≤ sup
y∈Ω
{〈F (x), x−y〉−µ‖x−y‖2} = θ2µ(x) <∞. (11)
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One can reformulate VI(F,Ω) as a constrained optimization problem using
θα. Since the objective function in (9) is strongly concave, for every x there
exists a unique solution yα(x) which is explicitly given by
yα(x) = PΩ
(
x− 1
α
F (x)
)
(12)
where PΩ(z) ≡ argmin y∈Ω ‖y − z‖ is the projection onto the set Ω. Hence
θα(x) can be explicitly written as
θα(x) =
{
〈F (x), x − yα(x)〉 − α
2
‖yα(x) − x‖2
}
. (13)
When F is continuously differentiable, θα is continuously differentiable [12,
Theorem 3.2] and hence we can reformulate VI(F,Ω) as a constrained opti-
mization problem with the differentiable objective function θα.
We show in Section 2 that, although the solution set of the regularized
problem (GVITε) has some relation to the solution set of (VI), we will achieve
a more precise correspondence via the dual gap function G defined by (8)
and the equivalence between solutions to the problem (VI) and the convex
optimization problem
minimize
x∈Ω
G(x). (PG)
If SOL(F,Ω) 6= ∅, then solving VI(F,Ω) is equivalent to solving (PG). The
corresponding regularization of the the above convex optimization problem in
the spirit of [11] gives us the problem
minimize
x∈Ω
Gεϕ(x) ≡ G(x) + εϕ(x). (PGεϕ)
Definition 3 (exact regularization of variational inequalities) A regu-
larization of the variational inequality (VI) is said to be exact if solutions to
the convex optimization problem (PGεϕ) are also solutions to (VI) for all val-
ues of ε below some threshold value ε > 0.
Another advantage of gap functions is the availability of computable error
bounds for strongly monotone variational inequalities. Error bounds, in turn,
are essential for principled stopping criteria for algorithms. These are discussed
in Section 3 where we derive an upper bound on the error under the assump-
tion that the solution set VI(F,Ω) is weakly-sharp of order gamma (46). Error
bounds can also be achieved for the special case of monotone mappings where
F (x) = Mx + q and Ω = Rn+ or a polyhedron with a positive semidefinite
matrix M . For general monotone variational inequalities, however, we are un-
aware of any results on error bounds using the gap function.
Through the study of unconstrained reformulations for variational inequal-
ities the closely related D-gap function θαβ for VI(F,Ω) was introduced [15].
It is defined as the difference of two regularized gap functions θα and θβ with
β > α and is given by
θαβ(x) = θα(x)− θβ(x); β > α > 0. (14)
The D-gap function satisfies the following properties [20, Theorem 3.2]:
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1. θαβ(x) ≥ 0 for all x ∈ Rn;
2. θαβ(x) = 0, x ∈ Rn if and only if x solves VI(F,Ω).
The D-gap function provides an unconstrained reformulation of the variational
inequality [20, Theorem 3.2]. As with the gap function, when F is continuously
differentiable, the D-gap function is smooth and the resulting unconstrained
optimization problem of minimizing θαβ is smooth [20, Theorem 3.1].
As the theory for gap and D-gap functions for generalized variational in-
equalities is underdeveloped, particularly with regard to numerical algorithms,
we will, when necessary, restrict our attention to differentiable strongly convex
regularizers ϕ. Our numerical approach for solving the regularized problems
VI(Tε, Ω) with Tε = F + ε∇ϕ is via D-gap functions for which there is ample
choice of appropriate methods. We use the attendant error bounds developed
in [7] and [20] for iterative methods for solving VI(Tε, Ω) with ε fixed and
Tε = F + ε∇ϕ strongly monotone. In the limit as ε → 0 we approach the
solution set to VI(F,Ω). If our regularization ϕ is exact, then, for some ε be-
low a threshold value, the procedure for solving the regularized problem will
converge to a point in SOL(F,Ω) with computable error bounds. When the
regularization is not exact, error bounds on the distance from the regularized
solution to the original solution set is provided in [11] for a general convex
minimization. We derive in Section 4.3 conditions for a similar error bound for
the generalization to variational inequalities. Unlike the case of convex min-
imization our generalization demands more than the existence of the ”weak
sharp minima” in order to achieve exact regularization. Our characterization
(74) appears to be new.
In section 2, we study the properties of the solution sets of generalized
variational inequalities with the purpose of understanding the solution sets of
the regularized problem GVI(Tε, Ω) with Tε = F + ε∂ϕ. Here the essential
role of the dual gap function for characterizing exact regularization becomes
apparent. In Section 3 we focus on the solution methods for monotone vari-
ational inequalities via iterative regularization of the dual gap function. The
analysis in Section 4 is refined to the special case when ϕ is differentiable ,
where we study direct regularization of the variational inequality via (GVITε).
In the same section we present some numerical results illustrating the theory.
2 Solution Sets
We begin with a study of the relationship between regularized generalized
variational inequalities and their limit as the regularization parameter goes to
zero.
2.1 Basic Facts, Notation and Assumptions
Our focus in this section is on the solution sets of GVI(T,Ω) where T is a
maximal monotone map and Ω is a non-empty closed and convex set.
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Definition 4 (normal cone) A Normal cone to a closed convex set Ω at a
point x ∈ Ω is defined as
NΩ(x) = {v ∈ Rn : 〈v, x− x〉 ≤ 0 ∀x ∈ Ω}. (15)
Definition 5 ((maximal) monotone mappings) A set-valued map T : Rn ⇒
R
n is ξ-monotone for some ξ > 1 if there exists µ > 0 such that
〈v − w, x − y〉 ≥ µ‖x− y‖ξ ∀ (x, v) ∈ gphT and ∀ (y, w) ∈ gphT. (16)
It is simply said to be monotone if it is ξ = 1 and µ = 0 in the above equation.
F is maximally monotone if there is no monotone operator T : Rn ⇒ Rn such
that the graph of T properly contains the graph of T . T is strongly monotone
if there exists µ > 0 such that
〈v − w, x− y〉 ≥ µ‖x− y‖2 ∀ (x, v) ∈ gphT and ∀ (y, w) ∈ gphT. (17)
Using this notion we can alternatively write (GVI) as a maximal monotone
inclusion:
0 ∈ T (x) +NΩ(x).
Note that NΩ is maximal monotone [4, Example 20. 41]. If dom T = Ω then
T+NΩ is also maximal monotone. More generally, if ri (dom T )∩ri (dom NΩ) =
ri (dom T ) ∩ ri (Ω) 6= ∅ then T +NΩ is also maximal monotone.
Another central property of set-valued mappings that we will make use of
concerns the notion of continuity.
Definition 6 A map T : Rn ⇒ Rn is outer semi-continuous at a point x ∈ Rn
if ⋃
xk→x
lim sup
k→∞
T (xk) ⊂ T (x)
In another useful characterization, a set-valued map T is outer semicontinuous
everywhere if and only if its graph is closed ([19, Theorem 5.7]).
We begin by studying some of the fundamental properties of the solution
set SOL(T,Ω), such as convexity and boundedness. We begin with convexity.
For this, we introduce the notion of a Minty GV I, denoted by MGVI(T,Ω),
wherein we seek x ∈ Ω, such that for each y ∈ Ω and any v ∈ T (y)
〈v, y − x〉 ≥ 0. (18)
Compare this to the weak GV I, denoted by WGVI(T,Ω) [2], wherein we seek
to find x, such that for each x ∈ Ω, there exists wx ∈ T (x) such that
〈wx, x− x〉 ≥ 0. (19)
Let us denote the solution sets of MGVI(T,Ω) andWGVI(T,Ω) by SOLM (T,Ω)
and SOLW (T,Ω). We will first show that SOLM (T,Ω) is a convex set.
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Lemma 2 SOLM (T,Ω) is a convex set.
(i) If T is monotone, then SOL(T,Ω) ⊆ SOLM (T,Ω).
(ii) If T is locally bounded and graph closed, then SOLM (T,Ω) ⊆ SOLW (T,Ω).
Proof. Let x1, x2 ∈ SOLM (T,Ω) and let y ∈ Ω. Then for any v ∈ T (y),
〈v, y − x1〉 ≥ 0 (20)
〈v, y − x2〉 ≥ 0. (21)
Now multiplying (20) with λ and (21) with (1− λ) where 0 ≤ λ ≤ 1, we have
〈v, y − (λx1 + (1− λ)x2)〉 ≥ 0. (22)
Since y ∈ Ω was chosen arbitrarily, we have
λx1 + (1− λ)x2 ∈ SOLM (T,Ω). (23)
Hence SOLM (T,Ω) forms a convex set.
Part (i). By invoking the monotonicity of T , it is simple to show that
SOL(T,Ω) ⊆ SOLM (T,Ω). (24)
Part (ii). Let x ∈ SOLM (T,Ω)). Then for any y ∈ Ω and v ∈ T (y)
〈v, y − x〉 ≥ 0. (25)
Let us construct the sequence
yn = x+
1
n
(x− x),
where x ∈ Ω is a fixed but arbitrary point. Of course we have yn ∈ Ω, since
Ω is a closed convex set. Hence for any vn ∈ T (yn) we have
〈vn, yn − x〉 ≥ 0, ∀n ∈ N (26)
and hence
〈vn, x− x〉 ≥ 0, ∀n ∈ N. (27)
As T is locally bounded, by noting that yn → x, we can conclude that vn is
a bounded sequence. Without loss of generality let us assume that vn → vx.
Note that the limit must depend on the chosen x. Hence we have
〈vx, x− x〉 ≥ 0. (28)
Further, as T is graph closed, vx ∈ T (x). Now, this limit vx will change with x.
Since x ∈ Ω is arbitrary, the above argument can be repeated for each x ∈ Ω.
This shows that x ∈ SOLW (T,Ω). 
The next result determines appropriate conditions on T that guarantee
that
SOLM (T,Ω) ⊆ SOL(T,Ω),
from which it follows by Lemma 2 that SOL(T,Ω) is a convex set.
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Theorem 7 Let T : Rn ⇒ Rn be a non-empty, convex and compact valued
map. Further, assume that T is monotone, locally bounded and graph closed.
Then sol(GV I(T,Ω)) is a convex set.
Proof. Using the fact that T is compact-valued, Aussel and Dutta [2] had
constructed the following gap function for WGV I(T,Ω). This given as
ĝ(x) = sup
y∈Ω
inf
v∈T (x)
〈v, x− y〉.
Let x ∈ SOLM (T,Ω). Note that any x ∈ SOLW (T,Ω) satisfies ĝ(x) = 0. Since
SOLM (T,Ω) ⊆ SOLW (T,Ω) from Lemma 2, we can now write
ĝ(x) = 0 = sup
y∈Ω
inf
v∈T (x)
〈v, x− y〉.
Now since x is fixed, the function v 7→ 〈v, x − y〉 is linear for each fixed y
and the function y 7→ 〈v, x− y〉 is affine (and hence concave) for each fixed v.
Hence, as T (x) is convex and compact valued we can invoke the famous Sion’s
minimax theorem to conclude that
0 = inf
v∈T (x)
sup
y∈Ω
〈v, x− y〉
Let
ς(v, x) = sup
y∈Ω
〈v, x − y〉
Note that for each y ∈ Ω, as 〈v, x − y〉 is linear we conclude that ς(v, x) is
in convex in v and lower semicontinous. Moreover, ς(v, x) is a proper function
since
0 = inf
v∈T (x)
ς(v, x)
Thus as T (x) is convex and compact we conclude the existence of v∗ ∈ T (x)
such that
0 = ς(v∗, x)
Hence
sup
y∈Ω
〈v∗, x− y〉 = 0
Thus for all y ∈ Ω we have
〈v∗, x− y〉 ≤ 0
or
〈v∗, y − x〉 ≥ 0
This shows that x ∈ SOL(T,Ω) and hence SOLM (T,Ω) ⊆ SOL(T,Ω). Using
Lemma 2 we conclude that
SOLM (T,Ω) = SOLW (T,Ω)
Therefore, again from Lemma 2 SOL(T,Ω) is a convex set. 
Next, we determine conditions that guarantee boundedness of SOL(T,Ω).
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Proposition 8 (existence and boundedness of SOL(T,Ω)) Let Ω ⊂ Rn
be closed convex and nonempty, let T : Rn ⇒ Rn be maximal monotone with
dom T = Ω. The set of solutions to GVI(T,Ω) is nonempty and bounded if
and only if
w ∈ Ω∞ \ {0} =⇒ ∃x ∈ Ω with 〈v, w〉 > 0 for some v ∈ T (x). (29)
If Ω is bounded, then Ω∞ = {0} and the implication holds trivially.
Proof. The proof follows from [19, Theorem 12.51] in a minor extension of
[19, Exercise 12.52]. We show that (29) is equivalent to the existence of v ∈
range(T + NΩ) with 〈v, w〉 > 0 for each nonzero w ∈ Ω∞. Existence and
boundedness of the solution set to GVI(T,Ω) then follows directly from [19,
Theorem 12.51], since the solution set of GVI(T,Ω) coincides with the set
(T +NΩ)
−1(0).
Indeed, if Ω∞ \ {0} is empty then Ω is bounded and there is nothing to
prove. Suppose, then, that w ∈ Ω∞ \ {0}. For each x ∈ ri Ω and for all τ > 0
we can write w = (xτ−x)
τ
for some xτ ∈ Ω, hence w ∈ TΩ(x), the tangent cone
to Ω for all x ∈ Ω [19, Definition 6.25 and Corollary 6.29]. Hence
(∀x ∈ Ω) 〈w, z〉 ≤ 0 for all z ∈ NΩ(x). (30)
Now, by [19, Theorem 12.51] (T + NΩ)
−1(0) – that is the solution set to
GVI(T,Ω) – is nonempty and bounded if and only if for each nonzero w ∈
(dom (T + NΩ))
∞ = Ω∞ there exists vˆ ∈ range(T + NΩ) with 〈vˆ, w〉 > 0.
This means that there exists x ∈ dom T ∩ Ω, v ∈ T (x) and z ∈ NΩ(x) such
that vˆ = v + z and
〈v + z, w〉 > 0.
Since 〈z, w〉 ≤ 0 it follows that 〈v, w〉 > 0. This is exactly the statement in
(29).
To guarantee maximal monotonicity of the related set-valued mapping,
which is central to the application of Proposition 8, we will restrict our atten-
tion to regularizing functions ϕ satisfying the following assumption.
Assumption 9
(i) ϕ : Ω → R is continuous and convex.
(ii) 0 ∈ ri (dom ∂ϕ−Ω).
An understanding of convergence of solutions to (GVITε ) to the unregu-
larized monotone problem (VI) is achieved through the solution set to the
following generalized variational inequality.
Find x ∈ SOL(F,Ω) such that
∃ v ∈ ∂ϕ(x) with 〈v, x− x〉 ≥ 0 ∀ x ∈ SOL(F,Ω). (GVIϕ)
To achieve compactness of the problem (GVIϕ) we will require the following
assumption.
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Assumption 10
(i) SOL(F,Ω) is nonempty and closed.
(ii) 0 ∈ ri (dom ∂ϕ− SOL(F,Ω)).
Definition 11 The indicator function ιC of a set C is defined by
ιC(x) =
{
0, if x ∈ C,
+∞, x 6∈ C.
Note that for a closed convex set C, the subdifferential of the indicator function
is the normal cone
NC(x) = ∂(ιC)(x) =
{
{v ∈ Rn : 〈v, y − x〉 ≤ 0 ∀y ∈ C}, if x ∈ C,
∅, x 6∈ C.
Corollary 12 Let S0 denote the solution set to VI(F,Ω). Under Assumptions
2, 9 and 10, the solution set SOL(∂ϕ, S0) is nonempty, bounded and convex if
and only if for each w ∈ S∞0 \ {0}, if any, there is an x ∈ S0 with
〈v, w〉 > 0 for some v ∈ ∂ϕ(x). (31)
Proof. By Assumption 10(i) the solution set S0 is closed and nonempty. Fur-
thermore, S0 is convex for Ω convex by the monotonicity and continuity of
F (Assumption 2(ii)). The solution set SOL(∂ϕ, S0) can be characterized as
T−1(0) ≡ {x ∈ Rn | 0 ∈ T (x)} where T ≡ ∂ϕ+NS0 . For S0 closed convex, the
normal cone mapping NS0 = ∂ιS0 is maximal monotone, and for ϕ continuous
and convex on Ω with
0 ∈ ri (dom ∂ϕ− S0) ⊂ ri (dom ∂ϕ−Ω)
(Assumptions 9(i) and 10(ii)) the operator T is maximal monotone [4, Corol-
lary 24.4]. That SOL(∂ϕ, S0) is nonempty and bounded then follows from
Proposition 8. To see that SOL(∂ϕ, S0) is convex, note that SOL(∂ϕ, S0) =
argmin S0 ϕ, the solution set to a convex optimization problem, and thus
SOL(∂ϕ, S0) is convex. This completes the proof.
Condition (29) holds in particular for coercive mappings with respect to
Ω.
Definition 13 (coercive mappings) A mapping T : Rn ⇒ Rn is said to
be coercive with respect to Ω if, for any x0 ∈ Ω and for some γ > 0,
lim inf
‖x‖→∞
〈v, x− x0〉
‖x‖γ > 0 ∀ v ∈ T (x). (32)
The above definition uses the convention that the infimum over an empty set
is +∞ in the case that T (x) = ∅ (and in particular, if Ω is bounded and
dom T = Ω).
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Proposition 14 (existence and boundedness with coercivity) If T sat-
isfies (32), then (29) holds. Moreover, if T is maximally monotone with dom T =
Ω then (32) is sufficient for SOL(T,Ω) to be nonempty and bounded.
Proof. Let us set Tˆ = T + NΩ . If Ω
∞ \ {0} is empty, then there is nothing
to prove. So let w ∈ Ω∞ \ {0} and define x = x0 + wτ ∈ Ω for x0 ∈ ri Ω and
τ > 0. The inequality (32) is equivalent to the existence of a constant c > 0
such that for all x large enough
〈v, x− x0〉 ≥ c‖x‖γ ∀ v ∈ Tˆ (x). (33)
But this is equivalent to
〈v, w〉 ≥ c‖x0 + wτ‖
γ
τ
> 0 ∀ v ∈ Tˆ (x). (34)
The rest follows from Proposition 8.
2.2 Lagrange Multipliers for Variational Inequalities
Our main result shows the relationship between exact regularization and La-
grange multipliers. What is meant by the latter is developed next. To reduce
clutter we will use the notation
S0 ≡ SOL(F,Ω), Sε ≡ SOL(Tε, Ω) for Tε ≡ F + ε∂ϕ
Sϕ ≡ SOL(∂ϕ, S0) and SGεϕ ≡ argminΩ{G+ εϕ}.
As noted in the proof of Corollary 12, Sϕ is convex for ϕ convex and S0
convex. Moreover, for G defined by (8) (the dual gap function associated with
VI(F,Ω)), we have
S0 = {x ∈ Ω | G(x) = 0}.
Thus argmin S0 ϕ is equivalent to the solution of the following convex pro-
gramming problem
minimize
x∈Ω
ϕ(x) subject to G(x) ≤ 0. (Pϕ,G)
Problem (Pϕ,G) is then a convex program whose solution set coincides with Sϕ.
as can be seen by the equivalence of GV I(∂ϕ, S0) to the problem of minimizing
the convex function ϕ over the convex set S0.
The Lagrangian associated with (Pϕ,G) is
L(x, λ) ≡ ϕ(x) + λG(x) − σR−(λ) + ιΩ(x) (35)
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where ιΩ is the indicator function of Ω and σR− is the support function –
equivalently, the Fenchel conjugate of the indicator function– of the negative
orthant. The optimality condition for (Pϕ,G) in Lagrangian form is then (see,
for example [19, Chapter 11, Section I])
0 ∈ ∂ϕ(x) + λ∂G(x) +NΩ(x) for some λ ∈ NR−(G(x)). (36)
Implicitly, we are assuming that ∂G(x) 6= ∅. This leads naturally to the fol-
lowing definition.
Definition 15 (Lagrange multiplier for variational inequalities) Let S0
be the solution set to VI(F,Ω) and ϕ : Rn → R ∪ {+∞} . Let G be the dual
gap function associated with VI(F,Ω) defined by (8). A Lagrange multiplier of
the generalized variational inequality GVI(∂ϕ, S0) is a constant λ ≥ 0 that is
also a Lagrange multiplier of the convex programming problem (Pϕ,G), when
it exists.
Regarding existence, if argmax y∈Ω〈F (y), x−y〉 6= ∅ then F (y) ∈ ∂G(x) where
y ∈ argmaxy∈Ω〈F (y), x − y〉. The argmax always exists if, for instance, Ω is
compact. We will attain existence, instead, under less restrictive conditions.
Proposition 16 Suppose Ω and F satisfy Assumption 2 and let F be coercive
on Ω. Then
(i) S0 is nonempty and bounded and
(ii) the dual gap function G(x) = supy∈Ω〈F (y), x− y〉 is finite valued for all
x ∈ Ω. Consequently, the supremum is attained and ∂G(x) 6= ∅ for all
x ∈ Ω.
Proof. (i). Since F is continuous and monotone with dom F = Ω it is, in fact,
maximally monotone. The statement then follows from Proposition 14.
(ii) For the second statement, let us assume, on contrary, that G(x) = +∞
for some x ∈ Ω. Then, there exists a sequence yk ∈ Ω such that limk→∞〈F (yk), x−
yk〉 = ∞. Since Ω is closed and F is continuous on Ω, it must be that
‖yk‖ → ∞ as k →∞. Thus, for Rk ≡ ‖yk‖,
−∞ = − lim
k→∞
〈F (yk), x− yk〉 ≥ lim inf
y∈Rn\BRk , Rk→∞
〈F (y), y − x〉.
Hence, for any fixed γ > 0,
lim inf
y∈Rn\BRk , Rk→∞
〈F (y), y − x〉
‖y‖γ ≤ − limk→∞
〈F (yk), x − yk〉
‖yk‖γ ≤ 0
which is a contradiction to the coercivity of F .
For a given x ∈ Ω, since Ω is closed, either the supremum in G(x) is achieved
at some point y ∈ Ω, or it is achieved in the limit at some point in the
asymptotic cone of Ω. In the former case there is nothing to prove. Assume,
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therefore that there exists a sequence (yk)k∈N on Ω with ‖yk‖ → ∞ as k →∞
and limk→∞〈F (yk), x − yk〉 = G(x) < ∞. This, however, contradicts the as-
sumption that F satisfies (32), so the supremum must be attained on Ω.
The next theorem is a transposition of [11, Theorem 2.1] to the setting
of generalized variational inequalities and illuminates the connection between
exact regularization, the dual gap function and the existence of Lagrange mul-
tipliers for GVI(∂ϕ, S0).
Theorem 17 Let Ω, F satisfy Assumption 2.
(i) If there exists ε > 0 such that S0 ∩ SGεϕ 6= ∅, then SGεϕ ⊂ S0 for all
ε ∈ (0, ε). If, moreover, F is coercive with respect to Ω, then SGεϕ is
bounded for all ε ∈ (0, ε).
(ii) Let ϕ satisfy Assumption 9. If x ∈ Ω then x ∈ S0 and x 6∈ Sϕ implies
that x 6∈ Sε for all ε > 0.
(iii) Let ϕ satisfy Assumption 9. For any ε > 0 , S0 ∩ Sε ⊂ Sϕ.
(iv) Let F , Ω and ϕ together satisfy Assumptions 9 and 10 and let F be
coercive with respect to Ω. Then for all ε > 0, S0 ∩ SGεϕ ⊂ Sϕ.
(v) Let ϕ satisfy Assumption 9 and let λ ≥ 0 be a Lagrange multiplier of
GVI(∂ϕ, S0). If λ = 0 then S0 ∩ Sε = Sϕ. If λ > 0 and, in addition,
Assumption 10 holds for F coercive with respect to Ω, then Sϕ = S0 ∩
SGεϕ for all ε ∈ (0, 1λ ].
(vi) Let F , Ω and ϕ together satisfy Assumptions 9 and 10 and let F be
coercive with respect to Ω. Let the regularization parameter ε > 0 be such
that S0∩SGεϕ 6= ∅. Then
1
ε
is a Lagrange multiplier of GVI(∂ϕ, S0) and
S0 ∩ SGεϕ = Sϕ for all ε ∈ (0, ε] with SGεϕ = Sϕ for all ε ∈ (0, ε).
Proof. (i). Let x ∈ S0 ∩ SGεϕ . Since x ∈ S0 we have G(x) = 0 and thus x
minimizes the convex function G over the convex set Ω. In fact the set of all
minimizers of G over Ω is exactly S0. Now choose any x ∈ Ω \ S0. At such
points we have Gε¯(x) ≤ Gε¯(x) and G(x) < G(x), where Gε¯(x) = G(x)+ ε¯ϕ(x).
Let ε ∈ (0, ε¯) and note that
ε
ε¯
Gε¯(x) =
ε
ε¯
Gε¯(x) + (1 − ε
ε¯
)G(x),
and, for any y ∈ Ω,
ε
ε¯
Gε¯(y) + (1 − ε
ε¯
)G(y) = Gε(y).
Since 0 <
ε
ε¯
< 1, this yields, for x ∈ Ω \ S0,
Gε(x) <
ε
ε¯
Gε¯(x) + (1 − ε
ε¯
)G(x) = Gε(x),
thus x 6∈ SGεϕ . By contraposition we have x ∈ SGεϕ for ε ∈ (0, ε¯) implies
x ∈ S0. This yields the first statement. If, in addition F is coercive, by Propo-
sition 16(i), S0 is bounded, hence SGεϕ is bounded for all ε ∈ (0, ε¯). △
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(ii). Let x ∈ S0 \ Sϕ. For each v ∈ ∂ϕ(x), there exists y ∈ S0 (depending
on v) such that
〈v, y − x〉 < 0.
On the other hand, for the same pair y and x, since y ∈ S0, we have
〈F (y), y − x〉 ≤ 0.
Since F is monotone this implies that
〈F (x), y − x〉 ≤ 0.
Then for any ε > 0 we have
〈F (x) + εv, y − x〉 < 0.
Hence x 6∈ Sε as claimed. △
(iii). Let x ∈ S0 ∩ Sε. Then for some v ∈ ∂ϕ(x) , we have
〈F (x) + εv, x− x〉 ≥ 0, ∀x ∈ Ω (37)
and
〈F (x), x− x〉 ≥ 0 ∀x ∈ Ω.
On other hand for any x ∈ S0 we have
〈F (x), x − x〉 ≥ 0.
Now by the monotonicity of F we have
〈F (x), x− x〉 ≥ 〈F (x), x − x〉 ≥ 0.
Hence 〈F (x), x − x〉 = 0. Thus using (37) we conclude that there exists
v ∈ ∂ϕ(x) such that for all x ∈ S0 we have 〈v, x − x〉 ≥ 0. In other words,
x ∈ Sϕ, as claimed. △
(iv). Let xε ∈ S0 ∩ SGεϕ . For all x ∈ Ω,
G(xε) + εϕ(xε) ≤ G(x) + εϕ(x).
Since ε > 0 we have, for all x ∈ Ω,
1
ε
G(xε) + ϕ(xε) ≤ 1
ε
G(x) + ϕ(x).
This shows that xε solves
minimize
x∈Ω
ϕ(x) +
1
ε
G(x). (38)
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By Proposition 16(ii), G is finite-valued on Ω since F is coercive on an open set
that contains Ω, hence, in particular, dom G ⊃ Ω. The first-order optimality
conditions for (38) are
0 ∈ ∂(ϕ+ 1
ε
G)(xε) +NΩ(xε).
By Assumption 10, 0 ∈ ri (dom ∂ϕ−Ω) ⊂ ri (dom ∂ϕ− dom G) so we may
apply the sum rule for subdifferentials (see, for example, [16, Theorem 3.39])
for the equivalent inclusion
0 ∈ ∂ϕ(xε) + 1
ε
∂G(xε) +NΩ(xε).
As 1
ε
∈ NR−(G(xε)), the above inclusion is just (36), hence
1
ε
is a Lagrange
multiplier of (Pϕ,G) paired with the solution xε. Since the solution set to
(Pϕ,G) coincides with Sϕ, this completes the proof of part (iv). △
(v). Suppose that x ∈ Sϕ is a solution, paired with the Lagrange multiplier
λ ≥ 0, to GVI(∂ϕ, S0). That is, by (36) the pair (x, λ) satisfies
0 ∈ ∂ϕ(x) + λ∂G(x) +NΩ(x). (39)
We consider first the case λ = 0. The optimality condition (39) then sim-
plifies to
0 ∈ ∂ϕ(x) +NΩ(x),
hence there exists v ∈ ∂ϕ(x) such that
〈v, x − x〉 ≥ 0, ∀x ∈ Ω. (40)
Moreover, since x ∈ Sϕ, we know that x ∈ S0 and hence
〈F (x), x− x〉 ≥ 0 ∀x ∈ Ω. (41)
Thus multiplying (40) by ε > 0 and adding to (41) yields
〈F (x) + εv, x− x〉 ≥ 0 ∀x ∈ Ω,
that is, x ∈ Sε and hence Sϕ ⊆ Sε ∩ S0. Now by Part (iii) we conclude that,
for λ = 0, we have Sϕ = Sε ∩ S0.
Consider next the case λ > 0. Note that dom ϕ ∩ dom G 6= ∅ since S0 ⊂
dom ϕ ∩ dom G. Further ϕ is continuous on int dom ϕ and thus continuous
on S0. By Proposition 16 and Assumption 10 we can again apply the sum rule
to yield
0 ∈ ∂ϕ(x) + λ∂G(x) +NΩ(x) = ∂(ϕ+ λG)(x) +NΩ(x).
We conclude that x is a minimizer of the convex optimization problem
min
x∈Ω
ϕ(x) + λG(x)
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and, hence,
1
λ
ϕ(x) +G(x) ≤ 1
λ
ϕ(x) +G(x), ∀x ∈ Ω.
Now since, x ∈ S0, we have, in fact, G(x) = 0, so the above inequality simplifies
to
1
λ
ϕ(x) ≤ 1
λ
ϕ(x) +G(x), ∀x ∈ Ω. (42)
Also note that for any x ∈ Ω
0 ≤ G(x). (43)
Multiplying (42 ) by η and (43) by (1− η) with η ∈ (0, 1] and adding yields
η
λ
ϕ(x) ≤ η
λ
ϕ(x) +G(x), ∀x ∈ Ω.
Again using the fact that G(x) = 0, the above inequality can be written as
η
λ
ϕ(x) +G(x) ≤ η
λ
ϕ(x) +G(x), ∀x ∈ Ω. (44)
For all ε ∈ (0, 1
λ
] there is an η ∈ (0, 1] with ε = η
λ
. Then, by (44), for all
ε ∈ (0, 1
λ
],
εϕ(x) +G(x) ≤ εϕ(x) +G(x) ∀ x ∈ Ω.
Hence, for all ε ∈ (0, 1
λ
], x ∈ SGεϕ , and thus x ∈ S0∩SGεϕ . This establishes the
inclusion Sϕ ⊆ S0 ∩ SGεϕ . Now by part (iv) this implies that Sϕ = S0 ∩ SGεϕ ,
as claimed. △
(vi). Suppose that there exists ε¯ > 0 such that S0 ∩ SGεϕ 6= ∅. Choose
x ∈ S0 ∩ SGεϕ. Since x ∈ SGεϕ we have
G(x) + ε¯ϕ(x) ≤ G(x) + ε¯ϕ(x) ∀x ∈ Ω,
and hence
1
ε¯
G(x) + ϕ(x) ≤ 1
ε¯
G(x) + ϕ(x) ∀x ∈ Ω.
Thus x solves the convex optimization problem.
min
x∈Ω
ϕ(x) +
1
ε¯
G(x).
Since F is coercive we may apply By Proposition 16 to conclude that G is a
finite convex function and x satisfies
0 ∈ ∂(ϕ+ 1
ε¯
G)(x) +NΩ(x).
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Thus using the sum rule we obtain that
0 ∈ ∂ϕ(x) + 1
ε¯
∂G(x) +NΩ(x).
This shows that 1
ε¯
> 0 is a Lagrange multiplier of the problem (Pϕ,G). Thus
using (v) we conclude that S0 ∩ SGεϕ = Sϕ for all ε ∈ (0, ε¯]. By part (i),
SGεϕ ⊂ S0 for all ε ∈ (0, ε), which yields the second statement and completes
the proof. △
Corollary 18 (boundedness of solutions to (PGεϕ)) Let Assumption 2 hold
and let F be coercive with respect to Ω. Assume further that there exists ε > 0
such that S0 ∩ SGεϕ 6= ∅. Denote by Uε′ the set
Uε′ ≡
⋃
0<ε≤ε′
SGεϕ .
For all ε′ < ε, the set Uε′ is nonempty and bounded.
Proof. This is a direct consequence of Theorem 17 (i).
3 Convergence of regularized VI: regularizing the dual gap
function G with ϕ
In this section we briefly discuss the solution strategies for the regularization
approach given by (PGεϕ); that is, we regularize the dual gap function G of
VI(F,Ω) by εkϕ and examine solutions xεk to (PGεϕ) with parameter εk. Ab-
stractly, this simply concerns regularization of convex optimization problems,
and therefore is well understood. Our primary interest here is what relation
the sequence of solutions to the regularized optimization problems has to the
solution set to the unregularized monotone variational inequality. If the con-
dition for the exact regularization (Theorem 17(i)) holds, then the regularized
solutions, xεk , lie in the solution set S0 for all k such that εk < ε. Moreover,
if F is coercive, then by Corollary 18 the sequence (xεk) has cluster points,
all of which are solutions to VI(F,Ω). Therefore, for some k large enough, in
order to solve VI(F,Ω) for F monotone, it suffices to solve (PGεϕ) for εk.
Proposition 19 Suppose Ω, F satisfy Assumptions 2, and let F be coercive
with respect to Ω. Let (εk)k∈N be a decreasing sequence on R+ with εk ց 0 and
let xεk solve (PGεϕ) with parameter εk for each k ∈ N. If there exists ε > 0
such that S0 ∩ SGεϕ 6= ∅, then the sequence (xεk)k∈N is bounded and, for all k
large enough, xεk ∈ S0.
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Proof. Boundedness of the sequence (xεk)k∈N follows from Corollary 18. Indeed,
since S0 is bounded (Lemma 1) with SGεkϕ ⊂ S0 for all εk ∈ (0, ε) (Theorem
17(i)), then the result follows immediately.
Motivated by the study of error bounds in [11], we now derive an error
bound for d(S0, SGεϕ) in a analogous framework to [11, Theorem 5.1]. For this
we introduce the concept of weak sharpness of order γ > 1 for the solution
sets of variational inequalities.
The notion of weak sharp minimum for a convex minimization problem
has been introduced by Burke and Ferris [5]. We recall that the solution set
Sf ≡ argmin x∈Ω{f(x)} is weakly sharp if there exists a positive number α
(sharpness constant) such that
f(x) ≥ f(x) + α d(x, Sf ) ∀x ∈ Sf .
Similarly, the solution set Sf is weakly sharp of order γ if there exists a positive
number α (sharpness constant) such that, for each x ∈ Ω,
f(x) ≥ f(x) + α d(x, Sf )γ ∀x ∈ Sf .
For any A ⊂ Rn, it’s polar cone is defined as A◦ = {y ∈ Rn : 〈y, x〉 ≤
0 ∀x ∈ A}. The relationship between a cone and its polar cone is, similar
to that between a linear subspace and its orthogonal complement. From the
characterization of a weak sharp solution for a convex minimization problem
with a closed proper objective function f , Marcotte and Zhu [14] extended
the concept of weak sharp minima for the variational inequality problem. The
solution set S0 of VI(F,Ω) is weakly sharp if, for any x ∈ S0,
− F (x) ∈ int
( ⋂
x∈S0
[TΩ(x) ∩NS0(x)]◦
)
. (45)
However, it is not obvious how to extend (45) for orders γ > 1. Since the
dual gap function G(x) casts VI(F,Ω) as a convex minimization problem, an
alternative notion of weak sharp minima of a variational inequality of order 1
based on G(x) has been proposed in [14]. We extend this to orders γ > 1 and
propose a generalization. That is, the set S0 is weakly sharp of order γ > 1 if
there exists a positive number α (the sharpness constant) such that
G(x) ≥ α d(x, S0)γ ∀x ∈ Ω. (46)
Theorem 20 Let F , Ω and ϕ together satisfy Assumptions 2, 9 and 10, and
let F be coercive with respect to Ω. Suppose that the solution set S0 is weakly
sharp of order γ > 1 with sharpness constant α > 0. Then there exists τ > 0
such that, for all ε > 0,
d(xε, S0)
γ−1 ≤ τε ∀ xε ∈ SGεϕ . (47)
In particular, SGεϕ is bounded for each ε > 0.
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Proof. Let xε ∈ SGεϕ for some ε > 0 and let xε = PS0(xε), the projection
being nonempty by Assumption 10. Then, from the definition of weak sharp
minima
G(xε) + εϕ(xε) ≥ G(xε) + εϕ(xε) ≥ αd(xε, S0)γ + εϕ(xε).
Note that, G(xε) = 0, hence
αd(xε, S0)
γ = α‖xε − xε‖γ ≤ ε(ϕ(xε)− ϕ(xε)). (48)
From the definition of the subdifferential of a convex, real-valued map ϕ, we
have
ϕ(xε)− ϕ(xε) ≤ 〈vε, xε − xε〉 ≤ ‖vε‖‖xε − xε‖ for all vε ∈ ∂ϕ(xε),
thus, it follows from (48) that
α‖xε − xε‖γ−1 ≤ ε‖vε‖. (49)
Now, for F and Ω satisfying Assumption 2 with F coercive on Ω, the solution
set S0 is bounded (Proposition 16(i)). Moreover, by Assumption 9, ϕ is convex
and continuous on Ω, and hence convex and continuous on S0. Consequently,
∂ϕ, that is ‖vε‖, is bounded, uniformly, on the compact set S0. Hence the
statement follows with τ ′ = α−1M , where M is the uniform bound for ‖v‖
with v ∈ ∂ϕ(S0).
Note that this error bound is independent of the existence of Lagrange multi-
pliers or the coincidence of the solution sets S0 and SGεϕ for some ε (Theorem
17(vi)).
4 Convergence of regularized VI: regularizing F with ∇ϕ
In this section we study the other case of the regularization, where we solve
VI(F,Ω) through a sequence of regularized problems VI(Tε, Ω), where Tε =
F + ε∇ϕ. We restrict ourselves to a differentiable regularization to make
the computation easier. We are interested in the approximate solutions to
VI(Tε, Ω) in view of the algorithm that we present later in this section which,
in principle, involves generating a sequence of solutions to the regularized prob-
lems V I(Tε, Ω) as ε→ 0. Since, it is not possible to compute the exact solution
to V I(Tε, Ω) in practice, we seek an approximate solution to V I(Tε, Ω) for ev-
ery ε > 0 with some error tolerance. Knowing that we are within a given error
tolerance is the chief concern of error bounds, which we determine in Propo-
sition 23. Error bounds between points in Sε and S0 are discussed briefly in
section 4.3.
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4.1 Convergence of regularized solutions
We begin with a study of the behavior of the path {xε : ε > 0} where xε
is the unique solution to V I(Tε, Ω) and proceed to show that all the cluster
points of the sequences of solutions (exact or approximate) to VI(Tε, Ω) are
the solutions to VI(F,Ω) as ε→ 0.
Theorem 21 When ϕ is strongly convex and Fre´chet differentiable and F is
coercive, then the map ε 7→ xε is continuous.
Proof. Let xε solve VI(Tε, Ω). Since ϕ is strongly convex,∇ϕ is strongly mono-
tone and hence Tε = F + ε∇ϕ is strongly monotone. Hence, there exists a
µε > 0 such that for any x, y ∈ Ω,
〈Tε(x) − Tε(y), x− y〉 ≥ µε‖x− y‖2.
This implies
sup
y∈Ω
[〈Tε(x), x − y〉 − µε‖x− y‖2] ≥ sup
y∈Ω
〈Tε(y), x− y〉. (50)
The expression on the left side of (50) is the regularized gap function θ(·, εϕ),
which is zero at x = xε. The right hand side is the dual gap function for
VI(Tε, Ω) (see (8)), which we denote by G(x, εϕ). Since G(x; εϕ) ≥ 0 for all
x ∈ Ω, (50) implies that G(xε; εϕ) = 0 and hence xε ∈ SG(.;εϕ), where SG(.;εϕ)
is the solution set of the convex minimization problem minx∈Ω G(.; εϕ). Now
by Proposition 16(ii), G is finite valued, and hence G continuous (since it is
convex [18, Theorem 10.1]) on the relative interior of Ω, which is nonempty as
Ω is nonempty [18, Theorem 6.2]. Therefore, the map ε 7→ SG(.;εϕ) is upper-
semicontinuous as a set-valued map in the sense of [3, Theorem 4.3.3]. However,
the strong monotonicity of Tε implies that Sε(=SG(.;εϕ)) is singleton and hence
the map ε 7→ xε is continuous.
The type of continuity used in the above proof is not the same as outer
semincontinuity defined in 6, which is the same as graph closedness.
Our next results are on the convergence of the sequences of solutions (exact
or approximate) to VI(Tε, Ω). Before we define the concept of an approximate
solution to VI(Tε, Ω), let us introduce some notation. For a given ε > 0 we
denote the regularized gap function for V I(Tε, Ω) by θα(.; εϕ) and the D-gap
function for V I(Tε, Ω) by θαβ(.; εϕ). These are given by (similar to (9) and
(14))
θα(x; εϕ) = sup
y∈Ω
{
〈Tε(x), x − y〉 − α
2
‖y − x‖2
}
(51)
θαβ(x; εϕ) = θα(x; εϕ)− θβ(x; εϕ), (α < β). (52)
We write this more succinctly using the projection.
θα(x; εϕ) = 〈Tε(x), x − yεα(x)〉 −
α
2
‖yφ,εα (x) − xε‖2, (53)
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with
yεα(x) = PΩ[x−
1
α
Tε(x)]. (54)
The regularized gap function θβ(.; εϕ) is defined analogously with, instead, the
projection yεβ(x).
Recall that for any solution xε of V I(Tε, Ω), θαβ(xε; εϕ) = 0. We define a
point x to be an approximate solution to V I(Tε, Ω) with an error ζ > 0 if
θαβ(x; εϕ) ≤ ζ.
Theorem 22 Let (εk)k∈N be a sequence of nonnegative scalars with εk ց 0,
and let (xk)k∈N ∈ Rn be a sequence of approximate solutions of VI(Tεk , Ω)
with errors ζk ≥ 0. Assume that ϕ is continuously differentiable. If xk → x¯ as
k →∞ and if ζk ց 0, then x¯ solves VI(F,Ω).
Proof. Choose 0 < α < β and assume that xk → x¯. Since the projection
map onto a closed convex set is continuous, we have yεkα (x
k) → yα(x) and
yεkβ (x
k)→ yβ(x) as k →∞, where yεkα is defined by (54). Using (53),
lim
k→∞
θα(x
k; εkϕ) = 〈F (x¯), x¯− yα(x¯)〉 − α
2
‖yα(x¯)− x¯‖2 = θα(x¯)
and
lim
k→∞
θβ(x
k; εkϕ) = 〈F (x¯), x¯− yβ(x¯)〉 − β
2
‖yβ(x¯)− x¯‖2 = θβ(x¯). (55)
Now, form (52)
0 ≤ lim
k→∞
θαβ(x
k; εkϕ) = lim
k→∞
θα(x
k; εkϕ)− lim
k→∞
θβ(x
k; εkϕ) (56)
= θα(x¯)− θβ(x¯) = θαβ(x¯) (57)
and since xk is a sequence of approximate solutions
lim
k→∞
θαβ(x
k; εkϕ) ≤ lim
k→∞
ζk = 0. (58)
We conclude from (56) and (58) that θαβ(x¯) = 0 and therefore x¯ solves
VI(F,Ω) [10, Theorem 10.3.3].
As noted in the introduction, solving VI(Tε, Ω) is equivalent to minimizing the
gap function θα(.; εϕ) over Ω or θαβ(.; εϕ) over R
n. If we minimize θα(.; εϕ)
over Ω using standard optimization methods for the constrained case, we will
in effect generate a sequence of solutions xε which are actually be considered
as solutions to VI(Tε, Ω). Alternatively, if we minimize the D-gap function
θαβ(.; εϕ) over R
n, we also generate a sequence of solutions to VI(Tε, Ω).
Using the error bounds for a strongly monotone variational inequalities,
we now deduce an error bound for the distance between any point and a true
solution of VI(Tε, Ω) in terms of the corresponding D-gap function θαβ(.; εϕ),
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provided that F is Lipschitz continuous and ϕ and strong convex. This error
bound can be used as an implementable stopping criterion for the algorithms
aimed at approximately solving VI(Tε, Ω).
The proof of following lemma goes along the lines the proof of Theorem
3.2 in [7] adapted to VI(Tε, Ω).
Lemma 3 Let ϕ be strongly convex with modulus ρ, F and ∇ϕ be Lipschitz
on Ω with constants L and M respectively. If xε solves VI(Tε, Ω), then, for
any x ∈ Ω,
‖x− xε‖ ≤ β + L+ εM
ερ
‖yεβ(x) − x‖, (59)
where yεβ(x) is the point where the supremum in θβ(xε, εϕ) is attained and
given by yεβ(x) = PΩ[x− 1βTε(x)].
Proof. Since ϕ is strongly convex on Ω with modulus ρ, ∇ϕ is strongly mono-
tone on Ω with modulus ρ. Since F is monotone, Tε is strongly monotone with
modulus of strong monotonicity ερ. Also, Tε is Lipschitz with constant L+εM .
From (51), yεβ(x) maximizes the function y → 〈Tε(x), x− y〉− β2 〈y− x, y− x〉.
Hence, yεβ(x) is the unique minimizer of the strongly convex function y →
〈Tε(x), y − x〉 + β2 〈y − x, y − x〉. The optimality conditions yield
〈Tε(x) + β(yεβ(x)− x), xε − yεβ(x)〉 ≥ 0.
Moreover, since xε solves VI(Tε, Ω), we have
〈Tε(xε), yεβ(x) − xε〉 ≥ 0.
Hence the two inequalities above yield
〈Tε(x)− Tε(xε) + β(yεβ(x) − x), yεβ(x)− xε〉 ≤ 0.
Now,
〈Tε(x) − Tε(xε), yεβ(x)− xε + x− x〉+ β〈yεβ(x)− x, yεβ(x) − xε + x− x〉 ≥ 0,
which implies
〈Tε(x)− Tε(xε), x− xε〉 + β〈yεβ(x)− x, yεβ(x)− x〉 ≤ −β〈yεβ(x)− x, x− xε〉
−〈Tε(x) − Tε(xε), yεβ(x)− x〉.
Since Tε is Lipschitz with constant L+ εM and strongly monotone with mod-
ulus ερ, we get
ερ‖x− xε‖2 ≤ β‖yεβ(x)− x‖‖x− xε‖+ (L+ εM)‖yεβ(x)− x‖‖x− xε‖.
Therefore,
‖x− xε‖ ≤ β + L+ εM
ερ
‖yεβ(x)− x‖
as claimed.
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Proposition 23 Let ϕ be strongly convex with modulus ρ, and let F and ∇ϕ
be Lipschitz on Ω with constants L and M respectively. If xε solves VI(Tε, Ω),
then, for any x ∈ Ω,
‖x− xε‖ ≤ β + L+ εM
ερ
√
2
(β − α)θαβ(x; εϕ). (60)
Proof. Adapting [20, Lemma 4.2, Eq(19)] for VI(Tε, Ω),
‖x− yεβ(x)‖2 ≤
2
(β − α)θαβ(x; εϕ). (61)
Now, from (59) and (61)
‖x− xε‖ ≤ β + L+ εM
ερ
√
2
(β − α)θαβ(x; εϕ) (62)
This completes the proof.
4.2 Sequential inexact descent method
In this section we propose a sequential inexact descent method to solve the
V I(F,Ω) through the regularized problems V I(Tε, Ω) where Tε = F + ε∇ϕ.
It is natural to look for the exact solutions of VI(Tεk , Ω), however, it is not
practically possible to run the algorithm infinitely. We therefore must be satis-
fied with approximation of the solutions to VI(Tεk , Ω) for each k with an error
tolerance τk. Convergence behavior of the sequence of approximate solutions
will then follow from Proposition 22.
Choose a starting point xk,0 = x0, ε0, α0 and β0. We solve the uncon-
strained minimization problem with the objective function θαkβk(., εkϕ) for
k = 0, 1, 2, .... For each k, we collect the approximate solution xk and initialize
the inner iteration for solving VI(Tεk+1 , Ω) with the point x
k+1,0 = xk. The
descent method in the inner iteration of Algorithm 1 can be chosen to be any
descent method that achieves sufficient decrease in the direction of the descent
so that the convergence is guaranteed. The regularization parameters εk are
updated so that εk → 0 as k →∞ and the parameters αk and βk are updated
so that αk+1 ≥ αk and βk+1 ≤ βk.
We note that many choices exist for the descent method that is used in
the inner iteration of Algorithm 1. For example, it can be the descent method
proposed in [20] which is free from calculating the derivative of θαkβk(., εkϕ).
Another possibility is the descent method in [13].
Remark 1 The termination of the inner iteration requires the knowledge of the
solution xεk . It is clear that the Algorithm 1 is implementable as long as the
error estimates for ‖xk,j−xεk‖ are computable. The error bound for VI(Tεk , Ω)
in Proposition 23 is very useful to fill this gap. If ∇ϕ is ρ-strongly monotone,
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Data: Fix sequences of error tolerances (τk)k∈N and regularization parameters
(εk)k∈N with εk → 0 as k →∞. For k = j = 0, choose the point x
0,
parameters: β0 > α0 > 0.
for k = 0, 1, 2, . . . do
Inner iteration: approximately solve VI(Tεk , Ω).
xk,0 = xk
while ‖xk,j − xεk‖ > τk do
Apply a descent method to the unconstrained minimization of θαkβk (., εkϕ)
with xk,0 as starting point while updating j.
Update: Set xk+1 = xk,j , choose αk+1, βk+1, increment k = k + 1, and reset
j = 0.
Algorithm 1: Sequential inexact descent algorithm
Lipschitz continuous over Ω with modulus M and if F is Lipschitz continuous
over Ω with constant L, then Tεk is strongly monotone with modulus εkρ and
Lipschitz with constant L+ εkM . Then according to (60),
‖x− xεk‖ ≤ Lk
√
θαkβk(x, εkϕ), where Lk =
βk + L+ εkM
εkρ
√
2
(βk − αk) .
(63)
Hence the stopping criterion in the inner iteration of Algorithm 1 can now be
replaced by the implementable rule
while θαkβk(x
k,j , εkϕ) >
τ2k
L2k
(64)
since xk,j satisfying (64) also satisfies ‖xk,j − xεk‖ > τk.
We now discuss the convergence of Algorithm 1 under appropriate assumptions
on F , ϕ and Ω based on the assumption that for each k, the descent method
chosen for the inner iteration converges.
Theorem 24 Consider the Algorithm 1 with the stopping rule replaced by the
alternative stopping rule (64). Assume that F and ∇ϕ are Lipschitz and ∇ϕ is
strongly monotone. Given a sequence of parameters (εk)k∈N such that εk → 0
as k →∞ and and a sequence of stable error tolerances (τk)k∈N, τk = τ > 0,
assume that for each k, the descent method in the inner iteration converges.
Then all the cluster points of the sequence (xk)k∈N of inexact solutions gener-
ated by Algorithm 1 are solutions to VI(F,Ω).
Proof. Since our stopping rule θαkβk(x
k,j , εkϕ) >
τk
Lk
terminates the iterations
early, the inner iteration in Algorithm 1 is an early terminated variant of
the descent method that is chosen. Hence for any fixed k, any accumulation
point of the sequence xk,j delivers an approximate solution xk to the problem
VI(Tεk , Ω). Since x
k violates the stopping rule, θαkβk(x
k, εkϕ) ≤ τkLk where Lk
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is given as in (63), and since we chose stable error tolerances τk = τ , we have
τk
Lk
ց 0 since Lk →∞ as k →∞. Hence by Theorem 22 all the cluster points
of (xk)k∈N are solutions to VI(F,Ω).
Remark 2 The convergence of the sequence (a subsequence if necessary) of in-
exact solutions (xk)k∈N generated in the Algorithm 1 is guaranteed provided
(xk)k∈N is bounded. We now establish the sufficient conditions for the bound-
edness of the sequence (xk)k∈N along the similar lines of [9], however, without
using the Mountain Pass Theorem. We need the following Lemma.
Lemma 4 Let K ⊂ Rn be compact set and let F and ∇ϕ be continuous
functions on K. Then for any ε′ > 0 the gap function θαβ(., εϕ), 0 < α < β
is uniformly continuous as a function of (x, ε) on K × [0, ε′] . In particular,
for every δ > 0, there exists an ε > 0 such that
|θαβ(x, εϕ)− θαβ(x)| ≤ δ (65)
for all (x, ε) ∈ K × [0, ε].
Proof. Recall the D-gap function θαβ(., εϕ) for V I(Tε, Ω) is given by
θαβ(x, εϕ) = θα(x, εϕ) − θβ(x, εϕ)
where
θα(x, εϕ) = 〈F (x) + ε∇ϕ(x), x − yεα(x)〉 −
α
2
‖yεα(x) − x‖2
with
yεα(x) = PΩ[x−
1
α
(F (x) + ε∇ϕ(x)]. (66)
Let (xn, εn)n∈N be a sequence in K ×R+ and let (xn, εn)→ (x, ε) as n→∞.
Since F and ∇ϕ are continuous, and since the projection map on a closed
convex set is continuous, we have from (66) that
lim
n→∞
yεnα (x
n) = lim
n→∞
PΩ [x
n − 1
α
(F (xn) + εn∇ϕ(xn))]
= PΩ[x− 1
α
(F (x) + ε∇ϕ(x))] = yεα(x).
Thus yεα(x) viewed as a function of x and ε is continuous on K × R+. This
implies that the function θα(.; εϕ) is continuous on K × R+ as a function of
(x, ε) and so is θαβ(.; εϕ). Since K is a compact set, for any ε
′ ∈ R+, θα(x; εϕ)
is uniformly continuous on K× [0, ε′]. In particular, for a fixed x ∈ K, it holds
that for any δ > 0, there exists a 0 < ε < ε′ such that for every ε ∈ [0, ε]
|θαβ(x; εϕ)− θαβ(x)| ≤ δ.
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Theorem 25 Consider Algorithm 1 with the stopping rule (64). Assume that
F and ∇ϕ are Lipschitz and 0 < αk < βk for each k. Assume that the solution
set S0 is nonempty and bounded and that εk → 0. Then the sequence (xk)k∈N
generated by the Algorithm 1 is bounded.
Proof. Assume that the sequence (xk)k∈N generated by the Algorithm 1 is not
bounded. Then there exists a compact set K ∈ Rn such that S0 ⊂ int K and
xk 6∈ K for sufficiently large k. Denote
mk := min
x∈∂K
θαkβk(x), (67)
where we use ∂K to denote the boundary of K (not to be confused with
the subdifferential, though this should be clear from context). Since the gap
function θαkβk is non-negative on R
n and since S0 ⊂ int K, it is clear that
mk > 0. Since θαkβk(x) ≥ mk for any x ∈ ∂K, choosing δ = cmk, c ∈ (0, 1) we
have from Lemma 4 that
θαkβk(x; εkϕ) ≥ θαkβk(x)− cmk ≥ mk − cmk = (1 − c)mk ∀x ∈ ∂K,
which implies that
mk := min
x∈∂K
θαkβk(x; εkϕ) ≥ (1− c)mk. (68)
Let x ∈ S0. Then θαkβk(x) = 0 and hence, again from Lemma 4,
θαkβk(x; εkϕ) = θαkβk(x; εkϕ)− θαkβk(x) ≤ cmk. (69)
Since θαkβk(x
k; εkϕ) ≤ τ
2
k
L2
k
by the stopping rule (64), and since
τ2k
L2
k
→ 0, for
sufficiently large k, we have
θαkβk(x
k; εkϕ) ≤ cmk. (70)
Let k be sufficiently large such that xk 6∈ K and the inequalities (68)-(70)
hold. Since c ∈ (0, 1), from (68) we have cmk ≤ c1−cmk < mk.
Without loss of generality assume that θαkβk(x
k; εkϕ) ≤ θαkβk(x; εkϕ).
From Weierstrass’ extremal value theorem, θαkβk(.; εkϕ) must attain a maxi-
mum at least once in [xk, x]. Let x̂k ∈ [xk, x] be the point where θαkβk(.; εkϕ)
attains its maximum. Now, viewing x̂k as a local maximizer, it satisfies [6,
Proposition 2.3.2]
0 = ∇θαkβk(x̂k; εkϕ). (71)
Since x ∈ int K and xk 6∈ K, there exists a λ ∈ (0, 1) such that xkλ = λxk +
(1 − λ)x ∈ ∂K ∩ [xk, x]. Now θαkβk(x̂k; εkϕ) ≥ θαkβk(xkλ; εkϕ) ≥ mk. Hence
θαkβk(x̂k; εkϕ) > 0. But, the stationary point x̂k must be a global minimizer of
the D-gap function θαkβk(.; εkϕ) [13, Theorem 4.3], which is a contradiction.
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4.3 Error bounds
Our goal in this section is to develop error bounds for the distance between the
solution sets Sε and S0. In [14, Theorem 4.1] it is shown that, if the solution
set S0 of V I(F,Ω) is weakly sharp, Ω is compact and F is pseudomonotone
+,
then there exists a positive number α such that
G(x) ≥ α d(x, S0) ∀x ∈ Ω. (72)
Hence under these three assumptions, we can have one type of error bound in
terms of the dual gap function G for the distance between Sε and S0. That is,
for any xε ∈ Sε
G(xε) ≥ α d(xε, S0) ∀x ∈ Ω.
We show that, even in the absence of compactness onΩ and the pseudomonotone+
property on F , we can derive an error bound for d(xε, S0).
In the proof of [14, Theorem 4.1], it is shown that when the solution set
S0 of V I(F,Ω) is weakly sharp, that is, if (45) holds for S0, then there exists
a positive number α such that for any x ∈ Ω and x = PS0(x)
〈F (x), x− x〉 ≥ α d(x, S0). (73)
We use this fact to construct an error bound along the lines of Theorem 20.
We need the following property, which is a stronger condition than (46) and
is, to our knowledge, new.
There exist α > 0 and γ ≥ 1 such that
〈F (y), x − y〉 ≥ α d(x, S0)γ ∀x ∈ Ω, y = PS0(x). (74)
Theorem 26 Let Ω and F satisfy Assumption 2 and Assumption 10(i), and
let the function ϕ be convex and differentiable on Ω.
(i) Assume that the solution set S0 is weakly sharp (satisfies (45)) with
sharpness constant α. Then, for any ε > 0, and any xε ∈ Sε,
α dist(xε, S0) ≤ ε(ϕ(xε)− ϕ(xε)), (75)
where xε = PS0(xε).
(ii) Let F be coercive with respect to Ω. Suppose that there exist γ > 1 and
α > 0 such that (74) holds. Then there exists τ > 0 such that, for all
ε > 0,
d(xε, S0)
γ−1 ≤ τε ∀ xε ∈ Sε. (76)
In particular, Sε is bounded for each ε > 0.
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Proof. We begin with some general observations. Let ε > 0. For any xε ∈ Sε
〈F (xε) + ε∇ϕ(xε), y − xε〉 ≥ 0 ∀y ∈ Ω.
Rearranging yields
〈F (xε), xε − y〉 ≤ ε 〈∇ϕ(xε), y − xε〉 ∀y ∈ Ω.
Since F is monotone and ϕ is convex, for all y ∈ Ω, it holds that
〈F (y), xε − y〉 ≤ 〈F (xε), xε − y〉 ≤ ε 〈∇ϕ(xε), y − xε〉 ≤ ε(ϕ(y)− ϕ(xε)).
In particular, for xε := PS0(xε) ∈ Ω (the projection is nonempty by Assump-
tion 10(i)), we have
〈F (xε), xε − xε〉 ≤ ε(ϕ(xε)− ϕ(xε)). (77)
(i). The inequality, (73), together with (77) immediately yields
α d(xε, S0) ≤ ε(ϕ(xε)− ϕ(xε))
as claimed.
(ii). Inequalities (77) and (74) yield
α d(xε, S0)
γ ≤ ε(ϕ(xε)− ϕ(xε)). (78)
Since ϕ is convex real valued,
〈∇ϕ(xε), xε − xε〉 ≤ (ϕ(xε)− ϕ(xε)).
Using Cauchy-Schwarz inequality
−‖∇ϕ(xε)‖2‖xε − xε‖2 ≤ 〈∇ϕ(xε), xε − xε〉 ≤ ϕ(xε)− ϕ(xε).
Since xε := PS0(xε). this implies that
− d(xε, S0)‖∇ϕ(xε)‖2 ≤ ϕ(xε)− ϕ(xε). (79)
Combining (79) and (78) yields
αd(xε, S0)
γ−1 ≤ ε‖∇ϕ(xε)‖2.
Now, for F and Ω satisfying Assumption 2 with F coercive on Ω, the solution
set S0 is bounded (Proposition 16(i)). Moreover, by Assumption 9, ϕ is convex
and, by assumption differentiable, on Ω, and hence convex and differentiable
on S0. Consequently, ∇ϕ is bounded uniformly on the compact set S0. Hence
the proof follows with τ = α−1M where M is the uniform bound for ‖∇ϕ(·)‖.
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5 Numerical Illustration and Conclusion
We illustrate the theory explored in the previous sections and indicate di-
rections for future investigation with numerical experiments on the following
simple example.
5.1 Best Approximation
Example 27 Let
Ω ≡ {x = (x1, x2, x3)T ∈ R3 ∣∣ 〈n, x〉 = −1, x1 ≤ 1, n = (0, 1, 1)T}
and define F (x) ≡ x−PC(x) where C ≡ R3++(0,−1/4, 1/4). We compare two
regularizing functions, ϕ1(x) ≡ ‖x‖1 and ϕ2(x) ≡ 12‖x‖22 (shifted Tikhonov)
for the approaches to solving (VI) explored separately in Section 3 and Section
4, namely by solving (PGεϕ) and (GVITε) respectively.
For this problem we know the following.
– S0 = {(x,− 34 ,− 14 ) | x ∈ [0, 1]}.
– Sϕj = {(0,− 34 ,− 14 )}, (j = 1, 2).
– For the regularizer ϕ1, SGεϕ = {(0,− 34 ,− 14 )} for all ε > 0.
Proof sketch. The nearest points inΩ to the point x0 = (0, 0, 0) with respect
to the ℓ1 norm are points on the line segment y(t) = t(0,−1, 1)+ (0, 0,−1)
for t ∈ [0, 1], and this line segment intersects S0 at the point (0,− 34 ,− 14 ),
where, we know, G(x) attains its minimum. △
– For the regularizer ϕ2, the shifted Tikhonov regularizer, SGεϕ ∩ S0 = ∅ for
all ε > 0.
Proof sketch. The global minimum of ϕ2 onΩ, namely the point (0,−1/2,−1/2),
does not coincide with those of G(x) (S0). Moreover, ϕ2 is strictly convex
on Ω, so the global minimum of the sum cannot be on S0 for any value of
ε. △
– For the regularization ϕ1, S0 ∩ Sε = {(0,− 34 ,− 14 )} and, in fact Sε ={(0,− 34 ,− 14 )} for all ε > 0.
Proof sketch. Again, because the nearest point in Ω to the origin with
respect to the ℓ1 norm are all points y(t) = t(0,−1, 1) + (0, 0,−1) for
t ∈ [0, 1], and this line segment intersects S0 at the point (0,− 34 ,− 14 ), by
Theorem 17(iii) the claim follows. △
– The regularization ϕ2 in (GVITε) is not exact.
Proof sketch. For this regularization, a short calculation shows that, for all
ε > 0, Sε is a unique point on the line segment y(t) = t(0,−1, 1)+(0, 0,−1)
for t in the open interval (14 ,
1
2 ). This interval does not intersect S0, that
is, S0 ∩ Sε = ∅ for all ε > 0. △
– λ ∈ [0,+∞) are Lagrange multipliers of GVI(∂ϕ1, S0).
The numerical results reported in Table 1 were generated from the same
initial point, (1,−2, 1). 
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Table 1 Comparison of optimization models (GVITε ) and (PGεϕ ) with different regular-
izations (ℓ1 or ℓ2) and different regularization parameters ε.
Problem Iteration CPU (sec) Distance to Solution Distance to S0
(PGεϕ ), ϕ = ℓ
1, ε = 0.5 20 6.889 1.357 × 10−5 1.357× 10−5
(PGεϕ ), ϕ = ℓ
1, ε = 0.1 22 6.440 2.264 × 10−9 2.264× 10−9
(PGεϕ ), ϕ = ℓ
1, ε = 0.01 32 6.353 8.412 × 10−10 8.412× 10−10
(PGεϕ ), ϕ = ℓ
1, ε = 0.005 37 8.552 2.660 × 10−9 2.660× 10−9
(PGεϕ ), ϕ = ℓ
1, ε = 0.0001 29 6.903 3.285 × 10−9 3.285× 10−9
(PGεϕ ), ϕ = ℓ
2, ε = 0.5 8 8.650 1.768 × 10−1 1.768× 10−1
(PGεϕ ), ϕ = ℓ
2, ε = 0.1 10 8.670 5.893 × 10−2 5.893× 10−2
(PGεϕ ), ϕ = ℓ
2, ε = 0.01 20 11.68 6.931 × 10−3 6.931× 10−3
(PGεϕ ), ϕ = ℓ
2, ε = 0.005 19 12.85 3.500 × 10−3 3.500× 10−3
(PGεϕ ), ϕ = ℓ
2, ε = 0.0001 29 23.35 6.078 × 10−5 1.83× 10−2
(GVITε ), ϕ = ℓ
1, ε = 0.5 71 .1099 7.930 × 10−10 .7930× 10−9
(GVITε ), ϕ = ℓ
1, ε = 0.1 74 .0860 .0248 .9277× 10−9
(GVITε ), ϕ = ℓ
1, ε = 0.01 75 .0868 .8125 .9653× 10−9
(GVITε ), ϕ = ℓ
1, ε = 0.005 75 .0859 .9063 .9876× 10−9
(GVITε ), ϕ = ℓ
1, ε = 0.0001 76 .0883 .9981 .7570× 10−9
(GVITε ), ϕ = ℓ
2, ε = 0.5 66 .1018 1.571 × 10−9 1.179× 10−1
(GVITε ), ϕ = ℓ
2, ε = 0.1 281 .3143 1.725 × 10−9 3.21× 10−2
(GVITε ), ϕ = ℓ
2, ε = 0.01 1910 2.153 1.763 × 10−9 3.5× 10−3
(GVITε ), ϕ = ℓ
2, ε = 0.005 3267 3.697 1.766 × 10−9 1.8× 10−3
(GVITε ), ϕ = ℓ
2, ε = 0.0001 6932 7.621 1.768 × 10−9 3.54× 10−5
Example (27) has been purposely designed for simplicity - there are clearly
other ways to solve the variational inequality. Recognizing that the problem
is one of finding nearest points on the half-plane Ω to the shifted orthant,
simple alternating projections would converge to an exact solution finitely,
without recourse to regularization. Our purpose, however, is not to explore
efficient algorithms for solving this particular problem, but rather to illustrate
the theory of (exact) regularization and to underscore the possible advantages
of different modelling approaches.
The optimization problem (PGεϕ) was solved using Matlab’s fmincon with
an interior point solver. Evaluation of the dual gap function G given by (8) also
involves solving an optimization problem. For the problem in Example (27)
this has an explicit representation, but in general this will not be the case. We
therefore evaluate the dual gap function numerically so that the experimental
results will accurately simulate a practical implementation.
There are a variety of ways to solve (GVITε). We briefly describe an ap-
proach here where the error bounds derived in Section 4.3 are put to use. This
is an Armijo descent type algorithm by Li and Ng applicable for a Lipschitz,
coercive mapping [13]. Hence, the analysis of Li and Ng applies to the prob-
lem V I(Tε, Ω), with appropriate assumptions on F and ϕ under which Tε is
Lipschitz and coercive on Ω. This method uses the descent direction
dk :=
{
yϕαk,εk(x) − yϕβk,εk(x), if ck‖x− yϕαk,εk(x)‖ ≤ ‖yϕαk,εk(x)− y
ϕ
βk,εk
(x)‖,
yαk,εk(x) − x, otherwise;
(80)
32 C. Charitha, Joydeep Dutta, and D. Russell Luke
where yϕαk,εk(x) = PΩ [x− 1αkTεk(x)], the point where the supremum in θαk(x, εkϕ)
is attained and ck is chosen to satisfy
ck ≤ min
{
1,
βk − αk
2(Lθk + βk)
}
.
Here Lθk is the Lipschitz constant of θαkβk(., εkϕ) on Lev
θ
k = {x : θαkβk(x; εkϕ) ≤
θαkβk(x
k,0; εkϕ)}, where xk,0 is the chosen initial point for the inner iteration
for each k. It has a step rule that finds the smallest non-negative integer m
such that,√
θαkβk(x
k,j + γmk d
k,j , εkϕ)−
√
θαkβk(x
k,j , εkϕ) ≤ −δk
4
γmk ‖dk‖,
and updates xk,j as
xk,j+1 = xk,j + tk,jd
k,j where tk,j = γ
m
k , γk ∈ (0, 1),
where the constant δk chosen for a strongly monotone map Tεk satisfies [13,
Remark 4.3]
δk ≤ min
{
1
2
√
βk − αk
2
,
√
2ckµ
k
αkβk√
βk − αk
}
,
and µkαkβk is the modulus of strong monotonicity of Tεk . We use an esti-
mate for Lθk and a step size γk = .9 for all k. We note that, since PC for
C ≡ R3+ + (0,− 14 , 14 ) is nonexpansive, the Lipschitz constant of F defined by
I − PC where I is the identity mapping, is L = 2.
– The regularizer ϕ2 =
1
2‖ · ‖22: Since the modulus of strong monotonicity of∇ϕ2 is ρ = 1, Tεk is strongly monotone with modulus of strong monotonic-
ity εk and hence δk in this case is chosen to satisfy
δk ≤ min
{
1
2
√
βk − αk
2
,
√
2ckεk√
βk − αk
}
.
Note that Tεk is Lipschitz on Ω. Since Tεk is strongly monotone, it is
coercive too on Ω [13, Remark 2.1]. So, we can apply the method also
calculate the error bound pk in (64). Noting that the Lipschitz constant
of ∇ϕ2 is M = 1, choosing αk = 1 and βk = 2 for all k, the constant Lk
in (63) is calculated as Lk =
βk+L+εkM
εkρ
√
2
(βk−αk)
= 4+εk
εk
√
2. We choose
τk = 10
−8/ε in the tolerance pk =
τ2k
L2
k
in (64).
– The regularizer ϕ1 = ‖ · ‖1: There is no available theory. We include this
experiment to indicate the potential for this approach, and, hopefully, to
inspire more research to explain these results.
Title Suppressed Due to Excessive Length 33
Remark 3 A few trends from Table 1 are worth noting before we conclude.
First, while exact regularization of (PGεϕ) converges to a solution of the un-
regularized variational inequality, it requires more iterations than (inexact)
regularization via the ℓ2 norm. Nevertheless, the per iteration computational
cost, as shown by the CPU times, indicates that the nonsmooth regulariza-
tion is still more efficient. This could be due to our solution technique for the
smooth regularization. If a more efficient method for smooth regularization
were available, an iteratively regularized problem, along the lines of Algo-
rithm 1, could be a reasonable strategy. Such a strategy is made possible by
the error bound established in Theorem 20. For direct regularization following
model (GVITε ), we have implemented Algorithm 1 with stopping criteria given
by the error bounds established in Theorem 23. This performs as expected for
smooth regularization. The distance to the solution to the regularized problem
is reported according to the upper bound established in Theorem 23. What
is not covered by the theory developed here are the results of our solution to
model (GVITε) with the nonsmooth regularization ϕ = ‖ · ‖1. Since we know
the answer, we monitored the distance of the iterates to the solution of the
regularized and unregularized problems. The gap functions and stopping cri-
teria developed for the case of smooth regularization was not useful or even
remotely informative regarding the progress of the iterates. Nevertheless, the
direction choice and backtracking procedures appear to function well for this
example. The algorithm appears to move quickly to the set S0, but then can-
not make further progress to the solution to the regularized problem, which
consists of a single element from S0. Finally, we note that, as indicated by the
tabulated CPU times, the iteration counts should only be used as an indica-
tion of the relative computational complexity. One iteration of the method of
Li and Ng for solving (GVITε ) is a tiny fraction of the computational cost of
one iteration of our approach to solving (PGεϕ).
5.2 Conclusion
Our inspiration for this study was the theory of exact regularization in op-
timization developed in [11]. As with optimization, exact regularization for
variational inequalities is closely related to the existence of Lagrange multi-
pliers for a related optimization problem, namely (Pϕ,G) (Definition 15. We
have found that the dual gap function defined by (8) plays a central role here.
The dual gap function is difficult to work with in practice since it is itself the
supremum of a nonlinear objective. We determined that, even in the absence
of exact regularization, it is possible to establish error bounds for both model
approaches to the true solution set introducing the notion of weak-sharp mini-
mum of degree γ defined by (46) and (74) respectively. Two avenues for further
exploration present themselves. One direction is an investigation of efficient
numerical strategies based approximations to the dual gap functional G. The
second direction is an investigation of generalized variational inequalities to
accommodate nonsmooth, set-valued regularization for regularized variational
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inequalities of the form (GVITε). Both of these topics are formidable chal-
lenges.
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