Abstract-In this letter, we propose an algorithm for recovery of sparse and low rank components of matrices using an iterative method with adaptive thresholding. In each iteration, the low rank and sparse components are obtained using a thresholding operator. This algorithm is fast and can be implemented easily. We compare it with one of the most common fast methods in which the rank and sparsity are approximated by 1 norm. We also apply it to some real applications where the noise is not so sparse. The simulation results show that it has a suitable performance with low run-time.
I. INTRODUCTION
I N some applications, we need to decompose a given matrix Y ∈ R m×n into a low rank matrix L * ∈ R m×n and a sparse matrix E * ∈ R m×n , i.e.,
where the rank of rank(L * ) = r 0 min(m, n) and sparsity(E * ) = k 0 mn. This problem is arises in various applications such as subspace clustering [1] , matrix rigidity in computation complexity [2] , removing shadows and specularities from sequence of images [3] - [5] , background modeling in video surveillance [6] , link prediction in social networks [7] , and graph clustering [8] .
When the data is correlated and its dimension is high, it lies on a lower dimension linear space. This property is the base of some data analyses such as Principal Component Analysis (PCA) [9] , independent component analysis [10] , and sparse component analysis [11] , [12] . For example, when the noise components (the entries of E * ) in (1) are i.i.d. Gaussian, the PCA optimally decomposes the low rank and noise components. Speaking mathematically, in the case of Gaussian noise, the PCA gets the optimal solution by minimizing the norm of E * ∈ R m×n subject to a condition on the rank of L * as follows [9] :
arg min E * E * , s.t. : rank(L * ) ≤ r and Y = L * + E * .
N. Zarmehi and F. Marvasti This optimization problem could be easily done by computing the Singular Value Decomposition (SVD) of Y and zeroing the min(m, n)−r right hand side Singular Values (SVs). Although this is very simple, it is well known that PCA may fail to do such decomposition when the noise components do not obey an i.i.d. Gaussian distribution. For example, if only one of the entries of low rank component faces with a large corruption, PCA fails to do decomposition successfully. These kind of corruptions are very usual in digital signal processing.
To overcome this issue, many efforts have been made to make the PCA robust against non-Gaussian noises. Among them, Pursuit Component Analysis (PCP) is an idealized method that guarantees the exact recovery of sparse and low rank components under some conditions. For this purpose, PCP solves the following convex optimization problem [4] :
where λ > 0 is a weighting factor that balances the sparsity and low rank. Here, the rank and 0 -norm are approximated by the nuclear norm ( . * ) and 1 -norm, respectively, to make the primary non-convex optimization problem convex.
In [13] , an iterative hard thresholding method is proposed for tensor recovery under the affine constraint that is different from the mathematical model introduced in (1) . It is a variant of normalized iterative hard thresholding proposed in [14] for sparse recovery. An iterative hard thresholding is also proposed for matrix completion in [15] . This method also obeys an affine condition.
In this letter, we consider the model introduced in (1) and also suppose that the noise components are not necessarily i.i.d. Gaussian and we don't know the rank of L * and sparsity of E * . For example, E * can be sparse. We propose an iterative method with adaptive thresholding to recover the sparse and low rank components. The idea of adaptive thresholding is adopted from the proposed method in [16] for recovery of the original signal from its random samples.
The rest of this letter is organized as follows: Section II is devoted to propose our method for recovery of sparse and low rank components of matrices. In Section III, the simulation results are presented and the proposed method is evaluated with different scenarios. We also apply our proposed method on some real applications in which the sparse and low rank recovery is needed. At last, Section IV concludes the letter. (1), we aim to recover L * and E * from the given matrix Y. Since the entries of E * and SVs of L * are sparse, we propose to threshold them adaptively during iterations until the stop condition is satisfied. The adaptive threshold level of k-th iteration is suggested as follows:
where α and β are two constants and σ 1 is the largest SV of Y. On each iteration, we force the low rank and sparse terms to satisfy (1) . Then, our algorithm has the following steps:
T τ k (X) with X = UΣV T , X ∈ R m×n and D τ k (X) are defined as follow:
where
We name our method Sparse and Low rank Recovery using Iterative Method with Adaptive Thresholding (SLR-IMAT) that is shown in Algorithm 1. The proposed method consists of two loops. At k-th iteration of the outer loop, the inner loop iterates M 2 times with a threshold level of τ k . The outer loop is terminated until the stop criterion is satisfied. We terminate the it when L k −L k−1 F < or it reaches the maximum number of iterations. Here,L k is the estimated low rank matrix at k-th iteration.
III. SIMULATION RESULTS
This section presents the simulation results. The simulations are done by the MATLAB R2015a software on Intel(R) Core(TM) i7-5960X @ 3GHz system with 32GB-RAM. First, we shall compare the proposed method with the Inexact Augmented Lagrange Multiplier (IALM) method introduced in [17] as a method that solves the minimization problem suggested in [4] . This method is a fast variant of the Augmented Lagrange Multiplier (ALM) for sparse and low rank recovery introduced in [18] . Then, the phase transition plot of the proposed method will be shown in two different scenarios. Finally, we apply the proposed method to two real applications in which the sparse and low rank recovery is used. We use SN R(L * ,L) = 20 log 10 L * F / L * −L F in dB to evaluate the performance of the recovery task.
A. Exact Recovery
In this subsection, we verify that the proposed method can exactly separate the low rank and sparse components of a given matrix. For this purpose, at first, r-rank square matrices of size m = n = 500, 1000, · · · , 3000 are produced as the product of two matrices like L * = AB T where both A and B are Max. number of iterations of the outer loops: M 2 7: initialization:
13:
end for 20: I: Exact recovery of low rank and noise components for random problems. The noise components are independent of the low rank components and have random signs. In this scenario, we set r 0 = 0.05 × n and k 0 = 0.05 × n 2 . independently sampled from a N (0, 1/n) distribution. Then, the sparse noise component is added to the low rank component additively. The support set of sparse noise E * is generated uniformly at random whose values have random signs. In other words, the non-zero values are independently selected from the set {−1, +1} with equal probabilities. Two scenarios are considered in this subsection. In the first scenario, we set k 0 = 0.05n 2 which is supposed to be easier than the second scenario in which k 0 is set to 0.1n 2 . We compared the proposed method with the IALM method [17] . The IALM MATLAB code is downloaded from http://perception.csl.illinois.edu/matrixrank/sample code.html and the all parameters are set to their default values. The results are reported in Tables I and II. In these Tables, SN R i indicates the input SN R, i.e., SN R(L * , E * ) while SN R o indicates the recovered SN R, i.e., SN R(L * ,L). According to the results of Tables I and TABLE II : Exact recovery of low rank and noise components for random problems. The noise components are independent of the low rank components and have random signs. In this scenario, we set r 0 = 0.05 × n and k 0 = 0.1 × n 2 . II, both the proposed method and the IALM method could exactly recover the low rank and noise components but the run-time of the proposed method is lower than the run-time of the IALM method.
B. Difficult Scenarios
In this subsection, we consider more difficult scenarios than the scenarios investigated for the exact recovery. The low rank and noise components are produced in the same manner as explained in Subsection III-A. We set k 0 = 0.3n 2 and 0.4n 2 in the first and in the second scenarios, respectively. It is obvious that these scenarios are more difficult than the scenarios of Subsection III-A. The results of our method and the IALM method are shown in Tables III and IV. As it can be seen, our method has better performance than the IALM method because it could better recover the low rank and sparse components in terms of SNR even in lower time. We can see that the IALM method does not have suitable performance in the second scenario where k 0 = 0.4n 2 . On the other hand, our method has about SNR greater than 100dB in the second scenario.
C. Phase Transition Plot
The phase transition plot is one of the most useful plots in low rank and sparse recovery problems. The phase transition plot shows the success recovery rate of the method for a wide range of rank and sparsity. Here, the low rank matrices are also generated as the same approach explained in Subsection III-A. The size of matrices is 200 × 200 in this subsection. Again, we consider two scenarios. In the first [17] for random problems. The noise components are independent of the low rank components and have random signs. In this scenario, we set r 0 = 0.05 × n and scenario, noise is random while in the second, it is coherent with the low rank component. In random case, each noise component takes on values of {0, −1, +1} with probabilities of {1 − p, p/2, p/2}. In coherent case, the support set is the same as the random case but the values are the sign of the low rank components. To obtain the phase transition plot, we swap both r 0 /n and p between 0.01 and 0.5 and each experiment is repeated 50 times. An experiment is declared successful if the recovered low rank component gets SNR greater than 60dB,
The success rate is shown by the gray color. The white and black colors indicate the success and failure, respectively. We can see the proposed method has acceptable performance. The proposed method has a vast region of success even in case of the coherent noise.
D. Applications
The separation of low rank and sparse components is a key approach in many applications. Here, we shall apply the proposed method on two of these applications, background modeling and removing shadows and specularities from face images.
Background modeling is used in video surveillance applications. For example, consider a sequence of video frames from the same scene in which an object is moving. If we vectorize all frames and put them in a matrix, this matrix is low rank. The background is modeled as the low rank component and the foreground including the moving object is modeled as the sparse component. The proposed method and the IALM method are applied to two video sequences and the results are shown in Fig. 2 . In this figure, two sample frames from before and after the moving object and a sample frame containing the moving object are shown. It can be seen that the proposed method could successfully separate the background and foreground of two video sequences. The low rank and sparse recovery are also used in removing shadows and specularities from face images [4] . We have used the extended Yale face database B [20] for this simulation. Again, if we vectorize all face images and put them in a matrix the resultant matrix has low rank and the shadows and specularities and other noises would be canceled by low rank and sparse separation. Four images are selected from the database and the result of the proposed method and the IALM method are shown in Fig. 3 . Comparing the result images with the original ones, we can see that the shadows and specularities of the original faces are removed. Moreover, the output images of the IALM method is darker than the output images of the proposed method.
IV. CONCLUSION
We proposed a method for recovery of sparse and low rank components of matrices in this letter. The proposed method is iterative and uses an adaptive thresholding operator in each iteration to achieve low rank and sparse matrices. We compared the proposed method with the IALM method in which the 0 norm is replaced by the 1 norm. According to the simulation results, the proposed method outperforms the IALM method in terms of both SNR and run-time. Moreover, in the case of almost exact recovery (k 0 = 0.05n, 0.1n), the run-time of our method is lower than the run-time of IALM method. We have also applied the proposed method to two real applications that the interfering component was not so sparse and it could successfully separate the low rank and the interfering components.
