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SUMMARY
Single-cell recordings of transcriptional and post-transcriptional processes reveal the inherent stochasticity
of cellular events. However, to a large extent the observed variability in isogenic cell populations is due to
extrinsic factors, such as difference in expression capacity, cell volume and cell cycle stage - to name a few.
Thus, such experimental data represents a convolution of effects from stochastic kinetics and extrinsic noise
sources. Recent parameter inference schemes for single-cell data just account for variability due to molecular
noise. Here we present a Bayesian inference scheme which de-convolutes the two sources of variability and
enables us to obtain optimal estimates of stochastic rate constants of low copy-number events and extract
statistical information about cell-to-cell variability. In contrast to previous attempts, we model extrinsic noise
by a variability in the abundance of mass-conserved species, rather than a variability in kinetic parameters.
We apply the scheme to a simple model of the osmo-stress induced transcriptional activation in budding
yeast. Copyright c© 0000 John Wiley & Sons, Ltd.
Received . . .
KEY WORDS: Cell-to-Cell Variability, Stochastic Chemical Kinetics, Mass-Conservation, Bayesian
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1. INTRODUCTION
Our current understanding of dynamic processes inside the single cell is mostly derived from
ensemble measurements. That is, most biochemical methods such as Western blotting rely on
the analysis of large samples of fractionated cells [1]. Even though it is acknowledged that a
population of isogenic cells exhibits considerable phenotypic heterogeneity, the working hypothesis
is that the ensemble mean dynamics is a good representative of the single-cell dynamics. Such
measured heterogeneity can arise due to non-synchronized cell-cycle stage [1], intrinsic molecular
noise [2, 3] and effects thereof (e.g. difference in expression capacity), variations in local growth
conditions and so forth. Single-cell technologies, like fluorescent activated cell sorting (FACS)
and fluorescent-based microscopy and spectroscopy reveal that heterogeneity often does not show
uni-modal characteristics [4, 5] – questioning the relevance of mean dynamics. That is to say,
the population consists of several dominant subpopulations, each having its incremental variation
around it. Take for instance a bimodal cytometric expression profile, as encountered in the case
study discussed subsequently [6]. The two subpopulations correspond to cells that have or have
not activated the stress-response at a certain stress level. Under the afore working hypothesis one
erroneously concludes that cells show a graded response, i.e. they activated their stress-response to
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an intermediate level. In particular, for dynamic computational modeling that aims at capturing the
underlying molecular mechanism within the single cell, such conclusions can be very misleading.
Moreover, timing aspects that are crucial to develop a mechanistic understanding are generally lost
in ensemble averages.
Single-cell techniques give access to the cell-to-cell variability and open up the possibility to
determine its causes. In order to do so, one needs multi-variate data, for instance multiple channels
from fluorescent microscopy or cytometry. With an ingenuous experiment [3], two qualitatively
different contributions to this variability were singled out. One being the intrinsic noise, is due
to the stochastic nature of chemical kinetics [7]. It gives variability in the same way as every
sample path drawn from a Markov chain looks different. The remaining contribution – coined
extrinsic noise – characterizes what is normally referred to as heterogeneity in the cell population,
such as variations in total protein concentration, in cell volume and in the spatial position of
regulatory molecules. A complementary analysis is discussed in [8], where contributions are
separated with respect to signaling and expression components. Others found that the encountered
expression noise is gene-specific and does not correlate well with the overall expression capacity
of a cell [9]. Moreover, experimental advances, such as single-molecule techniques favor the
further discrimination of different sources of variability [10]. Below the sensitivity of fluorescent-
proteins-based techniques, single molecules approaches, such as mRNA detection using the MS2
bacteriophage, or fluorescence in vivo Hybridization (FIVH) have been developed to actually count
single mRNA copies within a cell [11].
A key challenge in systems biology is to use those experimental data to infer mechanisms and
finally computational models of cellular processes. A particular instance of these problems is the
inference of kinetic reaction rate constants. Recently, attempts have been made to use single-cell
measurements to infer stochastic rate constants and to exploit the observed variability†. Nested
Markov-chain Monte Carlo methods have been deployed to bridge between discrete observations
and to sample from posteriors in a Bayesian setting [12]. Reinker et al. fitted a hiddenMarkov model
to noisy data of single-mRNA measurement [13], whereas Golightly and Wilkinson proposed to
infer the parameters of a diffusion approximation to the jump process to cope with the state-space-
explosion [14]. Wang et al. propose a stochastic gradient descent scheme for maximum-likelihood
parameter estimation for discretely observed stochastic kinetic models [15]. Another attempt to keep
the computational complexity manageable, is made by using approximate variational inference on
the jump process [16]. Approximate Bayesian computation is applied in [17] to infer kinetic rates
and perform model selection. Furthermore, probability metrics [18] as cost functions are considered
in order to tune a stochastic model to single-cell observations [19, 20].
All the above approaches have in common that they consider stochastic models solely based
on stochastic chemical kinetics. They cannot however, be used alone to address the observed cell-
to-cell variability because it is well-known that the extrinsic component is in general the dominant
source of variability [3, 8]. To computationally tackle that extrinsic heterogeneity has only been done
in terms differential equation models [21]. Therein, individual cells are modeled by reaction-rate
equations, the parameters of which vary from cell to cell but are drawn from a common distribution.
The approach can account for the extrinsic component, however it cannot incorporate any intrinsic
stochasticity due to molecular noise. In this paper we propose a complementary approach that
can accommodate extrinsic as well as intrinsic variability. An important conceptual difference to
previous works is the following. We argue that for mechanistic models, that involve only elementary
mass-action events such as binding and modification a variability of kinetic rate constants from cell
to cell is to some extent unjustified. The probability of those elementary events are governed by
biophysical principles and should be invariant over an isogenic population. In turn, we focus on the
variability in abundance of the involved biochemical species. Note that such a variability can give
rise to varying kinetic parameters for aggregated reactions. For instance, a varying total enzyme
†Note that the kinetic reaction rate constant is related to the stochastic rate constant by a scaling factor Ωn−1, where Ω
and n are the volume and the reaction arity, respectively.
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concentration in a Michaelis-Menten aggregation will enter the parameter determining the maximal
reaction velocity vmax.
Undoubtedly, many other sources of variability exist that we do not address in this work.
Moreover, we remark that we deliberately stay away from two related problems of paramount
importance. That is (a) the reconstruction of complete sample paths from a discretely observed time-
series and (b) the inference of states for unobserved species [22, 12]. The solution to both problems
is necessary in realistic scenarios. Such solutions have been proposed and they can be incorporated
into the method proposed herein, but their technicalities would occlude the main message of this
paper. In the subsequent Section we illustrate our approach by a simple example.
1.1. Motivation
Consider a conversion process, defined by the reversible reaction
A
c1−⇀↽−
c2
B. (1)
Looking at equation (1), we can observe that when starting with a given number of molecules for
species A and B, the total number of molecules b = A+B will be constant for all times t‡. We
might now ask, how extrinsic cellular noise could affect the given process. For instance, we could
assume that the rate constants c1 and c2 vary from cell to cell, obviously resulting in different process
dynamics. But depending on a model’s level of abstraction, stochastic rates are more or less subject
to physical laws and thus, should be insensitive against cell-specific properties such as the shape
or the volume. In this case, extrinsic noise can influence the process behavior only by means of the
total number of molecules b, yielding different state spaces for each of the cells as depicted in Figure
1. It is clear that if both species A and B can be measured for each cell, b can be determined given
Cellm(0 2) (1 1) (2 0)bm = 2
2c2 1c2
1c1 2c1
...
Cell 1(0 4) (1 3) (2 2) (3 1) (4 0)b1 = 4
4c2 3c2 2c2 1c2
1c1 2c1 3c1 4c1
Figure 1. State diagrams for m different cells, described by the same conversion process. The graphic
illustrates the heterogeneity, introduced by the variability of the conservation constant b. Each circle
represents one possible state of the cell, where the two numbers denote the multiplicity of species A (left)
and B (right) respectively. The arcs denote transitions between states and the labels specify the propensities
given by the rates c1 and c2 and the corresponding multiplicities of A and B respectively. Even if the cells
share the same underlying reactions and rate constants, the state space changes according to the total number
of molecules A+B = b.
any system state. Trivially, we could then calculate statistics using each cell’s conservation constant
b. However, real-world measurements are always noisy, incomplete regarding the captured species
as well as temporally sparse, motivating us to formulate a more general approach, which can also
be used for realistic scenarios.
Assuming the simple model (1), we can first express one species by the other via b, such as for
instance B = b−A. As we will see in Section 2, this allows us to rewrite the statistical model in
‡For simplicity, we do not introduce additional symbols for the species abundances but use their acronyms straight away.
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terms of b, being the key step for quantifying the heterogeneity of multiple-cell measurements.
Additionally, exploiting the presence of conservation laws eliminates the need of knowing all
species involved in the model, which helps when dealing with real-world measurement data. Later
in this work, we will generalize this idea for general reaction systems with arbitrary conservation
laws.
The rest of the paper is structured as follows. In Section 2, we will introduce the basic concepts
of the continuous time Markov chain description used in this work. Furthermore, we will account
for the heterogeneity, introduced by the cell-to-cell variability. In Section 3 this will allow us to
formulate an exact Bayesian inference framework for estimating the stochastic rate constants as
well as inferring characteristics of the extrinsic noise. In Section 4 we will evaluate the proposed
algorithms using synthetic time-course data, obtained from a simple stochastic model of stress-
induced gene expression in budding yeast.
2. MODELING WITH HETEROGENEOUS CONTINUOUS TIME MARKOV CHAINS
Suppose we have a chemical reaction system with n species and v reactions. One common approach
to describe the temporal evolution of chemical reaction systems is to model the system state as
a continuous-time Markov chain (CTMC) X with state-space Zn+, that is, X(t) is a Zn+-valued
random variable for all t > 0. If k-th reaction occurs at time t, then we update the system as
X(t) = X(t−) + ν+k − ν
−
k , where X(t−) denotes the state of the system just before time t and
ν
−
k and ν+k represent the vector of number of molecules consumed and created in one occurrence of
reaction k. Furthermore we define the stoichiometry matrix as S = (ν+k − ν−k )k∈{1,...,v}. It follows
that if Rk(t) denotes the total number of occurrences of reaction k up to time t, then
X(t) = X(0) +
v∑
k=1
Rk(t)(ν
+
k − ν
−
k ).
Let ak : Zn+ −→ R+ denote the propensity of the reaction k. The evolution of the counting process
Rk is modeled by
P (Rk(t+∆t)−Rk(t) > 0|X(t)) = ak (X(t))∆t+ o(∆t). (2)
Note that the left side is just the probability of the k-th reaction firing in the small interval [t, t+∆t).
IfRk, k = 1, . . . , v satisfy (2), then there exist independent unit Poisson processes ξk, k = 1, . . . , v
(see [23, 24]) such that
Rk(t) = ξk
(∫ t
0
ak(X(s)) ds
)
.
Hence, the state of the system is given by
X(t) = X(0) +
v∑
k=1
ξk
(∫ t
0
ak(X(s)) ds
)
(ν+k − ν
−
k ). (3)
As we have seen from the introductory example from Section 1.1, cell-to-cell variability
introduces some kind of heterogeneity in the dynamics of chemical reaction systems. Thus, each
cell’s dynamics has to be described by an individual continuous-time Markov chain. Clearly, it
would be of great interest to find a generic process formulation, which allows estimating common
cell parameters as well as accounts for the extrinsic variability from cell to cell. An elegant way to
do this is to write the state of the system at time t, Z(t,b), as a solution to
Z(t,b) = Z(0,b) +
v∑
k=1
ξk
(∫ t
0
a˜k(Z(s,b),b) ds
)
(ν+k − ν
−
k ). (4)
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where b is a parameter which varies from cell to cell. Notice that the propensities a˜k as well as the
initial distribution pi0 ofX will vary from cell to cell accordingly. In this paper we take propensities
a˜k to be
a˜k(x,b) = ak(x)1{Nx=b}, (5)
where ak is the propensity given by the usual mass-action kinetics and {x ∈ Zn≥0 : Nx = b} defines
the state-space of the Markov chainX. Note that relation
Nx = b (6)
holds for arbitrary reaction systems, where we define N ∈ Zl×n≥0 as a basis of the l-dimensional
left null space Null{S}. Then b ∈ Zl≥0 is a constant vector (i.e., conservation constant), specifying
the position of the w-dimensional subspace x, whereas w = Rank {S} = n− l. In other words, N
represents l mass-conservation laws, each of them involving a certain set of chemical species. If we
furthermore restrict N to be the smallest positive, integer basis of Null {S}, the l-th component of
b corresponds to the total number of molecules of the l-th conservation law.
Recalling the simple example from Section 1.1, the sum of molecule numbers of A and B
are conserved, which is reflected by the null space matrix N = (1, 1). As a consequence, the
corresponding state trajectory is constrained to move along a linear subspace of dimension one.
In presence of mass-conservation laws, only w species have to be known in order to reconstruct the
entire state. If we rearrange the dimensions of the system state and rewrite equation (6), we obtain
Nx =
(
N˜ N¯
)(x˜
x¯
)
= b, (7)
whereas N˜ ∈ Zl×w≥0 denotes the part ofN corresponding to the partition x˜ ∈ Zw≥0 and N¯ ∈ Zl×l≥0 is a
matrix acting on x¯ ∈ Zl≥0. Furthermore, we can write N˜x˜+ N¯x¯ = b and rearranging with respect
to x¯ yields
x¯ = N¯−1
(
b− N˜x˜
)
≡ F (x˜,b) . (8)
We have now found a relation, that allows us to express a set of certain species x¯ as a function of
the other species x˜ and b. Note that N¯ must have full rank in order to be invertible, which means
that in general (8) does not hold for every partitioning x. Using the results from this section, we can
now start with setting up our Bayesian inference model.
3. PARAMETER INFERENCE
3.1. Conditional Densities
Since the state-space of the Markov chain X is Zn+, the distribution of X is determined by the joint
distribution of the waiting time of the jumps and the reactions that happened at the jump times. The
density of the latter joint distribution is required in the Bayesian analysis that we will carry out in the
next section. For a random variable, the first step to find its density is to write its distribution over
‘simple’ sets as an integration of some appropriate function over that set. Following this approach we
first calculate the joint distribution of the waiting time of the jumps and the corresponding reactions
over ‘cylinder’ sets. These sets are precisely the ones where the above mentioned joint distribution
can be computed exactly. The required density is then found out using the definition. Below, we
provide rigorous derivation.
Let τ1, τ2, . . . be the jump times of the Markov chain X, that is assuming τ0 = 0, define
inductively
τk = inf{s > τk−1|X(s) %= X(τk−1)}.
Copyright c© 0000 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Control (0000)
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Note that a jump can happen at τk only when a reaction occurs at that time. From (3)
τk − τk−1|X(τk−1) = xk−1 ∼ Exp {a(xk−1)} , (9)
where a(x) =∑vj=1 aj(x). If Rk denotes the reaction at τk, then
P(Rk = j|X(τk−1) = xk−1) =
aj(xk−1)
a(xk−1)
, (10)
and Rk and τk − τk−1 are conditionally independent given X(τk−1). Observe that the following
updating scheme holds: X(τk) = X(τk−1) + ν+Rk − ν−Rk . It is clear that the distribution of X willbe specified by the initial distribution pi0 and by the joint distribution of (τk − τk−1, Rk).
Let d ∈ Z+ be fixed. We want to find the density of
(
X(0), {(τk − τk−1, Rk)}
d
k=1
)
. (Observe
that this means we are looking at the first d jumps of the Markov chain X.) Note that(
X(0), {(τk − τk−1, Rk)}
d
k=1
)
is a Zn+ × ([0,∞)× {1, . . . , v})d-valued random variable.
Let Γ ⊂ Zn+ × ([0,∞)× {1, . . . , v})d be a cylinder set of the form
Γ = {x0}×
d∏
k=1
([γk, ηk]× {rk}) (11)
where 0 < γk ≤ ηk <∞ and x0 ∈ Zn+ and rk ∈ {1, . . . , v}. Let C = {c1, . . . , cv} be the
parameter set consisting of the stochastic rate constants. If pi denotes the distribution of(
X(0), {(τk − τk−1, Rk)}
d
k=1
)
then notice that
pi(Γ) ≡ P
((
X(0), {(τk − τk−1, Rk)}
d
k=1
)
∈ Γ|C
)
= P(τk − τk−1 ∈ [γk, ηk] , 0 < γk < ηk <∞, X(0) = x0,
Rk = rk k = 1, 2, . . . , d|C)
= pi0(x0)
d∏
j=1
∫ ηj
γj
e−a(xj−1)ρjarj (xj−1) dρj (12)
= pi0(x0)
d∏
j=1
arj (xj−1)
a(xj−1)
(e−a(xj−1)γj − e−a(xj−1)ηj)
where xj = x0 +
∑j
i=1(ν
+
ri − ν
−
ri). (Observe that if X(0) = x0 then xj is the state of the systemafter the j-th jump).
Let
T = {Γ : Γ is a cylinder set of the form (11)}
be the class of all cylinder sets of Zn+ × ([0,∞)× {1, . . . , v})d and let σ(T ) be the sigma algebra
on Zn+ × ([0,∞)× {1, . . . , v})d generated by the class T . Then it is clear from (12) that pi extends
to a probability measure on the measure space {Zn+ × ([0,∞)× {1, . . . , v})d,σ(T )} with initial
distribution pi0. Equation (12) tells us that the density of
(
X(0), {(τk − τk−1, Rk)}
d
k=1
)
is given by
p
((
x0, {(ρk, rk)}
d
k=1
)
|C
)
= pi0(x0)
d∏
j=1
e−a(xj−1)ρjarj (xj−1). (13)
Fix a time T . Let S([0, T ],Zn+) be the space of all piecewise-constant functions
f : [0, T ]→ Zn+. Notice that a sample path of X up to time T lies in S([0, T ],Zn+). If y ∈
S([0, T ],Zn+), then putting t0(y) = 0, define the jump times inductively by
tk(y) = inf {s > tk−1(y)|y(s) %= y(tk−1(y))} . (14)
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Moreover, let rk(y) = arg{i|y(tk(y)) = y(tk−1(y)) + ν+i − ν−i } denote the reaction that occurred
at tk(y). Suppose that M = sup{k|tk(y) ≤ T } is the total number of jumps of y in the
time interval [0, T ]. Then the probability density of
(
X(0), {(τk − τk−1, Rk)}
M
k=1
)
evaluated at(
y(0), {(tk − tk−1, rk)}
M
k=1
)
, p(y|C), is given by
p(y|C) = pi0(y(0))
M∏
j=1
exp {−a (y(tj−1)) (tj − tj−1)}
× arj {y(tj−1)} . (15)
Here for notational convenience, we have put tk ≡ tk(y) and rk ≡ rk(y).
Similarly, if Z(·,b) satisfies (4) and y(·,b) is a sample path realization of Z(·,b) upto time T ,
then the corresponding p(y|C,b) is given by
p(y|C,b) = pi0(y(0,b))
M∏
j=1
exp {−a˜ [y(tj−1,b),b] (tj − tj−1)} a˜rj [y(tj−1,b),b] . (16)
Notice that by the definition, it follows that the likelihoodL(C,b|y) = p(y|C,b), where p(y|C,b)
is given by (16).
In our case the a˜k are given by (5). Consequently partitioning the observation such that y = (y˜; y¯)
and using (8) we have
p(y˜|b, C) = pi0 ((y˜(0,b),F(y˜(0,b),b)))
×
M∏
j=1
exp {−a [(y˜(tj−1,b),F(y˜(tj−1,b),b))] (tj − tj−1)}
× arj [(y˜(tj−1,b),F(y˜(tj−1,b),b))] , (17)
where y¯ denotes the components of y that are expressed as a function of y¯ using conservation
laws. Both Bayesian as well as frequentist approaches involve evaluation of (15) to obtain estimates
for C. Even closed form solutions exist for this problem as it was shown in [25]. However,
the heterogeneous case requires evaluation of equation (17), where we can observe a nonlinear
dependency between p(y˜|b, C) and b such that an analytical evaluation becomes intractable.
3.2. A Hierarchical Bayesian Model
Assuming that the we have measured a set of m independent paths Y = {y˜1, . . . , y˜m} governed
by the set of (unknown) conservation constants B = {b1, . . . ,bm}, the conditional density over all
paths is given by
p(Y|C,B) =
m∏
i=1
p(y˜i|C,bi). (18)
Next, prior distributions over the unknown quantities are introduced. For instance, any a priori
knowledge - maybe obtained from previous experiments - should be incorporated at this point to
reduce the estimator’s variance. In the following, priors over the chemical rate constants are denoted
as p(C).
Furthermore, we introduce priors for the conservation constants p(bi), ∀i ∈ {1, . . . ,m}. In
particular, we model each of the parameters bi as random vectors, which are statistically
independent from each other but drawn from one common distribution p(bi|α) = p(b|α), i ∈
{1, . . . ,m}, where α denotes a set of hyperparameters, governing position and shape of that
distribution. Clearly, additionally estimatingα from the data will give useful information regarding
the statistics of the cell variability. We can write the joint density function over all variables as
Copyright c© 0000 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Control (0000)
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p(Y, C,B,α) =
{
m∏
i=1
p(y˜i|bi, C)p(bi|α)
}
p(C)p(α) (19)
and the corresponding graphical model is depicted in Figure 2.
y˜1 y˜m
C
b1 bm
α
. . .
. . .
Figure 2. Graphical model for estimating the reaction rate constants C, the conservation constants
b
1, . . . ,bm as well as their hyperparameters α. Shaded circles denote observed quantities.
Given (19), we can calculate the posterior distribution p(C,B,α|Y) using Bayes’ theorem.
Note that for each observed path, another cell-specific conservation constant bi, ∀i ∈ {1, . . . ,m}
enters the model, which introduces additional uncertainty accordingly. For this reason, we prefer
calculating the marginal density
p(C,α|Y) =
∫
p(C,B,α|Y)dB, (20)
where the hidden variable set B is integrated out and thus, only α has to be estimated in order
to robustly capture variability due to extrinsic noise. As already mentioned, it turns out that (20) is
analytically complex and thus, suitable approximation schemes have to be used. In this work, we
applyMarkov chain Monte Carlo (MCMC) [26] methods, to draw samples from the target posterior.
4. A CASE STUDY: HOG1 MAPK PROTEIN EXPRESSION
In this section, the proposed algorithms from Section 3 are applied to a reaction system, modeling
the Hog1 driven transcriptional process in yeast cells. The MAPK (Mitogen Activated Protein
Kinase) Hog1 is the most downstream kinase of a signaling cascade which is activated by osmotic
stress [27]. Upon activation of this pathway, a large fraction of the activated Hog1 is relocated
from the cytoplasm to the nucleus of the cell to initiate a transcriptional program resulting in the
up-regulation of roughly 300 genes [28]. The kinase activity of Hog1 in the cytoplasm leads to
the production of glycerol, which allows the cells to equilibrate the interior and exterior osmotic
pressures of the cell. Once adaptation has been achieved, Hog1 activity returns to basal levels
and the active MAPK leaves the nucleus, as shown in Figure 3(a), thereby offering only a short
temporal window for the transcription of downstream target genes. This transient relocation of
Hog1 measured by microscopy will be used as an input for our simulation [29].
4.1. The Model
We consider a variant of the model proposed in [6], which focuses on the activation of a single gene
upon entry of the active MAPK HOG1P in the nucleus. This species can bind via a transcription
factor to the gene coding for the STL1 proteinGENESTL1. This complexHOG1P : GENESTL1
Copyright c© 0000 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Control (0000)
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will generate newly synthesized proteins STL1. This protein production rate can however be
enhanced if chromatin remodeling factors such as the RSC complex can interact with the
transcription initiation complex to open the chromatin structure and allow for faster transcription
of the gene product [30]. We therefore assume that c8 is much larger than c3. HOG1P can be
dephosphorylated via the nuclear phosphatase PTP2 and generate an inactive form of the enzyme
HOG1.
The described model can be written as
HOG1P +GENESTL1
c1−⇀↽−
c2
HOG1P : GENESTL1
HOG1P : GENESTL1
c3−⇀ HOG1P : GENESTL1 + STL1
HOG1P + RSC
c4−⇀↽−
c5
HOG1P : RSC
HOG1P : RSC +GENESTL1
c6−⇀↽−
c7
HOG1P : RSC : GENESTL1
HOG1P : RSC : GENESTL1
c8−⇀ HOG1P : RSC : GENESTL1 + STL1
STL1
c9−⇀ 0
HOG1P + PTP2
c10−−⇀↽−
c11
HOG1P : PTP2
HOG1P : PTP2
c12−−⇀ HOG1 + PTP2,
(21)
where all reactions are assumed to follow mass-action kinetics. In reference to the introductory
Section 1 we remark that the synthesis reactions of protein STL1 are clearly not elementary
mechanistic events. For this high level of aggregation, extrinsic noise can enter the synthesis rates c3
and c8. For instance the number of ribosomes that is as well subsumed in this aggregated synthesis
reaction varies from cell-to-cell. Although, such distributions over kinetic parameters can easily be
incorporated into the proposed framework, we refrain from doing so here for the sake of clarity.
With the system state§
X(t) =


HOG1P
GENESTL1
RSC
STL1
HOG1P : GENESTL1
HOG1P : RSC
HOG1P : RSC : GENESTL1
PTP2
HOG1P : PTP2
HOG1


(22)
and the reaction system from (21), we can identify four conservation laws, i.e., a four-dimensional
null space


1 0 0 1 1 1 1 0 1 1
0 1 0 0 1 0 1 0 0 0
0 0 1 0 0 1 1 0 0 0
0 0 0 0 0 0 0 1 1 0

X(t) = (b˜
b
)
.
§Additionally, the time-dependence of the species is not explicitly written in the following.
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Note that HOG1P is treated as an input signal to our model and thus, conservation will be violated
as soon as HOG1P molecules enter or leave the nucleus. Furthermore, there exists only one
GENESTL1 sequence in the genome, such that cell-to-cell variability will not affect this quantity.
Thus, only the two conservation laws corresponding to b = (b1, b2)T are used to model extrinsic
variability, i.e.,
RSC +HOG1P : RSC +HOG1P : RSC : GENESTL1 = b1 (23)
PTP2 +HOG1P : PTP2 = b2. (24)
In the following, bi = (bi1, bi2)T denotes the conservation constant corresponding to the i-th cell.
With the previous definitions, all variations due to extrinsic noise are expressed in the
conservation constants bi in a condensed manner. To obtain a functional dependency between the
conditional path density and bi, we make use of equation (8)¶. As a consequence, we can express
two species by the other ones, knowing bi. For the following experiments we choseHOG1P : RSC
as well as HOG1P : PTP2 to be expressed by relation (8). As the two conservation laws from our
model do not involve common species, we obtain the following simple expression:
(
HOG1P : RSC
HOG1P : PTP2
)i
= bi −
(
RSC +HOG1P : RSC : GENESTL1
PTP2
)i
, (25)
where superscript i again denotes the i-th cell. As (25) allows us to rewrite the conditional path
density in terms of bi, we can jointly estimate the quantities of interest (i.e., C and α) according to
the Bayesian model of Section 3.2.
4.2. Experimental Setup
In this work, we evaluate the proposed algorithms using synthetic time-course data, generated by
running Gillespie’s direct simulation algorithm [31] for the model specification described below.
As already pointed out, the model from the previous section does not capture the activation of
HOG1P due to osmotic stress as well as its deactivation, induced by a negative feedback mechanism
relying on the intracellular accumulation of glycerol. Instead, we consider total nuclear Hog1 (i.e.,
HOG1 +HOG1P ) as an input signal obtained from real-world experimental data. Hog1 relocation
was measured by tagging this protein with a yellow fluorescent protein (YFP). The localization of
Hog1-YFP was followed by time-lapse microscopy in conjunction with the nuclear signal obtained
from a CFP-tagged histone. Segmentation of the CFP and YFP images allows to measure the
nuclear accumulation of Hog1 as a function of time [29]. To increase the resolution of the sparse
measurement data, a linear regression was performed using radial basis functions [32]. Figure 3(a)
shows the measured data obtained after adding 0.1M of NaCl to the media as well as the fitted
nuclear Hog1 response.
Clearly, many other genes are target of HOG1P and the actual number of HOG1P proteins
available for the STL1 promoter will be a fraction thereof. That is accounted for by rescaling and
rounding the analytical function to get copy numbers on the interval [0, 60]. To incorporate the
external data into Gillespie’s simulation algorithm, the change of nuclear Hog1 molecules ∆Hog1
- governed by the fitted time function - is cumulated between two subsequent reactions rj and
rj+1 and then added to the current state of HOG1P if ∆Hog1 > 0 or the current state of HOG1
if ∆Hog1 < 0 (which means that HOG1 decreases). Note that this is based on the assumption that
Hog1 can enter the nucleus only in it’s active formHOG1P and only inactive Hog1 (i.e.,HOG1) is
exported. This procedure makes sure that the resulting inhomogeneity does not affect the stochastic
simulation, as the Hog1 - changes happen exactly at the jump times tk and thus, the propensities
remain constant between two subsequent reactions [33].
The stochastic rates of the reference model where chosen such as to reproduce a bimodality in the
¶Note that (8) is still valid if only a subset of the conservation laws is used.
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Figure 3. Total nuclear Hog1 measurement and STL1 protein expression. 3(a): Estimated Hog1 response
after adding 0.1M of NaCl. The resulting function was obtained using a ridge regression with radial
basis functions (RBFs). The RBF kernels were placed directly on the acquired measurement points and
the width-parameter of the kernels was adjusted according to the increasing measurement intervals. 3(b):
Time-course data for STL1, obtained from the described reference model for 5 different cells. Some of
the cells start producing STL1 much faster than the other ones. This gives rise to the bimodality in STL1
protein expression.
expression of STL1 [6]. The interplay between the transient Hog1 activation pattern and a slow
remodeling of the transcribed gene by chromatin can result in a split in the cell population. In a
fraction of the runs, the RSC complex will be able to act on the gene expression mechanism and it
will result in high expression of the target protein. In the other fraction of the simulations, protein
production will rely solely on the slow basal protein expression rate, which will result in a low level
of the protein. Table I shows the stochastic rates for the reference system, whereas quantities marked
with * are estimated during the model calibration (i.e., C∗ = {c3, c6, c8, c11, c12}).
Table I. Stochastic rates of the reference model.
Name Value in s−1 Name Value in s−1
c1 0.0010 c7 0.01000
c2 0.0400 c∗8 1.50000
c∗3 0.1000 c9 0.00001
c4 0.0005 c10 0.00050
c5 0.0600 c∗11 0.01000
c∗6 0.0003 c
∗
12 0.03000
To simulate the cell-to-cell variability, we assume that for each cell i ∈ {1, . . . ,m}, the
conservation constants bi are log-normally [34] distributed‖ according to(
bi1
bi2
)
∼ LN (µ,Σ) (26)
with
µ =
(
µ1
µ2
)
=
(
ln 80
ln 20
)
and Σ =
(
Σ11 Σ12
Σ12 Σ22
)
=
(
1.2 0.6
0.6 0.4
)
.
‖As our stochastic model deals with discrete copy numbers, the values for RSC as well PTP2 have to be rounded after
drawing them from a continuous distribution. This procedure introduces nonlinear artifacts, which are assumed to be
negligibly small.
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The initial multiplicities of the complexes HOG1P : RSCt=0, HOG1P : RSC : GENESTL1t=0 as
well as HOG1P : PTP2t=0 are chosen to be zero such that the extrinsic noise is entirely reflected
by the initial amount of RSC and PTP2. Note that we assume constant cell volume for this case
study. The variability in abundance is thus due to a variability in concentration. A complete list of
the species and their initial copy numbers can be found in Table II.
Table II. Species and initial copy numbers.
Name Initial Copy Number
HOG1P 0
GENESTL1 1
RSC See eq. 26
STL1 0
HOG1P : GENESTL1 0
HOG1P : RSC 0
HOG1P : RSC : GENESTL1 0
PTP2 See eq. 26
HOG1P : PTP2 0
HOG1 20
Figure 3(b) shows several sample paths for STL1 protein expression using the described model
configuration.
4.3. Model Calibration
A generic description of our Bayesian model used for the following inference task was already
given in Section 3. For a better illustration, we have incorporated our assumptions regarding
the experimental setup from the previous Sections 4.1 and 4.2 into a problem-specific graphical
model, depicted in Figure 4. One important aspect that can be nicely seen from Figure 4 is that
the hyperparameter Σ also allows us to capture correlations between different components of the
conservation constant bi, i.e., bi1 and bi2. In other words, it is often plausible to assume that those
quantities will not change independently due to extrinsic noise sources, which would be reflected
by the off-diagonal elements of the covariance matrix Σ.
y˜1 y˜m
C∗
b11
bm1b
1
2
bm2
µ Σ
. . .
. . .
Figure 4. Graphical model for calibrating our HOG1P -model. Observe that each conservation constant
depends on the covariance matrix Σ, allowing us to capture correlations between them.
In order to calibrate our specific model to the reference data, we need to evaluate the marginal
posterior distribution
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p(C∗,µ,Σ|Y) =
∫
p(C∗,B,µ,Σ|Y)dB. (27)
Unfortunately, the quantities of interest enter the posterior in a non-linear manner, which
makes exact inference impossible. To circumvent this problem, one could for instance approach
approximate inference principles such as variational Bayesian techniques [35, 16]. A simple but
powerful alternative are sampling-based methods, such as MCMC [26], which allow drawing
samples from the distribution of interest, in order to obtain a numerical representation - for instance
- of our posterior density from (27). As we will see shortly, also marginalization with respect to
some of the parameters is trivial using MCMC samplers. In this work, we will evaluate the posterior
distribution using a Metropolis-Hastings-type sampler [26], as it is easy-to-use and it only requires
the joint density function to be evaluable (which is the case for our model). Unfortunately, it turns out
that especially for complex and high-dimensional posterior distributions, the standard Metropolis-
Hastings algorithm achieves only poor acceptance rates, which leads to a huge computational effort
for retrieving good density estimates. The need for a computationally efficient sampling scheme
suggests using block-at-a-time Metropolis-Hastings (BATMH) samplers [36, 26]. Using BATMH
algorithms, the parameter set P of the the target posterior p(P|Y) is divided into disjoint blocks
P1,P2, . . . ,Pu, i.e., P = ∪uk=0Pk and Pk ∩ Pl = ∅, ∀k %= l. Then - like in standard Metropolis-
Hastings - new samples Pˆnewk are proposed but the decision on the acceptance is performed for
each of the blocks separately, using the most recent accepted values of all the other blocks Pˆoldl '=k.
Mathematically, this means that a block proposal Pˆnewk is accepted with probability
ak = min
{
1,
qk(Pˆoldk |Pˆ
new
k )p(Y, Pˆ
new
k |Pˆ
old
l '=k)
qk(Pˆnewk |Pˆ
old
k )p(Y, Pˆ
old
k |Pˆ
old
l '=k)
}
, (28)
where qk(.|.) denotes the proposal density for block k. To keep the notation compact, we use q(.|.)
as a proxy for the different proposals qk(.|.) in the following, but the reader should keep in mind
that they are not necessarily equal for each block Pk. Using BATMH-methods, acceptance rates can
often be drastically improved, as it is typically easier to design good proposal densities for each of
the blocks separately instead of for the entire parameter set [37]. In the following few lines, we will
give several details on the configuration of the applied BATMH scheme.
First of all, the overall parameter set P = {C∗,B,µ,Σ} is divided into m+ 2 blocks such that
Pi =
{
bi
}
, i ∈ {1, . . . ,m}, furthermore Pm+1 = {C∗} and Pm+2 = {µ,Σ}. Note that for each
of the m cells, the dimensionality of the posterior increases by the number of conservation laws
used, which would in general lead to very low acceptance probabilities as soon as many cells
are considered. By introducing one individual block for each of the cell-specific conservation
constants bi, we can break up the dependency between the acceptance probability and the number
of cells used for calibration. Additionally, we can easily find good proposals for each of the blocks,
conditioned on the parameters from the other blocks. For the conservation constants bi1 and bi2 we
use discrete uniform distributions of width L = 10, centered around the previous accepted value,
i.e., q(bnew|bold) = U (bold − 5, bold + 5). As the rate constants usually range over several orders
of magnitude, it makes sense to reflect this by the proposal distribution. In our particular case,
log-normal distributions have achieved very good acceptance rates, whereas the logarithmic mean
was set to the logarithm of the previous accepted rate value and the variance in the log-domain was
set to 0.032, i.e., q(cnew|cold) = LN (ln cold, 0.032). Furthermore, the components of µ andΣ were
sampled using one-dimensional normal distributions, i.e., q(µnew |µold) = N (µold, 0.32) for µ1 and
µ2 and q(Σnew |Σold) = N
(
Σold, 0.022
) for Σ11, Σ22 and Σ12 respectively.
Note that when using the described sampling algorithm, priors for the rate constants C∗ could
be easily incorporated. However, we decided not to incorporate prior knowledge, allowing us to
objectively compare the resulting estimates.
After running the described BATMH-scheme until convergence, the resulting sequence of parameter
values could be used to estimate the target density p(P|Y). However, in many cases it is not
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necessary to sample from the full posterior. Instead, it is often sufficient to obtain density
estimates of the marginal distributions for some parameter subsets. In fact, working with the
marginal posteriors can even simplify the interpretation and evaluation of the obtained results.
Using MCMC methods, marginal posteriors can be calculated by ”projecting out” certain
dimensions of the Markov chain, which means that those dimensions are simply omitted during
the histogram computation. In this work, we are interested in calculating the marginals p(ci|Y), i ∈
{3, 6, 8, 11, 12}, p(µ1|Y), p(µ2|Y) as well as p(Σ11|Y), p(Σ22|Y) and p(Σ12|Y).
4.4. Results
We have performed the model estimation task by applying the BATMH algorithm from above using
m = 50 cell observations generated with Gillespie’s stochastic simulation algorithm. Such a number
is in the right orders of magnitude for today’s fluorescent microscopy setup. In fact, the experimental
platform can provide recordings of 100 cells per time point by taking sequential images at different
location of the microfluidic imaging chamber.
Each of the traces was simulated up to a maximum time horizon of T = 2000s. The BATMH
sampler was used to create a Markov chain of lengthM = 150000, whereas each parameter block
was updated once per iteration. The first 60000 parameter values have been discarded to avoid
biasing the results by the algorithm’s ”burn in”. The initial values used for the BATMH sampler are
summarized in Table III.
Table III. Parameter values used for initialization of the BATMH sampler.
Name Parameter Value
c ∈ C∗ 0.01s−1
bi1 1000
bi2 500
µ1 ln 1000
µ2 ln 500
Σ11 1
Σ22 1
Σ12 0
The running time of the sampling scheme under the described configuration was approximately
20 hours using a MATLAB (2010b, The MathWorks, Natick, MA) implementation on a standard
personal computer. Figures 5 and 6 show the estimation results for the marginal posteriors for the
rate constants C∗ as well as the hyperparameters µ and Σ respectively. Each of the histograms
was calculated using 20 bins which have additionally been rescaled such as to approximate the
underlying continuous density∗∗. The solid lines indicate the true value of the respective quantity,
illustrating the estimators accuracy. For the hyperparameters in Figure 6 we have also computed
maximum likelihood estimates (MLE, dashed lines) based on the m conservation constants bi that
were drawn from the reference distribution (26). Note that these values represent the best possible
estimates of µ and Σ knowing bi, i ∈ {1, . . . ,m} and if no prior knowledge is available [38].
Furthermore, we have computed the empirical mean values over the 90000 parameter samples,
representing minimum mean square error (MMSE, [38]) estimates of the model quantities. The
results are summarized in Table IV.
Thus, we are now ready to perform a comparison between the reference system and the calibrated
system and in order to do so, we computed histograms for the copy number of STL1 at time
T = 2000s using m = 50000 sample paths for both systems. As we have also computed estimates
of the hyperparameters µ,Σ, acting as a proxy for the extrinsic noise, we can eliminate cell-to-cell
∗∗Thus, they integrate up to one.
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Figure 5. Estimated marginal posteriors for the stochastic rate constants c3, c6, c8, c11, c12. The reference
values are indicated by vertical lines.
Table IV. Minimum mean square error (MMSE) estimates of the unknown model quantities.
Quantity True Value Estimate
c3 0.1000s−1 0.1027s−1
c6 0.0003s−1 0.0003s−1
c8 1.5000s−1 1.4817s−1
c11 0.0100s−1 0.0103s−1
c12 0.0300s−1 0.0300s−1
µ1 4.3820 4.2351
µ2 2.9957 2.9813
Σ11 1.2 1.3927
Σ22 0.4 0.4676
Σ12 0.6 0.7256
variations by setting all conservations constants bi to the expected value of the density p(bi|µˆ, Σˆ) =
LN
(
µˆ, Σˆ
)
, with µˆ and Σˆ as the MMSE estimates from Table IV. Figure 7 depicts logarithmic
histograms of STL1 for the reference system, the calibrated system as well as the calibrated
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Figure 6. Estimated marginal posteriors for the hyperparameters µ and Σ. The solid vertical lines indicate
the reference values. For comparison, also the maximum likelihood estimate (MLE) was calculated using
the true conservation constants bi (dashed line).
system with the extrinsic variability ”switched off”, eliminating the heterogeneity introduced by
the extrinsic noise. In general, the variability in mass-conservation bi can lead to a significant
”smearing” of the expression profiles. Note that this effect is limited in our case, as the species
RSC and PTP2 are counteracting regarding the protein expression. Increasing RSC will end up
with a faster production of STL1, while PTP2 dephosphorylates HOG1P and thus controls the
length of the temporal window in which HOG1P can bind to the promoter. As we assume the
corresponding conservation constants bi1 and bi2 to be positively correlated in (26), the smearing is
limited. Nevertheless, the extrinsic variability has a significant impact on the shape of the STL1
distribution as can be seen in Figure 7. Note that the performed in silico cell homogenization gives
rise to an average cell, with all the variability coming from intrinsic stochasticity. Interestingly,
subject to the stochastic dynamics such typical cells apparently have a higher change for efficient
gene expression by RSC recruitment than the heterogeneous population of cells. In particular, their
mean expression is higher than that of their heterogeneous counterpart – indicating clearly that the
averaging does not commute with the dynamical system.
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Figure 7. STL1 profile recorded after T = 2000 seconds for m = 50000 cells. The results demonstrate that
the expression profile is slightly smoothed out due to extrinsic noise (gray dashed and green line). The red
line corresponds to the calibrated system whereby the extrinsic noise was ”switched off”, i.e. the population
was homogenized.
5. CONCLUSION
We propose a novel unified framework to address cell-to-cell variability observed in single-cell data.
It accounts for extrinsic noise or heterogeneity and intrinsic noise caused by the stochastic nature
of chemical kinetics. The extrinsic variability is captured by allowing cells to have different total
copy-numbers of particular species. This novel approach is in contrast to previous attempts to reflect
cell-to-cell variability solely through variations in kinetic rate constants. We argue that kinetic rate
constants of mechanistic events should not be subject to variations within a population of isogenic
cells. Copy-number variations can cause variations in rate parameters of aggregated rate laws and
thus the proposed framework provides a more principled approach to generate such parametric
variations. We remark however, that in our context of stochastic chemical kinetics, the usage of
aggregated rate laws is questionable per se as all common aggregations are based on time-scale
considerations performed on the reaction-rate equation and thus lack stochastic validity.
We formulate a heterogeneous version of the underlying Markov jump process using the random
time change model. For clarity of the exposition we chose to introduce the generic framework by
assuming fully observed sample paths and no unobserved species in the reaction subspace. Based
on that assumption, the conditional path densities that are required for a proper Bayesian treatment
are rigorously obtained. The estimation scheme rests upon a hierarchical Bayesian model. Thus, we
consider hyperparameters controlling the variability of the mass-conservation constraints. As the
path densities depend nonlinearly on the varying total protein concentration, the analytical result of
[22] does not apply. To sample the generally high-dimensional posterior we propose Markov-chain-
Monte-Carlo methods.
The framework is illustrated using a small model for the osmo-stress induced transcription in
budding yeast. It is a 10-dimensional system with 12 reactions involving only mass-action kinetics.
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We assume 5 out of the 12 kinetic parameters to be unkown and provide minimum mean square
error estimates. Jointly with them, 5 hyperparameters are estimated, that control the variability and
correlation of and among mass-conserved species. The sampling is done using an advanced block-
at-a-time Metropolis-Hasting scheme in order to obtain good acceptance ratios. After showing the
validity of this approach here, our future work will involve the incorporation of this method into
a general estimation scheme, allowing for discretely observed time-series data and unobserved
species.
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