Abstract. This paper is devoted to the study of modular inequality
Introduction
Let K be a class of Volterra convolution operators given by holds for all nonnegative monotone functions f . This sort of problem on Lebesgue spaces for the Hardy operator has been widely studied in [ES] , [VS] and [HS] . In this paper, we will characterize the weights w, v for the above modular inequality when Φ 1 Φ 2 and the operator K is restricted to the monotone functions. The results are even new on Orlicz spaces when K is the Hardy operator.
It is worth mentioning that when Φ 1 ∈ ∆ 2 , the above inequality is equivalent to
We begin with a brief summary of the notations on the Orlicz space setting. b) We write Φ 1 Φ 2 if there is a constant L 0 > 0, such that
holds for every sequence {a i } with a i ≥ 0. c) Let w be a nonnegative, measurable weight function and Φ an N-function. The Orlicz space L Φ (w) consists of all nonnegative measurable functions f (modulo the equivalence relation almost everywhere) such that
is finite. We call · Φ(w) the Luxemburg norm.
For more standard theory of Orlicz spaces, see [KR] and [RR] . For the proofs of our coming theorems, we need the following special results from Chapter 2 of [JS] .
Φ 2 , and let a, b, w, v be weight functions. Then there exists a constant C such that
holds for all nonnegative functions f if and only if there exists a constant B such that both
hold for all ε, r > 0.
We define the dual operator of
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For the operator K , we have Proposition 2. Let Φ 1 Φ 2 . Then there exists a constant C such that
holds for all nonnegative measurable functions g if and only if there exists a constant B such that both
hold for any ε, r > 0.
Throughout this paper, we use C to denote constants which may be different at different places, although in some instances we write C 1 , C 2 , · · · to indicate different constants. Also, we write
The main results
We have the following main results. 
holds for all nonnegative, nonincreasing functions f if and only if there is a constant B such that all of the following inequalities hold for all ε, r > 0:
Here g 0 (s) = s and g 1 (s) = s For the next theorem, we need the following additional condition on the kernel k. There is a constant D such that 
There are similar conclusions for the dual operator K ; we leave it to the reader as an easy exercise. In Theorems 1 and 2, when k(x) ≡ 1, K is the Hardy operator Hf (x) = 
holds for all nonnegative nonincreasing functions f if and only if there exists a constant B such that both
There is a similar result when H is restricted to nondecreasing functions by our Theorem 2. We omit the details.
When
f, it is the Hardy averaging operator.
Corollary 1 recovers some of the results in [ES] , [VS] and [HS] .
Proof of Theorem 1
We need the following results from Chapter 3 of [JS] . 
holds for any ε, r > 0.
Lemma 2. Suppose f is a nonnegative, nondecreasing function on (0, +∞). Then there exists a sequence {h n }, of nonnegative functions, each compactly supported in (0, +∞), such that for almost each x > 0, x 0 h n increases to f (x) as n → +∞. Also if f is a nonnegative, nonincreasing function on (0, +∞), then there exists a sequence {h n }, of nonnegative functions, each compactly supported in (0, +∞), such that for almost each x > 0,
For the proofs of these two lemmas, see [JS] , pages 39-41 and page 48 respectively. We also need the following lemmas from Chapter 4 of [JS] .
Lemma 3. Let Φ and its complementary function
holds for any f ≥ 0 with the constant C independent of f .
The proof of the lemma can be found either in [HK] or [JS] , pages 60-61. It can also be deduced from Proposition 1 with k(x) ≡ 1.
Lemma 4. Let Φ and its complementary function
Proof. By Proposition 2, it is easy to see that the inequality in the lemma is valid provided that there exists a constant B such that
holds for all ε, r > 0. This can be proved by the similar technique used in [HK] .
3.1 Proof of sufficiency. Lemma 2 shows that without loss of generality, we may suppose f (x) = +∞ x h, with h compactly supported in (0, +∞) and
For K 2 , apply Lemma 1 with a(x) replaced by a(x) x 0 k(t) dt and use condition (2) to get
where we have used the property (a) of the kernel k for the last inequality. Since
is also a nonincreasing function, Lemma 1 again shows that for K 3 ,
Now, according to Lemma 3, we see that
which completes the estimate for K 3 . For K 4 , notice that
We have
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For K 5 , consider the inequality
where g(t) = tv(t)V (t) −2 t 0 f v and b(t) = V (t)/(tv(t)). Proposition 1 shows that (8) holds for any g ≥ 0 provided conditions (3) and (4) hold.
Since g(t)b(t) = t 0 f(s)v(s) ds/V (t), Lemma 3 again shows that the right hand side of (8) is bounded by
For K 6 , consider the inequality
where
k(y) dy). Applying Proposition 1 once more for the Hardy operator, we see that (9) holds for G(t) ≥ 0 provided condition (5) holds.
Combining all of the above and using the convexity of Φ 1 , the result follows. Sufficiency is proved.
Proof of necessity. Since Kf (x) ≥
x 0 k(y) dy f (x) for any nonincreasing function f , we may obtain condition (2) by taking f = εχ (0,r) for each ε, r > 0.
Noticing the Orlicz norm dominates the Luxemburg norm (see [KR] , page 80), we have, for any fixed ε, r > 0,
Then for any η < 1, we can choose a function h such that +∞ 0
Φ 1 (h(s))εv(s) ds ≤ 1 and
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Since f /C 0 is nonincreasing, the hypothesis of the theorem shows that the right hand side is not greater than
Now by Lemma 4, we see that
holds for all h ≥ 0. For C 0 sufficiently large, CC 2 /C 1 < 1, so this is dominated by Φ
This proves the necessity of condition (5). It remains to prove the necessity of conditions (3) and (4). Let g 0 (s) = s. We have
Since s = s 0 dt, the right hand side is equal to
Here we have used the fact that k(r − s) ≤ k(r − t) for any s ≥ t ≥ 0. Now using the inequality (1) and proceeding as in the proof of the necessity of condition (5), we can prove the necessity of condition (3). Similarly, we can prove (4). Thus we have proved the theorem.
Proof of Theorem 2
Before the proof, we state a few lemmas from Chapter 4 of [JS] .
Lemma 5. Let Φ 1 , Φ 2 ∈ ∆ 2 . Then there is a constant C 0 such that for all ε, r > 0,
.
On the other hand, if V (0) = +∞, then there is a constant C 1 such that
for any ε, r > 0.
The detailed proof of the first inequality can be found in [HK] . The second one can be proved similarly.
Lemma 6. Let Φ 1 and its complementary function Ψ 1 ∈ ∆ 2 ; then there is a constant C such that
holds for all g ≥ 0.
The proof can be found in [HK] . In fact, by applying Proposition 1 to the Hardy operator, the inequality is valid provided there exists a constant B such that
holds for all ε, r > 0. Now this inequality follows from Lemma 5 easily.
Lemma 7. Let Φ 1 and its complementary function Ψ 1 ∈ ∆ 2 ; then there is a constant C such that
Proof. Proposition 2 shows that the inequality is valid provided there is a constant B such that
holds for any ε, r > 0. The validity of this inequality is proved in [JS] , page 54.
Proof. Suppose V (0) < +∞; otherwise it is obvious. Since V (r) ≤ V (0) for any r > 0, we have
Since the left hand side increases as r tends to 0, the lemma follows easily from the Monotone Convergence Theorem.
Now we begin to prove Theorem 2.
Proof of sufficiency.
By Lemma 2, it is enough to prove (1) for functions f of the form f (x) = x 0 h with h nonnegative and compactly supported in (0, +∞). Thus we have
By Lemma 5, condition (7) implies
For I 2 , if we apply Proposition 1 with
2 , we see that the inequality
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For I 1 , take ε > 0 such that Φ 1 (f )εv = 1. Then f Φ1(εv) = 1 and
Since 1/ε Ψ1(εv) = 1/(εΨ −1 1 (1/(εV (0)))), the right hand side is not greater than [KR] , page 230, it is bounded by
Replacing f by C 0 f with some constant C 0 , and using Φ 1 ∈ ∆ 2 and Lemma 8, it is easy to see that the above estimate is bounded by
by the choice of ε. This completes the proof of sufficiency.
Proof of necessity.
For the necessity of condition (6), fix any r, ε > 0. Since the Orlicz norm dominates the Luxemburg norm, we have
For any η < 1, take a function g such that +∞ 0 Φ 1 (g)εv ≤ 1, and
where C 0 is a constant to be determined later. Then by (1), we have
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use The Monotone Convergence Theorem allows us to replace η above by its limiting value of 1 and thus condition (6) is proved. Similarly, for fixed r, ε > 0 and any η < 1, we can choose a function g with When V (0) = +∞, (7) follows from Lemma 5 easily. Otherwise, suppose V (0) < +∞. For any δ > 0, replacing v by v + δ/x 2 in (1), (7) is still valid. Since Letting δ tend to 0, the Monotone Convergence Theorem shows that (7) is valid.
