We obtain a large deviations principle for the self-intersection local times for a simple random walk in dimension d ≥ 5. As an application, we obtain moderate deviations for random walk in random sceneries in Region II of [3] .
Introduction
We consider an aperiodic simple random walk on the cubic lattice Z d , with d ≥ 5. More precisely, if S n is the position of the walk at time n ∈ N, then S n+1 chooses uniformly at random a site of z ∈ Z d : |z − S n | ≤ 1 , where for z = (z 1 , . . . , z d ) ∈ Z d , the l 1 -norm is |z| := |z 1 | + · · · + |z d |. When S 0 = x, we denote the law of this walk by P x , and its expectation by E x .
We are concerned with estimating the number of trajectories of length n with many self-intersections, in the large n-regime. The self-intersection local times process reads as follows for n ∈ N,
The study of self-intersection local times has a long history in probability theory, as well as in statistical physics. Indeed, a caricature of a polymer would be a random walk self-interacting through short-range forces; a simple model arises as we penalize the simple random walk law with exp(βB n ), where β < 0 corresponds to a weakly self-avoiding walk, and β > 0 corresponds to a self-attracting walk. The question is whether there is a transition from collapsed paths to diffusive paths (like the simple random walk's paths) as we change the parameter β. We refer to Bolthausen's Saint-Flour notes [5] for references and a discussion of these models.
It is useful to represent B n in terms of local times l [0,n] (x), x ∈ Z d , that is the collection of number of visits of x up to time n, as x spans Z d . In general, for k < n, we set l [k,n] (x) = 1I{S k = x} + · · · + 1I{S n = x}, and l n = l [0,n] .
It is immediate that
n (x) = n + 1 + 2B n .
(1.3)
In dimensions d ≥ 3, a random walk spends, on the average, of the order of unity on most visited sites, whose number, up to time n, is of order n. More precisely, a result of [6] states
The next question concerns estimating the large deviations P 0 ( z∈Z d l 2 n (z) ≥ n(γ d + ξ)) with ξ > 0. In dimension d ≥ 5, the speed of the large deviations is √ n, and we know from [3] that a finite (random) set of sites, say D n , visited of the order of √ n makes a dominant contribution to produce the excess self-intersection. However, in dimension 3, the correct speed for our large deviations is n 1/3 (see [1] ), and the excess self-intersection is made up by sites visited less than some power of log(n). It is expected that the walk spends most of its time-period [0, n] on a ball of radius of order n 1/3 . Thus, in this box, sites are visited a time of order unity.
The situation is still different in dimension 2. First, E[B n ] is of order n log(n), and a result of Le Gall [11] states that 1 n (B n − E[B n ]) converges in law. The recent large (and moderate) deviations asymptotics are obtain by Bass, Chen & Rosen in [4] , and reads as follows. There is some positive constant C BCR , such that for any sequence {b n , n ∈ N} going to infinity with lim n→∞ bn n = 0, we have
For a LDP in the case of d = 1, we refer to Chen & Li [7] (see also Mansmann [12] for the case of a Brownian motion instead of a random walk). In both d = 2 and d = 1, the result is obtained by comparing the random walk with Brownian motion. In this paper, we establish a Large Deviations Principle in d ≥ 5, stated as follows. In spite of an odd scaling, Theorem 1.1 is obtained by a subadditive argument. The idea behind the proof of (1.6) relies on three simple observations.
• The local time is additive: for all x ∈ Z d , l [1,n+m] (x) = l [1,n] (x) + l [n+1,n+m] (x).
• We can think of the sum of squares of the local times in (1.3) as the square of the l 2 -norm of the local times, so that by additivity and the triangular inequality ||l [1,n+m] || 2 ≤ ||l [1,n] Since, the l 2 -norm consists of a sum over all sites of Z d , it is easy to see that ||l [n+1,n+m] || 2 only depends on the increments of the walk after time n, so that ||l [1,n] || 2 is independent of ||l [n+1,n+m] || 2 . Thus, if we were to deal with ||l [1,n] || 2 ≥ n(γ d + ξ) , we would expect to be able to rely on a subadditive argument. Intuitively, we would consider a large integer k and write that P 0 ||l [1,nk] 
where ||l (1) [1,n] || 2 , . . . , ||l
[1,n] || 2 are k-independent copies of the l 2 -norm of the local times. Now, on a heuristic level, we would expect each independent term ||l (i) [1,n] || 2 to contribute about the same amount n(γ d + ξ) so that
and we would expect a subadditive argument to be efficient. However, the event we are interested in, concerns the square of the l 2 -norm, namely ||l [1,n] || 2 2 ≥ n(γ d + ξ) , and the previous heuristic argument does not hold as such.
• From our previous work in [3] , the main contribution to the excess self-intersection comes from level set D n ( √ n) := x : l [0,n] (x) ∼ √ n , whose volume is furthermore finite and included in [−n, n] d .
Keeping these points in mind, our idea is to show that for many RW paths, the finite random set D n ( √ n) has a diameter, and a distance to the origin, both independent of n.
For these paths, since each site of D n ( √ n) is visited about √ n-times, and no time is wasted on excursions connecting sites of D n ( √ n), the total time needed to visit D n ( √ n) is less than α √ n, for large enough α. Thus, at a heuristic level, P Dn( √ n) l 2 n (x) ≥ nξ is similar to P ||l α √ n || 2 ≥ √ nξ for all α large enough. This ensures that we are back to a situation where a certain l 2 -norm of an additive process is larger than √ nξ over a time-period of α √ n, and a subadditive argument yields the desired result.
It is intuitively clear that if the diameter of Λ ⊂ Z
d is large, say some power of n, then {D n ( √ n) = Λ} should be less probable than D n ( √ n) =Λ , whereΛ has the same volume as Λ but a finite diameter. To justify the length of our proof, let us emphasize three types of difficulties.
a. Local Degeneracy. Assume we want to transform the event where |x−y| ≪ |x−y|. Let us call Λ ′ = {x,x, y}, and T (i) , i ∈ N the successive times of visits of Λ ′ by the random walk. Consider a path realizing {l 2 n (x) + l 2 n (y) ≥ nξ}. We say that it makes a loop at x after the i-th visit to Λ if S T (i) = x and S T (i+1) = x. Imagine that we decide to transfer journeys to x into journeys tox. Then, a loop at x might not remain a loop atx, sincex is closer to y. In other words,
b. Global Degeneracy. Suppose that in the previous path, we have a pattern of type y → x → y →x → y, by which symbol we mean that for some i
Changing all journeys to x into journeys tox, gives rise to y →x → y →x → y and likewise the piece of path y → x → y → x → y would give rise to the same image. Since y →x → y →x → y has many pre-images, we would have to deal with a combinatorial problem. Assume for instance, that in a given path we have ǫ √ n journeys y → x, and ǫ √ n journeys y →x. This makes about
pre-images, and this is much larger than the inverse of the cost we expect for our event. Thus, there is a need to transform path in a global way to avoid a large degeneracy.
c. Squeezing D n ( √ n). In order to squeeze Λ into a small neighborhood, our procedure moves one point of Λ at a time, or rather one cluster of points at a time. But each step brings a multiplicative error, and the whole procedure is useful only if a finite number of steps is required. Thus, we face the problem of finding a way to squeeze Λ, whose diameter might be some power of n, by moving one cluster at a time, while ensuring all distances to decreasing along the way, with a finite number of moves.
We present applications of our results to Random Walk in Random Sceneries (RWRS). We first describe RWRS. We consider a field {η(x), x ∈ Z d } independent of the random walk {S k , k ∈ N}, and made up of symmetric unimodal i.i.d. with law denoted by Q and tail decay characterized by an exponent α > 1 and a constant c α with
The RWRS is the process
We refer to [3] for references for RWRS, and for a diagram of the speed of moderate deviations η, l n > ξn β with ξ > 0, in terms of α > 1 and β > 1 2 . In this paper, we concentrate in what has been called in [3] Region II:
In region II, the random walk is expected to visit often a few sites, and it is therefore natural that our Large Deviations Principle allows for better asymptotics in this regime. We set
In bounding from above the probability of η, l n ≥ ξ n β , we take exponential moments of η, l n , and first integrate with respect to the η-variables. Thus, the behavior of the logLaplace transform of η, say Γ(x) = log E [exp(xη(0))], either at zero or at infinity, plays a key rôle. This, in turn explains that we need a Large Deviations Principle for other powers of the local times. Thus, for q ≥ 1, the l q -norm of function ϕ :
Before dealing with η, l n > ξn β , we give estimates for other norms than the l 2 -norm of the local-times, but over sites visited often. , and any ξ > 0. There is a positive constant I(α * ) such that
Our application to moderate deviations for RWRS reads as follows. Proposition 1.3 Assume α, β are in Region II given in (1.11). With ζ given in (1.12), and any ξ > 0
(1.14)
Finally, we mention two outstanding problems out of our reach.
• Establish a Large Deviations Principle in d = 3, showing that the walk spends most of its time during time-period [0, n], in a ball of radius about n 1/3 .
• In dimension 4, find which level set of the local times gives a dominant contribution to making the self-intersection large.
The paper is organized as follows. Section 2 explains how we obtain a lower and upper bound in term of events having a subadditive character. The latter upper bound is the key result of the paper, and Section 2.2 is a route map describing the many sections over which its proof runs. Section 8 contains the subadditive argument, Lemma 8.1, and ends up with a proof of Theorem 1.1. We explain also, at the end of Section 8, how the similar proof of Theorem 1.2 goes. Finally, the proof of Proposition 1.3 is given in Section 9.
Towards a subadditive argument
In this section, we consider P 0 (||l n || 2 2 ≥ n(γ d + ξ)), and give a lower bound in 2.1, whereas in 2.2, we outline the strategy leading to the upper bound. Both lower and upper bounds are given in term of a quantity for which a subadditive argument has been designed in Lemma 8.1.
Lower Bound
For any finite subset Λ of Z d , and any α, ǫ positive, define for an integer m the conditions
We prove the following lower bound. For any Λ finite subset of Z d , any α, ǫ positive, and n large
Note that the following scenario realizes {||l n ||
3) where ⌊x⌋ denotes the integer part of x. Indeed, note that for any β ≥ 1, and a, b > 0 we have
and we obtain on S n (Λ, α, ǫ) Thus,
2 converges in probability towards γ d , we have
Remark 2.1 Note that for any Λ finite subset of Z d , any β > 0 and ǫ > 0 small, we have for χ < ζ < 1, and n large enough
Strategy for the Upper Bound
This section synthesizes the different pieces of the proof of the upper bound of the LDP for {||l n || 2 2 ≥ n(γ d + ξ)} with ξ > 0. The first step, conducted in Section 3, is to show that there is a finite set, dubbed D n (A, √ n), where the excess self-intersection times is realized. Thus, for any ǫ > 0 and A large enough, there is a constant C(ǫ, A) such that
√ n) is visited by the random walk within the time-period [0, n], we have
, and a crude uniform estimate yields
(2.10) At this stage, we can replace the time period [0, n], in the right hand side of (2.10), by an infinite interval [0, ∞) since the local time is additive. In (2.10) the supremum is over Λ with a fixed volume A 3 , but the diameter might increase as a power of n. The technical difficulty we are facing is to show that when dealing with the supremum, we can restrict to Λs with a finite diameter. Indeed, by classical random walk estimates, long trips are less probable than short ones, in the transient case. Thus, we propose a naive way of comparing, for the Λ ⊂ [−n, n] d realizing the supremum in (2.10), the event {|| 1I Λ l ∞ || 2 2 ≥ n ξ(1 − ǫ)}, with the same event where Λ is squeezed into a finite neighborhood and namedΛ. We squeeze Λ in a finite sequence of small moves implementing the following algorithm:
1. Partition Λ into a collection of nearby points, called clusters. This is the content of Section 4.
2. Choose which cluster to move first, say C, which is put close to cluster C 0 so as to be merged with C 0 . This is explained in Section 4.2.
3. Decompose {|| 1I Λ l ∞ || 2 2 ≥ n ξ(1 − ǫ)} into all possible circuits in Section 5.1.
4. Wire differently circuits so that the new location of C plays the rôle of C. This requires an old "marriage" theorem of Frobenius, and is explained in Section 6.
5. Estimate the error in moving C. The probabilistic estimates are proven in Section 6.1, whereas the combinatorial structures is studied in Sections 6.2.4, Proposition 6.6.
After iterating the above algorithm a finite number of times, we reach a configurationΛ consisting of only one cluster. We show in Proposition 7.1 that typically, a random walk forced to realize {|| 1IΛl ∞ || 2 2 ≥ n ξ(1 − ǫ)} with diameter ofΛ independent of n, will do it in a time period α √ n for some large α. Thus, we have reached a quantity for which Lemma 8.1
of Section 8 is designed, yielding Theorem 1.1.
Level sets decomposition
In this section, we recall and refine the analysis of [3] . The approach of [2, 3] focuses on the contribution of each level set of the local times to the event { l 2 n (x) > n(γ d + ξ)}. This section is essentially a corollary of [3] .
We first recall Proposition 1.6 of [3] . For ǫ 0 > 0, set
Thus, we have for any 0 < ǫ < 1, and ξ > 0
2) Thus, we only need to focus on the second term of the right hand side of (3.2), and for simplicity here, we use ξ > 0 instead of ξ(1 − ǫ). First, we show in Lemma 3.1 that when asking {||l n || 
Proof. We rely on Proposition 1.6 of [3] , and the proof of Lemma 3.1 of [3] (with p = 2 and γ = 1), with the difference that the level sets are here of the form
but for the same subdivision
, and {y i } such that y i ≤ 1. Thus, by using Lemma 2.2 of [3] to obtain the second line of (3.5),
where the combinatorial term
estimating the probability of spending a given time in a given domain Λ of prescribed volume; this latter inequality is derived in Lemma 1.2 of [2] . We first need the combinatorial terms in (3.5) to be negligible, which imposes
Inequality (3.6) is easily seen to hold when b i is larger than 1/2 − ǫ, for ǫ small. Now, we need that for some κ > 0
This holds with the choice of y i as in Lemma 3.1 of [3] . Thus, if we use one κ of (3.7) to match the combinatorial factor C i (n) in (3.5), we are left with a constant C such that
For any positive reals A and ζ, an k ∈ N ∪ {∞} we define
Proof. We consider an increasing sequence {a i , i = 1, . . . , N} to be chosen later, and form
where a 0 will be chosen as a large constant, and a N ∼ n ǫ . In view of Lemma 3.1, it is enough to show that the probability of the event
n (x) ≥ nξ is negligible. First, from Lemma 3.1, we can restrict attention to An ≥ B i l 2 n (x) ≥ nξ i for some large constant A and with ξ = ξ i a decomposition to be chosen later. Thus, when focusing on the sum over x ∈ B i , we obtain
Similarly, we obtain the upper bound |B i | ≥ ξ i a 2 i−1 . Thus, if we call
then by Lemma 3.1
Since we assume a i ≤ n ǫ , the combinatorial term has little impact, and we need only wory to find, for any large constant M, two sequences {a i , ξ i , i = 1, . . . , N} such that
and
For the purpose of satisfying (3.16), fix an arbitrary δ > 0 and set
where z(δ) is a normalizing constant ensuring that ξ i = ξ, and
If we plug these values in (3.16), we obtain
Now, for any constant M, we can choose an a 0 large enough so that none of the level B i contributes. Note also that N = min {n : an ≥ n ǫ }.
Finally, (3.11) follows from Lemma 3.1, once we note that
We will need estimates for other powers of the local times. We choose two parameters (α, β) satisfying (1.11), and we further define
When dealing with the α * -norm of l n , we only focus on sites with large local times. Among those sites, we show that finitely many contribute to making the α * -norm of l n large. To appreciate the first estimate, similar in spirit and proof to Lemma 3.2, recall that ζ < 1, and ||l n || α * ≥ ||l n || 1 = n. Lemma 3.3 Choose ζ, b as in (3.19) with α, β in Region II. For any ξ > 0, there are constants C, κ > 0 such that
Moreover, for any M > 0, there is A > 0 such that
Finally, from (3.20), we have
The proof is similar to that of Lemmas 3.1 and 3.2, and we omit the details. We point out that Lemma 3.1 of [3] has to be used with p = α * and γ = α * ζ. Also, Proposition 3.
≥ ζ is fulfilled in Region II.
The Clusters
We know, from Lemma 3.2, that we can assume D n (A, √ n), defined in (3.9), to have a bounded volume. Thus, we consider the event {D n (A, √ n) = Λ} with |Λ| independent of n.
The aim of this section is to explain how sites of Λ are partitioned into subsets of nearby sites, dubbed here clusters, in order to move together sites belonging to the same cluster. One difficulty is to use only a finite number of steps to transfer all points to a common neighborhood.
Defining the Clusters
In order to feel how clusters of nearby points have to be defined, assume we have moved cluster C near another cluster C ′ , and we call its new locationC. Later in the proof, we will be concerned with ensuring that trips joining sites of C are transformed into paths joining sites ofC avoiding C ′ . This will be the case when enough space is left between clusters; for the same reason we will need that C ∩C = ∅. Thus, we build clusters by a bootstrap procedure: we start with an arbitrary scale L, and proceeds by induction with a finite number of steps, since |Λ| is finite. The clusters we obtain eventually will be called L-clusters.
Thus, we fix a large integer L to be adjusted later. At level 0, we define a linking relation for x, y ∈ Λ: x 0 ↔ y if |x − y| ≤ 4L, and an equivalent relation x 0 ∼ y if there is a (finite) path x = x 1 , x 2 , . . . , x k = y ∈ Λ such that for i = 1, . . . , k − 1, x i 0 ↔ x i+1 . The cluster at level 0 are the equivalent classes of Λ. We denote by C (0) (x) the class which contains x, and by |C (0) | the number of clusters at level 0 which is bounded by |Λ|. It is important to note that the diameter of a cluster is bounded independently of n: for any
Then, we set
As before, relation 1 ↔ is associated with an equivalence relation 1 ∼ which defines clusters C (1) . Note also that x 0 ∼ y implies that x 1 ∼ y, and that for any x ∈ Λ,
since we produce C (1) 's by multiple concatenations of pairs of C (0) -clusters at a distance of at most four times the maximum diameters of the clusters making up level 0, those latter clusters being less in number than |Λ|. Thus, in the worst scenario, there is one cluster at level 1 made up of all clusters of
If the number of clusters at level 0 is the same as those of level 1, then the procedure stops and we have inf |x − y|, x 0 ↔ y ≥ 4L. Otherwise, the number of cluster at level 1 has decreased by at least one. Now, assume by way of induction, that we have reached level k − 1. We define k ↔ as follows
Now, since |Λ| is finite, the procedure stops in a finite number of steps. Eventually, note that for two distinct clusters C andC
Thus, if we define a shell S(C) around C by
We deduce from (4.6), and (4.7), that for any C and any x, y ∈ C, there is a finite sequence of points x 0 = x, . . . , x k = y (not necessarely in Λ), such that for i = 1, . . . , k
Moving the Clusters
We move one cluster at a time. We start with the two clusters which minimize the distance among cluster. Thus, let C 0 and C 1 be such that
, and note that by (4.5),
. We translate sites of C 1 by a vector whose coordinates are the integer parts of the following vector 10) in such a way that the translated cluster, sayC 1 , is at a distance diam(C 0 ) + diam(C 1 ) of C 0 .
Remark 4.1 If we denoteΛ =C 1 ∪ Λ\C 1 , thenΛ has at least one L-cluster less than Λ since (4.5) does not hold for (C 0 ,C 1 ). Thus, inΛ, C 0 andC 1 would merge into one L-cluster, possibly triggering other merging.
First, we need to see that the effect of getting C 1 close to C 0 was not at too much expenses for the distance ofC 1 to the other clusters. Let z belong to another cluster, say C, and let y ∈C 1 be the image of y ∈ C 1 after translation by u. Then, using that dist(C 0 , C 1 ) minimizes the distance among distinct clusters
Finally, we need to see thatC 1 is far enough from other clusters. Let, as before, z ∈ C, and note that
Thus, for any cluster C, we have
5 Circuit Decomposition
Defining the circuits and Notations
From Lemma 3.1, we have a constant C such that
, we bound the right hand side of (5.1) by a uniform bound
We further bound the probability in the supremum by taking an infinite time horizon
3) where we had already defined (and adjusting with a larger A if necessary)
We fix one Λ ⊂ [−n, n] d with |Λ| ≤ A 3 , and partition it into L-clusters, say {C 0 , C 1 , . . . , C k }, where we used the notations of Section 4.2: i.e. dist(C 0 , C 1 ) is minimal among the clusters, and we move C 1 intoC 1 . For simplicity, we relabel C = C 1 andC =C 1 . We explain in this section how to go from event {D ∞ (A,
from Λ by changing cluster C intoC as described in Section 4.2.
We fix now a set Λ ⊂ [−n, n] d with a volume satisfying |Λ| ≤ A 3 . We decompose the paths realizing {D n (A, √ n) = Λ} into the successive visits to Λ ′ = Λ ∪C. Note that it is crucial to include the visits toC. Also, for U ⊂ Z d , we call T (U) the first hitting time of U, and we denote by
We also use the notatioñ
We consider now the collection of integer-valued vectors over Λ ′ which we think of candidates for the local times over Λ ′ . Thus
For a trajectory in the event {l ∞ (x) = k(x), ∀x ∈ Λ ′ }, we call T (i) , i ∈ N the successive times of visits of Λ ′ : T (1) = inf {n ≥ 0 : S n ∈ Λ ′ }, and by induction for i ≤ |k| when
The first observation is that the number of long trips cannot be too large.
Lemma 5.1 For any ǫ > 0, and
The proof of this Lemma is postponed to the Appendix. We consider now the collections of possible sequence of visited sites of Λ ′ , and in view of Lemma 5.1, we consider at most ǫ √ n consecutive sites at a distance larger than √ L. Thus, we define for each k ∈ V (Λ ′ , n),
We have now enough notations to define a circuit. Thus, for each k ∈ V (Λ ′ , n) and z ∈ E(k) a circuit is the event
Thus, if we lift the second constrain in (5.9), we obtain (with the convention z(0) = 0)
(5.10)
Defining Loops and Trips
, where z(i) and z(i + 1) do not belong to the same cluster.
Remark 5.3
Recall that (4.5) tells us that two points of Λ belonging to different clusters are at a distance larger than √ L, and thus the number of such excursions is less than ǫ √ n (see Lemma 5.1, and (5.8)).
We now fix k ∈ V (Λ ′ , n) and z ∈ E(k). We first consider cluster C, and we number the different points of entering and exiting from C. 11) and by induction, if we assume {τ 2 , σ 2 , . . . , τ i , σ i } defined with σ i < ∞, then
We associate with L(i) the entering and exiting site from C, p(i) = {z(τ i ), z(σ i − 1)}, which we think of as the type of the C-loop. Finally, we associate with the i-th loop
Note that L(i) ⊂ C, whereas {y(i), y
The construction is identical forC with a tilda put on all symbols, as well as for the remaining clusters of Λ. Thus, we think of a circuit as a succession of loops connected by trips. Trips are necessarely long journeys, whereas loops may contain many short journeys. Note also that the number of loops for z ∈ E(k) is at most of order ǫ √ n.
Encaging loops
Before being able to transfer loops as defined in the previous section, we need to encage them inside their respective clusters. We fix an L-cluster C in Λ, x, y ∈ C, and consider the shell
We have the following two Lemmas. The first deals with excursions between very close sites. Such excursions are abundant, and we care not to loose too much in encaging them. The second Lemma deals with excursions between not so close sites of the same cluster. Such excursions are rare, and the error in encaging them is innocuous.
Lemma 5.5 For any ǫ > 0, there is L, such that for any L-cluster C, and x, y ∈ C, with |x − y| ≤ √ L, we have
There is C B independent of L, such that for any L-cluster C, and x, y ∈ C, with |x − y| > √ L, we have
Before proving Lemmas 5.5 and 5.6, we explain how we use them to bound the cost of encaging a loop. Consider a circuit associated with z ∈ E(k).
(i) Each journey between sites at a distance less than √ L brings a cost e ǫ from (5.15), and even if z consisted only of such journeys, the cost would be negligible, since the total number of visits of Λ is |k| ≤ 2A
4
√ n as seen in (5.5).
(ii) Each journey between sites at a distance larger than √ n brings a constant C B , but their total number is less than ǫ √ n by the second constrain in (5.8). Thus, with notations
Proof of Lemma 5.5. We first introduce a fixed scale, l 0 ∈ N, to be adjusted later as a function of |Λ|, and assume that |x − y| ≥ 4n 0 l 0 , where we set n 0 = |Λ|. Indeed, the case |x − y| ≤ 4n 0 l 0 is easy to treat since P x (S T = y) > 0 implies the existence of a path from x to y avoiding Λ; it is then easy to see that since Λ is finite, the path's length can be bounded by a constant depending only on |Λ|.
We introduce two sets of concentric shells around x and y: for i = 1, . . . , n 0 − 1
and similarly {D i , i = 0, . . . , n 0 } are centered around y, and for all i, j C i ∩ D j = ∅. There is necessarely i, j ≤ n 0 such that
Define now two stopping times corresponding to exiting mid-C i and entering mid-D j σ i = inf {n ≥ 0 : S n ∈ B(x, (2i + 1)l 0 )} , and τ j = inf {n ≥ 0 : S n ∈ B(y, (2j + 1)l 0 )} . (5.20) Note that when σ i < ∞ and τ j < ∞, we have dist(S σ i , Λ) ≥ l 0 , and dist(S τ j , Λ) ≥ l 0 . We now condition the flight {S 0 = x, S T = y} on its values at σ i and τ j
(5.21)
Note that if P x (S T = y) > 0, there is necessarely a path from D j to y which avoids Λ so that, there is a constant c 0 (depending only on l 0 ) such that
We need to estimate P z (τ j < T ). First, by classical estimates (see Proposition 2.2.2 of [10] ), there are c 1 , c 2 > 0 such that when |x − y| ≥ 4l 0 n 0 , and
We establish now that if we choose l 0 so that
We use again estimate (5.23) to obtain
(5.26)
Now, for ξ ∈ Λ\D 0 , we have min(|z − ξ|, |ξ − y|) > l 0 , and on the other side the triangular inequality yields max(|z − ξ|, |ξ − y|) > |z−y| 2
.Thus, we obtain
This implies (5.24). Now, for any z ∈ C i , by conditioning on S T (S) , we obtain
Thus, for any z ∈ C i ,
with (recalling that |x − y| ≥ 4n 0 l 0 and |x − y| ≤ √ L), with a constant C(Λ) > 0
Now, after summing over z ∈ C i , we obtain
which implies that for ǫ L small enough
Proof of Lemma 5.6. We consider two cases: (i) √ L < |x − y| ≤ κL where κ is a small parameter, and (ii) |x − y| > κL. Case (i). We use the same steps as in the previous proof up to (5.29) where we replace |z − y| by 2|x − y|, and obtain
(5.32)
Now, (5.28) implies that if
Case (ii). First note that
Now, set L ′ = κL, and note that diam(C) is a multiple (depending only on Λ) times L ′ . Now, a way of realizing {S T = y, T < T (S)} is to go through a finite number of adjacent spheres of diameter L ′ . From a hitting point on one sphere, we force the walk to exit only from a tiny fraction of the surface of the next sphere, until we reach the last sphere, say on z * , for which it is easy to show that there are two universal positive constants c, c ′ such that
Note that when starting on x, the probability of exiting B(x, |x − y|) through site y is of order of the surface |x − y| 1−d , and this is much smaller of P x (T (y) < ∞) which should be close to P x (S T = y) in cases where all other points of Λ be very far from x, y. Thus, we have to consider more paths than S T (B(x,|x−y|) c ) = y, S 0 = x . By construction of the cluster, there is a finite sequence x 1 , . . . , x k ∈ C such that |x i+1 − x i | ≤ L ′ and such that B(x i , L) ⊂ S(C). It will be convenient to arrange those points such that
We can throw n 0 points on Σ i , say at a distance of at least δL ′ . We call these points y 
Now, when the walk starts on x i+1 , it exits from any point z ∈ Q i+1 with roughly the same chances (see i.e. Lemma 1.7.4 of [10] ), so that there is c S such that for i ≥ 0,
Thus, by Harnack's inequality (see Theorem 1.7.2 of [10] ), for any z ∈ B * i
Note that it costs more to hit Λ before Q c i+1 . Indeed, were chosen in such a way that min(|z − ξ|, |ξ − y
Since in d ≥ 5, we have 2d − 4 > d − 1, L can be chosen large enough so that
Now, we define θ k as the time-translation of k units of a random walk trajectory, and
, and we force the following scenario to produce
By using Strong Markov property, and (5.43), we obtain
For the last term in (5.45), note that for any z ∈ B * k
T < T (S)) + P z (T (S) < T (y)) + P z (T < T (y)) .
(5.46) It is by now routine to show that both P z (T (S) < T (y)) and P z (T < T (y)) are negligible compared to P z (T (y) < ∞). The proof is now completed.
6 Circuit Surgery 6.1 Local Circuits Surgery.
In this section, we first estimate the cost of changing a trip joining (y, x) ∈ Λ\(C ∪C) × C into a trip (y,x). Lemma 6.1 There is a constant C T > 0, such that for any y ∈ Λ\(C ∪C) and x ∈ C, we have
Remark 6.2 By noting that for any x, y ∈ Λ, P x (T < ∞, S T = y) = P y (T < ∞, S T = x), we have the same Lemma when the rôle of x and y are interchanged. However, it is important to see that the following inequality
Indeed, the distance between y andx might be considerably shorter than the distance between y and x (when y ∈ C 0 ), and the constant C in (6.2) should depend on this ratio of distances, and thus on n.
Secondly, we will need to wire different points of a cluster to an outside point.
Lemma 6.3
There is a constant C I > 0, such that for all x, x ′ ∈ C, and y ∈ Λ ′ \C
4)
Moreover, (6.3) and (6.4) hold when we interchange initial and final condition.
Finally, we also need to compare different trips joining the clusters C andC. This is a corollary of Lemma 6.3.
Corollary 6.4 For all x, x
′ ∈ C and y, y ′ ∈C,
Also, (6.5) holds when notations with and without a tilda are exchanged.
Proof of Lemma 6.1. We start with two notations
andS 1 andS 2 whenC is used instead of C. We know that by construction of the clusters, the space in between S 2 and C does not intersect Λ\C. First, we obtain an upper bound for the weights of paths joining y to x by conditioning over hitting sites on S 2 and S 1 , and by using the Strong Markov Property
We will need to compare (6.6) with a corresponding decomposition for trajectories starting on y with {S T =x}, which we obtain similarly:
We now bound each term in (6.6) by a corresponding one in (6.7). About P z ′ (S T = x). Note that since a shell of size diam(C) around S 1 is empty of sites of Λ, we have by the same reasoning as in the proof of Lemma 5.6, that there is a constant C such that for any z ′ ∈ S 1
Thus, as long as we consider paths from S 1 to x which do not escape S 2 , we can transport them by translation invariance of the law of random walk without altering T < T (S 2 )
Pz′(S T =x, T < T (S 2 )) = P z ′ (S T = x, T < T (S 2 )), (6.9) and by using (6.8) and (6.9), we finally obtain 
and (6.11) holds also with a tilda over x and S 2 . Thus, since |y −x| ≤ 2|y − x| by (4.11), we have
We need now to check that paths reachingS 2 from y have good chances not to meet any sites of Λ. The proof is similar to that of Lemma 5.6, and we do not repeat the argument leading to (when L is large enough)
Thus, from (6.13) and (6.12),
In a similar way as one shows (6.13), one shows that starting fromz ∈S 2 , a walk has good chances of hittingS 1 before Λ, and we omit the proof that for anyz
About the supremum in (6.6). Now, by Harnack's inequality for the discrete Laplacian (see Theorem 1.7.2 of[10]), there is c H > 0 independent of n such that for any z 0 , z 1 ∈ S 2 , and any
Now, using (6.15), and the obvious fact
we obtain for any z
(6.17)
By bounding each term of (6.6), by (6.10), (6.20) , and (6.17), we obtain
Now, by summing (6.18) overz ′ ∈S 1 , we obtain (6.1).
Proof of Lemma 6.3. We prove only (6.3), since (6.4) follows similarly. The proof uses arguments used in the proof of Lemma 5.6, and Lemma 6.1. Namely, consider x, x ′ ∈ C, and draw shells {C k } and {D k } as in (5.18) but around x and x ′ respectively. Note that here C k ∩ D k ′ may not be empty. Also, choose i and j such that condition (5.19) holds. Then, we decompose {S T = x} by conditioning on S 1 as in (6.6). On the term P z ′ (S T = x) we use the following rough bound
On the other hand, there are a constant c 3 such that for the hitting time τ j defined in (5.20)
(6.20)
Thus, from (6.6) and (6.20)
By argument (5.27), and the choice of l 0 in (5.24), we have 2P
Finally, from D j to x ′ , there is a path avoiding Λ ′ \ {x ′ } which cost a bounded amount depending only on l 0 .
Proof of Corollary 6.4. Note that by Lemma 6.3, we have
, and we use again Lemma 6.3
6.2 Global Circuits Surgery.
A Marriage Theorem
This section deals with global modifications of circuits. For this purpose, we rely on an old Marriage Theorem (see e.g. [9] ), which seems to have been first proved by Frobenius [8] in our setting. Since we rely heavily on this Marriage Theorem, we quote it for the ease of reading.
Theorem 6.5 Frobenius' Theorem. Let G = (G, E) be a k-regular bipartite graph with bipartition G 1 , G 2 . Then, there is a bijection ϕ :
Now, to see how we use Frobenius' Theorem, we need more notations. First, for two integers n and m, we call
Now, when n > m, we define the graph G n,m = (G n,m , E n,m ) with We use now Frobenius' Theorem to select trips to C which are changed into trips toC. Then, we describe how the associated loops are exchanged. We distinguish two cases. We call proper loops a C-loop (resp. aC-loop) reached from a site of Λ ′ \C (resp. Λ\C), The remaining loops are called improper loops.
Proper Loops
We call ν(p) (resp. ν(p)) the number of proper C-loops (resp.C-loops) of type p = (x,
. That is, we count only C-loops (resp.C-loops) which come from Λ ′ \C (resp. Λ\C). To each type p corresponds a configuration η ∈ {0, 1} ν(p)+ν(p) which records the successive occurrences of C andC-loops, a mark 1 for a C-loop and a mark 0 for aC-loop.
Assume that n := ν(p) ≥ m := ν(p), and η ∈ [n, m] (with notations of 6.25). The bijection ϕ n,m encodes which C-loop has to be changed into aC loop in the following way. Assume the i-th C-loop is preceded by jC-loops, and so η(i + j) = 1. If ϕ n,m (η)(i + j) = 0, then the i-th C-loop is changed into aC-loop. We eventually change ν(p) − ν(p) ≥ 0 C-loops intoC-loops.
For definiteness, we illustrate this procedure on a specific simple example. Assume that a circuit has 3 proper C-loops (of type p), say L 1 , L 2 and L 3 , and 1 properC-loop, say L ′ 1 . Actually, we think all our loops as having been encaged by the procedure described in Section 5.3. More precisely, we have
Thus, we do not label them with a tilda since this does not change the probability of the event. Assume that the L 1 loop corresponds to the i-th C-loop. We use the notation 
(6.27) Suppose that the proper C andC-loops of type p andp occur in the following order
For such a circuit, we would have ν(p) = 3 and ν(p) = 1 and η = (1101). Furthermore, assume that ϕ 3 (1101) = 0100. Then, the p,p proper loops are exchanged in the following way
In general, the C-loop (proper and of type p), associated with the i-th occurence of a 1 (resp. 0) in η, is transformed into aC-loop (resp. C-loop) associated with the i-th occurence of a 0 (resp.1) in ϕ n,m (η) where n = ν(p) > m = ν(p). Recall that moving an encaged loop is of no cost. In other words, equality (6.26) implies, with the notations of example (6.27) , that
Thus, the cost of transformation (6.29) is C 4 T , where C T appears in Lemma 6.1, since only 2 entering trips and 2 exiting trips have been wired differently. Now, for any z ∈ E(k), the number of loops which undergo a transformation is less than the total number of loops, which is bounded by ǫ √ n. Thus, the maximum cost (maximum over z ∈ E(k)) of such an operation is 2C T to the power ǫ √ n. The case (rare but possible) where ν(p) < ν(p) is annoying. Indeed, we cannot transform a trip between C 0 andC into a trip between C 0 and C at a constant cost, since dist(C 0 ,C) might be much smaller than dist(C 0 , C).
We propose to exchange the loops of the ν(p)-th first visits to p and top. Thus, we would have the following exchange
In doing so, we have dealt correctly with the C-loop, but we have increased the number of visit toC-sites, and worse, we have brought some degeneracy. Indeed, note that the final configuation of (6.31) could have been obtained, following the rule of (6.29), by a configuration where ν(p) ≥ ν(p):
Since this is true for any type, the maximal possible number of pre-images of a given configuration is bounded by 2 to the power |C| 2 (which is the number of types). Since C ⊂ Λ whose volume is independent of n, the degeneracy is innocuous in this case.
Improper Loops
We deal in this section with successive visits to C andC. We need to treat separately such patterns. Indeed, assume that we have a C loop followed with aC-loop. If we could allow the C loop to become aC-loop, we could be in a situation with two successiveC-loops, which would merge into oneC-loop with our definition of loops. This would force us to deal with a combinatorial structure which we have tried avoiding.
Thus, consider a circuit with an improper loop, and assume that the number of C-loops matches the number ofC-loops. For instance, assume that the i-thC-loop is improper and followed by the j-th C-loop, and for definitess, say
, with k ≥ 0, and y(i), y ′ (j + k) ∈ C ∪C. (6.33) Our purpose is to transform such a sequence of alternating C-C loops into a similar alternating sequence, sayγ, in which the number of visits to each site z ∈ C ∪C is exactly the number of visits ofz in γ. One constraint is that we cannot replace the entering trip, and exiting trip in general, which in turn fixes the order of visits to C andC. Indeed, as in the previous Section, if y(i) ∈ C 0 then y(i)L(i) contains a short trip between C 0 andC, and we cannot exchange it with a long trip between C 0 and C. Thus, we propose to exchange γ with
With an abuse of notations we could represent the probability associated with γ, let us call it weight(γ), with the notations (6.27), even though we mean now that the trips joining successives journeys between C-C are counted only once,
Thus, the estimates we need concern trips joining improper loops together, in addition to the first entering and the last exiting trip from γ. These estimates are the content of Lemmas 6.3. The cost of the exchange is C
2(k+1)+1 I
, where k + 1 is the number of successive blocks ofC-C loops. Since this number is bounded by ǫ √ n, it does not destroy our asymptotics. The case where the number of C andC-loops does not match is trickier. Assume, first that we deal with
Here, we have no choice but to replace γ with
This case poses no problem for reasons already mentioned. On the other hand, The case which requires an arbitrary choice is the following.
For reasons already mentioned, we cannot change the firstC-loop into a C-loop. Thus, we propose to keep the first loop unchanged, and interchange the second and third loops, in the following wayγ
Here, as in (6.31), we have increased the number of visits toC, and brought some degeneracy.
. So, in estimating the number of pre-images of a configuration, we find that it is at most 2 to the power of improper loops. Now, the maximum number of improper loops is ǫ √ n. Also, the cost of the exchange of all improper loops is uniformly bounded by C I to the power ǫ √ n.
Modifying Circuits
In this section, we state a proposition which synthesizes the circuit decomposition of Section 5.1 as well as the transformations on proper and improper loops of Sections 6.2.2 and 6.2.3.
Proposition 6.6 There are positive constants C, A, such that for any ǫ > 0, there isΛ ∋ 0 a finite subset of Z d (of volume less than A 3 ), made up of one L-cluster (and thus of diameter depending on ǫ but not on n), such that for ξ > 0, 
(6.41) Also, we have seen in (5.17) that at an additional cost of e βǫ √ n , for some β > 0, we could encage loops. Thus, symbolizing by˜ the product on the right hand side of (5.17), we have
Henceforth, we only deal with encaged loops, even though it will not be explicitly mentioned. Now, all types of proper (encaged) loops are transformed into proper loops where some (given by the corresponding Frobenius' bijection) C-loops have been transformed intoC-loops. We have seen that cost and degeneracy number are kept within some power of ǫ √ n. Then, improper loops are transformed as explained in Section 6.2.3 with a cost and degeneracy number of the same order as power of ǫ √ n. To keep notations reasonable, for a circuit z ∈ E(k), we denote by T (z) the circuit we obtain after implementing the procedure described in Sections 6.2.2 and 6.2.3. The important feature accompanying the degeneracy is that, in T (z), the number ofC-loops might have increased, whereas the number of C-loops might have decreased (see (6.44 ) for a precise meaning). Thus, there is a constant C, such that for k ∈ V (Λ ′ , n), and any z ∈ E(k)
As we sum over z ∈ E(k), and rewrite the right hand side in terms of occupation times,
(6.44)
As we sum now over k ∈ V (Λ ′ , n), replace the sum over the {l ∞ (y) ≤ k(ỹ), y ∈ C} by a factor (A √ n) |C| , and reorganize the sum over {l ∞ (ỹ) ≥ k(y), y ∈ C}, to obtain
(6.45) Note that in (6.45), we could assume l ∞ (ỹ) ≤ A √ n for all y ∈ C since the number of visits to a given site is bounded by a geometric random variable. Thus, in the expectation of (6.45), we bound l ∞ (ỹ) by A √ n, and |C| by |Λ|. This yields
We need to repeat the whole procedure a finite number of times (at most |Λ|-times), to end up bringing all circuits within a given neighborhood independent of n (but depending on the ǫ > 0 we chose at first). Thus, we eventually obtain a finite setΛ made up of just one L-cluster after a finite number of transformations. Note also that if dist(0,Λ) is larger than 2diam(Λ), then, we can choose an arbitrary point z * at a distance diam(Λ) from Λ, and replace in the circuit decomposition of (5.10) for any z(1) ∈Λ P 0 (S T = z(1)) by P z * (S T = z(1)) at the cost of a constant, by arguments similar to those of Section 6.1, and then use translation invariance to translateΛ by z * back to the origin.
Finally, we partition { Λ l 2 ∞ (z) > nξ(1 − ǫ)} over the sets {l ∞ (z) = maxΛ l ∞ } where z runs overΛ. Thus,
Let z * ∈Λ maximizes the right hand side of (6.47). At a constant cost, we can always add a finite path joining z * to 0 in a finite time (depending on L), which in addition crosses at most once the sites ofΛ, so that z * remains the most visited site ofΛ. Thus, there is C such that
(6.48) We obtain the result by shiftingΛ by z * so that z * becomes the origin.
Renormalizing Time
We now analyze the time spent visiting the set D ∞ (A, √ n). We know that this set makes a dominant contribution to {||l n || 2 2 ≥ n(γ d + ξ)}. Recall also that for any ǫ > 0, we could build in Proposition 6.6, a finite domain,Λ, of diameter independent of n, where we relocated
√ n) at a negligible cost (i.e. exp(Cǫ √ n) for some constant C). Thus, we focus on
We show in this section the following proposition.
Proposition 7.1 For any finite domainΛ ⊂ Z d , there are positive constants α 0 , γ, such that for any large integer n, there is a sequence k * n (z), z ∈Λ with k * n (z) ≤ n and
2) such that for any α > α 0 (and the notation of (2.1))
Before giving the proof of Proposition 7.1, we state an obvious corollary which combines Propositions 6.6 and 7.1.
Corollary 7.2
For any ǫ > 0, there is α 0 and a finite domain Λ ′ , such that for any α > α 0 and Λ ⊃ Λ ′ , we have for n large
Proof of Proposition 7.1 We first use a rough upper bound
We choose the sequence k * n = k * n (x), x ∈Λ which maximizes the last term in (7.5). We decompose {l ∞ |Λ = k * n } into all possible circuits in a manner similar to the circuit decomposition of Section 5. Thus, we set ν = Λ k * n (x) (and recall that ν ≤ |Λ|A √ n), and
For a fixed z ∈ E * , we call τ (i) the duration of the flight from z(i) and z(i + 1) which avoids other sites ofΛ. Thus, τ 
. . , ν , we have
Now, we fix z ∈ E * such that P 0 (T (z)) > 0, and we fix i < ν. For ease of notations, we rename x = z(i) and y = z(i + 1). Now, note that 0 < τ (i) < ∞ contributes to (7.9) if P x (S T = y) > 0, or in other words, if there is at least one path going from x to y avoiding other sites ofΛ. SinceΛ has finite diameter, we can choose a finite length self-avoiding paths, and have c Λ (x, y) := P x (S T = y) > 0 independent of n, such that (7.10) where c Λ is the minimum of
Thus,
Thus, by the Strong Markov Property
Thus, using translation invariance of the walk and (7.13), we obtain
, and
When translating (7.15) in terms of the τ (i) , we obtain for any β > 0
Thus, we can choose β 0 large enough (independent of z) so that
We use now
to conclude that
Now, there is α 0 such that β 0 ν ≤ α 0 √ n. Also, note that there is n 0 such that for any z(ν) ∈Λ, there is a path of length n 0 joining z(ν) to 0 which crosses at most once sites of Λ\{0}, so that along this path l n 0 (0) = max l n 0 (z), z ∈Λ . Now, fix α > 2α 0 , and n large enough so that ⌊αn⌋ ≥ ⌊α 0 n⌋ + n 0 , and we use (10.5) of Lemma 10.1 to obtain that there is C d and ζ d constants depending only on dimension such that
After summing over z ∈ E * , we obtain for any α > 2α 0
Note that another power of n arises from the combinatorial term in (7.5) yielding the desired result.
A Subadditive Argument
We keep here the same notations as Section 7. In view of Corollary 7.2, we consider a fixed region Λ ∋ 0 where the sites of D n (A, √ n) have been moved. We recall the notation (2.1), B(m) := {S m = 0, sup x l m (x) = l m (0)}, and first show the following lemma.
Lemma 8.1 For any ξ > 0 and Λ finite subset of Z d , the following limit exists
Proof. For a fixed ξ > 0 and Λ, we call
where, by optimizing over a finite number of variables, we can always find a sequence {k * n (x), x ∈ Λ} such that there is γ > 0 which depends on Λ such that
Furthermore, the sequence {k * n (x), x ∈ Λ} can be chosen to satisfy x k * n (x) ≤ n, and
We have assumed that k * n reaches its maximum at 0, and for any integer r, we call R r = {l r (0) = r} , and note that P (R r ) = P 0 (S 1 = 0) r > 0. (8.5) At this point, observe the simple fact that for any integer m
The subadditive argument can now be phrased. For any large integer k, let k = mn + r with r < n, and r, m, n ∈ N, and denote by A
n , . . . , A (m) n m independent copies of A * n which we realize on the successive increments of the random walk n , by using increments after time nm as follows R r = {S k = 0, ∀k = nm + 1, . . . , nm + r} . Now, use (8.3), (8.6) , and the additivity of the local times to obtain,
We now take the logarithm on each side of (8.7)
We take now the limit k → ∞ while n is kept fixed (e.g. m → ∞) so that
By taking the limit sup in (8.9) as n → ∞, we conclude that the limit in (8.1) exists.
We prove now the last steps of Theorem 1.1. Proof of Theorem 1.1 From inequality (2.2) of Section 2.1, we have for any ǫ, α positive and Λ ⊂ Z d , we have for n large enough
and, from (7.4) of Corollary 7.2, we have that for any ǫ > 0, there is α 0 andΛ, such that for any Λ ⊃Λ, and α > α 0
Thus, using Lemma 8.1, we take the logarithm on each sides of (8.10) and (8.11), and normalize by √ n, and take the limit n to infinity, to obtain that for any ǫ > 0, there are α 0 andΛ such that for Λ, Λ ′ ⊃Λ, and α, α
(8.12) By using (8.12), we obtain for any Λ, Λ ′ ⊃Λ, and α, α
Thus, if we call ϕ(x, Λ) = I(x, Λ)/x, we have: ∀ǫ > 0, there is x 0 ,Λ such that for x, x ′ < x 0 and Λ, Λ ′ ⊃Λ
(8.14)
By taking the limit Λ ′ → Z d , x ′ → 0, and then Λ → Z d and x → 0, we reach for any ǫ > 0 lim inf
Since (8.15) is true for ǫ > 0 arbitrarily small, this implies that I(2) = lim ϕ(x, Λ) exists as x goes to 0 and Λ increases toward Z d . The label 2 in I(2) reminds that we are dealing with the l 2 -norm of the local times. Now, recall that the result of [3] , or Lemma 3.1 says that there are two positive constants c,c such that for x small enough c ≤ I(x, Λ)/x ≤c, which together with (8.15) imply 0 < c ≤ I(2) ≤c < ∞. Now, using (8.14) again, we obtain
and,
This establishes the Large Deviations Principle of (1.6) as ǫ is sent to zero.
Proof of Theorem 1.2 Glaring at the proof of Theorem 1.1, we notice that the only special feature of {||l n || 2 2 ≥ n(γ d + ξ)} which we used, was that the excess self-intersection was realized on a finite set D n (A, √ n). Similarly, when considering || 1ID n(n b ) l n || α * ≥ ξn ζ , inequality (3.21) of Lemma 3.3, ensures that our large deviation is realized on D n (A, n ζ ), which is finite by (3.22) (on the level of the accuracy of our large deviations asymptotics). Thus, the steps of the proof concerned with circuit surgery, renormalizing time, and the subadditive argument go unchanged. Besides, by Remark 2.1, the lower bound follows trivially as well. Thus, instead of (8.10) and (8.11), we would have that there is a constant C such that for any ǫ > 0, there isΛ set of finite diameter, and β 0 > 0, such that for Λ finite with Λ ⊃Λ and β ≥ β 0 , we have for any ǫ > 0
Thus, following the last step of the proof of Theorem 1.1 we prove Theorem 1.2.
Applications to Random Walk in Random Sceneries
We consider a certain range of parameters (α, β) : 1 ≤ α < , which we have called Region II in [3] . Also, if Γ(x) = log(E[exp(xη(0))]), then there are positive constants Γ 0 and Γ ∞ (see [3] A classical way of obtaining large deviations is through exponential bounds for P( η, l n ≥ yn β ). For instance, if we expect the latter quantity to be of order exp(−cn ζ ), then a first tentative would be to optimize over λ > 0 with b = β − ζ in the following P η, l n ≥ yn
We need to distinguish asymptotic regimes at zero or at infinity for Γ( λln(z) n b ) according to whether l n (x) < n b−ǫ or l n (x) > n b+ǫ respectively. Thus, for ǫ > 0, we introducē
and, R ǫ = x ∈ Z d ; n b−ǫ ≤ l n (x) ≤ n b+ǫ .
Then, for any ǫ 0 > 0 small P η, l n ≥ yn β ≤ P η, 1ID b+ǫ l n ≥ (1 − ǫ 0 )yn We have now to show that the contribution of D b−ǫ and R ǫ which concerns the low level sets, is negligible. We gather the two estimates in the next subsection. We treat afterwards D b+ǫ .
Contribution of small local times.
We first show that I 1 is negligible. Set B = || 1I D b−ǫ l n || Since β + b > 1, Lemma 1.8 of [3] gives that − log (P (B)) ≥ Mn ζ , for any δ > 0, and any large constant M. Finally, for any ǫ 0 fixed, and a large constant M, we first choose λ so that λ ǫ 0 2 y ≥ 2M. Then, we choose δ small enough so that λΓ 0 δ ≤ ǫ 0 4 y. We consider the contribution of R ǫ . We use here our hypothesis that the η are bellshaped random variables, since it leads to clearer derivations. Thus, according to Lemma 2.1 of [2] , we have P η, 1{R ǫ }l n ≥ yn β ≤ P For the left hand side of (9.9) to be negligible, we would need
This last inequality has already been noticed to hold in (9.8).
9.2 Contribution of large local times
Upper Bound
We deal now with the contributions ofD b+ǫ . For any λ > 0 (recalling that β − b = ζ = where we choose ξ * which realizes the infimum in (9.17). It is then clear, as ǫ is sent to 0 after n is sent to infinity, that we have lim inf n→∞ 1 n ζ log P η, l n ≥ yn β ≥ −c α (α + 1) yI(α * ) α Proof. It is intuitively clear that if Γ n (z) := {S 0 = S n = 0, l n (z) = max l n }, then P 0 (Γ n (0)) ≥ P 0 (Γ n (z)). However, we only need a much weaker result whose proof is immediate:
P 0 (Γ n (0)) ≥ 1 n P 0 (Γ n (z)). (10.6) We show that each path γ ∈ Γ n (z) is mapped into a path of Γ n (0) which has at most n pre-images. Indeed, let γ ∈ Γ n (z), and define τ = min {k ≥ 0 : γ(k) = z} , and σ = max {k ≤ n : γ(k) = z} .
Since l n (z) ≥ l n (0) (for γ), we have τ < σ. Now, let γ ′ (k) = γ(τ +k)−z for k = 0, . . . , n−τ, and γ ′ (k) = γ(k −(n−τ ))−z for k > n−τ. (10.7) Then, γ ′ (0) = γ ′ (n) = 0, 0 is the most visited site in γ ′ and has as many pre-images as the number of visits of −z after time τ , which is bounded by n. Now, under the simple RW law, paths of the same length have the same weight, so that P 0 (Γ n (z)) = This concludes the proof.
