Abstract-In order to support the diverse Quality of Service (QoS) requirements for differentiated data applications in broadband wireless networks, advanced techniques such as space-time coding (STC) and orthogonal frequency division multiplexing (OFDM) are implemented at the physical layer. However, the employment of such techniques evidently affects the subchannelallocation algorithms at the medium access control (MAC) layer. In this paper, we propose the QoS-driven cross-layer subchannelallocation algorithms for data transmissions over asynchronous uplink space-time OFDM-CDMA systems. We mainly focus on QoS requirements of maximizing the best-effort throughput and proportional bandwidth fairness, while minimizing the upperbound of scheduling delay. Our extensive simulations show that the proposed infrastructure and algorithms can achieve high bandwidth fairness and system throughput while reducing scheduling delay over wireless networks.
I. INTRODUCTION
The increasing demand for wireless network services such as the wireless Internet access, mobile computing, and wireless communications motivates an unprecedented revolution in the wireless broadband access [1] . This presents great challenges in designing the wireless networks since the wireless channel has a significant impact on supporting the various Quality of Service (QoS) requirements for different users.
A number of promising schemes are developed at the physical layer to overcome the impact of wireless channels. Among them, space-time (ST) processing using multipleinput-multiple-output (MIMO) architecture emerges as one of the important technical breakthroughs in wireless communications [2] - [6] . Besides, the combination of the widely employed code division multiple access (CDMA) with orthogonal frequency division multiplexing (OFDM), called OFDM-CDMA, takes the advantages of these two techniques and also receives a great deal of research efforts [6] - [9] . Clearly, employment of the integrated design combining space-time processing and OFDM-CDMA can achieve the integrated diversities from spatial, temporal, frequency, and code domains, which will This work was supported in part by the National Science Foundation CAREER Award under Grant ECS-0348694. result in significant improvements in supporting QoS for differentiated data users with different QoS requirements over wireless networks.
Space-Time OFDM-CDMA provides us with not only the diversities, but also the multiple access control, such that multiple users can be assigned into a single subchannel, where they distinct themselves from each other by different signature sequences. As a result, how to allocate the resources efficiently in meeting the various QoS requirements becomes increasingly critical. While there have already been a large body of literature on both space-time processing and OFDM-CDMA, the impact of such architectures on resource allocations at MAC layer, its bandwidth fairness, throughput, and delay analysis, and cross-layer optimizations, have received relatively much less attention. Therefore, it is important to develop a crosslayer scheme to integrate the resource allocation at the MAC layer and the multi-antenna infrastructure implemented at the physical layer.
In this paper, we propose the QoS-driven cross-layer subchannel-allocation algorithms for asynchronous uplink space-time OFDM-CDMA systems targeting at differentiated data transmission applications. The QoS requirements that we focus on include transmission reliability, bandwidth fairness, system throughput, and scheduling delay. Specifically, the proposed algorithms are based on the delay-fairness-driven scheduling, proportional bandwidth fairness, and best-effort throughput. Also, we conduct extensive simulations to evaluate the performance of the proposed algorithms. Our simulation results show that the proposed infrastructures and algorithms can significantly improve the bandwidth fairness and system throughput, while achieving more efficient resource allocations over wireless networks.
The paper is organized as follows. Section II describes the space-time OFDM-CDMA system model. Section III proposes the subchannel-allocation algorithms. Section IV evaluates and compares the various performance metrics through simulations and numerical solutions. The paper concludes with Section V.
II. SYSTEM MODEL
We consider the BPSK modulation-based uplink from a mobile user to the basestation in a packet-cellular network with M antennas at the basestation (BS) and N antennas at each mobile user. Let K denote the total number of mobile users and U the total number of subcarriers or subchannels, 1 which are to be assigned to the K mobile users. The index set of all K users is defined as Ω = {1, 2, ..., K} and the U subcarrier frequencies are denoted by the set of {f u } U u=1 . In addition, at any instantaneous time point, only the users which have been assigned with bandwidth resources can transmit data packets. These users assigned with bandwidth resources are defined as active users. Denote the index set of active users by Φ. Clearly, Φ ⊆ Ω.
A. Mobile Uplink Transmitter Model
The kth mobile user's transmitter structure of our proposed space-time OFDM-CDMA system is shown in Fig. 1 . In this paper, we consider the asynchronous uplink, where different users transmit data asynchronously to the basestation, and thus we cannot use the synchronous model as used for downlink from the basestation. As shown in Fig. 1 , using the Serial-toParallel (S/P) converter, a block of U k × N BPSK symbols each with bit duration of T b is converted to U k parallel substreams. Each of U k sub-streams consists of N bits, which are denoted by
where (·)
T represents the transpose of (·) and u ∈ {1, 2, ..
is determined by our proposed subchannel-allocation algorithms, which will be described in Section III with more details. Then, each b k,u is space-time spread (STS) [3] using the spreading code given by c k = (c
, g ∈ {0, 1, ..., G − 1} and G denotes the spreading gain of the code. The chip duration T c of the spreading code satisfies
The waveform expression c k (t) of the spreading code corresponding to c k is determined by
where p(t) is a normalized rectangular chip waveform which has the finite duration [0, T c ). In this paper, we focus on a specific subset of the general STS schemes investigated in [3] , by which the N -bit data is coded, spread, and allocated to N transmit antennas, and then transmitted by N time intervals. This kind of STS schemes can provide the maximal transmit diversity without demanding extra spreading codes and thus be considered as attractive schemes [6] . Denote the corresponding space-time block coding square matrix of the uth sub-stream by
where the rows and columns of matrix B k,u consist of b k,u with different signs and sequences according to the orthogonal design rules [4] . The spreading code vector c k (t) used for STS can be expressed as
where
Using Eqs. (2) and (3), STS can be expressed as
Following STS, the U k data streams of each antenna are transmitted simultaneously by modulating U k different subcarriers, which can be implemented by the operation of IFFT. The frequency spacing ∆ between any of the adjacent subcarriers {f u } U u=1 satisfies ∆ = 1/T c , guaranteeing the orthogonal subcarrier condition. The selection of which U k out of U subcarriers are used to transmit data is also determined by our proposed subchannel-allocation algorithms. Denote the U k subcarrier central frequencies assigned to the kth user by {f k,u } U k u=1 , the transmitted signal x k,n (t) from the nth transmit antenna of the kth user to the basestation within a block-interval [τ k , τ k + NT b ) can be expressed by
where τ k represents the transmission delay of the kth user which satisfies 0 ≤ τ k < T b ; P denotes the maximum transmission power, which can be achieved when U k = U ; the coefficient P/(NU) indicates that the maximum transmission power is independent of the total numbers of transmit antennas and subcarriers; b i,n k,u is given by Eq. (2) and c i k (t) is given by Eq. (4), respectively. Clearly, the larger the number U k of subcarriers assigned to the kth user, the higher the throughput can be achieved. 
B. Uplink Channel Model
We assume that the Rayleigh fading channel is frequencyselective, but the delay-spreads T m of the channel satisfy T m T c such that each subchannel conforms to the flat fading. In addition, the channel is assumed to be quasi-static, i.e., the fading coefficients are invariant over a block-interval and vary from one block to another. Thus, during each blockinterval, the fading coefficient of the uth subcarrier h n,m k,u (t), between nth transmit antenna of the user and the mth receive antenna of the basestation, can be denoted by h
, where i ∈ {1, 2, ...} is the discrete time index for the ith block interval. The time-varying channel can be modeled by an autoregressive (AR) process [9] as follows
where ξ k is determined by the kth user's Doppler velocity and ν
is a zero-mean independent identically distributed (i.i.d.) complex-Gaussian variable. In Section II and Section III we will focus on the discussion within a block interval. Therefore, we drop the time index i for convenience. Assume that {h Assuming perfect power control, the received signal r m (t) received at the mth receive antenna at the basestation is given (see Fig. 2 ) by
where w m (t) denotes the complex Additive White Gaussian Noise (AWGN) at the mth receive antenna with zero-mean and double-sided power-spectral density of N 0 /2.
C. Uplink Receiver Model at the Basestation
The schematic for the mth receive antenna at the basestation of our proposed space-time OFDM-CDMA system is shown in Fig. 2 , where we focus on the decoding scheme for the kth user within a block interval [τ k , τ k + NT b ). In addition, we assume that the channel state information (CSI) and the transmission delay of each user can be perfectly estimated by the basestation.
Performing the inverse operation of the transmitter, the received signal r m (t) at the mth antenna is split into
u=1 . Then, each sub-stream correlates with the kth user's referenced waveforms {c
T . Then, the space-time decoding (De-
T , corresponding to the original trans-
obtained from M receive antennas are combined together
which represents the procedure of Maximum Ratio Combining (MRC). Based upon decision variables given in Eq. (9), the receiver makes the decisions of the transmitted bits (see Fig. 2 ) byb
where sgn(·) is the signum function and Re(·) denotes the real part of (·). Denote the index-set of active users allocated in the uth subchannel by Φ u . It is easy to see that We demonstrate [10] that the SINR of decoding signals for the kth user (k ∈ Φ u ) at the uth subchannel can be expressed by Eq. (12) , which is shown at the bottom of this page, where
III. SUBCHANNEL-ALLOCATION ALGORITHMS
In order to design the subchannel-allocation algorithms for data transmissions, we mainly focus on QoS requirements for guaranteeing transmission reliability, maximizing system throughput, optimizing proportional bandwidth fairness, and minimizing maximum scheduling delay. In the rest of this section, we will discuss each of these issues in detail.
A. Optimizing the SINR-Threshold
Due to the nature of CDMA technique employed in our system, subchannel can be reused by multiple users. This introduces the following tradeoff. On one hand, in order to increase the system throughput, we need to assign as many users as possible into a single subchannel. The larger the number of users assigned into a subchannel, the higher the system throughput can be achieved. On the other hand, each user experiences co-subchannel interferences from other users within the same subchannel. When the number of users within the same subchannel becomes large, the interferences increase and users' SINRs decrease. As a result, the BitError Rate (BER) at physical layer and corresponding packetloss/-error rate at higher network-protocol layers increases. To characterize the tradeoff between error rate and throughput, we need to introduce a pre-determined SINR threshold denoted by γ. To ensure the transmission reliability, each user that is assigned with the uth subcarrier, u ∈ {1, 2, ..., U }, must satisfy SINR > γ requirement, which can be expressed as
In order to guarantee the transmission reliability QoS for data transmissions, the upper-layer protocol must employ some error-control methods, e.g., ARQ based protocol, to recover the data error/loss caused at the physical layer. When we choose a too small SINR threshold γ, the system throughput in terms of the number of users per subcarrier is high, but the number of retransmissions will be increased due to random loss; when we choose a too large SINR threshold γ, the number of retransmissions will be reduced, but the system throughput drops because more subchannel admission requests are rejected. This implies that there is the optimal SINR threshold γ that can maximize the system goodput, which is defined as the rate the packets are transmitted without retransmissions. When satisfying SINR ≥ γ requirement, the BER P b of physical layer using BPSK modulation is upperbounded by
where Q(·) denotes the Q-function defined by
The corresponding packet error rate P pkt is upper-bounded by
where L denotes the packet size. When applying SelectiveRepeat ARQ, the system goodput R can be expressed as
where R denotes the system throughput. Finally, the optimal SINR threshold γ opt can be derived by
B. The Proportional Bandwidth Fairness
For data transmission over wireless networks, different mobile users usually have different bandwidth capacities due to hardware or power facilities and service priorities due to the pricing schemes. This differentiated QoS in bandwidth can be achieved by employing the fairness-design criterion. The fairness problems have been widely studied in literatures [11] [12] . In this paper, we develop our algorithms based on the proportional bandwidth fairness, where the allocated bandwidth to different users is proportional to their different bandwidth capacities and service priorities. Thus, the users with the higher bandwidth capacities or priorities, which are characterized by their maximum bandwidth capacities U max k (the maximum number of subcarriers assigned to the kth user), will receive the larger bandwidth-resource allocations.
Let the kth user's maximum bandwidth requirement be U
To formally define the fairness factor, we introduce the aggressive factor α k by: where 0 ≤ α k ≤ 1. Then, we can define fairness factor φ [11] by:
where the cardinality of Ω = K (the total number of users) and α k is given by Eq. (19). It is easy to see that 0 ≤ φ ≤ 1.
The perfectly fair allocation has the maximum fairness factor φ = 1, which is attained when α k = α j , ∀k = j, i.e., the bandwidth allocated to all users are equally proportional to their maximum bandwidth capacity U max k
. The worst bandwidthallocation fairness has φ = 1/K → 0 as K → ∞ when only one user occupies all the bandwidth resources. Obviously, the more the number of inactive users, the lower the bandwidth fairness attained.
Our proposed subchannel-allocation algorithm can be divided into three steps, which are called allocation-scheduling, initial allocation, and dynamic allocation, respectively. In Section III-C and III-D, we first describe our initial and dynamic allocation algorithms. Then, in Section III-E we present our allocation-scheduling scheme. All algorithms are exerted each time the system receives its CSI information.
C. Initial Allocation Algorithm
Let the jth user (j ∈ Ω, j / ∈ Φ u ) be the candidate which attempts to transmit data using the uth subcarrier. Since the basestation knows the information and the statistical characteristics about the channel, we can pre-compute the SINR of decoding signals for each user at the uth subcarrier using Eq. (12) . The jth user is admitted to use the uth subcarrier if and only if
where SINR j,u and SINR k,u , as the special cases of Eq. (12), can be expressed by Eqs. (22) and (23), respectively, which are shown at the bottom of this page. If Eq. (21) is satisfied, the jth user is qualified to be assigned to the uth subcarrier. Then, it becomes a new active user in Φ u . Otherwise, if any of the SINR in Eq. (21) is lower than the threshold γ, the jth user is rejected to use the uth subcarrier.
Our initial allocation algorithm attempts to "activate" as many users as possible under the constraint that these users' SINR > γ. Specifically, the U subcarriers are sequentially tested for each user. Once a user is successfully assigned a single subcarrier, it becomes an active user. Then, the basestation stops join-in-testing for this user and starts searching bandwidth for other users. The sequence of testing users is based on our allocation-scheduling scheme, which will be described in Section III-E for details. The users which cannot be assigned with any subcarrier are not allowed to transmit data during a block-interval. But, they will apply for data transmission when the next subchannel-allocation procedure is performed. We define these users within a block-interval as inactive users. It is clear that the index set of inactive users is Ω\Φ. As a result, every active (inactive) user which is accepted (rejected) to transmit data is assigned one (zero) subcarrier during the initial allocation algorithm, which can be expressed as
D. Dynamic Allocation Algorithm
The initial allocation algorithm maximizes the number of active users, but it considers neither optimizing the proportional bandwidth fairness nor maximizing the system throughput, which are the goals of our dynamic allocation algorithm. The key idea of our dynamic allocation is to assign all the leftover bandwidth resources after the initial allocation to active users based on the proportional fairness criterion [see Eq. (20)] defined in Section III-B.
Let Θ denote the index set of active users which cannot be assigned with extra bandwidth resources. At the beginning of dynamic allocation algorithm, Θ is initialized as an empty set Θ = ∅. If the ith user belongs to Θ (i ∈ Θ ⊆ Φ), it implies that: Case I: The ith user has achieved its maximum bandwidth capacity, i.e., Case II: There is no leftover bandwidth available for the ith user.
The dynamic allocation algorithm searches for the kth user (k ∈ Φ), which has the minimum aggressive factor α k defined by Eq. (19) and can be assigned with extra bandwidth. The index of this user can be obtained by:
where Φ is the index set of active users obtained by the initial allocation algorithm. If the kth user does not achieve its maximum bandwidth capacity, i.e., U k < U max k , the algorithm at the basestation attempts to assign an extra subcarrier to it based on SINR criterion given by Eq. (21). The attempt can succeed or fail. If it succeeds, the basestation updates the aggressive factor α k of the kth user and selects the new user which has the minimum α k using Eq. (25). If it fails, the basestation adds the kth user to Θ (Case II).
If the kth user has achieved its maximum bandwidth capacity, i.e., U k = U max k , the basestation also adds it to Θ (Case I). The dynamic allocation algorithm repeats until Θ = Φ.
E. Delay-Fairness-Driven Scheduling
Re-examining the subchannel-allocation algorithm described above, one can observe that when the initial allocation is applied, the user which is tested earlier receives the higher priority to become the active user than the later tested ones. This is due to the fact that SINR criterion is easier to be satisfied by the earlier tested users. If we employ a Round-Robinbased scheme testing all K users, the later attempted users are more likely to be rejected for transmitting data in each subchannel-allocation. As the result, their scheduling delays will be longer than the earlier attempted users. This problem gets more serious when the number K of users becomes larger. In the worst case, some users even cannot transmit any data at all. To solve this problem, we propose the delay-fairness driven scheduling scheme to minimize the upper-bound of scheduling delay. Specifically, the scheduling is applied periodically to adjust the sequence of mobile users' attempts. During each interval of scheduling, the scheduling delays of all K users are recorded accumulatively and sorted. The complexity of the scheduling varies, depending on different scheduling algorithms used. The user which experiences larger delay will be tested earlier in initial allocations during the next interval of scheduling. Therefore, the scheduling delays will be fairly shared by all users, and thus this scheduling is called delayfairness driven scheduling.
IV. SIMULATION AND NUMERICAL EVALUATIONS
We investigate the performance of the proposed system infrastructure and subchannel-allocation algorithms by simulations. In the simulations, the chip duration is set to T c = 7.8125µs and spreading gain G set to 16. Thus, the bit duration is T b = T c G = 125µs and bit rate per subcarrier is 8Kbps. We set the total number U of subcarriers equal to U = 8. Therefore, the total bandwidth of the system is U/T c = 1.024MHz. The packet size is set to L = 8000bits and the SNR per bit γ b is set to 10dB at the basestation. The subchannelallocation-scheduling is executed every 10ms. The spreading codes are random signature sequences. The correlation factor between different asynchronous random spreading sequences is approximated as a Gaussian random variable with zero-mean and variance of 1/(3G) [7] . Doppler frequency is set to 20Hz for all users. Since we mainly focus on transmit diversity in this paper, the number of receive antenna at the basestation is set to M = 1 for all simulations. Fig. 3 plots the simulated system throughput and numerically solved goodput [using Eq. (17)] versus SINR threshold γ. The plots of throughput are obtained through simulation experiments and the results of goodput are based on the numerical solutions for the analyses derived in Section III-A. The total number K of mobile users is set to 15. As expected, the system throughput decreases when SINR threshold γ increases. However, the goodputs have the peak value when γ is around 10dB, which represents the optimal SINR threshold γ opt (≈ 10dB) for K = 15. We can also observe that the space-time infrastructure can significantly improve the system throughput and goodput, but the optimal SINR threshold To further investigate the influence of total number K of mobile users on the optimal SINR threshold γ opt , Fig. 4 plots the numerically solved system goodput against two independent variables SINR threshold γ and the total number K of mobile users. The number of transmit antennas is set to N = 2. As shown in Fig. 4 , the system goodput attains the maximum when γ ≈ 10dB which is virtually independent of the total number K of mobile users. From Fig. 3 and Fig. 4 , we can conclude that the optimal SINR threshold γ opt can be pre-determined as a fixed value, regardless of what number of transmit antennas are used and what number of users are employed. Since the maximum goodput can be achieved, and the goodput approaches to the throughput when γ ≈ 10dB, thus, we set the SINR threshold γ to 10dB and only investigate the system throughput (≈ goodput when γ = 10dB) in the following simulations for convenience.
Applying the initial and dynamic allocation algorithms, the simulated fairness and throughput versus the number K of mobile users with different number of transmit antennas are presented in Fig. 5 and Fig. 6 , respectively. The bandwidth capacities U max k are randomly chosen between 1 and U . We observe that the bandwidth fairness decreases, while the throughput increases, as K gets larger. This is expected since the larger number of users, the higher spectrum-efficiency of CDMA system, and thus the higher system throughput. On the other hand, the larger number of mobile users makes the bandwidth fairness more difficult to be achieved, decreasing the fairness factor. Figs. 5 and 6 also show that after exerting the initial allocation, algorithm, the dynamic allocation can evidently improve the bandwidth fairness and system throughput. When the number of users is relatively small, there are sufficient leftover bandwidth resources after the initial allocation. Therefore, the dynamic allocation can easily assign these resources to active users based on the fairness criterion. Hence, both fairness and throughput can be significantly improved. When the number of users becomes larger, there are less leftover bandwidth resources after the initial allocation. Thus, the improving rate slows down. Fig. 5 and Fig. 6 also show that the space-time OFDM-CDMA infrastructure at physical layer can significantly increase the fairness and the throughput of the system as the number of transmit antenna increases. For example, both fairness and throughput can be increased more than 40% by using 4 transmit antennas instead of 1 transmit antenna when 30 mobile users are in the system. Fig. 7 plots the simulated average number of inactive mobile users versus the total number K of users with the different combinations in the number of antennas. From Fig. 7 we find the average number of inactive mobile users increases when K gets larger, which agrees with the observations in Fig. 3 since the more inactive users, the lower fairness attained (see Section III-B). We can also observe that the space-time infrastructure significantly reduce the number of inactive users. For example, for total number of K = 30 users, the average number of inactive users approaches to zero when N = 4 transmit antennas are employed as compared to the case where the average number of inactive mobile users > 7, when only N = 1 transmit antenna is implemented. This verifies that the space-time structure provides higher QoS than the system without the space-time infrastructure. Fig. 8 investigates the performance of our delay-fairnessdriven scheduling scheme by simulations. We can see from Fig. 8 that the delay-fairness-driven scheduling scheme can significantly reduce the upper-bound of the scheduling delay as compared to Round-Robin based scheduling. For instance, the upper-bound of scheduling delay is about 0.23 second using delay-fairness-driven scheduling as compared to 0.73 second using Round-Robin scheduling for K = 60 mobile users with N = 4 transmit antennas for each mobile user. Also, the more transmit antennas, the lower upper-bound of scheduling delay.
Finally, Fig. 9 plots the simulated subchannel-allocation results for two differentiated users during a period of 1 second with different number of antennas. The bandwidth capacity of the 1st user is U max 1 = 8, i.e., 64Kbps. Also, the bandwidth capacity of the 2nd user is U max 2 = 5, i.e., 40Kbps. Fig. 9 shows that the space-time infrastructures significantly improve the proportional bandwidth fairness and throughput performance. When N = 1, we even cannot distinguish which user has the higher bandwidth requirement as shown in Fig. 9(a) . When N = 2, Fig. 9(b) shows that the user which has the smaller U max k nearly achieves its bandwidth capacity but the user with larger U max k still starves for bandwidth resources. When N = 4, as illustrated by Fig. 9(c) , both users closely approach to their bandwidth capacities. Thus, Fig. 9 shows that the space-time infrastructure offers a great deal of advantages for supporting differentiated applications.
V. CONCLUSIONS
We proposed and analyzed the subchannel-allocation algorithms based upon Quality of Service requirements of maximizing fairness and throughput while minimizing upper-bound of scheduling delay for the space-time OFDM-CDMA-based wireless networks. Also, we conducted extensive simulation experiments to evaluate the performance of the proposed algorithms. Our simulation results show that the proposed algorithms can significantly improve the proportional bandwidth fairness and system throughput while reducing scheduling delay. Furthermore, the space-time infrastructure can achieve more efficient bandwidth allocations over finite resources in the wireless networks.
