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Abstract
With the ubiquity of GPS-enabled smartphones, Location-Based Service (LBS) as a prominent
product of social networks has become an essential part of our daily lives. People can easily socialize
and share their check-in data (location, time, text, photo and etc.) via Location-Based Social Networks
(LBSN). Through mining the check-in dataset, Point-Of-Interest(POI) recommendation systems as-
sist users in exploring new attractive venues.
The primary challenge regarding POI recommendation is to suggest a list of new interesting locations
to the query user. Specifically, the excessive sparsity observed in user-location matrices is the main
problem. The well known Collaborative Filtering (CF) methods are commonly used with other fac-
tors like geographical, social, context-oriented (e.g. text contents) and temporal effects to promote
the effectiveness of the location recommendation systems. Despite the vital role of temporal influ-
ence, an insufficient amount of research has been devoted to considering the time factor in location
recommendation. While we have an insufficient number of records regarding a user’s check-in at a
particular location, predicting the time of the visit seems more problematic. We have dedicated part
of our research to study various aspects of the temporal influence in the recommendation.
Additionally, we use Twitter textual contents to extract a set of spatial phrases associated with each
region. Such an act enriches the textual contents of the local POIs. This process enhances location
recommendation systems, as it facilitates textual similarity among POI tags and the tweet history of
the query user.
In short, we aim to address the problems involved with both aspects of Location Inference and Recom-
mendation in social networks. Our research in this thesis has four parts. Firstly, we define a problem
which merely considers a single temporal aspect to enhance the performance of a location recom-
mendation task. Subsequently, we develop a probabilistic model which detects a user’s temporal
orientation based on visibility weights of POIs visited by her during weekday/weekend cycles. While
this method is limited to a single temporal scale, the idea can be adapted to other time-related periodic
cycles (e.g. daily home-work return trips). Secondly, we argue that the majority of existing methods
merely concentrate on a limited number of temporal scales and neglect others. We propose a prob-
abilistic generative model, named after Multi-aspect Time-related Influence (MATI) which employs
the user’s check-in log to detect her temporal mobility pattern under various scales (e.g. minute, hour,
day and so on). It then performs recommendation using multi-aspect temporal correlations between
the query user and proposed locations. Thirdly, we further study the role of the time factor in recom-
mendation models. We define a new problem to jointly model a pair of heterogeneous time-related
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effects (recency and the subset feature) in location recommendation. To address the challenges, we
propose a generative model which computes the probability of the query user visiting a proposed
location based on various homogeneous subset attributes. At the same time, the model calculates
how likely the newly visited venues will obtain a higher rank compared to others. The model finally
performs a POI recommendation through combining the effects learned from both homogeneous and
heterogeneous temporal influences. Fourthly, we take textual contents into consideration to tackle the
data sparsity problem in location recommendation systems. We propose an approach to detect focal
spatial phrases associated with each specific scalable geographical area. For this task, we process
GPS-enabled tweets. The main problem here is that Twitter messages are lexically varied and contain
limited information. Our model calculates stickiness threshold to exploit the most probable segments
out of the tweet contents. We employ a probabilistic model to measure how strongly each of the
spatial keywords can be linked to the predefined region.
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Chapter 1
Introduction
Find a research problem. This is the first step!.
Research Tips
Location is a Latin word and approximately explains the place of something relevant to an occurring
incident and has a value of significance [24]. Location data is important as it is verified that when a
spatial-keyword is present within a message, the mentioned placename makes it more valuable com-
pared to other similar notes [53]. Nowadays, people use Location-based Social Networks(LBSNs)
on a daily basis to socialize and report their location at the check-in time. They share valuable data
through such mediums (e.g. Foursquare, Yelp, Gowalla, Loopt, and Google places). Subsequently,
location recommendation systems suggest new interesting locations to the LBSN users through pro-
cessing the check-in dataset. In short, in this thesis, we address the problems involved in both aspects
of Location Recommendation (Chapters 3, 4, and 5) and Location Inference (Chapter 6) in social
networks. The datasets regarding Location Recommendation and Inference are not the same in this
thesis. Location recommendation uses non-textual LBSN users’ check-in logs. Also, the location
inference module processes the textual contents from Twitter. Therefore, the output of the location
inference module cannot be consumed by the location recommendation models (proposed in Chapters
3-5) as the users in two datasets are different individuals. As a matter of fact, the focus of this thesis
is more on the recommendation aspect.
There are multiple effects that can influence the effectiveness of recommendation systems. Never-
theless, as explained in Chapters 3, 4, and 5, we believe that the time entity has various properties
that need to be studied comprehensively to leverage the truly significant role of the time factor in the
recommendation.
Furthermore, the micro-blogging services such as Twitter generate a huge amount of textual content
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(tweets) which is partially enclosed with location information. Such data is a good source from which
to extract location information associated with a predefined geographical region (described in Chapter
6). From another perspective, detecting a set of spatial keywords which is associated with a region
can further facilitate a similarity metric between the textual contents of the local POIs and the mes-
sage history of the query user. The query user is referred to a chosen test user for whom we suggest
the set of locations through a POI recommendation system. This can subsequently promote location
recommendation systems.
In this chapter, we concisely introduce the research including motivation, aims, challenges, and con-
tributions with regard to both aspects of Location Recommendation (Section 1.2) and Location Infer-
ence (Section 1.3) in social networks. We then explain the organization of this thesis.
1.1 Motivation
When an LBSN user presses the check-in button, she actually reveals her location and enclosed in-
formation including the time, textual contents, photos, videos, and so on [96, 68]. While LBSN users
share their valuable spatio-temporal data, Location recommendation systems assist users in exploring
new attractive venues through mining the query user’s check-in history. This affirms numerous ben-
efits for all stakeholders in the LBSN ecosystem. On the one hand, it promotes the tourism industry
and on the other hand users can find interesting locations conveniently.
So far, an extensive amount of research has been devoted to employing various effects aimed at pro-
moting the effectiveness of the location recommendation process. Geographical [78, 85, 49], social
[7, 23], context-oriented [82, 83] (e.g. text content and word-of-mouth) and temporal influences are
among the commonly utilized factors [83]. The geographical influence factor shows that LBSN users
tend to visit the locations which are close to the venues that they have priorly visited. The social
Influence factor indicates that users’ mobility patterns are affected by their social links. The context-
oriented factor promotes location recommendation through indicating the textual similarity between
proposed POIs’ spatial keywords and the message history of the query user. Finally, the temporal
influence factor focuses on the time-related correlations between proposed locations and the temporal
habits of the query user that are exploited from her check-in log. Our work in this thesis supports both
temporal and semantic effects in location recommendation.
Despite the significant role of time in people’s mobility patterns [92], an insufficient amount of re-
search has been dedicated to mining the time factor in LBSN based location recommenders. Hence,
we were motivated to explore the time-related effects aimed at enhancing the effectiveness of the
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location recommendation process. Based on the research gap in location recommendation, firstly we
argue that not all the attributes of time are studied in location recommendation systems. We further
seek to explore the subset feature (hour, day, week, and so on) in more depth. Secondly, we urge the
necessity of a recommendation model which can concurrently model multiple heterogeneous proper-
ties of the time factor. Hence, we believe that this thesis addresses sensible research gaps in location
recommendation systems.
Three temporal attributes of periodicity, consecutiveness, and non-uniformness [8, 10, 22, 85, 93, 18]
have already been used in location recommendation systems. Periodicity studies the recurrent trips in
users’ mobility patterns (e.g. home-work trips). The successive attribute [89, 8] states that there are
some locations which are visited sequentially (e.g. going to the bar after the restaurant on Saturday
night). Non-uniformness denotes that the temporal mobility pattern of LBSN users changes all the
time [22].
From a univariate temporal perspective, as visited locations during weekdays and weekends are sub-
stantially different, we were inspired to study weekly intervals to see how they can promote the
effectiveness of POI recommendation systems. However, we also believe that the time is a multi-
aspect entity which has numerous properties. For instance the time dimension comprises multiple
intervals with subset feature in between (e.g. minutes, quarters, hours, days and etc.). Consequently,
we study the Temporal Subset Property (TSP), focusing on including all possible time-related scales
(T = fz1; z2; : : : ; ztg) into a unified framework. As Figure 1.1 illustrates, the temporal correlation
between the query ui with any proposed location lj should include all possible attributes of the subset
property where z1  z2  z3 : : : zt 1  zt. Therefore, a location lj’s probability of being visited by
the query user ui increases when ui tends to perform check-ins when location lj is visited the most.
In other words, as the time of a visit can be declared through several dimensions (minute  hour 
day  week and so on), we were motivated by the fact that LBSN users and locations may correlate
with each other temporally in a multi-aspect way.
Subsequently, we take the subset feature into consideration to model a set of homogeneous time-
related attributes. We select four scales (i.e. hour  day  week  month) based on the density and
the duration of our datasets (Section 5.2.3). However, our proposed model can include more intervals.
Previous studies have solely considered one or two temporal scales such as hour [79, 22, 85, 89] or
day, and weekday/weekend periods [93, 22] to circumvent overfitting concerns [89]. In addition, we
model the recency attribute, which is two-fold: Firstly, users with recent check-in activity must obtain
higher similarity weights in Collaborative Filtering (CF). Secondly, the locations which have recently
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Figure 1.1: Multi-aspect Temporal Influence in location recommendation.
absorbed more check-ins should be ranked higher in recommendation results. Our final model for lo-
cation recommendation jointly incorporates two heterogeneous temporal attributes of the subset and
recency. To this end, we employ the recency attribute in the CF module of the framework. Moreover,
we propose a latent generative module (Fig. 1.2) which fuses multiple homogeneous temporal scales
of the subset attribute in location recommendation system.
From another perspective, a set of spatial keywords which are associated with a specific geographical
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Figure 1.2: Jointly modeling the TSP and recency attributes of time in location recommendation.
region can facilitate the semantic influence. On the other hand, we can increase the accuracy of the
location recommendation task through measuring the semantic correlation between POI tags and the
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message history of the query user. However, the task of Location Inference from textual content gen-
erated via on-line social networks such as Twitter is challenging. Intuitively, user generated content
containing location names are more useful than other messages that lack spatial information; however,
as the microblog messages are limited in size, extremely noisy, and lexically varied, the extraction of
location information from such data is quite challenging.
Figure 1.3: Associating a set of LOPs with the geographical area.
Based on prior studies [8, 2], it is assumed that there are an adequate number of local terms
(e.g. Aussie for the people of Australia) dedicated to any region which gain a high frequency in their
geographical focal points while the frequency shrinks with distance from the central focal point. On
the other hand, there is a subset of terms which are mentioned frequently in their uni or multiple spatial
centers and appear less in other places. The geographical focal point or spatial center with regard to
a local word is a location where the local word is used more. For example, a sample geographical
focal point for “BNE” is the Brisbane city. Motivated by the concept of local terms, our interest is
to extract Location Oriented Phrases (LOPs) which can be used as indicators to highlight a region
in Twitter messages (i.e. tweets). For example, the phrases “here in Brissie” or “Queen’s mall” are
not obvious location names or piece of an address; however, they are repeatedly mentioned in tweets
which are associated with “Brisbane, Australia”. We believe that location phrases explored in a user’s
tweets can reveal a relation between Tweet content and a single or multiple regions [6]. However, as
terms and phrases can complement each other, it is essential to develop an effective approach in order
to identify location oriented terms and phrases. While a set of spatial entities can be associated with
any scalable geographical cell defined by corners, each of the entities can clearly pinpoint an specific
region (as illustrated in Figure 1.3). We define a geographical cell as a region in the shape of a square
which is limited by its top-left and bottom-right corners. In addition, a supplementary list of LOPs
associated with a geographical area can enhance the accuracy of the location recommendation task as
it facilitates a semantic relationship between both the POIs and the check-in history of the query user
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in the region.
In short, we explain the motivation regarding Location Inference and Recommendation. Regarding
Location Recommendation, while we admit the significance of existing works on utilization of the
temporal influence, we detect a research gap in devising a model that can comprise multiple temporal
features (instead of one) in location recommendation. The MATI model in Chapter 4 proposes a
model which will include all features of the subset attribute. Also we propose another model called
NH-JTI in Chapter 5. The model is capable of integrating heterogeneous attributes of the time factor
into location recommendation. Also, regarding Location Inference, we report the approaches which
can detect location related single terms in textual content. Subsequently, we propose that there is
a gap on the necessity of devising a model which can recognize location related multi-words (also
called as Location Oriented Phrases (LOP)). Spatial single terms are not strong enough to highlight a
region, because they are used in various places. However, LOPs are used in fewer numbers of regions
and have a higher accuracy in pinpointing a specific region. Owing to the fact that our research
includes both aspects of Location Inference and Recommendation in social networks, we explain the
challenges, goals and contributions of our research in distinct sections as follows.
1.2 Location Recommendation Using LBSN Data
One part of our research is focused on improving the effectiveness of location recommendation pro-
cess in LBSNs. A growing line of research has already been dedicated to taking advantage of various
effects (e.g. social, temporal and geographical influences) aiming to improve the effectiveness of
existing location recommendation methods. Accordingly, the temporal influence owns numerous di-
mensions and various attributes which deserve to be explored more. In this thesis, we further study
the role of the time and geographical influences in location recommendation models. Intuitively, a
user-location matrix reports the locations that each user has visited. When a user performs a check-in
at a location, we make sure that he has visited the place. The entry in the user-location matrix can be
a binary value (0 or 1) [78, 85], which shows whether the user has visited a location or not. It can
also be a digit [7] which reports the number of check-ins at each location (0 or more). Due to the
fact that each user visits a limited number of locations, the user-location matrix is extremely sparse.
Matrix entries are interpreted as positive numbers. On the other hand, if an entry is not yet assigned,
this means that we cannot judge whether the user is unaware of the POI or she does not like the place.
The primary problem in location recommendation is to propose a list of interesting POIs, which she
hasn’t previously visited, to the query user. Owing to excessive sparsity (or scarcity) observed in
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user-location matrices [75], POI recommendation in LBSN environments is extremely challenging.
In addition, the User-Time-POI (UTP) cube is even more sparse. While the user-location matrix does
not include the complete records regarding a user’s opinion about each of locations, predicting the
time of the visit for the UTP matrix seems more problematic. Hence, we consider time-related infor-
mation to promote the performance of location recommendation systems.
The challenges regarding location recommendation have already been tackled through different tra-
ditional methods [72, 76] such as Random Walk and Restart and the popular Collaborative Filtering
(CF) [78, 38, 85, 83]. CF methods have two categories; memory-based and model-based [8] and
study a user’s interest regarding each proposed POI. In reality, numerous approaches [79, 22, 38, 78]
attempt to demote sparsity in user-location matrix. Moreover, a growing line of research has recently
been dedicated to employing various kinds of effects to enhance recommender systems. Geographi-
cal [78, 85, 49], social [7, 23], context-oriented [82, 83] (e.g. text contents and word-of-mouth) and
temporal influences are the commonly utilized factors [83]. However, despite several benefits of the
temporal influence [92], we need to further explore various attributes and dimensions of the temporal
influence. Therefore, in aiming to enhance the effectiveness of location recommendation systems, we
devote a part of our study to devising models which can employ the time factor.
In fact, the time dimension comprises numerous granular slots such as minutes, quarters, hours, and
days. Previous work [93, 79, 18, 89, 15, 22, 85, 87] has integrated a single or two temporal effects
such as the hour of the day or day of the week cycles into POI recommendation models. Therefore,
we initially exploit a uni-aspect time-related influence in the location recommendation. While this
method is limited to a single time-related aspect, the idea can still be adapted to other univariate pe-
riodic time-related cycles (e.g. daily home-work return trips). We accomplish the initial univariate
temporal study to gain initial knowledge regarding the role of the time factor in the recommendation
process. Nevertheless, in reality, the time entity is multi-aspect. LBSN users’ check-in behaviors are
simultaneously influenced by multiple temporal effects with different cycles or granularities. There-
fore, rather than configuring the method (e.g. [22]) to work at specific time-related intervals, we
devise the next solution which can employ multiple temporal effects to promote the location recom-
mendation task. We continue with further information about the role of uni-aspect and multi-aspect
temporal influences in location recommendation systems.
Uni-aspect Temporal Influence: In order to alleviate the sparseness found in User-POI matrices as
well the UTP cubes, Zhang et al. [87] propose the TICRec Framework, which applies the density es-
timation method; and Yuan et al. [85] compute cosine similarity based on visited locations in related
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time slots. Moreover, Gao et al. [22] suggest LRT, which can be configured to adapt various temporal
intervals (e.g. weekly, monthly and etc). However, in current temporal approaches, the correlations
between users and the check-ins are merely considered (i.e. User-POI or UTP matrices) and user-
specific and location-specific temporal properties are not appreciated. As described in Chapter 3, we
employ the uni-aspect temporal effects of the users and POIs to further improve POI recommendation
systems.
Table 1.1: Sample of weekly oriented POIs visited more than 50 times by various users
Weekend Oriented
POI Name Category Weekend
Prob.
Downtown Los Angeles Artwalk Museum,Arts & Entertainment, 0.99
Santa Monica Farmers Market Shop & Service,Food 0.98
Coachella Valley Music and
Arts Festival
Outdoors & Recreation,Arts
& Entertainment
0.93
Social Nightclub Nightlife Spot, 0.89
Los Angeles Memorial Coliseum College & University,Arts & Enter-
tainment,College Stadium,
0.88
Weekday Oriented
POI Name Category Weekday
Prob.
Finnegan’s Marin Nightlife Spot,Food 0.98
Sierra College College & University 0.91
Oviatt Library College & University,Professional 0.88
MEVIO, Inc. Office,Professional 0.87
Olives Gourmet Grocer Shop & Service,Food & Drink Shop 0.83
From a single aspect temporal perspective, while certain venues are visited more often on week
days or during the weekend, some users also show their preference for checking in either on week-
days or during weekends. We verify such claims through observations (Section 3.1.1). Intuitively,
we can infer two facts: (a) If a user is mostly aligned toward weekdays, we should offer her more
from weekday oriented POIs. (b) If all POIs in a group have the same rank, they should be offered
to the user based on her temporal preference. We name User and POI weekly alignments as User Act
and POI Act respectively. The naı¨ve approach is to count the number of visits during week days and
weekends and recommend POIs based on the user’s temporal orientation. However, the probability
(or the visibility weights) for a user visiting each location can differ from another location. The col-
laborative filtering module can be used with geographical and social effects to compute the visibility
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weights [78]. In our recommendation model (Chapter 3), in order to employ the temporal influence,
the POIs are treated based on their visibility weights.
Multi-Aspect Temporal Influence (MATI) (Chapter 4): With respect to time, POI recommenders have
so far employed the three temporal attributes of periodicity, consecutiveness, and non-uniformness
[8, 10, 22, 85, 93, 18]. Periodicity [10] states that a user’s movements at different locations has an
approximate periodical replication. For example, a typical user would mostly perform check-ins near
her workplace throughout the day and at her own property during after hours. This shows a peri-
odic behaviour. Consecutiveness or Successive attribute [89, 8] claims that there are certain locations
which are visited in a sequential order during a limited time constraint. Finally, non-uniformness de-
clares that the check-in behavior of LBSN users varies in different temporal periods (i.e. one’s activity
pattern is work-oriented during weekdays and related to entertainment throughout the weekends) [22].
Inspired by the fact that the time dimension comprises numerous granular slots (e.g. minutes, quar-
ters, hours, and days), and some are subsets of others, we propose that the fourth attribute be named
as Temporal Subset Property (TSP).
Some other works also reveal that the time factor can be treated as either discretized [85, 22, 93,
18, 79, 15] or continuous [87, 83]. Those using time in a continuous manner claim that choosing
a proper time interval is not feasible [83]. However, discrete-time constitutes the basis of our daily
lives. We set our appointments, meetings, and events using predefined time slots. Additionally, urban
arrangements are planned by discretized values (e.g. a sample supermarket chain in Australia closes
at 6pm except on Thursdays when they serve the customers until 9pm), hence discrete-time can also
be considered when studying the role of multi-aspect temporal influence in location recommendation
systems. However, previous work [93, 79, 18, 89, 15, 22, 85, 87] that integrated discretized temporal
information such as the hour of the day or day of the week cycles into POI recommendations con-
sidered only single or two temporal granularities to avoid complexity and overfitting issues [89]. In
reality, time is multi-aspect and user check-in behaviors are simultaneously influenced by multiple
temporal effects with different cycles. Rather than configuring a method (e.g. [22]) for the recom-
mendation system to work at specific time-related intervals, in order to improve the effectiveness of
recommendation systems, it would be preferable to devise a solution inclusive of multiple temporal
factors. Accordingly, our observation of two public LBSN data sets (Section 4.3.1) shows more than
40% of locations, explored by at least 8 users, are mostly visited during their popular times (e.g. a
bar is mostly visited during after hours). Hence, a location lj’s probability of being visited by a user
ui increases when ui owns prior check-ins during the times when lj is visited more. As the time of a
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visit can be declared through several dimensions (minute of hour, hour of the day, the day of the week
and so on), we can conclude that LBSN users and locations correlate with each other temporally in a
multi-aspect way.
Jointly Modeling Temporal Influence (Subset and Recency) (Chapter 5): The MATI model solely
considers the subset property among temporal slots. In the model proposed in Chapter 5 (NH-JTI) we
utilize the recency attribute alongside the temporal subset property (e.g. hour  day). The users with
recent check-in activity gain a better weight in collaborative filtering. Moreover, the locations with
recent check-ins obtain higher ranks in recommendation. In short, the NH-JTI model jointly incor-
porates two heterogeneous temporal attributes of the subset and recency in location recommendation.
To this end, we employ the recency attribute in the CF module of the framework. Accordingly, we
propose a latent generative module (Fig. 1.2) which fuses multiple homogeneous temporal scales of
the subset property in the location recommendation. As in the MATI model, we associate a three
dimension User-Time-POI (UTP) matrix with every temporal aspect. This observes whether every
user has visited a location (0 or 1) at a particular time slot (e.g. hour of the day) or not. Accordingly,
we devise a clustering method to decrease the sparsity in the UTP cubes through merging similar
slots (hours, days, weeks, and months) and construct temporal slabs. The Bayesian generative model
will then intake the temporal slabs to recommend top K locations which are temporally correlated
to the query user’s existing check-in log. Moreover, we further utilize an Expectation Maximization
approach to infer the latent parameters to compute the final time-related similarity metric between the
query user and the proposed locations. To the best of our knowledge, no prior work jointly considers
the set of homogeneous and heterogeneous time-related features in LBSN based location recommen-
dation systems. In Chapter 5 we propose an approach which obtains a full set of similarity maps, each
dedicated to a particular scale in the temporal subset attribute. Rather than considering the effects of
a sample temporal dimension in location recommendation [29], the proposed solution considers a set
of concurrent homogeneous and heterogeneous temporal features in the location recommendation.
From one perspective the latent generative module predicts the query user’s mobility patterns involv-
ing multiple homogeneous temporal effects denoted by the subset feature. From another perspective,
the time decay effect integrates the recency influence in the collaborative filtering module.
Studying the role of the time in the location recommendation is a significant task as on the one hand
it can reveal the latent temporal mobility patterns of LBSN users and on the other hand it can improve
the effectiveness of the recommendation systems. Initially, we realized that as the time entity has
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various properties, we can consider the temporal effect as a proper research gap to further improve
the effectiveness of the location recommendation algorithms. To start, we decided to study merely
one factor of the temporal influence. We proposed the method in Chapter 3 to compute the temporal
effects using weekly behaviours of LBSN users. This method is threshold based. We studied var-
ious figures and finally figured out that the weekly alignment is the best feature for the threshold.
In this method, if the user passes a threshold in alignment toward either week day or weekend, we
treat the user having weekly alignments. For the MATI model (explained in Chapter 4), we worked
on the model which could include multiple features of the temporal subset property. The key point
for improving the effectiveness of this method was that we included the jacquard coefficient which
computes how the check-in behaviour of the user correlates with the visiting pattern of the suggested
POIs. The jacquard coefficient helped us achieve supremacy over other baselines. In our method we
considered both the probability of a user visiting a location according to the subset features. More-
over, we considered how the user and each of the locations are temporally relevant. Our last work in
Chapter 5 jointly modelled the subset componential property beside the recency attribute of the time.
Based on primary experiments, we realized that adding the recency feature (time decay) doesn’t play
an important role in the mobility patterns of LBSN users. Hence, we gave time decay module a lower
weight in our mixture model. We also realized that including more components from subset attribute
(hour, day, week, and month) made out model more effective.
1.2.1 Research Challenges in Location Recommendation
In our research, the problems with regard to exploiting the role of time influence in location recom-
mendation have two categories.
1. Uni-aspect time-related effects: Uni-aspect temporal influence considers merely one dimension
of time (e.g. hour of the day or weekday-weekend pattern). The problems regarding the uni-aspect
temporal influence in location recommendation can be described as follows:
 How to observe the temporal influence associated with a possible uni-aspect time-related pa-
rameter.
 How to compute the rate of weekly alignments for LBSN users and POIs.
 How to mitigate the sparsity of the user-POI matrix using single aspect weekly temporal influ-
ences.
31
2. Multi-aspect time-related effects: Intuitively, selecting a specific temporal granularity (e.g. hour
of the day) and excluding others (e.g. minute of hours, the day of the week and ...) is not the best
solution. Hence, we propose another problem to include multiple temporal scales. The problems
regarding the role of the Multi-Aspect Time-related Influence in location recommendation are listed
below:
 How to devise a solution to include multiple aspects of the time-related effects in location
recommendation?
 How to mitigate sparsity in a hierarchical set of UTP matrices where each one is associated
with a single temporal dimension?
3. Jointly Modeling Heterogeneous time-related effects: Proposing an approach to jointly incor-
porate two heterogeneous temporal attributes of the subset (TSP) and recency in location recommen-
dation is the next step we took after devising the MATI model. To this end, we employ the recency
attribute in the CF module and develop a latent generative module similar to MATI to include four
TSP scales. The challenges regarding the model are listed below:
 How to devise a solution to include multiple heterogeneous aspects of the time-related effects
(e.g. subset and recency attributes) in location recommendation
 How to mitigate sparsity in a four-aspect hierarchical set of UTP matrices
 Where we can incorporate each of the attributes (i.e. in the CF module or as an independent
influence?)
1.2.2 Research Goals in Location Recommendation
This section discusses the research goals of this thesis from a location recommendation perspective.
At the highest level, our goal is to identify subsistent problems and challenges regarding the role of the
temporal influence in location recommendation in social networks, paying attention to the properties
of the time, and taking maximum advantage of the time factor in LBSN datasets. Even, employing
the time factor in the recommendation involves various problems which are discussed in this thesis.
The research goals are listed below:
 A key goal is to design frameworks and develop effective solutions for location recommendation
in social networks (in particular LBSNs) and getting the most out of the temporal data to further
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improve the effectiveness of such systems. Our approaches need to handle the large amount
of check-in data which comprises relevant social network structures, location, and associated
time-stamps.
 The second key goal is to design a set of precise observation parameters to gain sensible un-
derstanding with regard to the temporal aspect of the LBSN data. Our approach focuses on
statistical analysis.
 The third key goal is to devise a generative model which can incorporate multiple latent tempo-
ral granularities in the location recommendation. The initial aim is to increase the effectiveness
of the location recommendation systems.
 The fourth key goal is to devise a model which can employ both recency and the subset attributes
of the time into a unified recommendation system.
 The final key goal is to evaluate the proposed approaches in real-world LBSN datasets. Two
real-world social network datasets will be used to evaluate our proposed approaches.
1.2.3 Contributions in Location Recommendation
A set of contributions in this thesis is related to the vital role of the time factor in LBSN-based
recommenders. Based on the research problems discussed and the challenges identified, we make
numerous contributions towards enhancing the location recommendation process in social networks
which are listed below:
 We analyze the temporal trends of the location recommendation systems. We initially take
advantage of weekly behaviors of users and POIs and subsequently design a probabilistic model
to compute the univariate weekly temporal alignments (Chapter 3).
 We demonstrate that the univariate temporal effect can successfully enhance the state of the
art baselines in POI recommendation systems. Our proposed univariate temporal recommender
framework can discretize a continuous stream of LBSN users and suggest a set of POIs for
them, according to their weekly preferences (Chapter 3).
 We exploitmulti-aspect temporal slabs throughmerging similar temporal slots in various scales.
Such a model reduces the sparsity in all UTP cubes and minimizes the temporal scarcity in mul-
tiple time-related dimensions. Therefore, in a novel procedure, this method estimates proper
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slabs through the processing of a minimum subset of the dataset through employing both strat-
ified sampling and matrix factorization (Chapter 4).
 We devise a latent generative model called Multi Aspect Time-related Influence (MATI) which
can predict users’ time oriented mobility patterns. In addition, the ultimate advantage of the
MATI model in comprising all temporal dimensions is that it can enhance various user-item
based recommendation processes and functions effectively at different densities(Chapter 4).
 Finally, rather than considering the effects of a sample temporal dimension (e.g. temporal
subset attribute in MATI model) in the location recommendation, we develop an approach in
Chapter 5 which employs a set of concurrent homogeneous (hour, day, week and month) and
heterogeneous (Subset + Recency) temporal features in the location recommendation.
To the best of our knowledge, no prior work has already attempted to consider multi-aspect temporal
influence aiming to enhance location recommendation systems.
1.3 Location Inference from Micro-blog Data
Nowadays, Social media has connected numerous people; in addition, its products such as Microblog-
ging services (e.g. Twitter) are widely used. Twitter as a popular microblogging service has gained
an immense spike in sharing people’s messages (Tweets) and their artifacts 1. Twitter users inform
others about what they are involved with at the time of tweeting using a maximum 140 characters.
The results retrieved from a sample data analysis [69] illustrate that only 10 percent of users publish
their tweets in private and the rest of them are publicly available. Therefore, tweet content provides
the most comprehensive means of accessing location information (e.g. location names) for extraction.
In fact, other location related resources are not as accessible as twitter messages. A small minority
of tweets (our datasets: less than 6%) are attached with geographical coordinates (latitude,longitude).
Also, the location field in twitter user profiles neither supplies accurate information nor provides rel-
evant data from which a particular tweet is sent. Time-zone as another resource that can be modified
by users and reports locations accurately for the main cities (e.g., Paris). Moreover, IP addresses are
uncertain, as Virtual Private Network (VPN) may mask users’ true locations and an Internet Service
Provider (ISP) may apply dynamic allocations [4]. However, spatial resources other than location
1Pictures and Audio Clips
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names in textual contents can be considered as complements during extraction of location informa-
tion [30]. For example, location field can be used to bootstrap the training data or the time-zone can
indicate the main city near the user’s location.
In order to extract location information, the first option in partitioning a tweet into valid segments is
the Named Entity Recognition (NER). However, existing NER systems (e.g., ANNIE, LingPipe and
Stanford NER) designed for ordinary traditional web documents, fail or function poorly when they
are tested on tweet contents because short texts are informal and error-prone [32]. The key points of
divergence are listed below:
 Tweets are short and do not comprise enough data uniquely.
 They are ungrammatical and also include misspellings.
 The messages include too much informal content such as abbreviations and short-hand.
 A tweet contains limited information and can not provide sufficient information about the in-
clusive entity names.
 Capital letters are unreliable.
 There are too many terms regarded as Out Of Vocabularies (OOV) in tweet content which are
generated rapidly and based on social trends and current events.
 Content is lexically varied and scarce.
 Collecting an adequate volume of training data for named entity classification is a difficult task.
Our research (explained in Chapter 6) is inspired by multiple notable previous works [40, 6, 8]. Cheng
et al. in [8] aim to devise a solution to detect local terms. They assume that there is an adequate num-
ber of terms dedicated to each region which gain a high frequency in their geographical focal points,
while the frequency shrinks as moving away from the center. On the other hand, there is a subset of
terms which are mentioned frequently in their centers and appear less often in other places. The model
proposed by them excels prior language models however Chang et al. in [6] complete the concept of
locally strong terms via considering multiple centers for each word. They estimate the probability
of local terms in multiple focal points using a Gaussian Mixture Model. Moreover, they apply To-
tal Variation and Symmetric Kullback-Leibler divergence to calculate the rate of non-localness via
similarity to the stop words. We recommend the concept of local phrases similar to the previously
well-defined term based attitudes [8, 6]. From another perspective, our work is inspired by the system
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known as TwiNER[40]. Our research is similar to theirs as we calculate the stickiness threshold to
explore the most probable segments in tweet content. The stickiness threshold optimizes the creation
of sensible phrases through merging the single terms. TwiNER is similarly an unsupervised NER sys-
tem which uses the statistics acquired fromMicrosoft Web N-Gram service2 andWikipedia3 to exploit
valid phrases (Multi-words). Originally, it detects Named entities without categorizing the types (e.g.
location, names) but our task is concentrated on recognition of spatial segments which are associated
with a geographical region. The idea of Symmetric Conditional Probability has already been used by
Li et al. in [40]) to measure stickiness attributes between terms to optimize the creation of plausible
phrases.
Intuitively, a locally strong term or uni-word is mentioned more in tweets generated in one or more
spatial focal points. For example the uni-word “Brisbane” is most used in two focal points which
are the two neighbouring cities of Brisbane and the Gold Coast in Australia. Additionally, such uni-
words turn up less in tweets generated by users in other places. Cheng et al. [8] devised a solution
for detecting local terms that could only be associated with a single focal point. Although their model
excels prior language models in finding the users’ location information, Chang et al. [6] compete for
the concept of locally strong terms via considering multiple focal points for each word. They also
calculate the rate of non-localness via similarity to the stop words. Rather than considering local
terms, our research with regard to location extraction from microblogs is mostly involved with Loca-
tion Oriented Phrases (LOP). The LOP represents a spatial multi-word (e.g. “Gold Coast”). We are
initially inspired by the prior term-based approaches such as [6, 8].
Extraction of a set of LOPs associated with a spatial cell has two advantages. Firstly, it can be used to
find local users through the semantic correlation between the user’s tweet history and the set of asso-
ciated LOPs in the region. Secondly, detected LOPs in a geographical region can enrich the enclosed
spatial semantics for the local POIs. This can also enhance the performance of location recommen-
dation systems.
The task regarding LOP detection from short-text was the first piece of research in my PhD studies.
The idea to detect spatial Multi-words instead of single terms was a clear research gap at the time.
The initial aim was to infer a twitter test user’s location through merely detecting the LOPs in her
tweet history. However, in the end we realized that LOPs are not adequate by themselves. Hence, in
order to achieve a better performance in location inference, we propose as a future task to devise a
2http://web-ngram.research.microsoft.com/info/
3http://en.wikipedia.org/
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system which can include spatial terms and phrases jointly. Single terms are abundant but have low
accuracy while LOPs are less abundant but ensure a better precision.
1.3.1 Research Challenges in Location Inference
The problems that we address with regard to the extraction of spatial information from microblog data
are two-fold: (1) How are we to devise an unsupervised method to detect appropriate phrases (also
called multi-word segments) from tweet content? (2) How to identify location oriented phrases from
tweet contents? Such LOPs are supposed to be assigned to the predefined spatial cell. In short, given
a set of geo-tagged messages (M ) and the geographical cell (C) defined by top-left and bottom-right
corners, the problem we address in location inference is to detect and distinguish a set of LOPs which
are linked to the cell C.
As a matter of fact, neither local terms nor phrases can be fully independent in connecting all poten-
tial tweets to the localities. For example, “in the gc” and “on the Goldie” indicate Gold Coast city,
however, the terms “GC” and “Goldie” are not locally important. From another aspect, while “Gold
Coast” as a phrase is missed in term-based approaches, the term “goldcoast” without space will also
be ignored during detection of local phrases. Moreover, local terms are found abundantly but they are
low in precision. In a different manner, LOPs are found less often but they have higher precision in
indicating a particular region. Hence, alongside the primary problem of detecting LOPs associated
with a region, we propose another research challenge for future work: How to integrate both location
oriented terms and phrases into a unified framework during binary phases of identification and asso-
ciation with the geographical area?
In addition, due to domain specifications, location retrieval from Twitter is challenged from various
perspectives. Traditional approaches applied in similar domains such as web data indeed fail in the
Twitter environment. We can indicate a few initial domain specific research challenges: How to take
advantage of the limited resources in location extraction? How to overcome the sparsity of word
distribution over regions and distinguish between the geographical scopes? How to deal with the
limited and noisy content of tweets? Accordingly, we focused on the extraction of valid segments
(multi-words) out of tweet content. We then devised a model to associate a set of local multi-words
with every specific region (e.g. city).
According to the existing work, recognition of location entities in tweet content is based on various
disciplines such as the rule-based [67], NER [60, 50] and Hybrid approach [44, 25]. Hybrid models
include various components such as NLP, Machine learning, and Gazetteers. Terms used in tweet
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content can be utilized to extract location information via developing classifiers, probabilistic frame-
works and language models [8, 6]. However, in order to extract a proper set of LOPs, tweet content
should be segmented into a set of phrases (multi-words). Hence, the stickiness threshold among sin-
gle terms should be accurately taken into consideration [40]. This can ensure that a proper set of
multi-words will be initially extracted.
1.3.2 Research Goals in Location Inference
This section discusses the research goals of this thesis regarding the location inference aspect. At
the highest level, our goal is to identify subsistent problems and challenges in the extraction of the
location information from textual contents generated by the micro-blogging services (i.e., Twitter).
We aim to detect a set of spatial keywords associated with a geographical region. Such keywords can
enrich semantic information for the POIs which are situated in each region. Accordingly, it will be
possible to exploit the location of the query user through semantic similarity between the her tweet
content and the spatial keywords that are associated with the target region. The research goals are
listed below:
 A key goal is to design an automatic effective solution for exploiting the set of Location Ori-
ented Phrases which can be associated with a predefined region. Our approach needs to handle
a large amount of brief and noisy twitter messages and should increase the accuracy of the
phrases which are proposed for each geographical area.
 The second key goal is to employ probabilistic models to devise a system which can incorporate
both spatial uni-word and multi-words in the location extraction process. While spatial multi-
words are more accurate, single words are more commonly used. Such systems can maximize
the number of POIs which can be precisely associated with the query user during the location
recommendation task.
1.3.3 Contributions in Location Inference
Excessive abbreviations, web slang(e.g. OMG), misspells and unpredictable capitalization demon-
strate the true noisy nature of microblogs. Owing to the noise in tweet contents and missing com-
prehensive training datasets, supervised or semi-supervised models cannot be utilized to detect and
resolve location oriented terms and phrases. Hence, we opt for unsupervised systems. The unsu-
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pervised system proposed in our research investigates the modeling of the location instances using
phrases found in tweet content. The contributions of our research work with regard to location infer-
ence from microblogs are summarized as follows:
1. We propose an unsupervised procedure to discover LOPs from tweet content. In spite of ex-
cessive lexical variations in this domain, our method takes advantage of a web-based service
(Microsoft Web N-Gram service) to calculate the stickiness probability of possible segments us-
ing effective algorithms. It then admits local phrases which are associated with each particular
predefined region.
2. The proposed framework estimates both geographical focus point (Lat./Lon.) and distribution
rate dedicated to a specific Multi-word. This clearly proves the phrase’s power in distinguishing
a specific region.
3. Through using smoothing in estimation of the twitter user’s location, our method augments the
accuracy metrics and gains a reasonable recall as opposed to term-based baseline. Furthermore,
based on any predefined geographical cell determined by its corner coordinates and via hav-
ing various granularities, our system can provide a set of local phrases which can improve the
performance of POI recommendation systems. This can be achieved through correlating the
proposed POIs (enclosed with the region-related semantics) with the query user’s message his-
tory. In addition, we can list a set of POIs, popular place names, and common spatial phrases
which are exclusively associated with the geographical area.
1.4 Thesis Outline
We now outline the remaining sections of the thesis. In Chapter 2, we investigate the current literature
related to the research topics: Location Recommendation and Location Inference in social networks.
Chapters 3, 4 and 5 report our research regarding Location Recommendation in social networks. The
reader gains an initial understanding of the visibility correlations between each user-location pair in
Chapter 3. This model focuses on enhancing the effectiveness of location recommendation systems
using temporal weekly alignments of users and POIs. However, it merely takes a single temporal
aspect into consideration. Inspired by the fact that time includes numerous granular slots (e.g. minute,
hour, day, and week), in Chapter 4, we define a new problem to perform recommendation through
exploiting all diversified temporal factors. The chapter then presents a probabilistic generative model
which is named after Multi-aspect Time-related Influence (MATI). As explained in Chapter 3, the
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MATI model enhances the POI recommendation task through employing time-related effects. We
continue our work on temporal influence in Chapter 5. Hence, we study how we can merge the effects
learnt from the MATI model with a heterogeneous temporal attribute such as recency. To this end,
we devise a probabilistic model to include four subset homogeneous scales (hour  day  week 
month). Moreover, using time-decay, we incorporate the recency attribute into the collaborative
filtering module.
Chapter 6 is dedicated to Location Inference from social networks. We propose a method to extract
location-related semantics from microblogs. While Chapters 3 and 4 employ temporal influence to
promote the effectiveness of the location recommendation task, Chapter 6 provides the semantics
associated with a region. This model assigns the leveraged region-related semantics to the local
POIs. Such an act can further facilitate the POI recommendation process through semantic similarities
between associated keywords of a proposed location and the message history of the query user.
Finally, the conclusions and future research directions are summarized in Chapter 7.
1.5 Summary Of Contributions
In this thesis, we address both problems of Location Recommendation (Chapters 3, 4, and 5) and
Location Inference (Chapter 6) in social networks. Collaborative Filtering (CF) method is the basis
of our proposed location recommendation system. The CF model computes the weights of similar-
ity between each pair of users using the locations they share. Subsequently, the similarity weights
are used to recommend new locations to the query user. The effectiveness of CF method can be
improved through integrating various parameters such as Social Influence, the proximity of the lo-
cations in one’s visiting history (Geographical Influence), textual correlation (Contextual Influence)
and finally the Temporal Influence. As explained in Chapter 3, 4, and 5, we believe that the time
entity has various properties that need to be considered to leverage the truly significant role of the
temporal influence in location recommendation. Hence, we employed the time parameter to promote
the effectiveness of the location recommendation system. From the Location Inference perspective,
we propose a model to exploit spatial multi-words (so called Location-Oriented Phrases (LOP)) from
tweet content. Consequently, each region (e.g. city) can be associated with a list of LOPs. We can
also find local users where they use one or more of the region-specific LOPs.
Disjointness of work: Our research on Location Recommendation and Location Inference may ini-
tially seem disjoint. But in fact, they are quite relevant. The outcome of our research in location
inference can be utilized to improve the effectiveness of our proposed location recommendation sys-
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tems. Aiming to reveal the connection between location recommendation and location inference, we
propose an overarching research problem as follows:
problem 1. (The Link problem) Given a set of users U = fu1; u2; : : : ; ung, their tweet histories
T = fT1; T2; : : : ; Tkg, and their non-geotagged check-in logs L = fL1; L2; : : : ; Lsg, where Li and Ti
are the sets of ui’s check-ins and tweets respectively, our goal is to suggest a list of new locations that
ui would like to visit, while Li and Ti are jointly employed to learn ui’s preferences.
We explain a na¨ive solution for the problem 1 that uncovers how our proposed location inference
model can support location recommendation systems. We can use the collaborative filtering model
to compute ui’s preference regarding each of unvisited locations. The first step is to find the weight
of similarity between each pair of users that can be computed using the number of shared check-in
ids. Here we employ Li. From another perspective, the location inference model can extract a set of
spatial phrases (LOPs) out of the tweet content belonging to every user (employing Ti). Therefore, we
can compute another weight of similarity through textual correlations between extracted LOPs. Such
a recommender system can jointly employ Li and Ti to obtain two weights of similarity. This joint
process can enhance the effectiveness of the collaborative filtering module. In addition, the LOPs can
be used to find the region (e.g. city) in which a user lives. This feature can utilize the geographical
effects for the location recommendation systems. By knowing the city in which a user lives, we can
recommend locations that are near to her location.
Therefore the location inference module in this thesis (Chapter 6) can facilitate our proposed location
recommendation systems (Chapters 3, 4, and 5) through improving the similarity weights in collabo-
rative filtering and utilizing of the geographical effects.
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Chapter 2
Literature Review
If you think that you have found the research problem,
you should be able to provide some naive examples and
describe it simply in a small paragraph.
Research Tips
Point-Of-Interest (POI) recommendation systems suggest new interesting venues to the query user.
The user-location matrix records the visiting history of all dataset users. As each user visits a lim-
ited number of locations, the matrix will have many missing entries. Therefore, the main issue in
recommendation systems is the data sparsity of the user-location matrix. Most recently, researchers
have explored various influences such as Geographical, Social, Context-oriented (e.g. text content
and word-of-mouth) and Temporal to alleviate sparsity. However, not all of them have considered the
time information associated with POI content. In addition, while time is a multi-aspect entity (i.e.
has many attributes), they have opted for taking only a limited number of aspects into consideration.
Therefore, we were inspired to study the time aspect, because it can play a significant role in en-
hancing the effectiveness of the location recommendation systems. One part of the literature review
(Section 2.1) is dedicated to discussing the advances in location recommendation systems with a spe-
cial focus on the influencing parameters.
From another perspective, some recent work [91, 21] employed both location content as well as the
query user’s textual information (such as comments) to improve the performance of the recommenda-
tion systems. As the Twitter online service generates spatio-textual information at a high throughput
rate, we have studied the approaches that can find and associate a set of spatial keywords with ev-
ery region. The keywords can be either uni-word or multi-words. The spatial multi-words (named
Location-Oriented Phrases (LOPs)) are more accurate than the local terms (uni-words). For example,
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while a sample LOP like Gold Coast clearly points to the name of a city, component uni-words such
as Gold and Coast cannot clearly distinguish a particular location. We have dedicated Section 2.2 to
reporting previous research work about the extraction of location information from short-text tweet
content.
2.1 Location Recommendation
Based on the survey by [3], LBSN platforms (e.g. Foursquare, Gowalla, Google places, and etc)
shape the essential part of people’s daily lives nowadays. Accordingly, POI recommendations via
such mediums has become a ubiquitous task. Some traditional methods like HITS based (Hypertext
Induced Topic Search) [95] and Random Walk & Restart [72, 76] have already been used for location
recommendation [29]. The key idea in the HITS-based algorithm is that a good user points to many
good locations, and a good location is pointed out by many good users. Intrinsically, a local individual
who has enough information about the city can better specify the popular places for tourists. Also, a
random walk & restart algorithm provides a suitable relevance score between each pair of nodes in
a weighted graph. More recently, various factors [83] such as geographical, social, context-oriented
(e.g. text content and word-of-mouth) and temporal influences have been integrated into the Collab-
orative Filtering (CF) method to improve the performance of the location recommendation system.
Accordingly, in this section, we have reviewed the CF methods alongside other influencing parame-
ters.
2.1.1 Collaborative Filtering
While Collaborative Filtering (CF) based methods [78, 38, 85, 83] are dominantly employed in lo-
cation recommendation systems, they infer the query user’s preference regarding every proposed but
unvisited POI. Collaborative Filtering is categorized into memory-based and model-based approaches
[8]. Memory-based approaches are either user-based [78] or item-based [17] that propose unvisited
locations to a user based on similarity weights (e.g. Cosine and Pearson metrics) computed among
users and items respectively. In all of our proposed recommendation systems (explained in Chapters
3, 4, and 5), we utilize user-based collaborative filtering. From a data perspective, CF-based methods
have been commonly used to perform recommendation tasks on various data types such as seman-
tics [31], trajectories [94, 37, 34], and check-in logs [3]. However, as original CF methods failed to
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Table 2.1: Key notations of the User-based CF model
Symbol Description
U User set in LBSN dataset
L Location set in LBSN dataset
ui user i 2 U
uk user k 2 U
Li Check-in history of ui
Lk Check-in history of uk
lj location j 2 L
ci;j Binary value. 1 if ui has visited lj before, otherwise 0
w+i;k Similarity weight between ui and uk
c+i;j Check-in probability for ui to visit lj
Figure 2.1: Similarity weight logic
achieve a reasonable performance, other components (e.g. Social and Geographical influence) are
jointly amended to enhance recommendation results. We continue with a review of user-based col-
laborative filtering.
User-based Collaborative Filtering
In this section we provide an empirical overview regarding the User-based Collaborative Filtering.
In this model, the similarity between each pair of individuals is computed using the shared POIs in
their check-in histories. Similar to [78], we presume a binary value for the visit. Considering the key
notations explained in Table 2.1, if ui has already visited the POI j, then ci;j will be 1 otherwise 0.
w+i;k =
P
lj2Li\Lk ci;jck;jqP
lj2Li c
2
i;j
qP
lj2Lk c
2
k;j
(2.1)
We have empirically improved the CF method. In order to study the weight (Equation 2.1) of simi-
larity (w+i;k) between a pair including ui and uk, in the numerator we just count the number of POIs
that Li and Lk share together. Because if one of them hasn’t performed the check-in in any of lj 2 L
relevant multiplication will be zero for the current lj. As shown in Equation 2.1, if ui does not have
common check-ins with uk, the value for the weight will be zero.
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c+i;j =
P
f8ukjwi;k>0gwi;kck;jP
f8ukjwi;k>0gwi;k
(2.2)
Similarly, in order to recommend a set of locations for the query user ui, unlike the original model,
we merely select items from those users who have common POIs with ui as illustrated in Figure 2.1
(i.e. we recommend l1 and l2 for u2 and l4 and l8 for u1). The empirical improvement shown in
Equations 2.1 and 2.2 will reduce the number of iterations considerably. The formulae are based on
the assumption utilized by [78] and [85] (ci;j 2 [0; 1]). Such an approach can promote efficiency when
the scale is high because we do not suggest all the locations from all other users to the query user.
Nevertheless, check-in activity is the only way to record a visit in LBSN based collaborative filtering.
Hence, if a user visits a place, but does not perform the check-in, the location will still be considered
unvisited for the query user.
2.1.2 Social influence
The correlations among network friends affect any user-item matrix [77]. In reality, we may visit a
POI which has already been visited by a friend on the network. Accordingly, the social links in the
LBSN sphere [89, 7, 23] influence users’ visibility patterns. Goyal et al. [26] study how social links
can affect an individual’s decision to visit a location. They also model how the influence is propagated
in social networks over a course of time. Ye et al. [78] study the Jaccard similarity coefficient with
regard to both locations and friends. However, the parameter settings on their recommendation task
confirm that the number of shared locations among two users has a bigger impact on visibility pat-
terns than the number of friends they have in common [78]. While Cheng et al. [7] similarly claim a
minor influence for the social factor on location recommendation, LTSCR [89] and [10], concurrently
model social data jointly with spatio-temporal information. In fact, the number of shared locations is
more significant than the social influence. On the other hand, a user tends to visit the places that are
already visited by similar users. This is measured by the weight of similarity in the CF method.
The aforementioned approaches mostly employ the social influence in location recommendation sys-
tems through heuristic models. However, Ye et al. [77] argue that social influence among LBSN users
can be captured via a probabilistic generative model to model the decision-making process. They
claim that social influence is a valuable component for group recommendation and viral marketing.
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2.1.3 Geographical Influence
Geographical influence has already been studied in several previous works [88, 78, 74, 85, 87, 49] and
explains why LBSN users tend to visit the POIs which are near to the venues they have already visited
[29]. Such effect has been already modeled using Power law distribution [78, 74, 85], Multi-Center
Gaussian Model [7], and the personalized Kernel Density Estimation [88]. We have also utilized
geographical influence jointly with social and multi-aspect temporal factors (Chapter 4). we have
employed the Normal Equation to minimize the error function and exploit optimized parameters of
the distribution function.
Utilising Geographical Influence
Power law distribution is used to predict the whether a user will move from one POI to another. The
model is trained using the whole set of the POI pairs as formulated in Equation 2.3, a and m as
optimizing parameters. x is the distance between a pair of POIs belonging to a particular user and y
is the check-in probability based on the distance. Based on our observations [29], the probability of
the distance between a POI pair, follows the power law distribution.
y = axm (2.3)
The goal function is converted to the Linear Regression (logy = mlogx + loga). We can change the
notion using y0 = logy, b = loga, and x0 = logx to reach the final form as shown in Equation 2.4.
y0 = mx0 + b (2.4)
The error function can be defined as (Eq. 2.5). We now describe more about how we use the Gradient
Descent to minimize error and retrieve the optimized values form, b, and subsequently a.
Errorm;b =
1
N
NX
i=1
(y0i   (mx0i + b))2 (2.5)
To execute the gradient descent on the error function, we firstly calculate the gradient. Subsequently,
this will resemble a navigator which always points toward minimizing the error value. In order to
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compute it, we will need to partially derivate the error function using both the parameters ofm and b
as denoted in Equation 2.6.
m =
2
N
NX
i=1
 x0i(y0i   (mx0i + b)); b =
2
N
NX
i=1
 (y0i   (mx0i + b)) (2.6)
We then initialize a series of iterations. Each step will optimize m and b further to a line that gains
a lower error compared to the previous iteration. We deduce the value of learning rate at each step.
After an adequate number of iterations the minimum error will become stable and the optimized pa-
rameters will be retrieved. Mao et. al. [78] report that the probability for user ui, with the check-in
log Li, to visit location lj is equal to the multiplication of the distance between each ly 2 Li and lj .
We suggest Equation 2.7 which provides the log probability values. This will be normalized between
[0,1] eventually. The log-based equation (2.7) will less likely cause an infinite value.
log(Pr[ljjLi]) =
X
ly2Li
a d(ly; lj)m (2.7)
The a andm are the optimized values.
2.1.4 Temporal influence
The time factor can promote the effectiveness of the location recommendation systems. It can be
employed either in a general model or in the time-aware manner which proposes the new POIs to the
query user at a specific time.
In this section, we discuss some of the previous efforts at employing the time factor in location recom-
mendation systems. In fact, time has numerous attributes such as recency, periodicity, consecutive-
ness, and non-uniformness [8, 10, 22, 85, 93, 18]. Based on Recency, the recommendation task [41]
gives higher priority to the newly visited locations. Similarly, [59, 76] outline that some locations are
visited steadily where others are visited merely for a short period of time (known as long-term/short-
term property). Periodicity [10, 56, 90] denotes that people have cyclic mobility patterns (e.g. daily
return trips between home and work). The consecutiveness property [89, 8] states that some venues
are visited sequentially (e.g. people go to bar after dinner). Moreover, non-uniformness declares that
check-in behavior drifts continuously during various periods (e.g. People work and amuse themselves
during weekdays and weekend respectively) [22].
From another perspective, the time factor includes a set of granular slots (e.g. minutes, quarters,
hours, and days) where some slots are the subset of others. Accordingly, we study a new attribute of
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the time in recommendation systems which we call Temporal Subset Property (TSP) (Chapter 4).
Generally, the temporal influence can be considered either discretized or continuous. Continuous
manner [87, 83] is used owing to the fact that selecting a proper time interval is not viable [83]. On
the contrary, as people set their schedules (e.g. appointments and meetings) in a discrete style, a
growing line of research [85, 22, 93, 18, 79, 15] has also adopted discrete-time in location recommen-
dations. However, many works in the prior literature [93, 79, 18, 89, 15, 22, 85, 87] integrated merely
one or two discrete intervals to avoid complexity and overfitting issues [89]. Some methods (e.g.
[22]) require further configurations to make the recommendation task work under specific temporal
granularity. As a matter of the fact, each of mentioned related works reveals one aspect of the time
attribute and proposes solution as to how we can utilize it in location recommendation systems. How-
ever, a system still needs to be designed to jointly model numerous heterogeneous temporal attributes
in recommendation systems.
Prior works in recommendation include the development of methods such as the Matrix Factorization
[22], Collaborative Filtering [85], Graph-based [86], and the Density estimation [87]. We also devise
a probabilistic generative model named afterMulti-aspect Time-related Influence (MATI) (chapter 4)
that can integrate multiple temporal slots into the location recommendation systems. This can subse-
quently promote the effectiveness of recommendation systems. The MATI model distinguishes itself
from previous works [83, 75, 80, 82, 81] in the following aspects. Firstly, it projects a user’s check-
in behavior into a temporal latent space so it can predict future visits based on current time-aware
mobility patterns. Secondly, it retrieves multi-aspect temporal similarity maps which can mitigate
data sparsity and represent the temporal state of the user-item dataset. Thirdly, instead of consider-
ing a limited number of temporal dimensions, it leverages all time-related aspects in the correlation
between the query user and each of the proposed locations. Disregarding the level of density and
through encapsulating a maximum number of the temporal aspects, the MATI model can promote
various recommendation systems.
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2.2 Location Inference
Location inference from User-Generated Content (e.g. via micro-blogging services) is becoming a
compelling research issue. While we focus on using micro-blog data such as Twitter, similar work
[35, 36, 63] has been proposed for extracting location information from other artifacts including mul-
timedia (e.g. photos or videos). The location extraction problem has also been studied with respect
to other platforms including web pages [1] and blogs [19]. As a matter of fact, if we detect a set of
spatial keywords that are associated with a region (e.g. city), we can accordingly explore local people
because the users from the same region tend to use a set of shared keywords in their messages (e.g.
tweet content). Hence, an individual who uses the keywords of a particular city frequently can be
chosen as a local user.
From another perspective, the spatial keywords that are associated with a region (e.g. a city or state)
can enrich the information about local points of interest. In this way, we can utilize the textual corre-
lation as well as the number of shared locations to compute a more accurate similarity metric among
each pair of users in a dataset. Improving the similarity metric among users can promote collaborative
filtering, which is the primary module in location recommendation. This is how we take advantage of
the location inference models to improve the effectiveness of the location recommendation systems.
In order to find the location of a user from her tweet content, researchers focus on the probabilistic
distribution of spatial keywords over regions. They find the set of spatial keywords associated with
each region. Subsequently, if the keywords of a region are found in one’s tweets, her location will
be set to that region. The classifiers which extract single term (uni-word) spatial keywords, involve
two main problems. Firstly, the majority of the terms are distributed similarly among all the regions.
Therefore, they cannot be effectively used to distinguish between various regions. For example, two
neighbouring cities like Brisbane and the Gold Coast share a lot of the terms. Accordingly, we cannot
distinguish whether a user is from Brisbane or the Gold coast. Secondly, small cities have a variety of
terms whereas the bigger cities have a set of unique spatial terms (uni-words) or phrases (i.e. multi-
words) that are used to distinguish them in textual content. However, the smaller cities are mostly
affected by the vocabularies associated with the larger close-by cities.
Hecht et al. [27] are first to find out that a user’s location can be determined easily via a simple ma-
chine learning algorithm. This indicates that Twitter users implicitly reveal their location information,
with or without realizing it. Hecht et al. [27] aim to find state in which a user lives. Therefore, they
train a Multinomial Naı¨ve Bayes model [52]. They devise an algorithm called Calgari which assigns
a score to each term mentioned in the training dataset. The score is computed based on the maximum
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conditional probability of the term in each country and the state. Also, Cheng et al. in [9] propose
an approach to use a term-based spatial classifier to estimate a Twitter user’s city-level location based
purely on the content of the user’s tweets. The classifier automatically identifies the words in tweets
with a strong local geo-scope. They utilize a geographical grid-based smoothing model for refining
the location of the user. Their system suggests top k possible locations for each user in descending
order. Backstrom and Cheng et al. [8, 2] have tried to find a subset of words which have a more
focused geographical scope which can be associated with a region.
For instance, the word Aussie can be considered as a local word for the people of Australia. Sub-
sequently, they have devised a probabilistic model to find the local terms that have focal points. They
compute a dispersion factor for each local word. This indicates how the usage of the word in tweet
content decreases when we move away from the focal point. For example, the word Brissie is used
numerously in its place of focus (the city of Brisbane) but when we study the textual content belong-
ing to neighbouring regions, we see that it is used much less than in the city itself. On the other hand,
as we move further away from Brisbane, the number of mentions in tweet content decreases.
In general, content-based location estimation has a high capacity to explore the location of a Twit-
ter user. Cheng et al. [8] proposed a classifier to identify local terms from tweet content. Their
probabilistic framework predicts top k probable cities in which a query user may live. They success-
fully manage to locate 51% of the users within 100 miles of their true location based merely on their
tweet content. Their approach competes with gazetteer (a dictionary of words) based frameworks
because the gazetteer-based models lack many sets of vocabulary. Moreover, tweets do not always
contain clear location names (e.g., bne instead of Brisbane). Some models choose local words manu-
ally to train the classifiers. This is not practically possible as the tweets are generated massively and
change all the time. The model proposed in [8] competes previous language models (i.e. Wave-like
smoothing, Model-based smoothing, neighbourhood smoothing and local filtering) because it suc-
cessfully detects strong local terms that are not found in the dictionaries and gazetteers. For example,
Serdyukov et al. in [63] predict the location of Flickr photos using probabilistic language models as
well as Bayesian theory. However as they use the geo-name gazetteers, they miss some of the locally
strong terms which are not listed in gazetteers.
Considering the noisy nature of tweets, finding a comprehensive set of manually selected spatial key-
words seems tedious. Furthermore, the words can have more than one focal point. To address these
issues, Chang et al. [6] have used an unsupervised approach based on the Gaussian Mixture Model
(GMM). GMM is a useful technique for classification, density estimation, and clustering. In the
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GMM model, they assume that each word w has multiple centers of interest (c) where users tweet
the word more than in other places. Therefore, having a higher value for P (cjw) implies that the
probability of a user tweeting the word in a given location is influenced by its multiple centers.
In addition, a few attempts have been made to accomplish the task of making a domain specific
Named Entity Recognition NER module for Twitter content. Both unsupervised [40] and supervised
approaches [48, 60] have already devised. Li et al. in [40] proposed an unsupervised NER system for
targeted Twitter streams.
NER identifies names and their categories in documents. Organisations, Persons, Locations are com-
mon types. However monetary and temporal entities or other proper nouns can also be recognised
by NER tools. The location inference is considered a subdivision of the NER task. Current similar
works on term-based approaches are mainly focused on developing probabilistic language models.
Adding extra features like population, local theme and co-occurrence can improve these models. The
population feature can distinguish between the approaches utilized for small and big regions (e.g.,
cities). Authors’ local information can improve performance in such a way that if we recognise a
user’s general locality, it will require a smaller subset of words from the corpus in computations. For
example, if we locate a person to be in France, the word Paris in her tweets will mean the capital city
of France, not the Paris in Texas (United States). While extracting the local words, co-occurring can
also decrease sparsity. We may find some strongly relevant words that can be considered as a spatial
clue where the local terms are missed in tweet content.
Geotagging is a general procedure to detect location entities (Placename Recognition) and sub-
sequently assign them with GPS coordinates using an external gazetteer (Placename Resolution).
Nonetheless, the whole process deals with some ambiguities that need to be addressed. Ambiguity is
due to the fact that a location entity can be associated with several regions.
Our research on location inference (explained in Chapter 6) mines the geo-tagged tweets and sub-
sequently detects a set of local phrases (i.e. Location Oriented Phrases) for each predefined region.
Accordingly, we can use LOPs to associate future tweets with a region. We opt for multi-words as
they have fewer ambiguities. For example the phrase in the gc is a multi-word which clearly signifies
the city of the Gold Coast in Australia. However, the terms in, the, or gc are ignored by the term based
approaches. Therefore, we propose a model which can firstly detect the multi-words (i.e. segmenta-
tion process) from tweet content and secondly can associate a set of LOPs to a region. Subsequently,
if a Twitter user ui frequently uses one or more of the LOPs associated with a region , we can con-
clude that ui is from region . Nevertheless, LOPs are found less often than spatial single terms.
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Accordingly, a combined method that can take advantage of both LOPs (multi-words) and spatial
terms (uni-words) should ideally be devised to infer the location information from Twitter content.
We continue the literature review with the role of the location information in Twitter domain. We will
also explain the segmentation methods as well as the state-of-the-art models that have been used in
the evaluation.
2.2.1 About Twitter
Web 2.0, and in particular social media, is quite popular among on-line users and its products such as
Microblogging services (e.g. Twitter) are widely used.
Twitter as a popular microblogging service along with others like Orkut, Jaiku, Pownce, Yammer,
Yelp, Plurk, and Tumblr, has played an important role in sharing people’s messages (Tweets) and
artifacts 1. Twitter requests its users to inform others about what they do in a mere 140 characters [6].
The results retrieved from a sample dataset [69] illustrate that only 10 percent of users protect their
tweets and the rest are publicly available.
Twitter utilises a recycling multiple step procedure. It produces the new information through the
derivative activities of passing, redirecting (@targetUser), composing, enriching, and redistributing
the contents. Socio-technical innovation complements effectively to make this repetitive process more
informative. These activities constitute the self-organization of information[66].
Twitter does not include components such as a location recommendation system (as in Amazon2).
Moreover, like Facebook3, It also lacks any comprehensive validation process similar to measures
implemented in Wikipedia4.
A user can follow other users, and her followers can read her messages. Also, a user who is being
followed by other individuals does not necessarily need to show reciprocating behaviour by following
them back. However, B. Huberman et al. [33] analyzed tweets that belonged to more than 300
thousand distinctive users and discovered that the relation between friends is the key understanding
attribute for the majority of interactions that occur between Twitter users. Nonetheless, our research
(in a content based approach) is focused on the spatial aspect of Twitter space.
1Pictures and Audio Clips
2http://www.amazon.com/
3http://www.facebook.com/
4http://www.wikipedia.org/
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2.2.2 Location Information on Twitter
Location is a Latin word and approximately explains the place of something relevant to an occurring
incident and has a value of significance[24]. It is verified that when a location is added to a message,
it makes the message more valuable compared to the other notes that miss location instances [53].
Also, during a crises, it is more plausible for Twitter users to send their messages with one or more
spatial phrases to emphasise the significance of the event location [73].
Two types of locations are found in the Twitter domain. Researchers may be interested in author’s
location or they may decide to extract the location that the author tweets about. Users may not re-
veal their current spot in an explicit fashion via a GPS enabled mobile or deliberately by entering a
text within their profile [27], however they may share their actual locality unwittingly by mentioning
placenames in their tweets. A geotext mentioned in the content is not necessarily the author’s real
location; however, it denotes a site which has been important from her perspective when the tweet is
generated or redistributed.
2.2.3 Challenges of Location Extraction from Twitter
Location extraction from Twitter is challenged from various perspectives. The methods are domain
specific and use Natural Language Processing, machine learning and rule-based algorithms. The
problem of location inference becomes harder when the traditional approaches used in similar do-
mains, such as web data extraction, fail in the Twitter environment [32]. A few key challenges have
been identified that we can come across during the designing of a Twitter specific Location Inference
system. We have listed them below:
 Available resources for location extraction are limited in the Twitter domain. A small minority
of tweets are attached to geographical coordinates (Lat., Lon.). This indicates that a small
percentage of authors use location services [30]. Also the location field in profiles does not
supply enough data to extract accurate information and the data retrieved from this field is not
necessarily relevant to the location from which a particular tweet is sent. For example, an
individual can write ’Australia’ in the location field, but she may travel to another location.
Time-zone is another resource that can be modified by users and is not very detailed because it
only reports the city (e.g. Paris) and cannot be employed when a higher accuracy (e.g. suburb
of the user) is required. For instance, when an individual’s suburb is required, the time-zone
can’t be used. Moreover, IP addresses are uncertain. VPN networks may mask a user’s true
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location and ISPs may apply dynamic allocations. Therefore, Tweet content is the only sensible
option that can be used to extract location information. However other resources can also be
utilised as complementary (e.g. data from location field can be used to bootstrap training data).
 Inferring location from tweets without geocodes is the key challenge in the Twitter domain. Not
all the tweets contain geo text instances and also, they are associated with various categories. In
fact, they may occur in content vaguely (e.g. downtown) or implicitly (e.g. Aussie used for the
people of Australia). In a similar way, we can discuss this problem from another perspective.
The tweet content is the most valuable resources for Location Extraction. However, containing
words are distributed in all geographical areas. Therefore, we may ask how we can overcome
the problem with regard to the sparsity of the Twitter terms across various regions.
 The other challenge in the Twitter domain is to find a model to deal with the chaotic nature
of the tweet content. In fact, tweets are different from other traditional documents such as
blogs and web pages. A tweet is short and does not contain adequate content for extracting
information. Apart from this context limitation, tweets are noisy. They are ungrammatical
and include misspellings, informal content (e.g. abbreviation and short-hands). Capital letters
are unreliable. Tweets are often written in either small or capital letters which depends on the
author’s style. There are too many terms regarded as Out Of Vocabularies (OOV) (e.g. 2maro
instead of tomorrow) that are generated rapidly, based on social trends and ongoing events. This
means that the content is lexically varied and scarce. Therefore, such noisy content makes the
problem of Location Extraction quite difficult. For example, it will be a hard task to collect and
label an adequate volume of training data which can comprehensively benefit supervised and
semi supervised approaches. Due to the limited size of the tweets, everyone changes the text
in his/her own way and the same word can be written with many different abbreviations and
possible spelling errors. This simply makes the labelling process difficult.
2.2.4 Location Categories
Based on previous researches [43, 39, 24, 45] location instances found in Twitter content can be
grouped in various ways as described below:
 Locations can be initially categorized into four groups. Direction phrases like the addresses and
street names (e.g. 63 Lugg st.), Buildings and urban areas (e.g. ANZ bank in Ashgrove), Gen-
eral spatial keywords (e.g. Brisbane City council, 10 miles NW of Opera House, #Newyork)
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and finally the abbreviations (e.g. LA, U.K., 20 km SW of BNE). Nevertheless, location in-
stances found in tweet content may miss descriptive information (e.g. downtown, no through
road). Location names can be mentioned ambiguously in a URL or other lexical content (e.g.
@ABCNewsAust, #612BNE: Aust implies Australia and BNE as Brisbane).
 From another perspective, locations can be categorized based on their application (e.g. related
to business or tourism), importance (e.g. museums) or precision (e.g. GPS point versus the
country name). Such categories are significant in the location inference process. We may
decide to find the locations which are proximate to the current position of the query user. Also
the level of accuracy may change the location inference method. In one application, we may
require the current GPS location of an individual, while in another case we may solely aim to
find her residential suburb.
 Considering the literal aspect, location instances in tweet content can be grouped into four cat-
egories: adjectives, possessives, nouns, and co-references, which are mentioned implicitly. For
example, the word ’city’ is ambigious when the real name of the location is missing. Location
instances can also be metonyms (Australia hosts Wimbledon) in which location entities substi-
tute other parts of grammatical speech. As locality is what the author emphasizes, annotators
may not differentiate metonyms from basic location names. The metonyms are found rarely;
however, metonym recognition algorithms (e.g. [39]) can be utilized to verify the labeling pro-
cess. Demonyms are used to describe local people(e.g. Aussie for the people of Australia or
Queenslander for the people of Queensland in Australia). Demonyms are not clear location
names but they are commonly found in the the list of spatial keywords which are associated
with various regions.
2.2.5 Hybrid Recognition of Placenames
In this section we study how gazetteer-based solutions can be merged with other models to accom-
plish the location inference process. One of the most primary methods for detecting placenames in
unstructured textual content is to query an external gazetteer. Web-a-Where [1] associates geographic
coordinates with web pages. It uses a small hierarchical gazetteer with 40,000 entries. Also, M. D.
Lieberman et al. [46] use a hierarchical tree to detect and resolve comma groups of three or more
(e.g. Paris, France, Europe). They infer three common threads, including population, distant oriented
proximity and sibling, based on the relation (e.g. suburb  city  state) in geographical hierarchy.
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The gazetteers can collectively include various categories such as countries, large administrative di-
visions (e.g. state), abbreviations(e.g. ROK which stands for Republic of Korea), Demonyms (e.g.
Americans), and the cue words (e.g. University of X). Similarly, the traffic observatory model [58]
uses a compound gazetteer (called GEODICT) which comprises traffic spatial entities. GEODICT
lists thoroughfare names and the crossings. In order to detect the location of a traffic event, Ribeiro
et. al. [58] generate a set of spatial phrases like Street X at neighbourhood of Y.
Also, Gelernter et al. [25] have used a comprehensive set of dictionaries including: Twittonary (Twit-
ter abbreviations), a list of building names from Wikipedia, list of saints to disambiguate location
names containing st., a gazetteer of Australia and New Zealand, and a dictionary of common words
to distinguish between Geo and non-Geo entities.
Nevertheless, gazetteer based systems are not the optimum solution for location inference. They
need supportive components to detect and resolve location names. Gazetteers can be used with NER
systems. For instance, Judith G. et al. [25] report that even traditional NER tools perform more ef-
fectively than gazetteers as they can find specific local toponyms which are not listed in gazetteers.
Stanford NER successfully finds numerous spatial phrases. It takes advantage of the CRF approaches
that can exploit dependencies among adjacent terms, bigrams, domain-oriented lexicons, semantic
sources (e.g. WordNet), and lexical attributes (e.g. prefix and postfix). While a gazetteer based ap-
proach misses local places like new streets or buildings, the NER tools can at least compensate for
a few of them. However, casual capitalization and ungrammatical structures are excessively found
in tweet content. Therefore many NERs like OpenCalais-NER [25] does not perform well in Twitter
domain. Anyhow, using NER alongside the gazetteers can help the models to disambiguate common
spatial abbreviations. Here is another example of how gazetteers can be integrated into other tools
to improve location inference models. As Stanford NER misses many place names (low recall) in
order to achieve a reasonable precision, [46, 43] use TreeTagger POS to find proper nouns and match
them subsequently with the hierarchical version of the GeoNames gazetteer5. GeoNames is a huge
dictionary of locations which is used for both toponym recognition and resolution.
At times, hybrid methods also include lexical analysis. Text content is tokenized initially and analysed
afterwards to exploit suitable evidence that can assist the whole process of recognition and resolution.
Evidence can be exploited through POS tagging, extraction of word features (e.g. capitalization), and
gazetteer matching [20]. Similarly, Sharon P. et al. have created TwitterTagger [54] which identifies
location occurrences in tweet content. This model can subsequently display relevant tweets to a user,
based on her current location. TwitterTagger also uses the GeoNames gazetteer to find bigger noun
5http://www.geo-names.org
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phrases.
In short, gazetteers and traditional models (e.g. NER) can support each other in a unified hybrid
model. Such a framework can extract location information with a better performance in the Twitter
domain.
2.2.6 Named Entity Recognition
Named Entity Recognition (NER) is the process for identification of names and their categories in text
documents. Organisations, Persons, Locations are common types; however monetary and temporal
values or other proper nouns can be detected by NER tools. Location inference can be considered as
a subdivision of the NER process. The evaluation method studies how effectively each method can
detect the named entities from the content (in particular tweets).
NER has been broadly studied in traditional documents as well as Twitter content since 1996. Gener-
ally, NER approaches used in traditional documents are divided into two categories, which are Rule
Based and Statistical.
In rule-based approaches [40, 5, 16, 55, 61] experts specify a few domain oriented heuristic rules to
recognize the type of entities (e.g. name of locations or people). Some of them are FASTUS [28]
in pattern definition, WHISK for adaption of regular expression rules [65], JAPE language in GATE
[12], Datalog expressions in DBLife [64] and algebraic language in Avatar [57].
Statistical approaches (e.g. [60, 48, 43, 71]) to NER are composed of two phases: segmentation of
documents into tokens and the labeling process.
While toponym recognition merely detects spatial names, NER can find various types of entities.
Considering the sentence ”Jordan visited London last Friday” as input, NER finds Jordan as a Per-
son’s name, London as a city and Friday as a temporal. In this example, Visited is a verb and the
structure of the sentence resembles A visited B. This indicates that A is a person and B is a location
name. Given the linguistic context, machine learning based NER approaches utilize such extracted
patterns from labeled corpora to construct essential language models which can anticipate entities in
un-labeled documents. However, the geo locating systems use NER tools to solely detect location
names.
The NER approaches that are designed for traditional documents (i.e. news content) deal with two
problems. NER systems find different types of entities. Hence, they are not specifically designed
to exploit location names. Also considering the dynamic capacity of documents, the small size and
homogeneous context of training data can influence the recall rate negatively.
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Tweets are different from traditional documents as they are short, ungrammatical and include mis-
spellings, abbreviations and Out Of Vocabularies (OOV) [30]. Furthermore they contain limited de-
scriptive content which are generated rapidly based on social trends and current events. Therefore,
collecting of adequate training data for named entity classification is a tedious task. So, because of
such domain inconsistencies, existing NER systems (e.g. ANNIE, LingPipe and Stanford NER) de-
signed for ordinary traditional web documents, fail or function poorly when they are tested on tweets
[32].
In fact, numerous efforts have been made (as surveyed by [30] to accomplish the task of making a
domain specific NER for tweets but there are many challenges on the way.
We need either to adapt similar NLP tools based on tweets specifications or normalize them to adjust
existing tools. However, we were inspired by the unsupervised models to extract phrases from tweet
content. Also in various efforts, researchers have tried to improve NLP pipeline modules based on
Twitter specific attributes to improve the NER process. Ritter et al. [60] have built three NLP com-
ponents including POS, Segmentation and Capitalization and the output from all these classifiers has
been utilized to assist NER (T-NER) process.
Semi Supervised approach is practically beneficial on tweets when training data is not enough as la-
beled data set is hard to construct adequately and un-labeled data is easily available. Liu et al. [48]
have used the k-nearest neighbor algorithm (KNN) to implement word level classification of labeled
tweets and their similar counterparts. In fact, they have used both KNN (with local context informa-
tion from gazetteers) and the unlabeled tweets to resolve the problem of missing training data.
Similar to [60], the output of the classifier has been utilised in a Linear CRF model to capture fine-
grained entities out of the Twitter messages. Repetition of KNN and CRF together has expanded the
training dataset increasingly and at the mean time it has improved the performance of the CRF model.
In addition, Liu et al. have used 30 gazetteers along with the classifier to enrich the whole process
and increase tweet information.
Unlike [48, 60], Li. et al. [40] devised TwiNER as a 2 step unsupervised NER system which does
not require a training data set. The system is configured based on the selected user’s criteria, that can
be a set of keywords in a query region. TwiNER then collects a groups of tweets based on the user’s
choice. Eventually, it implements a Random walk model to discover gregarious properties among se-
lected group of tweets. The Gregarious property considers word co-occurrences in tweets. TwiNER
employs the Microsoft web n-gram service to avoid missing the new vocabularies. TwiNER also takes
advantage of Wikipedia to retrieve multi-words.
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Our proposed model in chapter 6, mines the geo-tagged tweets and associates a set of Location Ori-
ented Phrases (i.e. Spatial Multi-words) with the query region. Our method employs a model similar
to TwiNER to extract the primary multi-words out of the tweet content.
2.2.7 Term Based Classifiers and Language Models
Location features on Twitter are scattered and few. Hence, not every tweet includes location related
words, nor are such words clear names (e.g. people say OZ instead of Australia to make the text
limited in size). To overcome this sparseness, we can make use of the tweet content to retrieve loca-
tion entities. Despite other methods, including gazetteer, NER, hybrid, or other social network based
solutions, this section describes term-based language models as well as the classifiers which are used
to extract location information from the Twitter domain. In term-based approaches, if a person uses
multiple spatial terms belonging to a specific region, she can be considered a local user. For example,
a person mentions terms such as gold, coast, surfers, and paradise in his tweets; in this case, we can
judge that the person is from the city of the Gold coast in Australia. However, not all term-based ap-
proaches can return a proper set of local terms. Therefore, the evaluation relies on the effectiveness of
each method in correctly assigning a user to a region based solely on her tweets. Current term-based
approaches are designed based on probabilistic language models. They compute a different weight
for each term for the query region. Hence, the top K terms which are associated with a region can
verify local users.
In a primary hypothesis, a user’s location can be extracted using classification of the words contained
in her tweets. A classifier can be used to distinguish categories of information in the Twitter domain
(e.g. News from Junk [62] or local words from global [8, 27, 9]).
TwitterStand [62] utilizes Naı¨ve Bayes theory to differentiate news-related tweets from junks.
D = log P (J jw1;w2;:::;wk)
P (N jw1;w2;:::;wk) = log
P (J)
P (N)
+ log
Pk
i=1 log
P (wijJ)
P (wijN)
If D is less than zero, the tweet will be classified as news, otherwise it will be dismissed and cat-
egorized as junk. In the equation mentioned above, P (J) is calculated by dividing the total number of
words in tweets marked as Junk into the total number of words in the training corpus. Likewise, P (N)
is calculated by dividing the total number of words in tweets marked as News to the total number of
words in the corpus. P (wi j N) is the fraction of the number of times that the word wi is mentioned
in tweets labeled as news to the number of times it emerges in the corpus. Similarly, P (wi j J) is the
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fraction of the number of times that the word wi is mentioned as Junk in the training corpus compared
to the number of times shows up in the corpus.
The accumulation of evidence is also common in the spatial domain. B. Hecht et al. [27] train a
Multinomial Naı¨ve Bayes model [52] to find the state of the local users. Their algorithm (Calgari)
does not merely consider the term frequency; instead, it assigns a score for each term in the training
dataset which is computed for every city and the country. So, they obtain top K commonly used terms
for each city and country. In this model each term in the corpus must be used by at least a certain
number of users, otherwise it will not be considered as a spatial keyword. This classifier is involved in
two issues in estimation of a user’s location. Firstly, the majority of the terms are distributed similarly
among all the cities and implies that the Bayesian model cannot be used to effectively distinguish the
location of the user. Secondly, small cities have a variety of words mentioned in tweet content and
the method cannot infer the query user’s location properly. In order to solve the problem, [8] has
employed the idea developed by [2]. Backstrom et al. have investigated to figure out whether there
is a proper subset of words which have a more focused geographical scope to be considered as local
terms (e.g. Aussie for the people of Australia). Subsequently, they have devised a probabilistic model
to exploit queries that have a focus point on the map and a dispersion factor which indicates how the
locality impact of the word decreases when receding from the center.
In fact, Cheng et al. [8] propose a classifier to identify terms with locality strength within tweet
content. They formulate the logic by defining C, which indicates the frequency of the word in its
geographical center and defining  as an exponential value, which determines how frequency shrinks
while moving away from the focal point. These two parameters are calculated based on the geograph-
ical distribution of the words extracted from tweets in the corpus. If all the Twitter users in a city,
tweeted about a word w for a total number of n times, the average probability would be multiplied by
(Cd i ) and if no one used the word w in tweet content, it would be multiplied by (1 Cd i ). The di
parameter denotes the distance between city i and the focal point of the term w. Considering S as the
list of cities tweeting the word w, the likelihood value for the given center, C and  can be computed
as follows:
f(C;) =
P
i2S logCd
 
i +
P
i=2S log(1  Cd i )
Finally, the equation below is proposed to predict word distribution across cities.
P (i j w) = C(w)d (w)i
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Both C(w) and (w) can be derived from the distribution of the words over cities.
In order to train the classifier, [8] manually selects the local words. Also, the model exploits a fo-
cal point for each term which is different from calculating a probability weight for the local terms.
Nevertheless, the model proposed in [8] surpasses previous language models, as it successfully de-
tects strong geo-spatial terms (e.g., Casino) which are not found in gazetteers. For instance, while
Serdyukov et al. [63] mine photo tags to predict the location of Flickr photos using Bayesian theory,
as they merely use the Geo-names gazetteer, they miss numerous terms that are not listed in the dic-
tionary. But [8] successfully detects the majority of them.
Language models are also involved in other issues. For example, when a specific term is not found
in the corpus, the probability weight of the term will be set to zero. This is not correct. Smoothing is
the possible solution to this problem. By smoothing it, the probability of the word w to be associated
with a region i (e.g. city) can be computed in combination with the probabilities of the word w to be
used in region i and the surrounding parent region. For example, the usage of the word w will not
only computed in city i, but it will also be counted in the country of  in which the city i is situated.
Considering the noisy nature of the tweets, providing a comprehensive manually selected dataset
seems tedious. Furthermore the words can also have more than one center. To address these is-
sues, Chang et al. in [6] have used an unsupervised approach based on the Gaussian Mixture Model
(GMM). They complete the concept of locally strong terms via considering multiple centers for each
term. Also, they estimate the probability of local terms to be used in multiple focal points using the
GMM model. Moreover, they apply Total Variation and Symmetric Kullback-Leibler divergence to
calculate the rate of non-localness via similarity to the stop words.
With regard to the location inference, we propose the concept of local phrases (multi-words), which
is similar to the current term based (uni-word) approaches [8, 6].
Current similar works on term-based approaches are mainly focused on developing probabilistic lan-
guage models. They treat each term independently. Adding extra features like population, local theme
and co-occurrence can improve the effectiveness of these models. Population feature can distinguish
the approaches utilized for small and big regions (e.g., cities). Finding the primary local-theme of the
Twitter users can improve the efficiency of the term-based approaches. For instance, if we recognise
a user’s general locality, this will require a smaller subset of words from the corpus to be included in
computations. For example, if the country of a Twitter user is already detected as France, the word
Paris in her tweets will most likely mean the capital city.
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2.2.8 Detecting Multi-words
The first step in location inference is to detect valid segments. A tweet segment can be either a single
word (i.e., unigram) or a phrase (i.e., multi-gram).
We need to calculate how often the containing words appear together within tweet content. This
reflects the co-occurrence among neighbouring terms. Multi-word extraction can be done using lin-
guistic, graph based and statistical approaches. Hybrid methods also merge any of the existing mod-
els. Statistical approaches use an external service or corpus to calculate the correlation probabilities
among the words. Subsequently, they decide whether any of detected segments is valid.
Church and Hanks defined the Point-wise Mutual Information (PMI) concept between two single
words, w1 and w2 in 1990 as formulated below [11]:
PMI(w1w2) = log2
Pr(w1w2)
Pr(w1)pr(w2)
and subsequently for the set of the words (S) from w1:::wn they extended the equation as follows:
PMI(S) = Pr(S)1
n 1
Pn 1
i=1 Pr(w1:::wi)Pr(wi+1:::wn)
While p(w1w2) is the co-occurrence probability of w1 and w2, the values of p(w1w2) and p(w1)p(w2)
are used to measure the dependence ratio and indicate how these two words are observed together.
Silva et al. [13] later devised an algorithm called LocalMaxs which claimed words comprising a
multi-word are strongly attached together. They defined a new association factor which was called
Symmetric Conditional Probability (SCP). This approach is formulated for two words w1 and w2 to
generate the phrase w1w2, as shown below:
SCP (w1w2) = pr(w1jw2):pr(w2jw1) = p(w1w2)2p(w1)(w2)
The SCP function to compute the weight for w1::wn is formulated as follows:
SCP (s) = log Pr(s)
2
1
n 1
Pn 1
i=1 Pr(w1:::wi)Pr(wi+1:::wn)
The SCP is studied as a practical best practice to detect multi-words among other statistical ap-
proaches such as Point Mutual Information (PMI) in Twitter space (Li et al. in [40])). We have
utilized the SCP as a successful multi-word stickiness evaluation algorithm for phrases up to 5-Grams
using retrieved probabilities from Microsoft Web N-Gram (Explained in Section 6).
2.3 State-Of-The-Art Baselines
The research in this thesis addresses both problems of Location Recommendation (Chapters 3, 4, and
5) as well as Location Inference (Chapter 6) in social networks. Therefore, we explain the baselines
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that have been used in the experiments for both of the research areas.
2.3.1 Location Recommendation
From the location recommendation perspective, we aim to provide a POI recommendation model for
LBSNs, e.g., Foursquare, Whrrl, etc. We take advantage of the time factor to improve the effective-
ness of the state-of-the-art models. The primary baseline that we used is the User Based Collaborative
Filtering (UBCF) that is commonly used [78, 38, 85, 83] in the evaluation process. We have explained
this method including the implementation details in Section 2.1.1.
USG [78] is the state-of-the-art baseline that we have used in evaluations. This method is proposed
by Ye et. al [78] and considers the UBCF as the base module and improves effectiveness using Social
andGeographical influences. In order to derive the query user’s preference, they utilize the user-based
collaborative filtering. They include the social influence from friends. For the first time, Ye. et. al.
argue that the geographical influence (explained in section 2.1.3) among POIs plays an important role
in user check-in behaviors and model it by power law distribution. They use naive Bayesian approach
to include geographical influence. The final unified POI recommendation framework utilizes the user
preference alongside the social influence and geographical influence. They use parameter setting to
maximize the effectiveness of their system. We also performed tuning (Eq. 3.18) to make sure that
their method gains its best performance.
Additionally, we have devised some other baselines for the experiments. As described further in Sec-
tion 3.4.3, User-based CF Temporal (UBCFT) is another version of the model proposed in Chapter 3
which treats all the POIs the same in the computation of the user act. USGT, developed in Chapter 3,
is our first recommendation model that has been used as a rival baseline for the latter models proposed
in Chapters 4 and 5.
Nevertheless, we haven’t used the time-aware state-of-the-art model [85] as a baseline in the evalua-
tion of location recommendation systems because Yuan et al. [85] address a different problem. Yuan
et. al. [85] declare a different problem, named the time-aware POI recommendation. The model rec-
ommends POIs for the query user at a specified time in a day. They develop a model that integrates
the time information into the collaborative filtering. They further enhance the recommendation model
by considering geographical influence. Our proposed model generally takes the time parameter into
consideration to improve the effectiveness of location recommendation systems. On the other hand,
the models proposed in Chapters 3, 4, and 5 disregard the time at which the recommendation is per-
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formed.
The details of the baselines used for the evaluation are further described in sections 3.4.3, 4.3.3 and
5.2.2.
2.3.2 Location Inference:
The Twitter generates massive spatio-textual information in a high throughput rate. With regard to
the location inference, we have studied the approaches that can find and associate a set of spatial
keywords with every region. A spatial keyword can be either uni-word or multi-word. The spatial
multi-words (known as Location-Oriented Phrases (LOPs)) are more accurate than the local terms
(uni-words). ’Howdy’ is a local term used in Texas; here in brissie, is an LOP associated with Bris-
bane city. While the terms Movie and World can’t indicate a particular city, Movie World as an LOP
can accurately distinguish the Gold Coast city in Australia.
We have two sets of experiments in Chapter 6. Firstly we have empirically compared our segmentation
method versus the baselines. We study the effectiveness of our method in extracting the multi-words
from tweet content. Secondly, we have compared our proposed model of location inference with
term-based state of the art models. We aim to verify that LOPs can infer location information more
accurately than local terms.
Regarding the Segmentation, we use two baselines. We select the Iterative Baseline to generate any
possible multi-word out of the tweet content. This baseline can demonstrate how precision is de-
creased when we aim to retrieve the maximum number of phrases (best recall). The Rule-based
baseline uses a comprehensive gazetteer (i.e. Microsoft Web N-gram service 6) to extract phrases
which are commonly used in web content. This model is proposed by Microsoft experts and includes
some heuristic rules to improve performance. We select the Rule-based baseline to study how ef-
fectively a comprehensive web-based gazetteer can extract segments from micro-blog textual content
that is brief and noisy.
Li et. al. [40] develop an unsupervised Named Entity Recognition system for Twitter content(named
TwiNER). They use a dynamic algorithm based on wikipedia and the web N-Gram service to ex-
tract valid phrases (segments or multi-words) out of the tweets. Each of the phrases is a candidate
named entity. Our proposed segmentation model similarly adapts the Symmetric Conditional Proba-
bility (SCP) model [40]. The SCP model measures the cohesiveness of bi-grams (two words) through
computing the conditional probabilities for both of the bigrams for the given uni-word. We also find
6 http://research.microsoft.com/en-us/collaboration/focus/cs/web-ngram.aspx
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the optimum threshold for the SCP model to maximize the number of valid segments. From NER
perspective, Li et. al. [40] observe that the named entities usually exhibit a gregarious property. On
the other hand, there is an interaction between named entities (Barack Obama as an entity comes with
another entity Michelle Obama). Accordingly, the TwiNER model employs a random walk approach
to exploit the gregarious property in Twitter content. The top ranked segments will have a higher
chance of being selected as valid named entities.
Regarding the Location Inference, we check the accuracy of the explored spatial terms and phrases
(i.e. LOPs). Two local people review the Top K set of proposed spatial terms and phrases that are
proposed by each of the inference models. Accordingly, they verify how accurate each proposed
model can distinguish the true region with the minimum ambiguity. Our proposed method in Chapter
6 detects LOPs out of tweet content. Given a set of geotagged tweets in a region, we can extract top
K local words that are associated with that region. We compared our method with two baselines in
this chapter. The NL (Non-localness) baseline [6] is the state-of-the-art unsupervised approach which
extracts the local terms (uni-words) out of the given corpus. Chang et. al. [6] indicate that the spatial
word usage of the stop words (e.g. the, you, or for) demonstrate a uniform distributions. Hence they
propose an automatic approach to remove non-local stop words from tweet contents. The key point
is that the local words tend to have the farthest distance in spatial word usage pattern to stop words.
The Greedy model is the other baseline. This model includes two components of phrase detection
and focus rate calculation. The phrase detection module extracts a maximum number of segments out
of the geotagged tweets in each region. Accordingly, the focus rate calculation uses covariance (Eq.
6.2) to compute the spatial center for each phrase. Those local phrases which gain an absolute covari-
ance less than the threshold will be considered as local. In a greedy manner, this baseline returns a
higher number of spatial keywords. It has been selected as a baseline to study how significantly our
multi-step model can surpass this Naı¨ve model.
For further information regarding the baselines for the location inference please refer to 6.3.2.
2.4 Summary
Location information is important. The first question that we ask from a friend who has just arrived at
our city is “Where are you now?” Applications (e.g. google map) are interested to know the location
of users to provide more advantageous services to them. Moreover, when a location phrase (e.g. city
name like Paris) is mentioned in a message, it becomes more meaningful and informative compared
to other messages. Considering the pervasive accessibility of smart devices (e.g. cell phones, and
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tablets), a growing line of research has already been devoted to problems of both location extraction
and recommendation via the social networks.
In a location recommendation task, applications recommend new, appealing locations (or POIs) to
the query user. The most prominent baseline approach in POI recommendations is Collaborative Fil-
tering. Divided into subcategories, model-based CF methods are proven to gain a better performance
compared to the memory-based CF models. In addition, influencing parameters are utilized alongside
the CF method to improve the effectiveness of location recommendation systems. Numerous research
work has already been devoted to studying various affecting parameters such as Social, Geograph-
ical, and Temporal influences. In spite of prior works, temporal influence has not yet been studied
adequately. The time entity has numerous attributes such as periodicity, consecutiveness, and non-
uniformness. The temporal subset property denotes that the time includes multiple granularities such
as seconds, minutes, and hours, where some of them constitute the subset of others. From a mathemat-
ical perspective, time can be considered as a discrete or continuous variable. Furthermore, temporal
behaviour may vary in different datasets and the temporal influence should be modeled based on solid
observations performed on each of the datasets specifically. We take such perceptions into considera-
tion and focus on the time factor, aiming to improve the effectiveness of the location recommendation
system. We initially exploit a uni-aspect time-related influence in location recommendation (Chapter
3). While this method is limited to a single time-related aspect (Weekday/Weekend preference), it
gives us an initial idea about the time-related observations as well as the role of the time factor in the
recommendation process. Nevertheless, in reality, the time entity is multi-aspect. Hence, we bring an-
other aspect of time into the recommendation models, called Temporal Subset Property (TSP) (Chap-
ter 4). We devise a probabilistic generative model calledMulti-aspect Time-related Influence (MATI)
that can include multiple temporal slots in the location recommendation and subsequently promote
performance. Nevertheless, in MATI, all the temporal granularities are homogenous (i.e., of similar
type: minute, hour, day, and week). In future research, we will need to model non-homogenous tem-
poral properties together formed as a unified framework (e.g. jointly modeling the Temporal Subset
and the Recency properties). Finally, the temporal behaviour of people constantly drifts; therefore the
recommendation system should be smart enough to detect such changes and propose proper locations
based on user-dependent temporal variations.
In this thesis, we also consider the problem of location inference from social networks. We aim to
extract a set of phrases which are associated with a spatial cell. This research has two advantages.
Firstly, it can be used to find local users through the semantic correlation between the user’s tweet
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history and the set of associated textual tags in the region. Secondly, the set of exploited keywords
in a geographical region can enrich the spatial semantics for the local POIs. This can also enhance
the performance of location recommendation systems through a contextual influence. We study the
textual content generated massively via Twitter. The micro-blog messages (Tweets) are limited and
excessively noisy. Unlike blogs or web pages, they are not self-contained and lexically unified. The
first step in location extraction is to detect a set of local phrases (either unigram or multi-gram) which
are frequently used in each region. The spatial single terms are ambiguous and used in multiple
places. The single term Paris can be the name of a person or a location in USA or France. However,
multi-words are clearer and have fewer focal points. Therefore, we dedicate Chapter 6 to the study
of the models which can be used to exploit associated Location-Oriented Phrases (e.g. Gold Coast)
with a spatial cell defined by its corners. This problem is challenging because we need to present
an effective solution to extract appropriate spatial multi-words (LOPs) from tweets. The out of vo-
cabulary words (e.g. 2maro, ttyl) are excessively found in tweets and the labeling process is tedious.
Moreover, while dictionaries (e.g. Wikipedia) are not sufficient to fetch the multi-words, numerous
traditional tools and methods such as Named Entity Recognition or Topic-Modeling do not function
efficiently on Twitter’s limited content either.
As a matter of fact, every piece of research should be proposed based on a problem that is defined us-
ing a concrete research gap. According to the literature review, we have defined our research for this
thesis based on two relevant gaps that are associated with location recommendation and inference. For
location recommendation, we provide comprehensive information about prior efforts. Subsequently,
we argue that the time factor as a multi-setting entity deserves to be studied more. And in the next
step, we implement the state of the art recommendation model using the memory-based collaborative
filtering. We also add the effects learnt from social and geographical influences. Accordingly, we de-
vise our solutions to reveal the multi-aspect perspective of the temporal subset feature. Moreover, we
develop an algorithm which comprises various temporal properties (Subset multicomponent feature
beside recency) in location recommendation (Chapters 3, 4, and 5). We have completed one piece of
research investigating location inference paths and were inspired by the term-based approaches that
were elucidated in the literature review. Accordingly, we have proposed a further gap in need of a so-
lution that can extract location information using spatial multi-words (instead of uni-words as utilized
in term-based approaches). Considering the noisy nature of microblog textual content, we have stud-
ied the state of the art segmentation models. We have also reviewed the methods that can associate a
set of textual content with every region (e.g. for each city). Our proposed model of location inference
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is implemented based on the gap that was discovered in related work and implemented on the basis
of the current state of the art models.
69
70
Chapter 3
Uni-aspect Temporal Influence in Location
Recommendation
Ask yourself what is the difficult part w.r.t. your re-
search problem? and How you aim to solve it?
Research Tips
As our research inspects how temporal effects can enhance the performance of location recommen-
dation systems, in this chapter, we define a new problem in making location recommendations, based
on temporal weekly alignments of users and POIs. This problem merely takes a single temporal as-
pect into consideration. The current chapter helps us gain an initial understanding of the visibility
correlations between each user-location pair.
Nowadays, Location Based Social Networks (LBSNs) promotes communications among subscribers.
Utilizing online check-in data supplied via LBSN, Point-Of-Interest (POI) recommendation systems
propose unvisited relevant venues to users. Various techniques have been designed for POI recom-
mendation systems. However, diverse temporal information has not been studied adequately. From
a temporal perspective, as visited locations during weekdays and weekends are marginally different,
we choose weekly intervals to improve the effectiveness of POI recommenders. However, our method
is also applicable to other similar periodic intervals. People usually visit tourist and leisure spots dur-
ing weekends and work at related places during weekdays. Similarly, some users perform check-ins
mostly during weekends, while others prefer weekday predominantly.
We argue that locations with higher popularity should be more influential in recommendation models.
Accordingly, we develop a probabilistic model which initially detects a user’s temporal orientation
based on visibility weights of POIs visited by her. As a step further, we develop a recommender frame-
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work that proposes proper POIs to the user according to her temporal weekly preferences. Moreover,
we take succeeding POI pairs visited by the same user into consideration to develop a more effi-
cient temporal model to handle geographical information. Extensive experimental results on two
large-scale LBSN datasets verify that our method outperforms the state-of-the-art recommendation
techniques employing the single aspect temporal influence.
The proposed approach in this chapter comprises three steps: (i) Firstly it predicts the probability
for user i (ui 2 U ) to visit any POI in her check-in history (Li). (ii) Secondly, we use a probabilistic
approach to compute ui’s act which denotes her interest toward weekday/weekend intervals. Conse-
quently, the higher the probability of a POI is, its influence on ui’s act is considered more inflated. (iii)
Finally, if the user’s weekly alignment exceeds the threshold, we then apply the temporal recommen-
dation approach that initially computes the POI act for any location in the primary recommendation
list. According to ui’s act, it finally proposes a combined list of neutral and temporally oriented lo-
cations. We designate weekly intervals because on the one hand, the majority of locations visited
during the weekdays and weekends are obviously divergent and on the other hand, the visiting pattern
is repeated frequently. However, our model is applicable to other similar periodic intervals.
In this chapter, we also put emphasis on the temporal aspect of geographical influence [78] and limit
the primary observation to daily consecutive pairs. We confirm that the output diagram still represents
power law distribution. This makes the cost function minimization quicker. We also employ Normal
Equation (NE) instead of Gradient Descent (GD) which obtains optimized parameters in one round.
This chapter is organised as follows:
Section 3.1 explains primary definitions and insightful observations regarding exploiting the uni-
aspect temporal influence in location recommendation. Section 3.2 clarifies the single aspect rec-
ommendation framework. Section 3.3 provides empirical preliminaries regarding the collaborative
filtering and geographical influence. Section 3.4 discusses experimental results. In section 3.5 we
provide a summary regarding this chapter.
3.1 Single Slot Temporal Influence
Our work [29] explained in this chapter, merely considers a single temporal aspect. Nevertheless, it
can provide a primary understanding of the visibility correlations of user-location pairs. To this end,
we firstly set up two observations based on primary definitions to verify that certain POIs and users
are aligned toward either weekday or weekend.
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Definition 1. (POI Act) Given a set of POIs P = fp1; p2; : : : ; png, each pj (8pj 2 P) has a POI Act
denoted as paj (Eq. 3.1), which is the margin value ([ 1; 1]) between its probabilities of being visited
during weekdays (wd) and weekends (we).
paj =
W dj
Nj
  W
e
j
Nj
(3.1)
Here,W dj andW
e
j denote the number of visits at pj during wd and we. Also Nj is its total number of
visits. If paj is greater than zero, it will exhibit an alignment toward wd and if it is less than zero, it
will show that pj is visited more during we. Otherwise (if paj = 0), pj will be neutral (not temporally
aligned).
Definition 2. (User Act) Given a set of users U = fu1; u2; : : : ; ung, we define that each ui (8ui 2 U)
has a User Act denoted as uai (Eq. 3.2) which is the margin value ([-1,+1]) between probabilities of
her wd and we visits.
uai = Avg
d
i  Avgei (3.2)
Avgdi andAvg
e
i are probabilities for ui to visit locations during wd and we respectively. If u
a
i is greater
than 0, it will reflect ui’s temporal preference toward wd and if it is less than 0, it will indicate that
she is more interested in we.
3.1.1 Observations
We set up two observations to perceive that certain POIs and users can be oriented toward wd or we.
We use threshold T to reflect the extent of alignment. As, people visit we oriented places during
casual Friday (e.g. they go to a bar on Friday night and perform sport activities on Friday afternoon),
we include Friday as part of the weekend. Hence, wd has one day more than we, and T is 17  15%
which is consistent with uniform distribution of locations for each day in a week.
1. Absolute POI Act Observation: This observation demonstrates that many POIs are significantly
used either during wd or we. On the other hand, we aim to study to what extent each POI is oriented
toward either wd or we. Hence, for each pj , visited by a set of users Uj , we compute paj (Eq. 3.3) as
an absolute rate of temporal wd/we deviation. In this inspection, we choose those locations from both
datasets (Section 3.4.1) that are visited by at least 5 users.
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paj =
P
ui2Uj jpdi;j   pei;j j
jUj j (3.3)
pdi;j and p
e
i;j are the probabilities of each ui 2 Uj to visit pj during wd and we(Eq.3.4):
pdi;j =
W di;j
Wi;j
; pei;j =
W ei;j
Wi;j
(3.4)
HereWi;j is the total number of times that each ui 2 Uj has visited pj . Also,W di;j andW ei;j record the
visits performed exclusively during wd and we.
Figures 3.1 (a) and 3.1 (b) depict the probabilities regarding POIs’ weekly deviations based on differ-
ent ranges (e.g. 0.3 - 0.4). As highlighted in dark orange, more than 70% of the POIs in both datasets
have an average absolute orientation greater than T . This means that majority of locations in both
datasets are predominantly used either during the weekend or weekday.
2. Absolute User Act Observation: Similarly, for each user ui with Li as the check-in log, we
(a) Foursquare (b) Brightkite
Figure 3.1: Observation of Absolute POI Act
compute uai (Eq. 3.5) as her average rate of absolute temporal wd/we deviation. We select users who
have visited at least 8 POIs (f8ui 2 Uj jLij > 8g). Figures 3:2 (a) and 3:2 (b) illustrate relevant proba-
bilistic bins which reflects to what extent each user is temporally oriented (disregarding the alignment
toward wd or we).
pai;j is pj’s absolute POI act limited to ui’s visits.
uai =
P
pj2Li jpai;j j
jLij (3.5)
If uai is less than T (15%), we can ensure that ui is not oriented toward wd or we. However, as
highlighted in dark orange (Fig. 3.2), 57.3% and 61.6% of users in Foursquare and Brightkite have an
absolute temporal deviation more than the T . Also more than 10% of users are highly aligned toward
either weekday or weekend (uai > 45%).
Based on the observations conducted in LBSN, we can now conclude that weekly temporal influences
exist for both users and POIs.
74
(a) Foursquare (b) Brightkite
Figure 3.2: Observation of Absolute User Act
3.2 Recommendation Using Univariate Time-related Effect
In this section, we firstly provide an efficient approach to compute user acts and secondly we describe
our recommendation framework.
3.2.1 User Act Single Factor Model
As shown in observations (3.1.1), the effect of single temporal influence regarding weekly periods
has been captured in the visibility patterns of users and POIs. Hence, in this section, we review the
method which is used to compute the user acts. In reality, primary user act (Def. 2, Eq. 3.2) treats
all POIs the same, while they differ based on POI acts and visiting influence. Therefore, we propose
a more effective model to compute the user act. We first need to obtain the user’s visiting orientation
toward wd or we. Therefore, we compute the POI act for every location visited by ui (pj 2 Li). We
use Eq. 3.6 to find positive or negative impacts.
p^di;j = (p
d
i;j   ); p^ei;j = (pei;j   ) (3.6)
Where  2 (0; 1) serves as a separator of wd/we margins. If we assume  = 0:5, pdi;j = 0:75 and
pei;j = 0:25, then p^
d
i;j = 0:75   0:5 = 0:25, which indicates that pj has a positive impact on user
i0s weekday act. We argue that the POI with higher probability of being visited by a user (visiting
influence) should play a more significant role in computation of her user act. Ye et. al. [78] devise
the state-of-the-art location recommendation model using three influential modules: Collaborative
Filtering, Social Influence and Geographical Influence. We use these three modules to compute the
visiting influence for each location (pj). Our modifications to the baseline are described in Section
3.3. To capture visiting influence, we remove each pj from Li, we can subsequently obtain ci;j which
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represents the probability of ui to visit pj considering all three modules. We then normalize (i.e.
between (0,1]) the results using Eq. 3.7:
c^i;j =
ci;j  Minci
Maxci  Minci ; (3.7)
whereMaxci = argmax(Ci;k);Minci = argmin(C

i;k); 8pk 2 Li. To get the final weekday orientation
probability for each pj 2 Li we use Eq. 3.8:
Prdi;j = c^

i;j  p^di;j =
ci;j  Minci
Maxci  Minci  (p
d
i;j   ) (3.8)
The higher c^i;j is, the more likely this location will be visited by ui and will be more influential on
ui’s act. Similarly, the weekend orientation probability (Prei;j) can be computed as follows:
Prei;j = c^

i;j  p^ei;j =
ci;j  Minci
Maxci  Minci  (p
e
i;j   ) (3.9)
Finally, the user act orientation is obtained through Eq. 3.10:
u^ai =
 ~Avgdi   ~Avgei  (3.10)
While ~Avg
d
i (Eq. 3.11) and ~Avg
e
i (3.12) are respective wd/we average ratios.
~Avg
d
i =
pj2LiPrdi;j
jLij (3.11)
~Avg
e
i =
pj2LiPrei;j
jLij (3.12)
The value regarding ~Avg
d
i - ~Avg
e
i shows the direction. If it is greater than zero, it will indicate that the
user is aligned toward wd and if it is less than zero, it will show we orientation.
3.2.2 Uni-variate Temporal Framework
The univariate Temporal Framework ([29]: Developed in this chapter) proposes a ranked list of can-
didate POIs for the query user solely depending on the extent of her univariate (weekday/weekend)
temporal orientation.
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Figure 3.3: Discretization of the continuous stream of users through computing user acts and utilizing the
threshold T .
As Fig. 3.3 depicts, we can imagine the input of a recommender system as a continuous stream
of users in course of time. Utilizing check-in history, the system should suggest top@Num appealing
locations for each user. A basic POI recommender system doesn’t differentiate wd=we temporal
preferences, however we use threshold T to discretise input users based on their effective user acts
(Section 3.2.1). If they pass the threshold, the temporal method will be employed otherwise they will
be treated as non-temporal users. For example, um and uv are oriented to do the check-ins during wd.
However unlike um, uv doesn’t surpass T and is not adequately oriented toward wd so the framework
doesn’t apply the temporal method for her. While the user act reflects how a user performs the check-
ins in weekly cycles, the POI act is used in the recommendation process to suggest the right POIs to
the right users through the utilizing of such temporal preferences.
f(Li) =
8><>:
Mavg(; ) if u^ai  T
usgw otherwise
(3.13)
As formulated in Eq. 3.13, the system receives ui’s check-in log (Li). If the user act computed based
on Li exceeds threshold T , the system will utilize temporal influence. Otherwise the user will be
recommended by usgw [78] which also integrates further modifications (Section 3.3). In the temporal
case,  is the initial list of recommending POIs computed by USG and  resembles the POI act for
each item in the primary recommendation list.  and  are the input ofMavg function which performs
recommendations as described in Section 3.2.3.
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3.2.3 Uni-variate Temporal Recommendation
If the efficient user act is greater than threshold (u^ai  T ), we need to follow the temporal recommen-
dation approach (Mavg).The method has two inputs:  which is the primary decently sorted recom-
mendation list and  which includes the acts for each of the POIs in . We first retrieve Top K*@Num
items from  while @Num is the number of the final list (denoted as R). R is formed by three sub-
sets of Weekday aligned(Rd), Weekend oriented(Re) and Neutral (Rn) where R = fRd; Re; Rng and
jRj = @Num. The final proportion for each category will follow relevant ratios from proper POIs
which are computed based on efficient user act(Eq. 3.14).
Mavg(; ) =
8>>>>><>>>>>:
Rd = ( ~Avgdi +   2) @Num if pay > 
jRej = ( ~Avgei +   2) @Num if pay < 
jRnj =  @Num Otherwise
(3.14)
Here, ( ~Avg
d
i +    2) and ( ~Avg
e
i +    2) are respective wd and we proportions from the final
recommendation list. Also  is the threshold for detection of wd/we oriented POIs. For example if
 = 0, the weekday portion from the final list will comprise the POIs whose acts (absolute value)
are greater than 0 (8pay 2 jpay > 0) and for the weekend ratio the POI acts should be less than 0
(8pay 2 jpay < 0). In fact, Neutral POIs are not likely to have high scores in wd/we lists. However, we
still need to propose them when they gain high probabilities. Therefore we reserve a minor portion
() for POIs which are not temporally aligned.
3.3 Utilizing Primary Influences
In this section, we provide our empirical details for two primary modules in the POI recommendation:
Geographical Influence and User based Collaborative Filtering. For social influence we adapt the
method used in [78].
3.3.1 Geographical Influence
Geographical Influence(GI) [87, 85, 78] declares that individuals visit locations which are close to
those they have visited previously. Considered as another important module in location recommenda-
tion, we provide an empirical review about it. We observe two cases: (i) Non-temporal: We compute
geographical distance between each POI pair in one’s check-in history. (ii) Temporal: We also per-
form another test on consecutive check-ins within a time period. This period denotes an average
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distance between two subsequent POIs that a user may travel in less than a day (Tg = 12 Hours). In
order to invalidate the noise, we apply the speed condition (d=t < ) in which d is the distance
between two adjacent POIs and t is the time spent presumably to travel between them. As illus-
(a) All POI pairs (b) Consecutive POI pairs visited on the same day
Figure 3.4: Geographical Influence Observation: Probabilities of the distance ranges
trated in Fig. 3.4 (a), distances between POI pairs are often less than 100km. Also, approximately
25% are less than 10 kms. Notice that the scale is modified after 1000 kms and the spike shows the
sum. In the temporal aspect (Fig. 3.4 (b)), the highest probability for distance between two daily
consecutive POIs is less than 100 kms. Similar figures are seen on Foursquare. In both observations,
the probability of the distance between a POI pair, follows power law (as shown in Fig. 3.4) distri-
bution (polynomial: y = axm while x is the distance between the POI pair, y is its probability and
both a and m are optimizing parameters). However, the number of consecutive POI pairs limited
to threshold Tg is merely 2.5% of all POI pairs. This makes the cost function minimization faster
while the distance probabilities will be close after applying the feature scales. Hence, we test a single
feature hypothesis based on the temporal set. The polynomial equation can be converted to a Linear
Regression. We also employed Normal Equation (NE) instead of the Gradient Descent (GD) for min-
imization. NE obtains optimized parameters in one round unlike GD which applies various learning
rates with multiple iterations. Indeed, NE performed well as there is only one feature in regression
(distance between POI pair) and the size of the matrix was small. Here, the probability for ui (with Li
as check-in log) to visit location lj is the multiplication of the distance probabilities between lj and
each location ly 2 Li. However, multiplying numerous decimal points will pass the minimum value
and the result will be zero for many ljs. Therefore, we suggest a log based Eq. 3.15 where a and m
are optimized values and d implies the distance function between a pair.
log(Pr[lj jLi]) =
X
ly2Li
a d(ly; lj)m (3.15)
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3.3.2 User-based Collaborative Filtering
In a binary logic (like [78, 85]), while L and U are sets of locations and users respectively, if user
ui 2 U has already visited lj 2 L, then ci;j will be 1 otherwise 0. Moreover, cosine similarity weight
(Eq. 3.16) between ui 2 U and uk 2 U (w+i;k) is computed based on the number of shared POIs
among(Li \ Lk). Here, Li  L and Lk  L are corresponding check-in histories belonged to ui and
uk.
w+i;k =
P
lj2Li\Lk ci;jck;jqP
lj2Li c
2
i;j
qP
lj2Lk c
2
k;j
& c+i;j =
P
f8ukjwi;k>0g wi;kck;jP
f8ukjwi;k>0g wi;k
(3.16)
In order to recommend a set of locations to ui, we merely select items from users who share one or
more POI(s) with ui. In fact, if Li \Lk = 0 and lj 2 Lk then the check-in probability for ui to visit lj
(Eq. 3.16, c+i;j) will be zero unless lj has already been visited by another user um while Li \ Lm 6= 0.
Such a simple point will reduce the number of iterations during recommendation process. This is
done through excluding those who does not share any location with the query user. We were inspired
by this experimental point to argue that the influential effect of lj 2 Li on ui’s temporal preference
increases by the number of visits on lj performed by any um 2 U while Li \ Lm 6= 0.
3.4 Evaluation of Single Slot Temporal Effect
In this section we plot and implement multiple experiments to compare our proposed method with a
few alternative approaches (Section 3.4.3). Our main goal is to ensure how the concept of User/POI
act can improve baseline methods which merely rely on User/POI correlations and neglect possible
user and POI specific temporal influences. Nevertheless, we need to take the point into consideration
that the effectiveness of POI recommendation systems on LBSN datasets is always affected by the low
density of User-POI matrices. Hence, rather than measuring the differences using absolute values, we
count on relative excellence in comparison.
3.4.1 LBSN Datasets
In this chapter, experiments are conducted on two large-scale real [10] LBSN datasets. Both (Foursquare1
and Brightkite2) are publicly available. Moreover, we have shared the relevant codes3 for chapters 3,4,
1https://drive.google.com/file/d/0B8W0RBtkxhBiRmtORkVMZjJudzA/view?usp=sharing
2https://drive.google.com/file/d/0B8W0RBtkxhBiVWR1UXFfMW55ZDg/view?usp=sharing
3https://drive.google.com/open?id=0B8W0RBtkxhBiUnpXWlBHd3oxbW8
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Table 3.1: Statistics of the datasets
Brightkite Foursquare
Number of users 58,228 4,163
Number of locations (POIs) 772,967 121,142
Number of check-ins 4,491,143 483,813
Number of social links 214,078 32,512
Cold start ratio (less than 5 POIs) 53.36% 14.17%
Avg. visited POIs per user 20.93 64.66
User-POI matrix density 2:7 10 5 5:33 10 4
and 5. Relevant statistics are shown in Table 3.1. Furthermore, Fig. 3.5 depicts POI distribution of
both datasets on the map. The Brightkite dataset is more extensive, however it is extremely sparse
(Density: 2:710 5) and more than 50% of the dataset is formed by the check-in history of cold start
users. Similarly in Foursquare, only 8% of user pairs share more than 5 POIs.
(a) Brightkite
(b) Foursquare
Figure 3.5: Check-in Distribution
The datasets used in Chapters 3, 4, and 5 are the same (Location Recommendation experiments).
We now discuss the properties of the data used in these experiments. Such properties can assist
everyone in reproducing similar results. The data includes the check-in histories of LBSN users in
Foursquare and Brightkite datasets. Hence, for each user we have a set of check-ins which report
the location id (GPS information) and the real time of each of the visits. We process 80% of the
users’ check-in histories to train the tuning parameters. We can either include all 80% of the users
in one round or perform the stratified sampling. In this way, we select 20% of the users in 4 rounds.
Accordingly, the final tuning thresholds will be the average of the values computed in all rounds.
Finally, we select another set of 20% from all the users (non-replacement) and test the competitor
models. We aim to find the weight of similarity between each pair of users in the training dataset.
Considering the size of the dataset, the similarity matrix will be huge. Therefore, we have used theMS
SQL Server DBMS to maintain the data in various steps of the experiments (including the training
and the testing). Also, in order to accelerate the computations, we have used indices on necessary
columns. Moreover, through using the LINQ queries, we avoid performing the insert and update
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commands for each specific operation; instead, we compute the metrics for every multiple (e.g. 200)
operations and perform the batch commands afterwards. This will involve the hard disk less and
reduce the execution time significantly. The current size of the database is more than 300GB.
3.4.2 Evaluation Metrics
Considering top N (e.g. 5, 10 and 20) results returned by a POI recommendation system, there are
two methods to evaluate its effectiveness. The first approach is survey based which employs the
normalized Discounted Cumulative Gain (nDCG) [51]. The other method [78] (explained in this
chapter) utilizes F1-score ratios. In this method, we firstly exclude x% (default 30%) of POIs from
the check-in history of any user. We then train the recommendation model using the rest of the POIs.
Finally, we examine how many of the excluded POIs are recovered using the returned list of the
recommendation. As denoted in Eq. 3.17, Precision@N is the ratio of total Number of recovered
POIs (Rp) to the number of recommended POIs (N). However, Recall@N would be the ratio of total
Number of recovered POIs (Rp) to the number of initially excluded POIs (Ep). Indeed, Precision,
Recall and F1-score metrics are computed for each test user (20% of all dataset users) and the final
metrics are computed based on the total average. F1 score@N will be the final performance metric.
Precision@N =
Rp
N ; Recall@N =
Rp
Ep
; F1  score@N = 2Precision@NRecall@NPrecision@N+Recall@N (3.17)
3.4.3 Location Recommendation Baselines
Recommendation methods used in experiments are as follows:
User-based CF (UBCF) : The primary User-based collaborative filtering. This is a special case of
USG [78] where social and geographical influences are excluded. In other words, only user
based preferences are considered in location recommendation.
User-based CF Temporal (UBCFT) : Another version of our model which treats all the POIs the
same in the computation of the user act. Referring to Eq. 3.13, probabilities of  for input of
Mavg function is calculated using Eq. 3.16. Similar to UBCF, social and geographical influences
are not included in this method.
USG : Denoted by USG, this method takes advantage of the three modules: User-based CF, Social
Influence and Geographical Influence where 0 <  < 1 and 0 <  < 1 [78]. We will adapt the
User-Time-POI model (baseline: [85]) in future work as we limited sparsity to the User-POI
matrix.
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Temporal U+S+G (USGT) : Model described in this chapter (Sections 3.1 & 3.2).
3.4.4 Parameter Settings
With regard to Eq. 3.6, we assume  = 0:5: to treat wd and we the same. Moreover, in order to
decide on the value of  in Eq. 3.14, we chose a random set of 20% from users in both datasets and
measured the rate of neutral POIs (f8py 2 jpay = 0g) in top K*@Num items from recommendation
list. As the rate was less than 10% in both datasets, we set the value for  to 0.1 (e.g. 2 if@Num=20).
Moreover, we set K to 10. Finally, in order to reproduce the tri-module baseline (USG:[78]), despite
other automatic models in rank learning (e.g. SVM pairwise and EM), we employed tuning (Table
3.2). We changed the values for  and  between 0 and 1 to get the best performance @5. The
optimized parameters of  and  were selected based on the best values of F1-score@5.
Table 3.2: USG Optimised values
F1-Score @5
 
Foursquare 0.2 0.6
Brightkite 0.3 0.4
Referring to Eq. 3.18, Si;j denotes the final prediction probability for ui to perform a check-in
at location lj . Sui;j denotes user based CF probability, S
s
i;j [78] and S
g
i;j (Section 3.3.1) provides the
values for social and geographical influence respectively. We employed feature scaling [70] to make
statistical values consistent.
Si;j = (1    )Sui;j + Ssi;j + Sgi;j (3.18)
3.4.5 Performance Comparison
Next, we discuss the results to summarize our findings. Figures 3.6 and 3.7 illustrate the output
of the experiments for the Foursquare and Brightkite datasets. In these figures, our proposed method
(USGT) clearly outperforms other models including the memory-based state-of-the-art (USG). UBCFT
exhibits a minor improvement compared to UBCF. This shows that User/POI acts must be computed
based on the visiting influence as implemented in USGT.
In LBSN sparse condition when the density of the User-POI matrix is extremely low, the effec-
tiveness of the location recommenders is not inflated. For example, precision in [85] and recall in [47]
are less than 4% and for [22] both metrics are less than 3.5%. Hence, performance evaluations are
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(a) Recall (b) Precision (c) F1-Score/Performance
Figure 3.6: Comparing the methods - Foursquare dataset
(a) Recall (b) Precision (c) F1-Score/Performance
Figure 3.7: Comparing the methods - Brightkite dataset
relative based on algorithms. The precision of our model in the best case, out-performs other models
by less than 2% in both data sets. This proves the significance of temporal influence in recommenda-
tion systems. We observe that the rate of improvement in UBCFT is less than USGT, which shows
that the locations should not be treated the same in the computation of user acts. Moreover, recall
can be low, even for active users. The reason is concealed in the evaluation metrics. For instance, in
the case of recommending @5, when all top 5 recommended POIs are recovered from the initially
excluded items, precision will be 100%. However the recall value will be dependent on the number of
excluded POIs. Considering a 30% exclusion from 150 POIs in a user’s history, the recall will then be
only 5/50 = 10%. Hence, if the majority of active users in a dataset included numerous visited POIs
in their check-in history, recall ratio for active users would still be little.
3.4.6 Statistical Significance Analysis
The P-value or the significance level is the standard method for statistical significance analysis. The
P-value is the probability that the experimental results could occur by chance. We aim to provide
evidence against the null hypothesis which states that our proposed algorithm (USGT) is not better
than the USG baseline. If the probability that the observed ranking in recommendation (Top 5) is
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obtained by chance exceeds the threshold, then the results of the experiment are not considered sig-
nificant. We compare USGT and USG methods as they are more effective than other algorithms. In
order to perform significance analysis to ensure that our proposed algorithm in location recommenda-
tion (USGT) is more effective than USG, we need the results of independent experiments comparing
USGT and USG. As the set of test users is drawn independently from our dataset, the f1-measure
values of the algorithms for each test user give us the independent comparisons we need. We compare
the algorithms for each test user.
nUSGT is the number of users for whom USGT outperforms USG. Similarly, nUSG is the number
of users for whom USG outperforms USGT. The significance level is the probability that USGT
is not truly more effective than USG, which is estimated as the probability of at least nUSGT out
of n = nUSGT + nUSG. Considering the Binomial trials, this means that we gain nUSGT out of
nUSGT + nUSG head coin-flips. This can be computed as follows:
P = (0:5)n
nX
i=nUSGT
n!
i! (n  i)! (3.19)
We retrieved the P   value of 0.0184 for the Foursquare dataset which proves that the experimental
results are statistically significant. Accordingly, the alternative hypothesis that our proposed algorithm
(USGT) is better than USG baseline is confirmed.
3.5 Summary
In this chapter, a temporal POI recommendation system has been proposed for Location-based social
networks. Relying on primary insights, we observe that certain locations are visited more during
weekends while some others are aligned toward weekdays. Similar orientation is witnessed in the
check-in behaviour of LBSN users. Thus, an intelligent POI recommender should logically take
such user/POI preferences (acts) into consideration. While previous models are defined based on the
correlation among users and POIs, we extend recommendation systems into a probabilistic approach
to include user and POI specific temporal influences. Our framework recommends relevant POIs
to users based on their weekday/weekend alignments. In addition, we have taken subsequent POI
pairs visited by the same user into consideration and provided an optimized version of geographical
influence. Considering the importance of this temporal aspect, we can consider two future steps based
on the approach proposed in this chapter. (1) We need to integrate the concept of user/POI acts into
model-based collaborative filtering methods. Intuitively, the model-based approaches are proven to
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gain better effectiveness in the recommendation process. (2) The weekday/weekend interval is only
one aspect of time. Subsequently, we also need to consider other time-related aspects in the location
recommendation.
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Chapter 4
Multi-aspect Temporal Influence in Location
Recommendation
What is the naı¨ve solution to solve the difficult part of
your research problem? If you can’t find a naı¨ve method
to solve it, then don’t select this problem!
Research Tips
Inspired by the fact that time includes numerous granular slots (e.g. minute, hour, day, week
and etc.), in this chapter, we define a new problem to perform recommendations through exploiting
all diversified temporal factors. In particular, we argue that most existing methods, (like the method
proposed in Chapter 3) focus only on a limited number of time-related features and neglect others.
Furthermore, considering a specific granularity (e.g. time of a day) in a recommendation cannot al-
ways apply to each user or each dataset.
With respect to time, POI recommenders have so far employed various temporal attributes including
periodicity, consecutiveness, and non-uniformness [8, 10, 22, 85, 93, 18]. Periodicity [10] indicates
that a query user’s movement in different locations can be repeated periodically. The consecutiveness
or successive attribute [89, 8] states that there are certain locations which are visited in a sequential
order during a limited time constraint. For instance, people go to a bar after dinner on the weekends.
Finally, non-uniformness claims that the check-in behavior of LBSN users varies in different tempo-
ral periods (i.e. one’s activity pattern is work-oriented during weekdays and related to entertainment
throughout the weekends) [22]. Inspired by the fact that the time dimension comprises numerous
granular slots (e.g. minutes, quarters, hours, days), and some are the subset of others, we add another
temporal property to the mobility patterns in social networks named the Temporal Subset Property
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(TSP) in this chapter.
From another perspective, the time variable can be treated as either discretized [85, 22, 93, 18, 79, 15]
or continuous [87, 83]. The continuous model is used when choosing the proper time interval is
important [83]. Nevertheless, the discrete pattern constitutes the basis of our daily lives in terms of
our appointments and the events. Hence, it would make sense for us to employ the discrete attribute.
However, time is a multi-aspect parameter. On the other hand, a query user’s check-ins are simulta-
neously affected by different granularities (e.g. minute, hour, and so on). Consequently, it is better to
devise a solution which can include multiple temporal factors to promote recommendation systems.
Our observation of two public LBSN data sets (Section 4.3.1) confirms that more than 40% of loca-
tions, explored by at least 8 users, are mostly visited during their popular times (e.g. a bar is mostly
visited during after working hours). Therefore, a location lj’s probability of being visited by a user ui
increases when ui owns prior check-ins during the times when lj is visited most. As the time of a visit
can be declared through several dimensions (minutes of an hour, hours of a day, days of a week and so
on), we can conclude that LBSN users and locations correlate with each other temporally in a multi-
aspect way. To summarize, what we are seeking, throughout this chapter, is an answer to: “What kind
of model do we have to choose to comprise all temporal dimensions in POI recommendations? How
do we mitigate sparsity in a hierarchical set of UTP matrices where each one is associated with a
single temporal dimension? Finally, how can we use this perception to enhance POI recommendation
systems?”
To this end, we initially aim to reduce sparsity. We select an optimum number of users via a non-
replacement stratified sampling model [42]. Subsequently, we extract a list of user-time-POI matrices
for every sampled user. Each of these cubes is associated with a temporal dimension. We then apply
similarity metrics to find homogeneous parts in each dimension (e.g. similar hours, days and etc).
Consequently, through aggregating the evidence captured from every user, we can reach the final sim-
ilarity maps for each temporal granularity. We also utilize matrix factorization to compute missing
values in similarity maps (e.g. we may not have enough evidence to find the similarity between 2 am
and 3 am in the hour of a day dimension). Subsequently, we use Bottom-up Hierarchical Agglom-
erative Clustering (HAC) [14] to merge similar partitions in various granularities. This constructs
primary multi-aspect Temporal Slabs. Each temporal slab includes a set of similarly merged parts
from various scales. Such preprocessing mitigates sparsity involved in User-Time-POI matrices as
the user’s check-in at a given time can be estimated from her check-ins at other similar times.
Moreover, we propose a probabilistic generative model, named Multi-aspect Time-related Influence
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(MATI) which consumes constructed temporal slabs to recommend a temporally correlated list of new
POIs to the query user. As each user’s location history is insufficient, we utilize a novel Expectation
Maximization algorithm to infer latent parameters and subsequently compute both the depth and ex-
tent of temporal similarity between the query user and each of the proposed locations. While the depth
of correlation is computed through aggregation of the joint probabilities of the user, location, and all
latent temporal factors, the extent of the correlation is calculated via Jaccard coefficiency among tem-
poral slabs associated with the query user and the proposed location. We theoretically prove that
the model can simultaneously integrate multiple latent temporal impacts in the recommendation task.
Nonetheless, not necessarily all users would follow leveraged temporal patterns. For instance, owing
to holidays, a user may go to a restaurant on Monday at 10 am and go to a bar afterwards; however,
such behaviour has the least likelihood for the majority of other users who are at work. Therefore, in a
hybrid framework, we firstly detect whether each query user is affected by the time factor or not. Our
method mimics how the user and the set of top N proposed locations share a commonly acceptable
check-in behavior. If the computed metric is fallen in the well-tuned range, the multivariate temporal
influence will be implanted, and vice versa.
To summarize, this chapter focuses on the problem of enhancing location recommendation tasks in
social networks. We have previously presented a study regarding the effects of a single temporal gran-
ularity in Hosseini et al. [29], which we explained in Chapter 3. Considering the subset property, this
chapter extends Hosseini et al. [29] through utilizing various dimensions of temporal influence and
includes an in-depth performance analysis. Specifically, the proposed method in this chapter takes
an unlimited number of concurrent dimensions into consideration. This optimized approach retrieves
multi-aspect similarity maps, which also mitigates sparsity. Moreover, MATI is a latent generative
model which can predict the query user’s time oriented mobility patterns.
To sum up, the main contributions of the research work explained in this chapter are listed as follows:
 Our method exploits multi-aspect temporal slabs through merging similar temporal slots in
various scales1. The size of the dataset can be huge and the users’ check-ins during certain
slots might be low in number. Therefore, in a novel procedure, our method estimates proper
slabs through the processing of a minimum subset of the dataset by employing both stratified
sampling and matrix factorization.
1A temporal slot, scale, and dimension (e.g. Hour, Day and etc.) are used interchangeably in this chapter unless noted
otherwise.
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 Our generative model (MATI) can incorporate as many latent temporal granularities as required
where each of them will represent a temporal scale. The model enhances the results of the rec-
ommender framework through leveraging the multi-aspect temporal correlation between LBSN
users and POIs. The model reflects the extent of the shared temporal activity as well as the
depth of time-related visibility patterns between each pair of sample user ui and location lj .
 We also devise an automatic hybrid solution which can decide whether each user can benefit
from multivariate temporal influence or not.
The rest of this chapter is structured as follows. Our prior work exploits a univariate time-related
influence. In Section 4.2 we continue the work recommended in Chapter 3 with an extension which
considers a multivariate aspect of time and using a comprehensive probabilistic approach based on
temporal latent factors. Section 4.3 provides experimental results. We finally close this chapter in
Section 4.4 which offers the concluding remarks.
4.1 Single Slot Temporal Influence
Intuitively, selecting a specific temporal granularity (e.g. hour of the day) and leaving others (e.g.
minutes of an hour, days of a week and ...) unattended is not legitimate. In addition, there is not a
clear reason why one scale should be preferred over others. This justifies the necessity of a model
which can integrate multiple temporal scales into the location recommendation methods. Our work
[29] explained in Chapter 3, merely considers a single temporal aspect. Nevertheless, it can help
provide a primary understanding about the visibility correlations of user-location pairs.
From a univariate temporal perspective, as visited locations during weekday and weekend are sub-
stantially different, we can study weekly intervals to promote the effectiveness of POI recommen-
dation systems. People usually visit entertainment venues during weekends and work related places
throughout weekdays. Hence, we developed a method to perform recommendation, based on tempo-
ral weekly alignments of users and POIs. In our prior work [29], we developed a probabilistic model
which detects a user’s temporal orientation based on visibility weights of POIs visited by her during
weekday/weekend cycles. Consequently, the system proposes locations based on her weekday and
weekend interests.
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4.2 Multi-aspect Time-related Influence
Jointly with collaborative filtering methods, effects such asGeographical [78],[85],[49], social [7],[23]
and context-oriented including text contents and word-of-mouth [82, 83] are already employed to im-
prove the effectiveness of spatial item recommendation. A growing line of research has also utilized
temporal influence to foster the same purpose. However, the majority of prior works merely con-
sider univariate temporal granularities like hour of the day [79, 22, 85, 18, 89, 15], day of the week
or weekday/weekend cycles [93, 22, 84, 87]. Selecting one temporal dimension and leaving others
unattended is problematic, even if it is owing to complexity or overfitting issues [89].
Practically, LBSN based location recommendation systems consider bigger granularities such as the
hour, day, week owing to sparsity issues. However, in other dense datasets such as user-item feedback
matrices generated in online social networking spheres (e.g. Facebook), smaller granularities can be
taken into account to study users’ mobility behaviors more precisely. In fact, all temporal granulari-
ties follow the Temporal Subset Property (TSP) which means some of the time slots are the subset of
the others(minute  hour  day  week). Hence, rather than reconfiguring a method [22] to make
it work using another single time slot, it is better to develop an approach which includes multiple
temporal factors in a unified way. In short, we believe there is a multivariate compound temporal
correlation between visibility patterns of LBSN users and locations. Inspired by this perception, we
propose our Bayesian model (Fig. 4.1) which is capable of employing an infinite number of tem-
poral scales in a location recommendation system which we name MATI, standing for Multi-aspect
Time-related Influence. As illustrated in Figure 4.1, each user ui 2 U can visit any location lj 2 L
affected under certain constraints that we can categorize into multiple temporal latent factors defined
as T = fz1; z2; : : : ; ztg and non-temporal impacts (denoted as i;j). i;j represents the visibility im-
pact of the user ui to visit location lj disregarding the temporal influence. Such an impact is involved
with friendship, geographical, and context-oriented influences.
In order to clarify our method, we demonstrate latent temporal parameters using two scales of zh re-
garding time of the day and zd for the day of the week. Yet, our model can be generalized for dealing
with multiple time-related granularities as proven in Section 4.2.2.
Apparently, LBSN users mostly own a limited number of check-ins, which results in a sparse user-
POI matrix. Adding the time dimension provokes the User-Time-POI (UTP) cube that is even more
dispersed. While the User-POI matrix reports whether a user has visited a location or not, the UTP
cube further provides the time information. In reality, UTP cubes can be defined in various levels of
granularity where each scale is associated with a temporal latent factor.
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Figure 4.1: The graphical representation of Multi-aspect Time-related Influence in location recommendation.
As our approach aims to utilize multiple temporal factors to improve the effectiveness of location rec-
ommendation systems, we propose our method for sparseness demotion and exploiting of temporal
slabs in Section 4.2.1 and continue with the parameter inference algorithm in Section 4.2.2.
4.2.1 Exploiting Multi-aspect Temporal Slabs
Each temporal scale owns a distinguished User-Time-POI matrix as well as an associated level of
sparsity. The UTP cube is certainly dispersed and the level of sparsity has an indirect connection
to the size of discretised temporal granularity. For instance, associated UTP cube with the minute
interval is far more scattered than hourly time slot. We assign a latent factor for each temporal
granularity.The temporal factors resemble latent variables as we cannot observe which attribute of the
time may have influenced a user to pay a visit to a location. A user may visit a location because it
has been visited recently by many others, however, another individual may visit the same location
because it is consistent with her daily schedule.
Definition 3. (Latent Temporal Factors) Given a set of users U = fu1; u2; : : : ; ung and POIs P =
fp1; p2; : : : ; png, we define that each ui (8ui 2 U) can visit a location pj under a predefined set of
Latent Temporal Factors T = fz1; z2; : : : ; ztg.
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Referring to Definition 3, if there is only one latent factor merely defined for hour (i.e. T = fzhg),
then ui will own 24 vectors. Each of them will report the locations that the user has visited during
every 24 hours of day/night cycle. As a matter of fact, check-in activity of the user during certain
hours will be similar [85]. Using the vectors, we can apply Cosine or Pearson metric to compute the
similarity between each pair of hours. The final similarity value among a twin will be the average
value that is gained from each of the users who has performed check-ins during both hours. Intuitively,
if two hours are similar, a check-in during either one of them can also be counted for the other one.
Therefore, we can combine similar hours and make a block of hours that we name the uni-aspect
temporal slab.
Definition 4. (Uni-Aspect Temporal Slab) Given a latent temporal factor zh comprising m default
intervals (e.g. 24 hourly slots) zh = fch1 ; ch2 ; : : : chmg, we can construct a sample Uni-Aspect Temporal
Slab zih through merging similar slots from zh’s intervals.
For instance, considering zh as the hour latent factor, zih = f21; 22; 23g can be the hourly slab
which is made up of 3 hours (i.e. from 9 pm,10 pm, and 11 pm). Nevertheless, this is a one dimension
temporal slab. If we consider two latent features regarding hour and day (i.e. T = fzh; zdg), initially,
we can witness the Temporal Subset Property (TSP) which means some of the time slots are the sub-
set of the others (hour day i.e. zh  zd). While we have already exploited distinguished uni-aspect
slabs with regard to zh and zd, we can imagine a multi-aspect temporal slab  so as a combination of
two vectors of zjh and z
k
d regarding respective hourly and daily slabs.
Definition 5. (Multi-Aspect Temporal Slab) Given the set of Uni-Aspect Temporal Slabs extracted
for n latent factors, a Multi-Aspect Temporal Slab  so is formed via combining n Uni-Aspect Temporal
Slabs where each of them is retrieved from a distinguished latent factor.
We can now formulate the problem regarding extraction of multi-aspect temporal slabs
problem 2. (Exploiting Multi-Aspect Temporal Slabs) Given a set of predefined temporal latent
factors (T) as well as the set of users (U) and their check-in logs L = fL1; L2; : : : ; Lng (e.g. L1 is
the visiting history of user u1), our goal is to extract all possible Multi-Aspect Temporal Slabs.
In simple words, we aim to merge similar slots in each granularity. For example, for the hour of
the day granularity, if the visiting pattern of the locations from 8 to 10 pm is the same, then we can
merge them together as a unique temporal slab. Simply, the number of visits by a user to a location
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at any time between 8 and 10 will be treated the same, as they are considered to be in the same slab.
We aim to reduce sparsity in UTP cubes through extracting multi-aspect temporal slabs (Def. 5). We
first need to leverage uni-aspect temporal slabs (Def. 4) that are constructed through computing the
similarity between each pair of temporal slots for every latent time-related feature. Due to sparsity,
finding the similarity value between two temporal slots is also challenging. Hence, in this section, we
propose our method to solve Prob.2. For clarity purposes, we provide the solution for two factors of
zh and zd (Hours of the day, day of the week) however, the same method can be applied for multiple
latent features.
Considering latent factors with smaller scales (e.g. minutes) the sparsity condition may get even
worse. Random sampling of the check-in log owned by a portion of dataset users and relying on the
average similarity values to compute the final metric between two temporal slots is the first solution.
However, it suffers from two pitfalls. Firstly it cannot provide a comprehensive picture of the entire
data set. Secondly, the sample number of users may miss providing the similarity among some of the
slots. Owing to the common limited number of check-ins performed by LBSN users, given a sample
user ui, she might not have generated a check-in at all hour slots of a day/night (zh) nor every day in
week cycles(zd). Therefore, we considered an alternative approach which utilizes an iterative process
that takes random n% of the users in each round and subsequently computes similarity values for
each chosen user. We employed non-replacement stratified sampling model [42]. This method splits
the data into several partitions based on the variety of users including passive, semi-active, and active
and subsequently draws random samples from each partition. We then repeated the procedure until
we collected a minimum ofm similarity samples between each pair of slots for selected latent factors.
While the similarity pairs are more reliable, this finally obtains a better view of the whole dataset. On
the other hand, having the similarity adjacency matrix for each of the temporal slots (e.g. similarity
between two hours) can better describe the visiting behaviour of the dataset users from a temporal
perspective. 2. Exceptionally, for the small datasets (i.e. Foursquare), even after completing the sam-
pling process on all of the training pilot set (80% for four iterations), the entries in both of similarity
matrices (regarding zd and zh) were incomplete. In order to predict missing similarity values between
some of the temporal slots, we utilized non-negative matrix factorization [26]. Nonetheless, Normal
Equation through a regression problem could be another choice.
Figure 4.2 illustrates the symmetrical similarity maps for the 24 hours in a day and 7 days in a week.
The primary discoveries in Figure 4.2 are three-fold: (i) Neighboring temporal slots are more similar
2We created matrices of h*h using LINQ queries in which h is the number of slots in each temporal scale (i.e. 7 for zd
and 24 for zh)
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(a) Foursquare: Day (zd) (b) Foursquare: Hour (zh)
(c) Brightkite: Day (zd) (d) Brightkite: Hour (zh)
Figure 4.2: Similarity between temporal slots
and the colors in the plots show. This affirms observations performed by Yuan et al. [85]. (ii) Due
to the high sampling rate of zh factor, Brightkite’s similarity map is smoother. However, the hour
based (zh) similarity patterns in both datasets (Figures 4.2(b), 4.2(d)) are quite similar. (iii) While the
similarity map regarding zh in Brightkite dataset is similar to the Foursquare counterpart, the figures
regarding zd (4.2(a), 4.2(c)) are obviously different. This implies that on the one hand, including more
latent parameters can better reveal time-oriented mobility patterns and on the other hand a single tem-
poral scale can not be applicable to all datasets.
Nevertheless, in order to generate uni-aspect temporal slabs regarding each latent feature, we were
required to partition adjacent similar slots through various distance thresholds. We had to consider
scalability features to eventually mitigate the sparsity impact. Hence, we opted for bottom-up Hierar-
chical Agglomerative Clustering (HAC) which has gained a good reputation in maximizing similarity
[14]. HAC employs a likeness function to ensure that similar pairs will be included in the same clus-
ter. We used complete linkage to ensure that all the time slots inside each of the merging clusters have
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similar visiting patterns.
Figure 4.3 exhibits the dendrogram regarding each of the latent variables in both datasets.The red

(a) Foursquare:
zd

(b) Foursquare: zh

(c) Brightkite: zd

(d) Brightkite: zd
Figure 4.3: Exploiting Temporal Slabs
line demonstrates the threshold value corresponding to the correlation among complete linkages. We
chose the threshold based on the trade-off. If we set it too high, then no cluster will be formed,
and if we set it too low, then all the parts in a slot would be clustered into one category. A final
multi-aspect temporal slab will have the merging vertices regarding both temporal parameters. For
example, as Figure 4.3 (a) shows, Tuesday and Thursday are similar enough to be merged as a zd
block in the Foursquare dataset. In addition, Figure 4.3 (b) indicates that three hours of 21, 22,
and 23 can be merged into a zh uni-aspect temporal slab. Hence, we can denote  si as an indepen-
dent multi-aspect temporal slab that has two vector attributes, representing both latent aspects of
96
zrd = fTuesday; Thursdayg and zvh = f21; 22; 23g. Now that we have proposed the solution to
exploit multi-aspect temporal slabs, we can formulate the main problem as follows:
problem 3. (Recommendation Via Multi-Aspect Temporal Slabs) Given the check-in log dataset D,
a predefined set of latent temporal factors T, set of exploited multi-aspect temporal slabs  s based
on T and the query user ui, our goal is to suggest a list of new POIs that ui would likely visit, while
proposed locations are correlated with ui according to jTj temporal aspects.
4.2.2 Parameter Inference Algorithm in Recommendation
The problem of suggesting unvisited places to a user ui can be undertaken by computing the proba-
bility for ui visiting a spatial item lj denoted as Pr(ljjui) and formulated by Eq. 4.1. While, all users
are of the same importance, a set of highly ranked locations will be proposed to ui.
Pr(lj jui) = Pr(ui; lj)
Pr(ui)
/ Pr(ui; lj) (4.1)
According to the MATI model, we can include as many latent temporal variables as required. Along-
side other impacts (i.e. Geographical, Social and Context-oriented influences), the probability of ui
to visit location lj must also include multi-variate temporal correlation between the user and the loca-
tions that are being appraised for recommendation. Such correspondence is two-fold has been taken
into account in Eq. 4.2. From one side, it should reflect the extent of shared temporal activity among
user and locations (	(ui; lj)) where usi and l
s
j are the set of multi-aspect temporal slabs associated
with ui and lj , respectively. From another perspective, the depth of the temporal visibility pattern
between ui and lj must be assessed. Initially, the probability for a ui to visit lj is proportionate to the
sum of the joint probabilities which includes the temporal latent factors. Nonetheless, we compute
the temporal impact through the average value of the joint probability for ui to visit lj involving time-
related latent features denoted as (
P
zd
P
zh
Pr(ui; lj; zh; zd)). For clarity purposes, we have modeled
two latent factors (Z = fzh; zdg), however, we will generalize the joint probability to incorporate
multiple parameters later in this section.
Pr(ui; lj) / t 	(ui; lj) + (1  t)
X
zd
X
zh
Pr(ui; lj ; zh; zd) (4.2)
Let us firstly state a reminder that we have already exploited multi-aspect temporal slabs as unfolded
priorly (Section 4.2.1).
	(ui; lj) =
usi T lsj usi S lsj  (4.3)
As formulated in Eq. 4.2, a set of bi-module impacts is tuned in a mixture model using t param-
eter, ranging within[0,1]. We have included the tuning process in Section 4.3.4. In addition, as the
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scales concerning 	(ui; lj) and
P
zd
P
zh
Pr(ui; lj; zh; zd) differ, we computed the set of probability for
the query user to visit each of the locations (using any method) and we then divided each of the values
by the maximum probability. In this case all the probabilities for the query user were normalized be-
tween 0 and 1. This method of normalization is better than feature scaling [70], because the minimum
value will not be converted to zero, because of having the null value in the recommendation.
Similar to [84], we don’t treat user and locations independently conditioned on temporal latent vari-
ables. Also, the parameters should be formulated following the TSP feature. Due to the fact that
zh is a subset of zd (i.e. hour of a day is contained by day of the week) as Eq. 4.2 denotes, zh is
mentioned before zd in the joint probability and is placed in the inner loop of the average summation
(i.e.
P
zd
P
zh
: : : ).
Logically, we now need to explain Eq. 4.4, which represents the joint probability of user ui to visit lj
constrained by the twin temporal latent parameters of zh and zd:
Pr(ui; lj ; zh; zd) / Pr(ui)Pr(lj jui)Pr(zhjzd; ui; lj)Pr(zdjui; lj) (4.4)
Primarily, Pr(ui) is assigned by 1=U (U is the total number of users), because all the users are treated
equally. Also, Pr(ljjui) comprises total non-temporal influences for ui to visit lj . Pr(zhjzd; ui; lj)
is the probability for ui to visit lj in hour zh of the day zd. Pr(zdjui; lj) is the probability for ui to
visit lj in the day zd. It is also worth mentioning, that if the resulting value regarding multiplication
of probabilities is less than the minimum decimal, the joint probability will be ignored as having the
value of zero. If a value is less than the decimal minimum, it will be replaced by zero. Hence, in
implementation, we take the log from both sides of this equation which converts multiplication to
summation and prevents missing values to be imputed incorrectly.
Now that we have formulated both partitions of Eq. 4.2, we need to consider that the data is incom-
plete due to two reasons. Firstly, LBSN users mostly perform a limited number of check-ins and the
information regarding their visiting behavior on POIs at various times is insufficient. Secondly, the
evaluation method deals with incomplete data as we exclude a certain percentage from one’s check-
in history and assess how the removed data are retrieved using various methods. Such an exclusion
makes the data even more defective. Therefore, we propose a model which can reflect a user’s behav-
ior based on her imperfect visiting log during exploited multi-aspect temporal slabs.
The model owns a set of parameters denoted by including Pr(ljjui), Pr(zhjzd; ui; lj) and Pr(zdjui; lj).
Here zh and zd are the latent variables and Pr(ljjui) can be computed using nontemporal approaches
to include other effects. Hence, we aim to maximize the log-likelihood of L( ). The values of
Pr(zhjzd; ui; lj) and Pr(zdjui; lj) are dependent on the value of Pr(zh; zdjui; lj) that is updated in the
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E-step. Subsequently, the new values for  parameters will be maximized in the M-step. Hence, we
continue the EM process, based on the arbitrary portion of the user’s check-in in every iteration until
the optimized values for  parameters are found.
L( ) =
X
<ui;lj>2<U;L>
log(Pr(ui; lj ; )) (4.5)
We use Expectation-Maximization (EM) to find parameters  that can maximize the log-likelihood
of the historical data.
 In the E-step, since there are two latent variables zh and zd in MATI, we update their joint
expectation Pr(zh; zdjui; lj) according to Bayes rule as Equation 4.6.
Pr(zh; zdjui; lj) = Pr(ui; lj ; zh; zd)P
zd
P
zh
Pr(ui; lj ; zh; zd)
(4.6)
 In theM-step, we find the new  that can maximize the log-likelihood as follows:
Pr(zhjzd; ui; lj) = Pr(zh; zdjui; lj)P
z0h
Pr(z0h; zdjui; lj)
(4.7)
Pr(zdjui; lj) =
P
zh
Pr(zh; zdjui; lj)P
z0d
P
zh
Pr(zh; z
0
djui; lj)
(4.8)
The value for
P
z0d
P
zh
Pr(zh; z
0
djui; lj) is 1. therefore in implementation we have Pr(zdjui; lj) /P
zh
Pr(zh; zdjui; lj).
Subject to the TSP feature (i.e. z1  z2  z3 : : : zt 1  zt), we can integrate an infinite number of
temporal latent factors (i.e. z1; z2; z3; : : : ; zt) as shown in Eq. 4.9.
Pr(z1; z2; z3; : : : ; ztjui; lj) = Pr(z1jz2; z3; : : : ; zt; ui; lj)Pr(z2jz3; z4; : : : ; zt; ui; lj)
: : : P r(zt 1jzt; ui; lj)Pr(ztjui; lj) (4.9)
Eq. 4.10 and 4.11 include multiple latent time-related variables proposed as the generalized version
of the bi-variate model proposed in Eq. 4.4.
Pr(ui; lj ; z1; z2; z3; : : : ; zt) / Pr(ui; lj)Pr(z1; z2; z3; : : : ; ztjui; lj) (4.10)
Pr(ui; lj; z1; z2; z3; : : : ; zt) / Pr(ui)Pr(ljjui)Pr(z1jz2; z3; : : : ; zt; ui; lj)
Pr(z2jz3; z4; : : : ; zt; ui; lj) : : : P r(zt 1jzt; ui; lj)Pr(ztjui; lj) (4.11)
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4.2.3 Hybrid Decision Method
The recommendation system proposed in this chapter relies on multivariate time-related latent factors.
However, such a temporally guided mechanism is supposed to be applicable in all scenarios. We can
imagine a two-fold storyline: (i) Cold start case: When a location has been visited for a limited
number of times or a user owns a small number of visits in her check-in log, the temporal influence
will gain an adequate weight to distinguish time-related metrics neither for the location nor for the
user. In other words, when an LBSN user has registered very few check-ins in various temporal
slabs, we cannot strongly predict her time-related mobility pattern. (ii) Erratic mobility pattern: At
times recommender systems can embrace certain users whose temporal behaviors are inconsistent
with dataset features. In our work, we learn the joint temporal and mobility pattern observed in the
dataset to leverage multi-aspect temporal slabs. However, not necessarily all users would follow such
influences. For instance, owing to holidays a user may go to a restaurant on Monday at 10 am and
go to a bar afterward. Such a behavior has the least probability for most of the people if their check-
in history is business-oriented. This affirms a meaningless temporal correlation between a user and
LBSN venues.
Due to aforementioned binary scenarios, not all the users can be treated the same through the MATI
approach. Hence, we transform our system to a hybrid one that can initially recognize whether each
query user is temporally sensitive or not. Subsequently, it can propose proper unvisited POIs based
on the time-related weights.
As denoted in Eq. 4.3,	(ui; lj) can mimic how a query user ui and a sample location lj share temporal
check-in activities via jacquard coefficient. On the other hand, 	(ui; lj) can indicate the extent of
temporal correlation between each user/location pair via considering the exploited temporal slabs.
From another perspective, our model also calculates Pr(ljjui) which is the non-temporal version of
the CF-based probability for the user ui to visit each location lj . Anyhow, rather than surveying the
temporal correlation between a user and any of the POIs in her check-in log, we opt for the average
value of 	(ui; lj) computed for the query user ui and any of the recommended locations disregarding
the temporal effects. As a matter of fact, the average value for 	(ui; lj) computed for every location
lj visited by ui can initially reflect the extent of shared temporal correlation between a user and her
check-in history. In this way, we can comprehend whether each user temporally synchronizes with the
potential list of recommended POIs. If the computed average metric is over the threshold or between
an acceptable range, we can accordingly include the multi-aspect time-related influence. Otherwise,
we can simply exclude temporal features and utilize the primary metrics alongside other non-temporal
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attributes. Nonetheless, we would need to evaluate our system to see under what condition and
constraints we can get the best performance. Hence, via a study on pilot set explained in Section
4.3.4 we can make the final decision to choose the best range regarding the average 	(ui; lj) for
which we can achieve the best outcome. Finally, we can rely on the threshold to accomplish our
hybrid decision method.
4.3 Experimental Evaluation
In this section, through releasing multiple experiments, we compare our proposed method with var-
ious competitors, as explained in Section 4.3.3. Firstly, we check under what tuning metrics, our
proposed temporal hybrid framework will achieve its best performance. Secondly, we study how
the Multi-aspect time-related perception can improve baseline methods which merely rely on non-
temporal or uni-aspect temporal effects. We need to take into consideration the point that effective-
ness of POI recommendation systems on LBSN datasets is always affected by the low density of
User-POI and User-time-POI matrices. However, considering the results, we demonstrate that while
the MATI model can be utilized to reveal the comprehensive temporal correlation in a general user-
item relationship, it can also promote the location recommendation systems in the LBSN sphere.
4.3.1 Dataset
Similar to our previous work (detailed in Chapter 3), we perform the experiments on the same wide-
reaching LBSN datasets [10]. Both (Foursquare 3 and Brightkite4) are publicly available.
4.3.2 Evaluation Metrics
Presumably, a POI recommendation task returns top N (i.e. 5, 10 and 20) highly ranked locations
for each query user. Two methods can evaluate the effectiveness: (i) The survey-based normalized
Discounted Cumulative Gain(nDCG) [51] and (ii) F1-score ratios [78, 8] which is also used in the
model explained throughout this chapter. Initially, we exclude x% (e.g. 30%) of the locations from
the query user’s visiting history. Subsequently, we run the recommendation models using the remain-
ing POIs 5. Finally, we count on the truly recovered items. As denoted in Eq. 4.12, considering
3http://www.public.asu.edu/ hgao16/
4https://snap.stanford.edu/data/loc-brightkite.html
5We used Microsoft SQL Server 2012 relational databases. In expense of the disk space, both non-clustered and
clustered indexes which were advised viaMicrosoft SQL Server Profiler accelerated the process speed exceptionally.
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recommendation@N, the evaluation indicators are the total Number of recovered POIs (Rp) and the
number of initially excluded POIs(Ep). Precision, Recall, and F1-score metrics are firstly calculated
for each query user in the test subset (20% of all dataset users) and the final metric is calculated
through the total average. F1   score@N will be the final performance balance to find the best
among all recommendation models.
Precision@N =
Rp
N ; Recall@N =
Rp
Ep
; F1  score@N = 2Precision@NRecall@NPrecision@N+Recall@N (4.12)
4.3.3 Recommendation Methods
We compare five recommendation methods in the experiments. Among them, the first two are non-
temporal and the middle two merely consider one aspect of the time, while the last one is our model
which integrates multiple time-aspects. The ultimate aims of the experiments are to signify that our
proposed approach outperforms other adversaries as follows.
 UBCF: The primary collaborative filtering method which excludes enhancing influences. We
utilize user based collaborative filtering.
 USG: This method takes advantage of the collaborative filtering method alongside enhancing
effects such as social and geographical where 0 <  < 1 and 0 <  < 1 [78]. This method
is based on the user-based collaborative filtering. The social influence is not as effective as
the geographical influence in the recommendation system. Also, the UTP-based model [85]
proposes locations at a query time which is a different problem because we do not consider the
time of recommendation in the MATI method. Therefore, [85] is not included as a baseline in
the experiments.
 USGT: Uni-aspect Time-related model [29] which is reviewed in Chapter 3.
 UBCFT: This model is another version of the solution proposed in [29] which treats all the
locations the same in the computation of the user act. This method solely uses the weight of
similarity in user-based collaborative filtering and excludes the social and geographical effects.
The temporal aspect is calculated using the concept of user-act; however, while measuring
the user’s orientation toward weekday/weekend all the locations are considered the same and
popular places that are visited more will not be privileged.
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 MATI: Is the proposed model in this chapter. While prohibiting any conflict with other effects,
this method is capable of integrating Multi-Aspect Time-related Influences into CF methods, no
matter whether they are model-based or memory-based. We aim to substantiate its supremacy.
4.3.4 Parameter Settings
Basically, proposing a recommendation model to comprise multiple aspects of the time is inevitable.
Nevertheless, the time factor involves a trade-off process among advantages and defects where pa-
rameter settings play a key role in maximizing the effectiveness of recommendation systems. Ac-
cordingly, in this section, we explain the way we analyzed temporally influencing parameters for our
proposed method (MATI) through a set of tuning experiments. Also, note that we adopted another
series of evaluations to ensure our method overtakes those of other competitors based on the perfor-
mance or F1-Score metrics. Notable parameters to adjust are two-fold. (i) t (ii)
P
lj2upi
	(ui; lj)
It is also worth mentioning that, the visiting histories possessed by cold start users are not reliable for
supplying adequate evidence concerning multi-aspect temporal slabs. This stems from unreal results
in the spatial item recommendation. For instance, owing to excessive data incompleteness, cold start
users can be solely associated with a specific temporal slab. Hence, while choosing to analyze the
parameters using active and semi-active users (at least 15 check-ins in the log jLij  15), we selected
a random set of 20% from both datasets.
Adjusting t: with regard to Eq. 4.2, we tuned t (ranging within [0,1]) as the significant parameter in
the recommendation mixture model. The essential aim was to figure out the importance coefficiency
of the binary factors including the depth of the temporal visibility pattern(
P
zd
P
zh
Pr(ui; lj; zh; zd)) as
well as the extent of shared temporal activity(	(ui; lj)).
Figures 4.4 and 4.5 illustrate the parameter tuning results for t considering the exclusion rate of 30%
while we performed recommendation @5. In fact, F1-Score integrates both precision and recall.
(a) Recall (b) Precision (c) F1-Score/Performance
Figure 4.4: t at 5 - Brightkite
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(a) Recall (b) Precision (c) F1-Score/Performance
Figure 4.5: t at 5 - Foursquare
Therefore, it is used to make the final decision. When the value for t is set to 0.7 in both datasets we
achieve the best performance. This affirms that the extent of shared temporal activity between every
test user and the proposed POI is more important than the depth of the temporal visibility pattern.
On the other hand, as higher the number of shared temporal slabs, the bigger the level of temporal
influence.
During tuning, we firstly fixed the value of t for the mixture model. Subsequently, we continued by
exploiting the best range in which we could make the proper decision for the hybrid recommendation
system.
Adjusting
P
lj2upi
	(ui; lj): From another perspective, we explored the best decimal range (e.g. [0.4-
0.9]) in which the average value for the shared temporal activity could reach the highest performance
in the recommendation. Here, ui is the query user who is proposed, along with the set of locations
denoted as upi . The selected range can maximize the performance of our proposed hybrid framework
(discussed in Section 4.2.3). On the other hand, if the computed average metric for a user is between
the selected range, the hybrid system can enforce multi-aspect temporal influence. Otherwise, while
debarring the time-related latent factors, it can merely rectify the non-temporal method (i.e. CF based
plus non-temporal effects).
As shown in Fig. 4.6 and Fig. 4.7, the best ranges in which we can apply the temporal influ-
ence are [0.4-0.9] and [0.4-0.8] (Union of the two best ranges of [0.4-0.7] [ [0.6-0.8]) for respective
Brightkite and Foursquare datasets. Moreover, we provide some information about parameter settings
Table 4.1: Tuning Baseline Parameters
F1-Score @5
 
Foursquare 0.2 0.6
Brightkite 0.3 0.4
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(b) Precision (c) Performance
Figure 4.6: Average 	(ui; lj) at 5- Brightkite
(b) Precision (c) Performance
Figure 4.7: Average 	(ui; lj) at 5- Foursquare
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of the baseline models. For USGT, with regard to Eq. 3.6, we assume  = 0:5 to equalize wd and we
treatments. On the other hand, if the value of  was adjusted toward the weekend, then if a user was
more aligned toward the weekday, the system would consider the alignment neutral unless the number
of weekday deviations had passed the threshold. Similar to our prior work, we chose a random set of
20% from users in both datasets and evaluated the rate of neutral POIs (f8py 2 jpay = 0g) among top
K*@Num proposed locations. locations. Owing to the fact that their rate was less than 10%, we set
the value for  to 0.1 in both datasets. In addition, we set K to 10. Subsequently, in order to set the
parameters for USG [78], unlike rank learning (e.g. SVM-pairwise and EM), we iterated the values
of  and  through 0 and 1, while aiming to obtain the best performance @5(Table 4.1). Finally, the
best parameters of  and  were selected based on the highest F1-score@5.
4.3.5 Performance Comparison
In this subsection, we describe the comparison outcomes among our proposed model and other com-
petitive rivals via utilizing well-tuned parameters. While theoretically, it is appealing to propose a
model which can simultaneously comprise multiple temporal scales in a recommendation task, we
additionally report the evaluation results to show how our novel model excels others.
The evaluation aspects are two-fold: (i) Firstly, Figures 4.8 and 4.9 illustrate respective performance
(a) Recall (b) Precision (c) F1-Score/Performance
Figure 4.8: Comparing the methods - Foursquare dataset
results regarding the recommendation methods on Foursquare and Brightkite datasets. Practically, as
a limited number of top-N items are commonly desirable in a recommendation process, we merely
compare the performance where N is set to 5, 10, and 20. The figures clearly confirm that our method
(MATI) performs better than other models in terms of top-N recommendations. (ii) Secondly, we have
evaluated how our method can alleviate the rate of failure by proposing one or more true suggestions
(i.e. the POIs which are retrieved after exclusion in pre-processing) to every query user in test pilot
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(a) Recall (b) Precision (c) F1-Score/Performance
Figure 4.9: Comparing the methods - Brightkite dataset
set. The number of failures in recommendation@5 is bigger than the numbers in both recommenda-
tions at 10 and 20. Hence, considering recommendation @5, as Table 4.2 demonstrates, our method
has been able to increase the rate of success by 4.1% and 6.6% in Brightkite and Foursquare datasets,
respectively.
Densities concerning User-POI and User-Time-POI matrices are extremely low, which is common
Table 4.2: Comparing the methods - Rates of failure in recommendation process
Rate of failures @5 Brightkite Foursquare
MATI 52.3% 51.6%
Best case of other methods 55.7% 58.2%
in LBSN datasets. Therefore, the effectiveness of POI recommendation systems is not high. For in-
stance, Precision in [85] and recall in [47] are less than 4% while [22] achieves less than 3.5% for both
metrics. Consequently, algorithms are evaluated relatively (i.e. rate of improvement for one versus
the baselines).
As a matter of fact, where a test user owns a higher number of check-ins in her visiting history, more
evidence regarding her temporal activity pattern will be mined and subsequently, our model can better
detect temporal correlations between the user and proposed locations. Nevertheless, we observe that
the recall rate in all experiments (including tuning) is promoted less than precision. The reason for
this is that the MATI model proposes true recommendations for many active or semi-active users for
whom the prior models fail. Accordingly, for a sample test user, precision@5 elevates by 20% merely
due to a single correct proposed POI. But, for Recall@5, as most of such users possess a high number
of visits, the value doesn’t increase considerably. For instance, if the user has 100 check-ins, then his
recall will be improved by approximately 0.033 (1 recovered from 30 excluded POIs). Ultimately, as
the recall is still a small value, the overall f1-score will not be inflated either.
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4.3.6 Statistical Significance Analysis
As the standard method for statistical significance analysis, the P-value is the probability that the
experimental results could be replicated by chance. The null hypothesis states that our proposed al-
gorithm (MATI) is not more effective than USGT baseline. On the other hand, if the probability that
the recommendation results are obtained by chance exceeds the P-value, we can not reject the null
hypothesis and the results of the experiment will not be considered significant. We compare MATI
and USGT algorithms as they are more effective than other proposed baselines in the experiments. In
order to perform significance analysis to ensure that our proposed algorithm in location recommenda-
tion (MATI) is more effective than USGT, we need the results of independent experiments comparing
MATI and USGT. We perform analysis on recommendation at 5. The set of test users is drawn in-
dependently and the f1-measure provides the independent comparisons among two recommendation
models.
We consider nMATI as the number of users for whom MATI outperforms USGT. Similarly, nUSGT
is the number of users for whom USGT outperforms MATI. The significance level is the probability
that MATI is not truly more effective than USGT which is estimated as the probability of at least
nMATI out of total n = nMATI + nUSGT . This is the half of binomial trials that means nMATI out of
nMATI + nUSGT for the head coin-flips. We formulate it as follows:
P = (0:5)n
nX
i=nMATI
n!
i! (n  i)! (4.13)
Based on the formula, we retrieved the P   value of 0.04079 for the Foursquare dataset. This proves
that the experimental results are statistically significant. Also, the alternative hypothesis is confirmed.
This affirms that our proposed algorithm (MATI) is better than USGT baseline and the results can’t
be obtained through a random process.
4.4 Summary
In this chapter, inspired by the fact that the discrete-time entity comprises numerous granular slots
such as minute, hour, and day, we proposed a novel probabilistic model, named Multi-aspect Time-
related Influence (MATI) which simultaneously takes multiple latent temporal parameters into con-
sideration to improve location recommendation systems. Even our previous approach (explained in
Chapter 3) works based on only a single temporal aspect (i.e. weekday/weekend). Nevertheless,
most of the prior works utilize only one or two limited aspects of the time, hence, in this chapter we
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have proposed a multivariate model. On the one hand, the MATI framework mitigates the sparsity
involved in user-location matrices in Location-based Social Networks (LBSN) and on the other hand
it employs a novel Expectation-Maximization method to compensate incomplete data with regard to
each of the latent temporal scales. Eventually, through a generalized Bayesian model, stimulated by
the Temporal Subset Property (TSP), we affirm that our approach is applicable to various types of
the recommendation models. In other words, this model can be adapted to various recommendation
problems disregarding the level of density in the user-item matrix.
To evaluate the effectiveness of our proposed approach in the POI recommendation, we conducted
two series of experiments. Firstly, we applied various parameter adjustments to maximize the per-
formance of all competitive models. Consequently, we assured the effectiveness of our proposed
method, both in location recommendation and then in the recommendation task where it failed via
the baselines. In short, we proved the supremacy of the MATI method versus various temporal and
non-temporal state-of-the-art competitors.
We continue our work with further studying the role of the temporal influence on the location rec-
ommendation. We extend the MATI model to include more aspects of the TSP feature (i.e. Four
dimensions of hour, day, week, and month). At the same time we consider the recency effect in
recontamination. The new model is explained in Chapter 5.
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Chapter 5
Jointly Modeling Heterogeneous Temporal
Properties in Location Recommendation
Find the State of the Art models that have been used to
solve the your problem.
Research Tips
The subset property comprises a set of homogeneous slots such as an hour of the day, the day of
the week, week of the month, month of the year, and so on. In addition, time has other attributes
such as recency which signifies the newly visited locations versus others. In this chapter, we further
study the role of the time factor in recommendation models. Accordingly, we define a new problem to
jointly model a pair of heterogeneous time-related effects (recency and the subset feature) in location
recommendation.
To address the challenges, we propose a generative model which computes the probability of the
query user visiting a proposed location based on various homogeneous subset attributes. At the same
time, the model calculates how likely the newly visited venues obtain a higher rank compared to
others. The model finally performs a POI recommendation by combining the effects learned from
both homogeneous and heterogeneous temporal influences. Extensive experiments are conducted on
two real-life datasets. The results show that our system gains better effectiveness compared to other
competitors in location recommendation.
The LBSN geo-social platform involves the users, locations, and content 1. The user performs the
check-in at a particular venue and reports her current location at the time, enclosed with further con-
tents (text, photo, video and etc.). In return, the check-in data is used by Point-Of-Interest (POI)
1http://en.wikipedia.org/wiki/Geosocial networking
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recommendation systems to propose new appealing places to the users. The main challenge of loca-
tion recommendation in the LBSN ecosystem is to mitigate the sparsity in the user-location matrix as
explained in Chapter 4. The prevalent Collaborative Filtering (CF) [78, 38, 8, 85, 83] classified into
memory-based and model-based approaches has already been pervasively used to tackle the location
recommendation problem. In addition, alongside the CF methods, influencing parameters such as so-
cial links [89, 7], spatial proximity [85, 49], and content similarity have been utilized to promote the
effectiveness of POI recommender systems. Numerous works have included the temporal influence in
location recommendation. Nevertheless, in this chapter we aim to explore it further as the time entity
possesses a variety of properties which are not employed in location recommendation.
Intuitively, the time dimension comprises multiple intervals with subset relations in between. Hence,
we take this feature (Temporal Subset Property as explained in Chapter 4) into consideration to model
a set of homogeneous time-related attributes. We select four scales (i.e. hour  day  week 
month) based on the density and the duration of our datasets (Section 5.2.3). However, our pro-
posed model can include more intervals as documented in Chapter 4. Previous works have solely
considered one or two temporal scales such as hour [79, 22, 85, 89] or day, and weekday/weekend
periods [93, 22] to circumvent overfitting concerns [89]. In addition, we model the recency attribute,
which is two-fold: Firstly, users with recent check-in activity must obtain higher weights in the CF
method’s similarity metrics. Secondly, the locations which have recently absorbed more check-ins
should be ranked higher in the recommendation list. To summarize, our model jointly incorporates
the two heterogeneous temporal attributes of the subset and recency in location recommendation. To
this end, we employ the recency attribute in the CF module of the framework. Moreover, we propose
a latent generative module (Fig. 1.2) which fuses multiple homogeneous temporal scales of the subset
property in location recommendation.
As in Chapter 4, we associate a three dimension UTP (User-Time-POI) matrix with each temporal
aspect to observe whether every user has visited a location (0 or 1) at a particular time (e.g. hour
of the day) or not. UTP cubes are more sparse than user-location (or user-POI) matrices that merely
report whether the query user has visited a location or not (disregarding the time factor). Accordingly,
we devise a clustering method to decrease the sparsity in UTP cubes through merging similar slots
(hours, days, and weeks) and construct the temporal slabs. This part of our research is similar to that
in Section 4.2.1. For instance, having a set of f11; 12g as a temporal block constructed for the hour
latent factor causes the check-ins between 11 am and 1 pm to be treated the same collectively. The
Bayesian generative model will then intake the temporal slabs to recommend top K locations which
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are temporally correlated to the query user’s existing check-in log. Moreover, we further utilize an
Expectation Maximization approach to infer the latent parameters to compute the final time-related
similarity metric between the query user and the proposed locations.
In short, this work concentrates on the problem of enhancing the location recommendation in LBSN
environment. To the best of our knowledge, no prior work jointly considers the set of homogeneous
(TSP) and heterogeneous (TSP+Recency) time-related features in LBSN based location recommen-
dation systems. The proposed model in this chapter specifically presents the following new contribu-
tions:
 We propose an approach which obtains a set of full similarity maps, each dedicated to a partic-
ular scale in temporal subset attribute.
 Rather than considering the effects of a sample temporal dimension in location recommenda-
tion [29], our proposed solution considers a set of concurrent homogeneous and heterogeneous
temporal features in location recommendation.
 From one perspective the latent generative module predicts the query user’s mobility patterns
involving multiple homogeneous temporal effects denoted by the subset feature. From another
perspective, the time decay effect integrates the recency influence in collaborative filtering mod-
ule.
The rest of this chapter is structured as follows. In Section 5.1, we provide the essential information
about our framework which incorporates heterogeneous temporal effects (Recency + subset feature)
in location recommendation. We explain how to employ the time-decay function in the collaborative
filtering module in Section 5.1.1. Moreover, in order to decrease the sparsity of the UTP cubes for
all intervals, in Section 5.1.2 we report the method which exploits the temporal blocks out of similar
slots. The parameter inference algorithm of our solution is elucidated in Section 5.1.3. The evaluation
metrics are also explained in Section 5.2. Finally, we conclude this chapter in Section 5.3 to include
promising future directions.
5.1 Modeling the Heterogeneous Temporal effects
The POI recommendation problem can be considered as a conditional visiting probability of the
location lj given the query user ui. All users are treated the same, so the probability of location
lj being visited by user ui is proportionate to their joint probability(Eq.5.1).
Pr(lj jui) / Pr(ui; lj) (5.1)
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With respect to the time-related influences, a growing line of research [93, 22, 79, 85, 89] has also uti-
lized time entities to foster the effectiveness of location recommendation systems. Nevertheless, most
of them merely consider one or two temporal attributes of hour, day, or weekly periods. We include a
mixture of heterogeneous temporal effects designated in a unified framework. From one perspective,
we define four homogeneous temporal granularities. Relevant latent factors denoted as zh, zd, zw, and
zm are respectively associated with hour, day, week and month of the year. In practice, such homoge-
neous temporal scales embody a time-related subdivision feature(minute  hour  day  week).
In denser datasets, our solution can employ more latent factors including smaller scales (e.g. min-
utes). Adversely, if the dataset covers several years of check-in history, we can append the year latent
factor (e.g. zy). From another perspective, we also fuse the recency effect (indicated byR) in location
recommendation.
As illustrated in Fig. 1.2, the query user ui 2 U can visit any location lj 2 L influenced by certain
parameters. The parameter i;j delegates primary impacts (Section 5.1.1). Accordingly, Pr(ljjui) is
the probability for user ui to visit location lj . This can be computed through a mixture model [78]
consisting of social and geographical effects which are built upon the CF module (Section 5.1.1). We
continue with Sections 5.1.1 and 5.1.2 which explain the recency based CF module and the method in
the leveraging of the temporal slabs respectively. Both of these modules are consumed with our final
location recommendation framework, which is proposed in Section 5.1.3.
5.1.1 Integrating Recency in Collaborative Filtering
We integrate the recency effect in the collaborative filtering module of our location recommendation
framework. We take two directives into consideration: (1) The user who has performed recent check-
ins must obtain higher similarity weights versus others. (2) The location which has been visited
recently should gain higher rates in the recommendation. Subsequently, we define the time function
f(tk;j) 2 [0; 1] in order to determine the recency significance of lj visited by uk at the time t. The
value reduces by time monotonically. Each of the two rules adjusts the CF module respectively. We
obtain the first rule by multiplying the average temporal value of f(tk;j) to the baseline similarity
metric as formulated in Eq. 5.2.
wi;k;t =
P
lj2Lk f(tk;j)
P
lj2Li\Lk ci;jck;j
jLkj
qP
lj2Li c
2
i;j
qP
lj2Lk c
2
k;j
(5.2)
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Likewise, in order to consider the second rule, we update the value of ck;j by including the time factor
(f(tk;j) as implemented in Eq. 5.3.
ci;j;t =
P
f8ukjwi;k>0gwi;kck;jf(tk;j)P
f8ukjwi;k>0gwi;k
(5.3)
We employ the time-decay model to compute the recency metric [17].
f(t) 2 [0; 1]; f(t1=2) = 0:5; t1=2 = 1

(5.4)
The value of the time function for uk regarding the check-in at lj is between 0 and 1 (Eq. 5.4). t1=2
is the half-time parameter. Hence the highest value of freshness for uk on the check-in date will be
1 (f(0)) and it will reduce to 0.5 on t1=2 days. t1=2 and the reduction rate () will have an inverse
relation to the time function (Eq. 5.5):
f(t) = e :t (5.5)
The higher value of  grants lower significance to the old check-ins. Hence, in Section 5.2.4 we find
an optimal value for t1=2 to secure the best performance.
5.1.2 Leveraging Homogeneous Temporal Slabs
UTP cubes are more dispersed than User-location matrices. The smaller the scale, the higher the spar-
sity extends. For example, the UTP cube associated with the minute scale is far scattered compared
to the hours. We observe in our datasets (Section 5.2.3) that the minute’s UTP cube is extremely
scattered and the duration of the whole check-in histories is less than 5 years. Hence we select a
set of four latent parameters between the minute and the year (i.e. hour:zh, day:zd, week:zw, and
month:zm). The latent factors reflect the homogeneous scales of the temporal subdivision attribute
(e.g. zh  zd). In other words, each user ui visits a location lj defined by four aspects as denoted by
T = fzh; zd; zw; zmg.
We have utilized the method explained in Section 4.2.1. Table 5.1 reports exploited similar temporal
slabs. For example, the set of f21,22,23g in the Foursquare dataset is an hourly slab made up of 9, 10,
and 11pm. Hence, as the check-ins during 21-24 will be counted together, the sparsity will decrease
in the hour UTP cube. We can formulate the problem of leveraging the homogeneous temporal slabs
(4 Dimensions) as follows:
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Table 5.1: Similar time-related slabs
Foursquare Brightkite
Hour slabs
f0,1gf2,3gf4,5gf6gf7gf8,9g,
f10,11,12,13,14,15gf16,17,18,19,20g,
f21,22,23g
f0,1,2gf3,4gf5gf6gf7gf8gf9,10g
f11,12,13g,f14,15gf16,17,18,19g
f20,21,22,23g
Day slabs fMon,Wed,Fri,Satg,fTue,Thug,fSung
fMong,fSat,Sung,
fTue,Wedg,
fThu,Frig
Week slabs f1,4,5gf2,3g f1gf2,3,4gf5g
Month slabs f3,8gf4,5,6,7gf1,9,10gf2,11,12g f1,2,11,12gf3,4,5,6gf7,8,9,10g
problem 4. (Leveraging Similar Temporal slabs) Given the set of users (U), their check-in logs
L = fL1; L2; : : : ; Lng (i.e., L1 is u1’s check-in log) and predefined four-fold latent parameters (T =
fzh; zd; zw; zmg) representing hour, day, week and the month, our goal is to leverage all possible
temporal slabs of similar times that are associated with each of the latent factors.
Figures 5.1 and 5.2 illustrate the similarity maps in both datasets. We observe that: (1) The maps
regarding zh factor in both datasets are quite similar. But the temporal mobility patterns regarding
other latent factors are different. (2) Proximate temporal slots are more similar as reported earlier by
[85]. (3) Considering the check-in density, the zh similarity map in Brightkite is smoother compared
to its Foursquare counterpart. As in 4.2.1, we used Hierarchical Agglomerative Clustering (HAC
[14]) to merge similar slots of the maps. We applied complete linkage function alongside the distance
threshold to ensure sufficient similarity among all temporal slots in each slab. As Table 5.1 shows,
we attained a set of quadrilateral temporal slabs which comprise merged slots from all four temporal
aspects. A sample set of si in the Foursquare dataset possesses four vector features which represent
all time-related blocks of zrm = fApril;May; June; Julyg, zvw = fWeek2;
Week3g, zvw = fTue; Thug, and f21; 22; 23g. We can now verbalize the problem regarding the
recommendation using homogeneous four-folded temporal slabs:
problem 5. (Recommendation Via Homogeneous Temporal Factors) Given the dataset D, a set of
four latent temporal factors T representing the time-related subset feature (hour  day  week 
month), set of leveraged quadrilateral temporal similarity slabs s based on T, and the query user
ui, our goal is to suggest a list of new interesting locations where they are temporally correlated with
ui in four temporal aspects.
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(a) Hour (zh) (b) Day (zd)
(c) Week (zw) (d) Month (zm)
Figure 5.1: Similarity between temporal slots in the Foursquare dataset
5.1.3 Recommendation via Recency and Homogeneous Scales
So far we have explained the method of integrating the recency impact in the CF module as described
in Section 5.1.1. Moreover, the value of Pr(ljjui) is jointly computed using the CF module alongside
the social and geographical influences. As reported in Section 5.1.2, we have also exploited temporal
slabs through merging similar slots (e.g. hours, days, and weeks). Finally, both Pr(ljjui) prior
and temporal slabs are used by the final model that can further comprise quadrilateral homogeneous
temporal factors.
Our proposed location recommendation model includes multiple homogeneous scales derived from
the time-related subset feature. The joint probability of ui to visit every lj (Eq. 5.6) is proportionate
to the average value (denoted by
P
) of the joint probabilities of the user-location pair and four-fold
factors (Z = fzh; zd; zw; zmg).
Pr(ui; lj) /
X
zm
X
zw
X
zd
X
zh
Pr(ui; lj ; zh; zd; zw; zm) (5.6)
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(a) Hour (zh) (b) Day (zd)
(c) Week (zw) (d) Month (zm)
Figure 5.2: Similarity between temporal slots in Brightkite dataset
Moreover, we don’t take the query user and locations independently conditioned on time-related
parameters. Hence, Eq. 5.7 represents the joint probability of the query user ui to visit lj influenced
by all four time-related latent parameters:
Pr(ui; lj ; zh; zd; zw; zm) / Pr(ui)Pr(lj jui)Pr(zhjzd; zw; zm; ui; lj)
Pr(zdjzw; zm; ui; lj)Pr(zwjzm; ui; lj)Pr(zmjui; lj)
(5.7)
We determine the log likelihood from both sides of the Eq. 5.7 as multiplication of probabilities may
reach less than the decimal minimum and get treated as zero. The mobility pattern of an LBSN query
user is incomplete for two reasons. Firstly, the majority of LBSN users have a limited number of
check-ins. Also, the data cannot explain other times during which a user may visit the same location
because there is not any evidence in her check-in history. Secondly, we eliminate a part of the query
user’s visiting history to evaluate how effectively each of the recommendation systems can retrieve
deleted locations. Therefore, our novel approach uses the temporal slabs (as explained in Section
5.1.2) to compensate the incomplete visiting pattern of the query user. On the other hand, based on
a user’s check-in at a particular time and location, we can study the similarity matrix to predict her
check-in to the same location at other similar times.
The model has a set of parameters defined as   that must be inferred from the data.   includes
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Pr(zhjzd; zw; zm; ui; lj), Pr(zdjzw; zm; ui; lj), Pr(zwjzm; ui; lj), Pr(zmjui; lj), and Pr(ljjui). The
value of Pr(ljjui) can be calculated using social and geographical effects built upon the collaborative
filtering module (Section 5.1.1). Intuitively, we continue to maximize the log-likelihood of F( ).
F( ) =
X
<ui;lj>2<U;L>
log(Pr(ui; lj ;  )) (5.8)
We employ the Expectation-Maximization(EM) method to compute the best values for the parameters
  that can maximize the log-likelihood of the historical data. The E and M steps are explained below:
 E-step: Following the Bayesian theorem, in E-step we update the joint expectation of the latent
variables for the given user-location pair (Eq. 5.9).
Pr(zh; zd; zw; zmjui; lj) = Pr(ui; lj ; zh; zd; zw; zm)P
zm
P
zw
P
zd
P
zh
Pr(ui; lj ; zh; zd; zw; zm)
(5.9)
 M-step: We find the new   that can maximize the log-likelihood denoted in Eq. 5.10:
Pr(zhjzd; zw; zm; ui; lj) = Pr(zh; zd; zw; zmjui; lj)P
z0h
Pr(z0h; zd; zw; zmjui; lj)
Pr(zdjzw; zm; ui; lj) =
P
zh
Pr(zh; zd; zw; zmjui; lj)P
z0d
P
zh
Pr(zh; z
0
d; zw; zmjui; lj)
Pr(zwjzm; ui; lj) =
P
zd
P
zh
Pr(zh; zd; zw; zmjui; lj)P
z0w
P
zd
P
zh
Pr(zh; zd; z0w; zmjui; lj)
Pr(zmjui; lj) =
P
zw
P
zd
P
zh
Pr(zh; zd; zw; zmjui; lj)P
z0m
P
zw
P
zd
P
zh
Pr(zh; zd; zw; z0mjui; lj)
(5.10)
The value for
P
z0m
P
zw
P
zd
P
zh
Pr(zh; zd; zw; z
0
mjui; lj) is 1. Therefore, in implementation,
we have Pr(zmjui; lj) /
P
zd
P
zh
P
zw
Pr(zh; zd; zw; zmjui; lj).
5.2 Experiments
In this section, we release a comprehensive set of experiments to compare our proposed solution
(described in Section 5.1.3) with other rival baselines. Firstly, we compute tuning metrics owned by
all competitors to ensure they will achieve the best performance. We also find the best half-time value
regarding the recency module of our model. Secondly, we study how the proposed model can promote
the effectiveness of the state-of-the-art location recommendation methods.
5.2.1 Evaluation Metric
As in Chapter 4, we perform the evaluation using 20% of users in each dataset. Top N highly ranked
locations are initially suggested by each of the location recommendation methods. We will utilize the
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survey-based evaluation approach (nDCG) in our next work. For now, we opt for the F1-score ratios.
We firstly eliminate a portion (30%) of each test user’s visited POIs. Accordingly, we compare the
baselines to measure how successfully they can recover excluded locations. Eq. 5.11 adapts the same
metrics used in Chapter 4. Considering the Recommendation@N, Precision, Recall, and F1-score
values will be computed for every test user. We then use the best F1-score average of all test users to
determine the best recommendation approach.
Precision@N =
Rp
N ; Recall@N =
Rp
Ep
; F1  score@N = 2Precision@NRecall@NPrecision@N+Recall@N (5.11)
5.2.2 Recommendation Methods
The POI recommendation models compared in the experiments are listed below. The baselines are
further explained in Chapter 4.
 CF: The collaborative filtering method excluding any temporal/non-temporal enhancing param-
eters.
 CFT: The temporal CF model proposed in [29].
 USG: The CF method promoted by the geo-social [78] effects.
 USGT: The model proposed in [29] which merely takes a single temporal aspect into consider-
ation.
 NH-JTI: Non Homogeneous-Joint Temporal Influence is the proposed method in this chapter. It
is capable of combining multiple homogeneous and heterogeneous temporal effects in location
recommendation.
USG’s parameters such as  and  have been tuned to gain the best performance. The UTP-based
model [85] is not included in the evaluation process as it addresses a different problem of time-aware
POI recommendation. We aim to prove the superiority of NH-JTI over other rivals.
5.2.3 Dataset
We perform the experiments on two real-life LBSN datasets as used in Chapter 4. Please refer to 4.3.1
for more information.
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5.2.4 Impact of Parameters
Each recommendation model explained in Section 5.2.2 owns its specific parameters. Similarly, our
method (NH-JTI) takes various time-related properties into consideration which carry both benefits
and obstructions. Hence, parameter tuning aims to find the best values which can maximize the ef-
fectiveness of competitors in performance analysis. Notable parameters of NH-JTI are two-fold.
(i) Subdivision: The generative latent module in our system integrates various homogeneous tem-
poral subset attributes and includes a set of parameters,  . (ii) Recency: In order to analyze the
significance of the recent check-ins versus others, we set up an experiment to obtain the best half-
time value which can guarantee a better effectiveness for NH-JTI.
We use the Expectation-Maximization method to find the optimum values of   for subdivision prop-
(a) Precision (b) Recall (d) F1-Score
Figure 5.3: Studying the recency effect in the Foursquare dataset
(a) Precision (b) Recall (d) F1-Score
Figure 5.4: Studying the recency effect in Brightkite dataset
erty. The inference algorithm is explained in Section 5.1.3. Moreover, regarding the recency effect,
we choose a set of test users (20% of all users) and compute the CF probability (integrated with re-
cency) for each query user ui to visit every location lj based on various half-time values (0.04, 0.02,
0.01, 0.005, 0.0025). Accordingly, we evaluate the CF method using the F1-score (Section 5.2.1) for
location Recommendation@5. The final metric is the average of all test users’ F1-scores which can
signify the best t1=2 value (0.005 as illustrated in Fig. 5.3 and 5.4). As the best half-time value in both
datasets is a small number, we can conclude that the recency property does not play a key role in the
mobility pattern of the LBSN users. Similarly, in order to exploit the best values for USG parameters
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[78], we tuned  and  between 0 and 1 to achieve the best F1-score@5. The final optimized values
were chosen based on the highest F1-score@5 average.
5.2.5 Performance Comparison
We now elucidate the comparison results for the location recommendation models listed in Section
5.2.2. While, it is demanding to devise an approach to incorporate a mixture of homogeneous and
heterogeneous time-related features in recommendations, we empirically prove that our model can
surpass the state-of-the-art counterparts. Fig. 5.5 and 5.6 illustrate that NH-JTI out-performs other
models in the recommendation at 5, 10, and 20. Both user-location and UTP cubes have low densities
in LBSN datasets which directly causes a reduction in the effectiveness of location recommendation
systems. Giving an example, both precision and recall in [47, 85, 22] are less than 5%. Therefore, the
relative improvement ratios are taken into account.
The subset property is mostly useful for those who own richer check-in logs. In that case, NH-JTI
(a) Recall (b) Precision (c) F1-Score/Performance
Figure 5.5: Comparing the methods - Foursquare dataset
can reclaim a more comprehensive mobility pattern and consequently, it can temporally correlate the
query user with proposed locations more accurately. From another perspective, our model succeeds
where other state-of-the-art models fail to offer interesting locations to the query user. Proposing a
true suggestion can increase precision@5 by 20%. However, as most of the successive users possess
a rich visiting history, relevant Recall@5 does not increase for them considerably (Section 5.2.1).
Consequently, the overall F1-score will not increase substantially.
5.2.6 Statistical Significance Analysis
The P-value is the probability that the experimental results can not be reproduced by chance. The null
hypothesis states that our proposed algorithm (NH-JTI) is not more effective than USGT baseline. On
the other hand, if the probability that the recommendation results (Top 5 recommended locations) are
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(a) Recall (b) Precision (c) F1-Score/Performance
Figure 5.6: Comparing the methods - Brightkite dataset
obtained by chance, this will exceed the P-value and the experimental results will be invalidated. We
compare NH-JTI and USGT algorithms as they are more effective than other proposed models in this
chapter. In order to perform significance analysis to ensure that our proposed algorithm in location
recommendation (NH-JTI) is more effective than USGT, we need the results of independent experi-
ments comparing NH-JTI and USGT. The set of test users is drawn independently and the f1-measure
values of the algorithms give us independent comparisons between two recommendation models. We
compare the NH-JTI and USGT algorithms for each test user.
n(NH JTI) is the number of users for whom NH-JTI outperforms USGT. Similarly, nUSGT is the num-
ber of users for whom USGT outperforms NH-JTI. The significance level is the probability that NH-
JTI is not truly more effective than USGT which is estimated as the probability of at least n(NH JTI)
out of n = n(NH JTI) + nUSGT . We can present the formula based on the binomial trials as follows:
P = (0:5)n
nX
i=n(NH JTI)
n!
i! (n  i)! (5.12)
Based on the proposed formula, we retrieved the P   value of 0.03970 for the Foursquare dataset.
This proves that the experimental results are fairly significant. Accordingly, the null hypothesis can
be invalidated.
5.3 Summary
In this chapter, we proposed a probabilistic location recommendation model which simultaneously
employs the two heterogeneous temporal properties of recency and subdivision (subset feature). On
the one hand, as the time entity comprises numerous slots (e.g. minute  hour  day and etc), our
model employs multiple latent temporal parameters where each one is dedicated to a specific time-
related slot. On the other hand, we further utilize the recency feature in the collaborative filtering
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module of the recommendation framework. The model reduces the sparsity in user-location matrices
using the subset relation among temporal slots. It also employs a novel Expectation-Maximization
method to find the best values for latent parameters and maximize the temporal correlation between
the query user and the proposed locations. We perform two sets of experiments in this chapter. Firstly,
we apply multiple parameter adjustments to maximize the effectiveness of all competitive models.
Finally, we compare all the models through another experiment which proves the supremacy of our
method versus various temporal and non-temporal state-of-the-art location recommendation systems.
As a matter of fact, this model can be further developed to improve various recommendation models.
(1) The NH-JTI assumes that users’ temporal behaviors are stable across their check-in history. But
in reality, users show various temporal mobility patterns (e.g. during travel and holidays). Hence,
in our future work, we will adapt our approach to study the dynamic multivariate temporal aspect
through a correlation network among each of the proposed POIs and the set of previously visited
locations by the query user. (2) In order to carry out the smoothing, we need to consider the fact
that each temporal slot is affected by its containing latent factor. On the other hand, during hours of
a day, people’s behavior is different from that on various days of the week. (3) The NH-JTI model
would better be tested in various recommendation problems. For example, a proactive social network
can record the click history of users. When the click rate is high, compared to the LBSN check-in
logs, the user-item matrix can be denser. Therefore, the idea proposed by the NH-JTI model can
be adapted to promote other approaches including the link recommendation problem. While in the
sparse condition the smaller granularities (e.g. minutes) cannot be utilized, in a more dense dataset a
comprehensive list of time-related intervals can be employed to further take advantage of the NH-JTI
model and enhance the effectiveness of the recommendation system even more.
We postpone further studies regarding the location recommendation in social networks to a later time.
In addition, we continue the thesis with Chapter 6 which reports our efforts regarding the aspect of
location inference from social networks.
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Chapter 6
Location Inference from Social Networks
What others have done to solve the difficult part of your
research problem? You need to enhance those baselines
to prove the superiority of your solution. BTW, how do
you want to evaluate your method?
Research Tips
In this chapter, we tackle the location extraction problem in social networks. While previous
Chapters (3, 4, and 5) employ temporal influence to promote the effectiveness of location recommen-
dation task, this chapter focuses on a solution to provide associated semantics with the regions which
surround POIs. Hence, semantic similarity metrics in the message history of the query user and the
associated tags with the POIs in a region can promote the effectiveness of location recommendation
systems.
Location inference from Twitter1 as a successful instance of Micro-blogging services is an important
challenge. This can tackle the noisy but fertile content of tweets and prepare useful data for relevant
individuals based on their geographical scope. Precise location information (e.g. GPS data) is not
always available, therefore mining textual content to extract location information is an advantageous
process. Moreover, it can promote location recommendations in social networks through enriching
enclosed semantics associated with the POIs situated in the region. Retrieving spatial information
from Twitter is two-fold and includes the user’s location as well as geographic translation of location
words or phrases found in the tweet content, which may or may not be the same as the user’s location
(place from where the tweet was sent). The location information can be used to provide users with
1http://twitter.com/
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personalized services, such as local news, local advertisements, application sharing, crises awareness
and systems designed to provide information about events, points of interest (POI), land-marks etc.
With a large number of Twitter users scattered in diverse geographical locations, the short mes-
sages can be analyzed to extract region based information. User-generated content containing loca-
tion names are useful as they complement the name of a particular place. These terms or phrases
(multi-words) can be clear location names (e.g., Australia, Sydney, Gold Coast), a Landmark (e.g., a
historical site, business name or a university) or unclear local terms or phrases that can pinpoint the
target region. The region can be defined as an area such as a suburb, city, country or a geographical
cell. We can provide examples of local terms here: “howdy” is a common word in Texas to greet and
“Gooday” is the way of saying “Hello” in Australia. Also regarding local phrases, “here in brissie”
highlights Brisbane with a high probable locality while “here on the Goldie” and “in the GC” signify
the city of the Gold Coast in Australia.
Tweets provide the most comprehensive content for location extraction systems. The local phrases
can include POIs and eventually form a dictionary based purely on tweet contents that are generated
in a given region. In order to extract location information, the first option to partition each tweet
into valid segments is the Named Entity Recognition (NER) approach. However existing NER sys-
tems (e.g., ANNIE, LingPipe and Stanford NER) designed for ordinary traditional web documents fail
or function poorly when they are tested on tweet content because tweets are short, lexically varied
and scarce. In addition, they include ungrammatical content, misspellings, abbreviations, unreliable
capital letters, and Out Of Vocabularies (OOV). Moreover, data labeling from the constantly varying
content of Twitter is a tedious task. Hence, unsupervised approaches are considered as the best choice.
The TwiNER system [40] already employs an unsupervised approach to detect tweet segments. In this
chapter, using an unsupervised model, we detect local phrases. We are also inspired by similar earlier
term based approaches [8, 6].
The proposed system in this chapter investigates modeling of the location instances using phrases
found in tweet content. The process includes three main stages. For a given predefined region, the
system firstly divides regional geotagged tweets into proper segments without requiring any prior la-
beling efforts. We also use the Microsoft Web N-Gram service to compute stickiness probabilities
between words comprising each of the segments. We have selected the best threshold for words’
stickiness rates using evaluations. Those phrases which pass the threshold will be marked as valid
phrases. At the end of the first stage we have only extracted a set of segments which are not necessar-
ily spatial phrases. In the second stage, the system calculates the geographical covariance of tweets
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containing each of the phrases restricted to the current dataset which attaches a Focus Rate attribute
to any of the segments which are already detected. As the local data set includes tweets from other
regions, after completion of this step, the majority of stop phrases (non-spatial) will be removed from
the list. The reason is that a noise or stop phrase appears everywhere. However some of them will still
be left as there might not be an adequate number of geotagged tweets to disqualify them. If the abso-
lute value of the covariance is sufficiently low, this will be the first sign for a phrase to be associated
with the predefined region. Hence, we have developed the third major partition of the system which
evaluates how a Location Oriented Phrase (LOP) is distributed all around the world. It applies the
result retrieved from Twitter Search API and computes the probability for a phrase to be connected to
the region. This process is so called as Distribution Rate Calculation.
As a matter of fact, the system is also capable of classifying phrases which are linked to the input re-
gion as temporary or permanent. This can be achieved using recursive repetition of the whole process
at various intervals. For example if a short-term event is to be held in a particular location, it will be
reflected in the tweets of the region. So the system will list the relevant temporary phrases which are
oriented to the region both locally and temporally.
To sum up, the proposed model in this chapter can extract location related multi-words out of Twitter
contents. In spite of the excessive lexical noise in short-text, our method takes advantage of the Mi-
crosoft Web N-Gram service to calculate the stickiness probability for each candidate multi-word. We
then distinguish local multi-words and finally associate them with the relevant regions. Our method
estimates both the geographical focal point and the distribution rate for each of the local phrases. It
also computes the locality strength parameter to ensure whether a local phrase can properly point to a
region or not.
The rest of this chapter is organized as follows. Section 6.1 describes the background and explains the
research problem. The algorithms of our approach are presented in Section 6.2. The experiment and
evaluation are shown in Section 6.3. The discussion is provided in Section 6.4. Finally, the chapter is
concluded in Section 6.5.
6.1 Research Problem in Location Extraction
In this section we describe the concept behind the Location Oriented Phrases (LOPs). Firstly we
define these phrases as they form the basis of our system. We then present the formulation of the
problem addressed in this chapter.
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6.1.1 Location Oriented Phrase
In this research, our interest is to extract location oriented phrases which can be used as indicators
to highlight a region in tweet content. We believe that location phrases explored in a user’s tweets
can reflect a relation between content and a single or multiple regions. While a mere instance of
a phrase can designate multiple related regions sharing the same phrase, another local phrase can
disambiguate the first one and increase its accuracy in establishing an association to a specific region.
For example, assuming the region is a city, the phrase “surfers club” may be found in multiple cities
in various countries but at least it can be dedicated to a series of cities. After identifying another
instance such as “movie world” in the same user’s tweets, we can conclude that both of the tweets are
associated with the same city (Gold Coast). In addition, considering a set of LOPs can better describe
the POIs in that region and eventually will enhance the performance of the recommendation process.
if we presume a spatial cell defined by surrounding geographical points, we can then classify relevant
LOPs into two categories:
1. Genuine spatial phrases: These types of multi-words denote clear place names such as build-
ings, roads, bridges, shopping centres and in general every imagined instance of a point of
interest which can signify the region distinctly (e.g., Story Bridge, Queen Street Mall and Uni-
versity of Queensland which are all located in Brisbane, Australia)
2. Strong Local Phrases: There are special local phrases which can signify a particular locality.
Such multi-words are suggested in a region or a set of regions.
Genuine spatial phrases are obvious location names while strong local phrases can be ambiguous. For
example, “in the GC” and “on the Goldie” indicate the Gold Coast; however the terms “GC” and
“Goldie” are not locally important.
6.1.2 Problem Statement
The problem that we address in this chapter is to find an optimised process to identify location oriented
phrases (i.e. genuine spatial phrases and Strong Local Phrases(6.1.1)) in a set of tweets belonging to
a spatial cell. The explored set of segments will then be associated with the predefined geographical
area and will be used to link future tweets to the region. On the other hand, given a set of geo-tagged
messages (M ) and the geographical cell (C) defined by top-left and bottom right corners, our task is
to detect and distinguish a set of location oriented phrases linked to the cell C.
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Figure 6.1: Architecture of our system.
6.2 Proposed Approach for Location Inference
To address the challenge mentioned in Section 6.1, we have devised a system which involves three
main stages as can be seen in Fig. 6.1. Our approach is able to detect associated Twitter based multi-
words/phrases for a geographical cell which is specified by top left and bottom right surrounding
points. From another aspect, given a phrase, the system will determine the strength of the phrase
usage in the selected region. Based on a given region, geo-tagged tweets (i.e., tweets with location
information) are the input of the system and each tweet will provide a high precision in granularity.
The tweets are pre-processed by removing special characters (e.g., “:”, “(”, “-”, “)”, “#” and “@”) to
reduce processing time. We also eliminate re-tweets as they are generated by people interested in a
tweet but who are not necessarily local. The following sections provide information regarding each
step on the Location Inference process while we further include non-trivial discovered novelties.
6.2.1 Phrase Detection
The problem that we address in this step is how to extract segments from a given tweet message. A
tweet segment can be either a single word (i.e., unigram) or a phrase (i.e., multi-gram). However, our
interest is to recognise phrases in tweet content. The initial statistical formula to detect phrases is to
calculate how often the containing words appear together. As there is not any existing service provided
by Twitter to calculate such required probabilities based on the whole Twitter database, we opted for
the Microsoft Web N-Gram which is an ongoing up to date cloud based platform that supplies access
to the full corpus of indexed english documents via Bing in USA. Considering the dynamic nature
of Bing, the service provides proper values for typical multi-words. Stickiness function is defined
by using the generalized Symmetric Conditional Probability (SCP) for n-grams by Li et al. in [40].
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The SCP is studied as a practical best practice to detect multi-words among other approaches such
as Pointwise Mutual Information (PMI). We utilize the SCP as a successful multi-word stickiness
evaluation algorithm for phrases up to 5-Grams using retrieved probabilities from the Microsoft Web
N-Gram. Unlike [40], we didn’t merely rely onWikipedia, because it does not necessarily include all
the terms mentioned in Twitter. Also, the Microsoft Web N-Gram service as a bigger data set already
comprises a considerable number of words from internet domains which also includes Wikipedia.
For this reason we decided to partition each tweet into a set of words using a particular separator
(e.g. space) and study the rate of stickiness between them to find initial available segments. SCP is
defined as measuring the cohesiveness of a segment by considering all possible binary segmentations,
as shown in the following equation, where segment s = fw1w2:::wng and function Pr() denotes the
prior probability derived from the Microsoft Web N-Gram service. We segment the message using
n gram. We observed that in our data, n < 5 is a proper bound as the maximum length of a segment
s. The SCP function is now defined as follows:
SCP (s) = log
Pr(s)2
1
n 1
Pn 1
i=1 Pr(w1:::wi)Pr(wi+1:::wn)
(6.1)
As a matter of fact, archiving results retrieved via the Microsoft Web N-Gram service calls improve
the segmentation process and reduces computation time noticeably. In the beginning, the segmenta-
tion process might be slow but as the number of processed tweets increases, the number of service
calls is decreased as they are already captured in prior requests. Finally, we rank all possible seg-
ments by SCP values. Then we select all segments that have SCP value greater than a threshold () as
valid phrases. We choose the value of  based on trade-off. We select the top 100 phrases suggested
based on various thresholds and two individuals vote on the selected phrases (accept/reject). The best
threshold is the one which has gained the highest rate of acceptance.
6.2.2 Focus Rate Calculation
Not all segments detected in the previous stage can be assigned as a valid LOP. We need to formulate
a bi lateral relation between a phrase and a geographical entity which can be as accurate as a spatial
point (Latitude, Longitude). For example, the phrase “here in brissie” or “Queen’s mall” are not
obvious location names or pieces of an address; however, they are repeatedly mentioned in tweets
which are associated with “Brisbane, Australia”. At this stage, we aim to remove segments that are
commonly used everywhere by calculating their focus rate using our geo-tagged corpus. In order
to calculate the focus rate for each phrase, we adopt the measure of linear relation between random
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variables namely Covariance. Covariance is a strength metric for the correlation among two or more
sets of random variates. The covariance formula for two random variables of X and Y (i.e., set of
Latitude and Longitude for a given phrase p), each with sample size N is defined as follows:
Cov(p) =
1
N   1
NX
i=1
(xi   x)(yi   y) (6.2)
where x and y are the respective means. We calculate the covariance considering the top left and
bottom right spatial points which surround a given region then we use the value as a threshold ().
A phrase is appointed as a candidate local phrase if its absolute covariance value is less than the
predefined threshold ().
6.2.3 Distribution Rate Calculation
At this stage, we need to identify a set of phrases per region that show strong locality. We assumed
that phrases have some locations of interest where users tend to post messages extensively. In other
words, each phrase has a number of centers where local users mention it more in their messages
compared to the users located in other regions. When the candidate local phrases are detected, the
next step is to analyze their spatial distribution. Spatial locality is described as a set of messages
mentioning some phrases, which are popular in a specific geographical area. For each of the given
phrases, we collected 500 tweets using Twitter Search API. We formulate the probability of a phrase
p given region r as Eq. 6.3.
P (pjr) = occurp;r
Mp
 1jrj (6.3)
occurp;r = jgeotag occurj+ (1  )jlocfield occurj; (0 <  < 1) (6.4)
where the probability of the phrase p belonging to a region r is obtained by dividing the number
of messages which contain phrase p in a region r (occurp;r) by the total number of messages (Mp)
which contain phrase p in all regions. The 1jrj is the penalty factor to penalize a phrase widely used
in many regions. The region can be found from geo-tagged information or the location field in the
user’s profile. GeoCoder is used to convert both geographical coordinates and the location field
content into the same hierarchical spatial format to accumulate the number regarding each region
conveniently. The geotag occur is the number of geo-tagged messages which contain phrase p in a
region r while excluding geo-tagged messages, locfield occur is the number of phrase p instances
in the region r which are mentioned in the author’s location fields. We provide a higher accuracy
coefficient ( = 0:7) to geo-tagged information which is chosen via trade-off. We choose the best
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value of  to obtain a set of phrases that can better specify a distinct region. The phrase which has a
probability score greater than zero is selected to compute the distribution rate.
Finally, we rank local phrases according to their focus rate and the probability of occurrence in a given
region. Local phrases should have a low focus rate but a forceful likelihood in the region. Therefore,
the distribution rate can be computed as Eq. 6.5.
Dist(pjr) = Cov(p) 1
P (pjr) (6.5)
The lower value of distribution rate for a phrase assures its higher chance of being classified as a
location oriented phrase.
6.3 Experiments and Evaluation
In this section, we initially evaluate the performance of the segmentation module using F1-Score
ratios. For phrase detection, we compare the iterative model against the greedy rule-based method.
Regarding recognition of location oriented phrases, we then assess our system’s accuracy against two
other methods: the term-based NL Baseline and the Greedy model.
6.3.1 Twitter Data Collection
Location information is not found in every tweet. Hence, we initially used a list of cue words (e.g.
from, at ...) in streaming. Such words are related to the location entities (e.g. the word at is used to
signify the location: I was at the university). This helped us gather more geo-tagged tweets (i.e. those
attached with Latitude/Longitude). By using Twitter streaming API and considering the cue words,
from March 15 to July 1 2013 we collected over 8 million tweets via Spritzer Twitter Feed. We have
shared both the dataset2 and the codes3 of this chapter. While the data can be used to reproduce
the experiments, the codes can provides the details of our proposed algorithms in chapter 6. We
performed sampling at different times of the day and night. We used regular expressions to exclude
non English messages and finally acquired 6,032,817 tweets from which 1,577,240 were enclosed
with geographical coordinates. We were aiming to perform the tests in Australia. However, merely
13,519 of the geo-tagged tweets were in Australia. Therefore, in order to enrich the dataset we chose
4,519 distinctive users from Australian geo-tagged tweets and retrieved up to 1,000 tweets from each
2The file is aMS SQL Server 2012 database backup: https://drive.google.com/open?id=0B8W0RBtkxhBiTUYzdFYyZ3pRUnM
3https://drive.google.com/open?id=0B8W0RBtkxhBiUnpXWlBHd3oxbW8
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user’s message archive. We performed this step via Twitter API 1.14. Eventually we reached 659,009
geo-tagged tweets which were all from Australia. In order to extract location oriented phrases, we
developed our system in two cities (Brisbane and the Gold Coast). The total number of 58,000 geo-
tagged tweets were in Brisbane and 25,990 belonged to the Gold Coast.
Aiming to assure the reproducibility of the experiments, we opt for providing some information about
the properties of the data. To repeat the experiments, we can select two cities like Brisbane and Gold
Coast and stream similar number of GPS-enabled tweets for each of them. This will help us gather
a set of LOPs associated with each of the cities. However, different datasets may produce various
numbers of LOPs. Moreover, small cities do not usually produce numerous relevant LOPs and at
times the LOPs gain an association with multiple cities. Subsequently, the list of LOPs can infer
the location of the local users. This is done via measuring the semantic similarity between the tweet
history of a specific user and the associated LOPs with the target city. Many factors may affect the
numerical results. The set of geotagged tweets may produce fewer or more LOPs for each selected
region. Also, the test users may write fewer or more LOPs in their textual content. Nevertheless, we
ensure that such diffusions will not change the final fact that unlike spatial single terms, LOPs are
found less and achieve a better accuracy in the location inference process.
6.3.2 Baseline Approaches in Location Inference
In this section, we introduce the baselines regarding two processes. Firstly how the multi-words (or
segments) are detected and secondly, how the location oriented phrases are extracted from tweets. The
first part of the baselines is related to the process of Phrase Detection. We compared the baselines in
obtaining accurate stickiness thresholds between the words in tweet content. The second group of the
baselines compete versus our proposed Location Inference model to find the most accurate algorithm
for LOP detection.
Phrase Detection Baselines:
In order to evaluate the phrase segmentation without taking the locality into account, we compared
the performance of our method with two baseline approaches.
1) Baseline Iterative: This approach creates any possible multiword out of the terms comprising
each of the tweets. This method is an initial factor to generate the maximum number of segments (2
to 5-grams). This approach owns the highest recall and the lowest accuracy as it does not rely on any
4https://dev.twitter.com/docs/api/1.1
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knowledge base. The iterative approach returns all possible multi-words so it gains the highest recall.
However, as many of the segments will be meaningless, the method will achieve the lowest accuracy.
2) Greedy Rule-based model: This model is suggested by the Microsoft Web N-gram service 5
to form segments. It recursively constructs a set of words from the smallest possible constituent parts.
The stickiness rate between words is evaluated to identify proper phrases. In each step of iteration,
phrase likelihood is computed based on the retrieved value from the Microsoft Web N-Gram service.
Considering the tweet t containing the set of words fw1; w2; w3; w4g, if the method affirms fw1 w2g
as a valid phrase, it will then study whether fw1 w2 w3g can be a phrase or not. Given fw1 w2g,
Pr(fw1w2g) denotes the prior probability derived from the Microsoft Web N-Gram service for these
two words to be mentioned together as a valid segment. The phrase is then detected if it satisfies four
factors as follows.
First, the occurrence of w1 in a message makes the appearance of w2 in the same context (Eq. 6.6).
Second, the prior probability difference is less than the level of significance (Eq. 6.7). Third, The
words are joined together with a high probability (Eq. 6.8). Fourth, the words having a prior existence
probability greater than the threshold will be treated as stop words (Eq. 6.9).
Log(Pr(w1)) + Log(Pr(w2)) < Log(Pr(w1w2)) (6.6)
Log(Pr(w1))  Log(Pr(w2)) < significance level (6.7)
jLog(Pr(w1)) + Log(Pr(w2))  Log(Pr(w1w2))j > 1 (6.8)
Log(Pr(w1)) > stopword level (6.9)
The aforementioned baselines were compared with the SCP method [40] to find an optimum threshold
in maximizing the number of valid segments.
Location Oriented Phrase Detection Baselines:
In order to evaluate our system, we compared it with NL and Greedy baselines as described below:
1) NL Baseline: While Cheng et al. in [8] considers one focal point for each of the local terms,
[6] indicates that words might have multiple geographical centers. The NL (Non-localness) baseline
used in [6] is an approach in exploring local words by NL factor in an unsupervised approach. The
method filters non-local words out of the given corpus. Local words tend to have the farthest distance
5 http://research.microsoft.com/en-us/collaboration/focus/cs/web-ngram.aspx
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Table 6.1: Cities used in Non-Localness baseline experiment
City # of tweets
Brisbane 58509
Cairns 4200
Gold Coast 25990
Melbourne 169004
Sydney 268044
Townsville 4351
Table 6.2: Segmentation results compared against the baselines.
Method Precision Recall F1-Score
Baseline Iterative 0.056 0.846 0.104
Baseline Rule Based Greedy 0.065 0.844 0.121
SCP value > -5 0.104 0.026 0.041
SCP value > -10 0.060 0.181 0.090
SCP value > -15 0.076 0.529 0.133
SCP value > -20 0.077 0.758 0.140
in spatial word usage patterns to the stop words (Same list used in [6]). So, we opted for the NL
measure computed in six cities (Table 6.1). For each word w, the NL value is calculated as follows:
NL(w) =
X
s2S
similarity(w; s)
freq(s)P
s02S freq(s
0)
(6.10)
where S is list of stop words, freq(s) is frequency of stop word s in the corpus. The similarity of two
terms, t1 and t2, is measured by Total Variation as Eq. 6.11.
similarity(t1; t2) =
X
r2R
jP (rjt1)  P (rjt2)j (6.11)
Where R is the list of regions in the experiment and function P (rjt) is the probability of the term t to
appear in region r. We rank words using NL values in ascending order and ultimately Top-k words
will be selected as the final list of the local terms.
2) Greedy Baseline: The Greedy baseline includes two components of phrase detection and focus
rate calculation. Phrase detection is performed first. Subsequently, the focus rate calculation uses
covariance (Eq. 6.2) to compute the spatial center of the phrase. Those having an absolute covariance
less than () will be set as local.  is the covariance of the geo-cell’s corners.
6.3.3 Evaluation
With regard to the evaluation, we firstly assess the segmentation process because it can influence the
final location inference results. We then estimate the strength of our system in LOP detection.
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Table 6.3: Location oriented phrase detection results compared against the baselines.
Region Method Combine Accuracy
NL Baseline 7.54%
Brisbane Greedy Baseline 17.43%
Our approach 22.04%
NL Baseline 14.10%
Gold Coast Greedy Baseline 27.75%
Our approach 29.82%
Phrases Detection Evaluation:
In order to evaluate the segmentation procedure, we manually marked 745 tweets created by users
around Brisbane (Australia) and retrieved 1,136 phrases as ground truth. We then assessed F1-score.
Prec =
CDS
TDS
; Recall =
CDS
TCS
; F1 =
2 PrecRecall
Prec+Recall
(6.12)
Where CDS is the number of valid detected phrases, TDS is the total number of detected phrases, and
TCS is the total number of correct phrases from the ground truth. Table 6.2 shows the segmentation
results using various models. Nevertheless, the SCP method can effectively detect phrases better than
others.
Location Oriented Phrase Detection Evaluation:
Our prime system detected 419 location oriented phrases for the Gold Coast and 186 for Brisbane
(using 6.3.1). In order to evaluate our approach, we needed another dataset. Thus, we collected past
tweets belonging to 200 users in the Gold Coast (135,235 tweets) and other 200 users in Brisbane
(134,584 tweets). We then searched in a new dataset for local terms and phrases extracted by the NL
baseline and our own method. Subsequently, two annotators (i.e., local people) manually checked
the correct terms and phrases. In the end, we selected those which were confirmed as true instances
of local terms and phrases with minimum ambiguity by both of the annotators. The accuracy of the
location oriented phrase detection is shown in Table 6.4.
However, we cannot directly compare our phrase-based model with a term-based approach (i.e.,
NL Baseline). Based on initial experiments we figured out that the local terms are found more fre-
quently than phrases. However they have a minimum accuracy in determining the regions exclusively.
For example the number of times the term “Paradise” was recognised in tweets from the Gold Coast
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Table 6.4: The accuracies of location oriented phrase detection compared against the Greedy baseline.
Region Method Accuracy
Brisbane Greedy Baseline 48.47%
Our approach 68.08%
Gold Coast Greedy Baseline 28.34%
Our approach 60.90%
is twice that of “Surfers Paradise”. However, it involves a high rate of ambiguity as it has multiple
focal points. So, we measured the accuracy of the system using the following formula.
Combine Accuracy =
Cp
Dp
 Lu
Su
(6.13)
where Cp is the corrected phrases detected by the approach,Dp is the total number of phrases detected
by the approach, Lu is the number of user posted location oriented phrases in past tweets and Su is the
number of test users in the region. The results is shown in Table 6.3. The Combine Accuracy metric
can measure how effectively each method can detect the meaningful multi-words which are also used
commonly is each specific region.
6.3.4 Statistical Significance Analysis
In this section, we statistically analyze the significance of our proposed method. The P-value is a
standard threshold to determine whether the experimental results could be replicated by chance or
not. Based on the experimental results in this chapter, local phrases (i.e. LOPs like Gold Coast)
can specify the location of Twitter users more effectively than the local terms (i.e. spatial uni-words
like Brissie for the city of Brisbane). We call our proposed method the LOP-Locator (Multi-word
model) and compare it with the NL-Baseline (Uni-word or single term model). Accordingly, the null
hypothesis states that LOP-Locator can not detect the location city of Twitter users more effectively
than the NL baseline. We aim to invalidate the null hypothesis. In order to perform the significance
analysis, we need the results of independent experiments. Therefore, we take the top 120 keywords
for the city of Brisbane that are returned by each of the models (LOP-Locator and NL baseline). The
Combine   Accuracy provides the independent comparisons among each pair of the keywords. On
the other hand, we compare each keyword proposed by the LOP-Locator with the similarly ranked
keyword in the NL baseline list.
We consider nLOP as the number of keywords for which the LOP-Locator is more accurate than the
NL baseline. Similarly, nNL is the number of users for whom the NL baseline obtains a better accu-
racy than the LOP-Locator. The significance level is the probability that the LOP-Locator is not truly
more effective than the NL baseline which is estimated as the probability of at least nLOP out of total
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n = nLOP + nNL. This is the half value of the binomial trials for the head coin-flips (i.e. nLOP out of
nLOP + nNL). This is formulated as follows:
P = (0:5)n
nX
i=nLOP
n!
i! (n  i)! (6.14)
Based on the formula, we calculated the P   value of 0.01342 for the Brisbane dataset. This proves
that the experimental results are fairly significant. Hence, the alternative hypothesis is confirmed
which affirms that our proposed algorithm (LOP-Locator) can better locate Twitter users compared to
the NL baseline. Accordingly, the experimental results cannot be reproduced via a random process.
6.4 Discussion
Regarding the experiment on segment detection, we can see that the threshold for SCP is very im-
portant. For example, phrases like “the redcliffe tigers” SCP: -12.88597, “of Mt Cootha” SCP:
-10.18859, “in Brisvegas” SCP: -12.17709 and “in Brissie” SCP: -14.2984 gain a high probability
of being associated with Brisbane. However, they will all be rejected if we consider the SCP thresh-
old > -10. The SCP threshold needs to be selected based on a solid balance. For example, if it is
selected as a very small number (i.e. SCP value > -40) then the number of insignificant phrases to
process will increase and it will affect the performance negatively. Our proposed approach in LOP
detection is more effective than the baselines (Table 6.4). Compared to Brisbane, the LOP detection
models perform less accurate in Gold coast city. Because Gold coast dataset have more noise tweets
than the Brisbane dataset. The experiment on NL baseline shows that LOPs can specify the locality
better than single spatial terms. Due to the low probability distribution, the single terms like “movie”
and “world” are not assigned as local words in Gold Coast region. However, “movie world” is a
selected LOP which can simply highlight the Gold Coast city. As a matter of fact, local phrases are
more focused geographically. For example the word “Paradise” is detected as a local term for Gold
Coast city. However, it is a general term and cannot be effectively used to distinguish the city inde-
pendently. But “Surfers Paradise”, as a detected LOP by our approach can clearly pinpoint the Gold
Coast city accurately. In future work we aim to devise a model to take advantage of both spatial terms
and phrases (LOPs). As our current method is focused on detection of spatial multi-words, numerous
spatial uni-words such as “broadbeach” or “movieworld” will be missed.
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6.5 Summary
In this chapter, we proposed a novel approach for location extraction from microblog messages (i.e.
tweets generated through Twitter micro-blogging service). The tweets are limited in contents, exces-
sively noisy and lexically varied. This makes the location inference process tedious. Nonetheless,
the experimental results show that Local phrases (i.e. spatial multi-words Gold Coast) can specify
locality better than the local terms (i.e. spatial uni-word world) because they carry less ambiguity
and can pinpoint smaller regions. For instance while Gold or Coast can not indicate the particular
city name, the multi-word gold coast can clearly indicate the name of the city. Therefore, if a person
mentions the gold coast as a local phrase (or Location Oriented Phrase) in her tweets, this can indicate
that the person is relevant to the city. We can also perceive that if she uses multiple instances of the
LOPs associated with this city, she can be counted as a local person. Compared to local terms, LOPs,
augment both recall and precision in detection of a twitter user’s location. This is done based on the
keyword similarity between the LOPs in the region and the user’s tweet history. Moreover, LOPs gain
fewer focal points. On the other hand, we have a limited number of places which are associated with
the phrase ’gold coast’, while the uni-word ’world’, as a local term can be used in numerous regions.
In short, we proposed an approach to detect LOPs from geo-tagged tweets. Our model firstly cal-
culates stickiness parameters between words to generate a primary list of segments. The values are
computed using probabilities retrieved from an external web based knowledge-base. We then apply
two steps of filtering to select LOPs using both local(corpus) and the global contexts(Twitter search
API). Based on the experiment, we realized that LOPs are less abundant than spatial terms. Hence, we
believe an ideal location inference system should include both local terms and phrases. Accordingly,
for the future work, we believe that a new bi-component system must be devised which will con-
sider Location oriented terms and phrases jointly. Recognised local phrases can support local terms
to obtain less ambiguity. Together they have the potential to increase overall recall in the process of
association with geographical areas. However, increasing the accuracy of the segmentation module
remains as the initial future task.
Disregarding the type (uni-word or multi-word), detecting the spatial keywords associated with a pre-
defined region is quite advantageous. On the one hand, it can provide semantic information about
the local users which can improve advertising systems. On the other hand, such associated spatial
keywords can promote the effectiveness of the location recommendation systems through supplying
the enclosed semantics about the POIs in the geographical area. Nonetheless, the datasets used in
Location Recommendation and Inference are separated. While the dataset regarding location rec-
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ommendation is collected from various LBSN users’ check-in histories, the dataset used in location
inference is gathered via Twitter streaming API. Therefore, the output of the location inference mod-
ule cannot be used by the location recommendation models (proposed in Chapters 3-5) because the
users in two datasets are different individuals. As three chapters of our work are about recommen-
dation models, we have indicated them first; and finally, we have reported our contribution regarding
location inference.
Our location inference algorithm is logically separated from proposed recommendation methods. In
fact, the accuracy of the location inference module is as precise as the city. On the other hand, we
can find the city in which a user lives. Our model cannot function in smaller precisions (e.g. sub-
urb). Hence, this module will associate the same textual semantics to all of the POIs in each city.
Consequently, this cannot be used as an effective semantic influence in location recommendation to
differentiate the POIs within the specific city. This proves that our location inference model cannot
facilitate an effective metric to improve the effectiveness of our proposed location recommendation
systems. However, the output of the location inference module developed in this thesis can be used
by other recommendation systems. In particular, our location inference algorithm can play a signifi-
cant role in recommendation systems which do not require a high spatial accuracy. For example, an
advertising company which targets the cities in a country can use our location inference model to find
local users and promote the product regionally.
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Chapter 7
Conclusions and Future Research
Dive deep and exploit new challenges to solve, read the
good papers all the time!
Research Tips
Our research is a step forward in addressing the problems involved with both aspects of Location In-
ference and Recommendation in social networks. Starting with Location recommendation, the popular
Collaborative Filtering models study a query user’s interest in each of all possible proposed locations.
Missing an entry in the user-location matrix indicates that we do not know whether the user does
not like the venue or is basically unaware of it. Therefore, as each user visits a limited number of
locations, many of the entries in the user-location matrix will be missed. This makes the matrix ex-
tremely sparse. Accordingly, numerous approaches attempt to decrease sparsity in the user-location
matrix. Therefore, much research work has been dedicated to complementing the CF model using
various influences. Effects such as geographical, social, context-oriented, and temporal have been
utilized to enhance the performance of the recommendation systems. Nonetheless, we believe the
temporal effect has not been studied adequately. Hence, in this thesis, we devoted a part of our study
to devising models which can employ time effects into recommendation systems. From the Location
Inference perspective, we proclaim that a supplementary list of location oriented phrases (Location
related multi-words) associated with a geographical area is quite useful for social network recommen-
dation systems. Such an enclosed list of spatial keywords can enhance the accuracy of the location
recommendation process because it can reveal the semantic correlation among proposing POIs and
the query user’s check-in history. On the other hand, if the user shows interest in a particular set of
keywords that is already exploited from her check-in log, we can propose locations which are more
consistent with her semantic preference.
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In this chapter, we provide a concise summary regarding two parts of the research work in this thesis
which are Location Inference (Section 7.1) and Location Recommendation (Section 7.2) in social
networks. We briefly explain relevant contributions, limitations, and the promised future work.
7.1 Location Recommendation Using LBSN Data
We completed two pieces of research regarding Location Recommendation on LBSN data (Chapter 3
and 4). Contributions, limitations, and future work are explained as follows.
7.1.1 Contributions in Location Recommendation
As explained in Chapter 3, for the first attempt to include temporal influence, we proposed a univari-
ate time-related POI recommendation system for Location-Based Social Networks (LBSNs). Relying
on primary insights, we observed that certain locations are visited more during weekends while some
others are aligned toward weekdays. A similar orientation is witnessed in the check-in behavior of
LBSN users. Thus, an intelligent location (or POI) recommender should logically take such user/POI
preferences (act) into consideration. Prior models work based on the correlation among users and
POIs, while we extend them in a probabilistic approach to include user and POI single slot temporal
influences. The recommended framework suggests new POIs to the query user based on her week-
day/weekend alignments.
Inspired by the fact that the discrete-time entity comprises numerous granular slots such as minute,
hour, and day, for the second work (Chapter 4), we proposed a novel probabilistic model, named
Multi-aspect Time-related Influence (MATI). It simultaneously takes multiple latent temporal param-
eters into consideration to improve location recommendation systems in social networks. While most
of the prior work utilizes merely one or two limited aspects of time, we proposed a multivariate model.
On the one hand, it demotes the sparsity involved in user-location matrices in Location-based Social
Networks and on the other hand it employs a novel Expectation-Maximization method to compensate
incomplete data with regard to each latent temporal scale. Eventually, through a generalized Bayesian
model, stimulated by Temporal Subset Property (TSP), we affirm that our approach is applicable to
various types of recommendation models.
In Chapter 5 we continued to study the role of time in location recommendations. The MATI model
explained in Chapter 4 merely utilizes the TSP attribute of time. Accordingly, we propose a new
model to jointly model a pair of heterogeneous time-related effects (recency and the subset feature)
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in location recommendation. From one perspective the latent generative module predicts the query
user’s mobility patterns involving multiple homogeneous temporal effects denoted by the subset fea-
ture. The generative process uses the block of similar slots (i.e. temporal slabs) in four dimensions
which are exploited through similarity metrics. From another perspective, the time decay effect inte-
grates the recency influence in the collaborative filtering module. Therefore, the model concurrently
utilizes two different properties of time in location recommendations.
Intuitively, we have designed the location recommendation models based on accurate observations.
The uni-aspect observation takes weekday-weekend cycles into consideration. It shows that most of
locations in both LBSN datasets are visited mostly during either the weekend or on week days. This
shows that each attribute of the time can be utilized to improve the effectiveness of location recom-
mendation systems. Similarly, we have set up two observations on distinct LBSN dataset. The tests
jointly involve multiple temporal dimensions of the subset property (Hour of the day and Day of the
week). The main lesson which is learnt from the observations is that including more temporal dimen-
sions can better reveal LBSN users’ mobility patterns. Moreover, the similarity matrices associated
with smaller temporal blocks (e.g. hours of the day) are more alike compared to the bigger blocks
(e.g. weeks of the month).
To evaluate the effectiveness of our proposed approaches in POI recommendation, we conducted
two series of experiments. Firstly, we applied various parameter adjustments to maximize the perfor-
mance of all competitive models. Consequently, we proved the superiority of our proposed methods
in both aspects of location recommendation and increasing the success rate of the recommendation
task. We proved that our method provides correct suggestions when other rivals fail to propose correct
locations to the query user. In short, we proved the supremacy of our method versus various temporal
and non-temporal state-of-the-art competitors. In fact, the MATI model can be incorporated into both
memory and model-based location recommendation systems. Nevertheless, we have considered the
memory-based state of the art models in our experiments. For future work we will further include
model-based competitors as well.
7.1.2 Limitations and Future Work in Location Recommendation
Based on determined limitations we have defined the following future paths regarding our research
on Location Recommendation:
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 Our proposed univariate temporal recommendation model is considered as a complement to the
Collaborative Filtering baseline. CF methods have two categories: memory-based and model-
based whereas it is proven that model-based approaches gain higher performance. Therefore,
considering the importance of this temporal aspect, as future work, we plan to devise a solution
to integrate single slot temporal effect into model-based methods. On the one hand, this will
help us comprehend the temporal aspect of model based algorithms on the other hand, this will
facilitate implementing the model-based version of the MATI system in LBSN based location
recommenders.
 One restriction involved with our proposed MATI model is that it assumes that users’ temporal
behaviors are stable across their check-in history. But in reality, users show various temporal
mobility patterns (e.g. during travel or holidays). In our future work, we will adapt our approach
to studying the dynamic multivariate temporal aspect through a correlation network among each
of the proposed POIs and the set of previously visited locations by the query user. Moreover,
in order to carry out the smoothing, we will consider the fact that each temporal slot is affected
by its containing latent factor. On the other hand, during hours of a day, people’s behavior is
different on various days of the week.
 Intuitively, the time entity has many features. Our proposed model in Chapter 5 can com-
prise multiple TSP intervals in recommendations while it also employs the recency effects.
Nonetheless, it is appealing to devise a system which can merge a comprehensive set of non-
homogeneous temporal properties and integrate them into a unified recommendation system.
We would also need to include more experiments to study which property of time plays a more
significant role in a recommendation process.
7.2 Location Inference from Micro-blog Data
We completed research work regarding Location Inference (Chapter 6). Contributions, limitations,
and future work are explained as follows.
7.2.1 Contributions in Location Inference
We proposed an approach to detect Location Oriented Phrases (LOPs) from geo-tagged tweets in
Chapter 6. Explored LOPs can be associated with a predefined region. While the set of LOPs deduce
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ambiguity, they can improve the effectiveness of location recommendation systems via supplying a
set of spatial keywords for each of the POIs in the query region. We followed a few steps to detect
LOPs in a spatial cell determined by its corner. Firstly, the method calculates stickiness parameters
between words to form an initial set of proper segments. The values are computed using probabilities
retrieved from an external web based knowledgebase. We then applied two steps of filtering to select
LOPs using both local context (corpus) and the global context (Twitter search API). Based on our
findings, Local phrases (Multi-words) excel local terms (Uni-word) in exploring spatial information
in message content because they carry less ambiguity and are more scalable. Also, they augment both
recall and precision as they gain fewer focal points.
7.2.2 Limitations and Future Work in Location Inference
Based on the limitations we have defined the following future paths regarding our research on Loca-
tion Inference:
 Using either of spatial terms or phrases is not ideal. Hence, we believe that a new bi-component
system must be devised which will jointly incorporate location-oriented terms and phrases.
Recognised local phrases can support local terms to obtain less ambiguity. Together they have
the potential to increase overall recall by supporting each other in the process of association
with geographical cells. However, increasing the accuracy of the segmentation module and
optimizing subsequent sections (i.e. Those involved in recognition of local phrases) remains as
an initial future task.
 We extract the location of microblog users through processing their tweets. The main chal-
lenges are excessive noise as well as lexical diversity (sparseness) of tweet content. While
Location Oriented Phrases (Multi-words) can specify a user’s locality more accurately, None-
Localness (NL) single words are more commonly used in user-generated contents. We already
proposed a method to infer a microblog user’s location with the precision of her city(Chapter 6).
Our research merely associated spatial terms and phrases with a predefined region. However,
smaller regions (sub-regions of a city like suburbs) attain neither enough associated NL words
nor LOPs to distinguish a local user. Therefore, we will devise an approach to discover the tags
which can be associated with a specific location (denoted by its geographical coordinates).
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7.3 Jointly Modeling Location Inference and Recommendation
In this thesis, on one hand, we extract location oriented phrases from microblog data to predict the
query user’s location and on the other hand recommend locations using temporal preferences. As-
sociated LOPs with a region can estimate a user’s city. Smaller scales (e.g. suburb) might not have
enough spatial phrases to predict the location of the users. From another perspective, how to extract
meaningful significant locations (e.g. shopping centers, restaurants) from microblogs and recom-
mend them through spatio-textual search still remains open and challenging. Conclusively, we can
also define a future path to model location inference and recommendation together. We firstly mine
semantically meaningful locations from users’ tweet histories. We can also study how to recommend
these locations based on a user’s query (keyword set). In a user-dependent manner, we extract Center
Of Activities (COA) from each user’s message archive. We then group these COAs from different
users such that each group represents a unique real-world location. Such a joint model takes certain
parameters into consideration. Firstly, the merging COAs should be proximate, semantically similar
and temporally relevant. Secondly, locations visited by more users gain more significance and users
who visit important locations will have higher authorities. We consider three objectives for this model
as described below:
 Derive the user’s Center of Activities through analysing his own tweets.
 Mining semantically significant locations through merging the most relevant COAs from vari-
ous users.
 Recommend the most relevant locations through spatio-textual search.
Evaluation is also challenging as we do not know whether an extracted location is a point of interest or
not. So we design a procedure to evaluate the metrics. For, ground truth, we compute top-20 locations
as the search results returned by each method. We then combine and provide them to professional
annotators to verify their correctness. The locations will be shown on Google Map, including their
associated information (textual). They will not know what method has returned which locations.
Annotators can give scores such as interesting (2), OK in general (1), Neutral to most of the users
(0), Not interesting (-1), incorrect (-2). For Metrics, we can calculate the performance using scores
through Precision@n, nDCG (normalized Discounted Cumulative Gain) and Mean Average Precision
(MAP). Precision@n is the ratio of the top-n locations retrieved that score a label value more than
1.5. Also nDCG computes the relative-to-the-ideal performance.
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We have already developed the COA tool which reports the COAs extracted from a Twitter user’s
archive.
7.3.1 COA Tool
The COA Tool is a piece of software which reports places that a certain microblog user is interested
in. Every cluster of neighbouring geotagged tweets in one’s message history may represent a Cen-
ter Of Activity (COA). Each of these activity cores features an individual’s hot spot. Moreover, the
correlation between COAs from various users can reveal significant semantic locations. Hence, we
aimed to partition adjacent messages for each user through various distance thresholds with scalabil-
ity features in mind. Furthermore, no message was to be missed in the process to minimize sparsity.
We utilized Hierarchical Agglomerative Clustering (HAC) as follows: (1) The HAC clustering is a
bottom-up model. To start, it considers each of the tweets as a single cluster. (2) It then merges the
clusters to shape new parent clusters. An adaptive function takes the parameters of the time and loca-
tion into consideration to decide which clusters to merge. (3) The threshold parameter can determine
the size of the clusters.
Using this perception, we have developed a tool which provides two modules:
 HAC Clustering tool for detection of COAs:This component retrieves all the clusters from all
the users in the database using the spatial merging threshold of the HAC clustering. For ex-
ample, if the threshold is set to 0.1 KM, only those clusters will be generated for which the
distance between the pairs (i.e. during merging) is less than 100 meters. It also displays the
clusters on the map. The user can also see the tweets which are associated with each cluster.
 Grid View of COAs: This component provides a grid-based view on Google Map (Fig. 7.2).
The user can define a grid, the system can retrieve information of all the COAs and display
them in relevant cells inside the main grid.
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Figure 7.1: Detected COAs
Figure 7.2: Grid view
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Figure 7.3: COA Center
It is worth mentioning, that we also aimed to initiate an Origin-Destination (OD) matrix from
Twitter messages using the COA tool. An OD matrix estimates the rates of travel which are produced
or absorbed in an urban zone. Simply it reflects an estimated number of individuals who will be
actively benefitting from an urban project (e.g. a tunnel or motorway) during the feasibility study
phase. However, OD matrices may not be extracted from microblogs due to some issues.
 Microblog users do not send frequent geotagged messages or upload photos during daily trips.
In our sample datasets, users own an archive period of 3 to 24 months, and they opt for sending
less than 10 geotagged tweets per week. In this case, sorting the tweets temporally will not
reflect distinguished origins and destinations.
 A single COA does not represent temporal variables (e.g. the arrival or departure time). Also,
majority of COAs report holiday or weekend related spots. Finally, most of the tweets contained
in a COA cluster are temporally (time patterns) irrelevant.
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