The Effects of Increment and Decrement Manipulations on Titration Level under Interlocking Progressive- Ratio Schedules of Reinforcement by Nunes, Dennis Lorbin
Utah State University 
DigitalCommons@USU 
All Graduate Theses and Dissertations Graduate Studies 
5-1975 
The Effects of Increment and Decrement Manipulations on 
Titration Level under Interlocking Progressive- Ratio Schedules of 
Reinforcement 
Dennis Lorbin Nunes 
Utah State University 
Follow this and additional works at: https://digitalcommons.usu.edu/etd 
 Part of the Psychology Commons 
Recommended Citation 
Nunes, Dennis Lorbin, "The Effects of Increment and Decrement Manipulations on Titration Level under 
Interlocking Progressive- Ratio Schedules of Reinforcement" (1975). All Graduate Theses and 
Dissertations. 5772. 
https://digitalcommons.usu.edu/etd/5772 
This Dissertation is brought to you for free and open 
access by the Graduate Studies at 
DigitalCommons@USU. It has been accepted for 
inclusion in All Graduate Theses and Dissertations by an 
authorized administrator of DigitalCommons@USU. For 
more information, please contact 
digitalcommons@usu.edu. 

ii 
Acknowledgements 
I am indebted to a number of persons who contributed substantially to 
my graduate training. I would like to thank my committee members, 
Dr. J. Grayson Osborne, Dr. Richard B. Powers, Dr. Frank R. Ascione, 
Dr. Carl D. Cheney, and Dr. Donald V. Sisson, for the encouragement, 
guidance, and support they gave. All deserve credit for their help in shaping 
and reinforcing my academic and research skills. 
I am particularly grateful to my chairman, Dr. Edward K. Crossman. 
His encouragement, suggestions, and friendship have been invaluable. The 
present research is largely a function of his continued support. 
I would also like to thank those who assisted in conducting the 
research. Callie Morgan, Richard Howell, and Pam Haycock made important 
contributions collecting the data and working with the children who served as 
subjects. 
I am grateful most of all to my wife, Liz, whose enthusiasm, support, 
and love have made my graduate work not only possible, but also enjoyable. 
Dennis Lorbin Nunes 
Table of Contents 
Acknowledgements . . . . . . . . . . . • . . . . 
List of Tables .........•......•..... 
List of Figures .....•. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Abstract •.... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Introduction • . . 
Survey of the Relevant Literature 
Statement of the Problem •..... 
Experiment 1 
Experiment 2 
Experiment 3 
. . . . . . . . . . . . . . . . . . . . . . . .. 
. . . . . . . . . . . . . . . . . . . . . . . . . 
........................ 
Discussion .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Literature Cited 
Appendix .............. . 
Vita ......................... . 
iii 
Page 
ii 
iv 
v 
vii 
1 
8 
44 
48 
74 
84 
94 
114 
123 
134 
List of Tables 
Table 
1. Sequence of Experimental Conditions in Experiment 1 
for Each Child • . . . . . . . . . • . . . • . . . . . . . . . . . . 
2. Sequence of Experimental Conditions in Experiment 2 
for Each Child ....•.....................•. 
3. Sequence of Experimental Conditions in Experiment 3 
for Each Child •................••...... 
4. Total Responses, Session Time, Number of Ratios 
Contacting the Decrement Contingency, Titration 
Level, and Standard Deviation from Each Session 
for Each Subject for Experiment 1 ......... . 
5. Total Responses, Session Time, Number of Ratios 
Contacting the Decrement Contingency, Titration 
Level, and standard Deviation from the Last Three 
Sessions under Each Interlocking Progressive-Ratio 
Schedule for Subjects N-LT and N-GC for 
Experiment 2 
6. Total Responses, Session Time, Number of Ratio 
Contacting the Decrement Contingency, Titration 
Level, and Standard Deviation from the Last Three 
Sessions under Each Interlocking Progressive-Ratio 
Schedule for Subjects N~&J and N-GL for 
Experiment 3 • • . . • . . . . . . . . . . . . . . • . . . . . . . 
iv 
Page 
55 
77 
86 
125 
128 
131 
List of Figures 
Figure 
1. The console (on right) and the token dispenser box 
2. Titration level for each session in Experiment 1 
for N-SJ ............................ . 
3. Response rate for each session in Experiment 1 
for N-SJ ........................... . 
4. Titration level for each session in Experiment 1 
for N-GL ......................... . 
5. Response rate for each session in Experiment 1 
for N-GL ......................... . 
6. Titration level for each session in Experiment 1 
for N-GC ........................... . 
7. Response rate for each session in Experiment 1 
for N-GC ......................... . 
8. Cumulative records for the third and fourth sessions 
under IPR 25-20-2 for N-GC .............. . 
9. Titration level for each session in Experiment 1 
for N-LT ......................... . 
10. Response rate for each session in Experiment 1 
for N-LT ....................... . 
11. Titration levels for the first eight sessions of 
Experiment 2 . . . . . . . . . . . . . . . . . . . . . 
12. Means of the last three session titration levels as a 
function of increment size . . . . . . . . . . . . . . . . . . . 
13. Means of the last three session response rates as a 
function of increment size . . . . . . . . . . . . ..... . 
14. Cumulative record for N-GC . . . . . . . . . . . . . . 
v 
Page 
50 
58 
59 
62 
64 
66 
68 
69 
71 
72 
78 
79 
81 
82 
vi 
List of Figures (Continued) 
Figure Page 
15. Titration levels for the first eight sessions of 
Experiment 3 . . . . . . . . . . . . . . . . . . . . . . . 
16. Means of the last three session titration levels as a 
17. 
18. 
19. 
20. 
function of decrement size ................ . 
Means of the last three session response rates as a 
function of decrement size ...........•..... 
Cumulative record for N-SJ . 
Means of the last three session number of responses 
per reinforcement as a function of decrement size .. 
Means of the last three session number of responses 
per reinforcement as a function of increment size .. 
87 
89 
90 
92 
101 
103 
Abstract 
The Effects of Increment and Decrement Manipulations on 
Titration Level under Interlocking Progressive-
Ratio Schedules of Reinforcement 
by 
Dennis Lorbin Nunes, Doctor of Philosophy 
Utah State University, 1975 
Major Professor: Dr. Edward K. Crossman 
Department: Psychology 
vii 
Generally human titration performance under schedules of reinforce-
ment has not been investigated. In an attempt to examine·the variables which 
control titration, an interlocking progressive-ratio schedule was devised. 
Under an interlocking progressive-ratio schedule, the number of responses 
required for reinforcement increases by a constant (the increment value) after 
every ratio, but during each ratio the response requirement can be lowered 
(the decrement value) by emitting pauses of a specified duration (the stepdown 
duration). 
The first experiment sought to determine if children would titrate 
when exposed to interlocking progressive-ratio schedules. Although three of 
the four subjects did not show evidence of titration initially, through a series 
of manipulations all came under schedule control. 
viii 
Experiment 2 was conducted to determine the effects of a series of 
increment value manipulations on the level of titration. The series of incre-
ment values was tested under large and small decrement conditions. The 
results showed that increment value was an important determiner of titration 
level only when the decrement value was small. When the decrement value 
was large, changes in increment value had no effect upon titration. 
In Experiment 3 the effects of a series of decrement manipulations 
on titration level were examined. The decrement manipulations were investi-
gated under two increment values. The results indicated that as the decre-
ment value was decreased the titration level tended to increase under both 
increment conditions. 
In all of the experiments, rate of responding, pausing, titration 
variability, and patterns of responding were examined. Generally rate of 
responding, pausing, and response patterning were found to be related to 
changes in increment and decrement values. Titration variability showed no 
systematic changes across manipulations. 
Analysis of subjects' behavior in terms of preference indicated that 
the subjects tended to minimize number of responses rather than maximize 
reinforcement frequency. Subjects would pause to bring down the response 
requirement, and thus increase the time between reinforcements, rather than 
emit responses on a lever, which would have resulted in more reinforcements 
per unit of time. 
(145 pages) 
Introduction 
One of the most important features of operant behavior is that responses 
can be differentiated from other responses by reinforcing stimuli. Certainly, 
behavior must be understood in terms of an organism's history of reinforce-
ment, and in most cases the history of reinforcement will have been inter-
mittent. It is difficult to conceive of an environment that would reinforce an 
organism's every response. Much of an organisms learned behavior must be 
directly attributed to complex interactions of variables which are under 
intermittent reinforcement. 
Intermittent reinforcement has been investigated to a large degree in 
terms of schedules of reinforcement. Morse (1966, p. 56) has described a 
schedule of reinforcement as "the prescription for initiating and terminating 
stimuli, either discriminative or reinforcing, in time and in relation to re-
sponses." A schedule of reinforcement formally specifies the relations be-
tween time and/or responses and reinforcement. Reinforcers are presented 
contingent upon responses, time, or some combination of the two variables. 
Some schedules of reinforcement only specify the relations between 
responses and reinforcement. For example, a fixed-ratio schedule requires 
that a fixed number of responses must be emitted for reinforcement to occur. 
Other schedules may only specify a relationship between time and reinforce-
ment. A fixed-time schedule requires that a fixed amount of time must 
elapse before a reinforcer is presented. In other temporal schedules, termed 
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"interval schedules," the first response, after some designated period of time 
since the occurrence of a particular event (usually reinforcement), is rein-
forced. Under a fixed-interval schedule the amount of time between the onset 
of the interval and the availability of reinforcement is fixed. The first re-
sponse after the time period elapses is reinforced. An interval schedule is 
perhaps the simplest type of schedule which combined response and time re-
quirements. 
Other types of schedules can also combine response and time require-
ments by simply incorporating two or more simple schedules in a sequential 
relationship. Ferster and Skinner (1957) have used the term "complex sched-
ules" to describe such an arrangement. Under a multiple schedule, reinforce-
ment is programmed by two or more schedules, each accompanied by a dif-
ferent stimulus. The two or more schedules are alternated although not 
necessarily in simple alternation. Instead of programming two independent 
schedules in a sequence, it is possible to arrange two independent schedules 
so that they can simultaneously determine the availability of reinforcement. 
Such schedules of reinforcement have been described as concurrent or con-
joint schedules, depending on the number of manipulanda on which the sched-
ules are programmed. Under conjoint schedules, the simple schedules are 
programmed on one manipulandum. Two or more manipulanda are employed 
when using concurrent schedules. 
Other schedules combine response and time requirements by more com-
plex means. One way of integrating time and responses is through 
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interpolated or second-order schedules. In both of these schedules a time 
requirement can be superimposed over a response requirement, or vice versa. 
For example under a second-order schedule, component schedule performance 
is treated as a unitary response which is reinforced according to another 
schedule of reinforcement. 
Even more complex relationships between time and number of re-
sponses can be programmed within the framework of compound schedules be-
cause the availability of reinforcement is jointly determined by interactions 
between response and time requirements. 
Three schedules have traditionally been considered compound schedules. 
The first, alternative schedules, program reinforcement by either response or 
interval requirements, whichever is satisfied first. Under conjunctive sched-
ules, reinforcement occurs when both an interval and response requirement 
have been met. An interlocking schedule requires that a certain number of 
responses must be emitted before the organism is reinforced, but the number 
of the responses required for reinforcement decreases as time since the last 
reinforcement increases. 
Two other schedules also combine time and response requirements in a 
compound manner. Adjusting schedules change the ratio or interval require-
ments across components as a function of an organism's performance, 
usually on the basis of pause durations. Conjugate schedules change the in-
tensity of the stimuli presented to the subject as a function of the subject's 
response rate. 
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Two of the schedules mentioned above, interlocking and adjusting 
schedules, have more in common than simply being schedules that combine 
response and time requirements by means of some complex interaction. Both 
are unique in that a change in some temporal or response requirement aspect 
of the reinforcement contingencies is dependent upon some response character-
istic, e.g., the amount of time the organism pauses without a response. The 
organism can determine, in part, the requirement for reinforcement. If 
the animal responds slowly, fewer responses are required for reinforcement 
than if the subject responds faster. Such schedules could be termed "dynamic" 
in tmt the schedule contingencies are free, within limits, to change as a 
function of an animal's behavior. Other schedules, in which the time and 
response requirements are independent of the subject's behavior, could be 
termed "static." Irrespective of the subject's behavior, the time and/or 
response requirements remain fixed. 
A particular feature of dynamic schedules is that the subject reaches 
a point of equilibrium around which his behavior will titrate or oscillate. The 
term "titration" is used in referring to situations where the subject can inter-
act with the schedule contingencies to modify the response or time requirements 
or stimulus intensity. Equilibrium is reached by the subject maintaining acer-
tain level of responding. Essentially, there are two distinct types of dynamic 
schedules, and both yield a measure of titration. One type has already been 
discussed. The reinforcement contingencies are partially dependent upon a 
subject's performance. The second major type of dynamic schedule has been 
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referred to most often as a titration schedule (Crossman, 1965). In this type 
of dynamic schedule, an alternation in some characteristic of a stimulus, 
e.g. , intensity or duration, is programmed to vary systematically with 
response rate. Such schedules were first investigated in conjunction with 
psychophysical threshold measurement. The titration procedure has been dis-
cussed in detail in Bekesy (1947), Cornsweet (1962), and Stebbins (1970). The 
procedure has been employed successfully to measure human visual thresholds 
(Bekesy, 1960; Boynton, 1966) and auditory thresholds (Bekesy, 194 7; Bernard, 
1949). The intensity of the stimulus under investigation was decremented by a 
subject's responses. When the subject was not responding, the stimulus 
increased by steps. The amplitude of the oscillation in intensity was taken 
as the titration level. Essentially the same titration procedure has been used 
by a number of researchers working with punishment or avoidance contin-
gencies with infra-human subjects (Dallemagne & Richelle, 1970; Field & Boren, 
1963; Rachlin, 1972; Sidman, 1960, 1962; Weiss & Laties, 1963). 
Interlocking and adjusting schedules have been studied almost exclu-
sively with infra-human subjects. Titration schedules have investigated human 
titration behavior but primarily in conjunction with psycho-physical thresholds. 
Because dynamic schedules, particularly those in which the reinforcement 
contingencies are free to vary as a function of the subject's behavior, have 
nearly been excluded from study with human subjects, a new dynamic schedule 
which could easily be applied to human research was developed. The schedule 
is termed an interlocking progressive-ratio (IPR) schedule. 
Basically, the IPR schedule is a combination of a prq?;ressive-ratio 
schedule and a modified-interlocking schedule. Interlocking schedules have 
already been briefly described. A progressive-ratio schedule requires that 
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an increasing number of responses is required in each successive ratio. For 
example, under a progressive-ratio 10, the subject makes 10 responses to 
complete the first ratio and receive reinforcement. Twenty responses are re-
quired to complete the second ratio, 30 to complete the third, and so on. An 
IPR schedule is a progressive-ratio schedule across ratios and a modified 
interlocking schedule within each ratio. The IPR schedule has three para-
meters: (a) an increment value, (b) a decrement value, and (c) a stepdown 
duration. The increment value is the number of responses that each succes-
ive ratio is increased. Essentially, the increment value i s the progressive-
ratio feature of the IPR schedule. Together, the decrement value and step-
down duration comprise the interlocking feature. The stepdown dur ation is 
the amount of time which must elapse without a response occurring for the 
ratio requirement to be decreased by a certain number . The number of re-
sponses by which the ratio requirement is decreased whenever a pause equal 
to, or greater than, the stepdown duration occurs is called the decrement 
value. For emitting a pause equal to the stepdown duration, either immedi-
ately after reinforcement or anytime within the ratio, the number of responses 
required for reinforcement in that ratio is decremented. Each additional 
pause, equal to the stepdown duration, continues to decrease the response re-
quirement by a constant equal to the decrement value. 
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Under these conditions it would be possible for the subject to emit only 
a few responses, then pause. For every amount of time, equal to the stepdown 
duration, that the subject pauses, the ratio requirement would be driven down 
by a value equal to the decrement value. It would be theoretically possible 
for the number of responses required for reinforcement to be driven below 
the number of responses the subject had already emitted. A provision in the 
program controlling the pontingencies prevented this from occurring, however. 
The response requirement could not go lower than the number of responses 
already emitted plus one. 
Thus, the IPR schedule incorporates features from progressive-ratio 
and interlocking schedules and is similar to adjusting-ratio schedules. Be-
cause the subject's behavior interacts with the schedule requirements under 
dynamic schedule, the IPR schedule will allow examination of the interactions 
that exist between time and response requirements and that produce titration 
behavior in humans. 
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Survey of the Relevant Literature 
The interlocking progressive-ratio schedule could in part be construed 
as a fixed-ratio or variable-ratio schedule. The interlocking progressive-
ratio schedule is similar to a fixed-ratio in that a number of responses are 
required in each ratio for reinforcement to occur. By emitting pauses of a 
given duration, the number of responses required for reinforcement could re-
main fixed for several consecutive ratios. However, it is unlikely that all the 
ratio sizes would remain at a constant value for an entire session. Therefore, 
human performance under both fixed-ratio and variable-ratio schedules will be 
reviewed. 
Two important components of the interlocking progressive-ratio sched-
ule are the interlocking contingency and the progressive-ratio contingency. 
There are several studies dealing with interlocking schedules and a larger num-
ber reporting the investigation of progressive-ratio schedules. Unfortunately, 
none have employed human subjects; therefore, behavior of a wide variety of 
infra-human species exposed to interlocking and progressive-ratio schedules 
will be reviewed. 
Lastly, several investigators have examined conjugate and adjusting 
schedules. Both schedules are similar to interlocking progressive-ratio 
schedules in that both produce titration. Human arr:! animal research employing 
conjugate arrl adjusting schedules will be discussed. 
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Human Performance Under Fixed-ratio Schedules 
Hwnan fixed-ratio (FR) performance has been studied extensively. A 
number of the studies have looked at simple FR behavior with a wide range of 
human subjects. Long, Hammack, May, and Campbell (1958) used children, 
ages four to eight years old. The children worked for trinkets and pennies and 
responded on levers or telegraph keys. Nine FR values were investigated: 
5, 10, 25, 50, 60, 75, 90, 100, and 150. Under what were considered small 
FR values (5, 10, 25), the behavior was described as similar to that reported 
by Ferster and Skinner (1957) for pigeons whose body weights had been 
allowed to increase well above the 80% level. Pausing in the initial portion of 
the ratio (the pre-ratio pause, PRP) was inconsistent and local rates of re-
sponding showed more variability than usually accompanies performance of 
lower animals under the same schedules. Within sessions there was often a 
decrease in overall rate of responding, characterized, principally by increased 
duration of the PRPs. Behavior generated under the larger FRs displayed 
more inter-subject variability. Generally under the larger FR values, the 
rate was slightly higher and there was less grain and slightly shorter PRPs. 
However, after several sessions under the large FR values, the behavior be-
gan to deteriorate. The researchers attributed this to the decline in the re-
inforcing effect of the trinkets after prolonged use. By using new trinkets, 
longer intersession intervals (up to 2 weeks), and reducing the size of the 
ratios, the irregularities in performance were reduced. 
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Zeiler and Kelley (1969) investigated FR presentation of cartoons. Pre-
school children ages four and five years old served as subjects. The subjects 
were exposed to FR 30 and FR 60 schedules. Under the FR schedules, respond-
ing was generally either constant or had no systematic temporal pattern. 
Some ratios were erratic or showed either positively or negatively accelerated 
responding. Rarely were PRPs evident. Variability was seen both within 
and across subjects. Local response rate was as high as three responses 
per sec. 
Weiner (1971) examined performance of adults under an FR 40 schedule. 
The subjects worked for points that could be exchanged for pennies. With this 
schedule the subjects emitted high response rates. Generally, the response 
rate increased across sessions as the amount of time spent pausing decreased. 
Because rate did not appear to stabilize for all subjects during the experiment, 
it is difficult to comment on stead-state performance under the FR 40. It did 
not appear that eight sessions were enough for the behavior to become stable. 
Weisberg and Fink (1966) studied FR behavior with 14 to 19 mo old in-
fants. FR 10 and FR 15 schedules were examined. Bite-sized pieces of 
cookies and cereal were used as reinforcers. A feature common to all subjects 
was the rather abrupt shift from a period of no responding, usually following 
reinforcement, to one in which the level of responding was high and sustained. 
When behavior was disrupted, it was noticeable primarily in the length of the 
PRPs. The PRPs were highly variable and occasionally extended for long 
durations. Local rates of responding displayed little variability. 
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The majority of human FR research has employed institutional retar-
dates as subjects. Ellis, Barnett, and Pryer (1960) exposed mentally retarded 
adults to the following FR values: 10, 30, 50, 70, 100, 130, 1024. The sub-
jects were reinforced with candy or cigarettes. As the ratio sizes were in-
creased, the overall rate of responding increased a small amount. This could 
be attributed for the most part to an increase in local response rate. In most 
cases, pausing increased as the size of the ratio increased. More grain was 
evident at the larger ratio values particularly FR 1024. Problems encountered 
by Long et al. (1958) with declining reinforcer effectiveness were not encoun-
tered in this study. There was no decrement in performance either within or 
across sessions. 
Also using retarded adolescent subjects, Orlando and Bijou (1960) ex-
amined FR responding. Reinforcers consisted of several types of candy. FR 
10 and FR 25 were studied. The researchers found that high, stable rates 
were common. Higher overall rates were associated with the FR 25. Pauses 
followed reinforcements and the frequency of the pauses was lower under FR 10; 
however, the PRPs were described as unstable within and across subjects. 
Some subjects did not emit pauses which could be identified from visual in-
spection of the cumulative records. None of the subjects showed any evidence of 
ratio strain. 
Greater schedule control and less within-subject variability was re-
ported by Hutchinson and Azrin (1961) . The subjects were mentally retarded 
adults, and the reinforcers were candy and cigarettes. The FR values studied 
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were 2, 3, 4, 5, 6, 10, 15, 25, 50, 100, 150, 200, and 300. Under all values 
of the FR, the pattern of responding was essentially bi-valued: either not re-
sponding at all or responding at a high rate. Pauses were generally localized 
to the period immediately after reinforcement. Often subjects exposed to FR 
150 or smaller did not pause during the sessions. Behavior was maintained on 
FRs as large as FR 300 for up to seven sessions. Under the FR 300, the PRPs 
became so prolonged that the sessions terminated before the subjects earned 
the possible 20 reinforcements. Behavior was also seriously disrupted if the 
number of responses required for reinforcement was drastically increased. 
Subjects simply stopped responding. Generally though, there was little across-
session variability. Patterns of responding did not change and local response 
rate varied less than 10%. 
The findings of Spradlin, Girardeau, and Corte (1965) are essentially 
the same as studies reported above. The subjects were profoundly r etarded 
children. Various kinds of foods and liquids were us ed as reinforcers and the 
schedules investigated were FR 25, FR 75, FR 350, and FR 650. To sustain 
responding at larger ratio requirements, the subjects were put on approxi-
.mately 17 hours of food deprivation. PRPs lengthened as the FR size was in-
creased. Under the FR 25 and even FR 75 conditions, few pauses were evident. 
At the FR 75 value, the rate of responding was about 60 responses per min. 
After the 17-hr deprivation period was established, var iability in both response 
rate and duration of PRPs decreased. 
13 
In two other studies, Spradlin, Fixsen, and Girardeau (1969) and 
Spradlin, Girardeau, and Hom (1966) described behavior maintained under FR 
25 and FR 50 schedules. Subjects for both studies were severely retarded 
adolescents. In the first study candy was used as the reinforcer; in the second, 
tokens. High, stable rates of responding with no PRPs characterized the sub-
jects' performance. All subjects quickly came under schedule control even 
though no instructions were given. The experimenters simply modelled the 
lever response, then left the room. 
To this point all of the studies that have been cited have used either 
lever press or par press responses. Several researchers have employed a 
number of other operants and looked at the resulting FR performance. For 
example, Gonzalez and Waller {1974) investigated handwriting under FR 15 and 
FR 30 conditions. Points on a counter were used to reinforce subjects. The 
points had a monetary equivalent. A response was defined as a downward 
force on a writing surface. The researchers found that PRPs were generally 
present but quite variable both within and across sessions. Nearly all 
pauses followed reinforcement and local rate was approximately the same under 
the two FR values. It should be noted that performance under continuous rein-
forcement and FI 1 min was examined also. While the different schedules pro-
duced distinct patterns of responding, the rates of sustained responding were 
essentially the same for all schedules. 
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Infant sucking responses to FR schedules were studied by Hillman and 
Bruner (1972). Infants ages one to four mo were fed from a nipple through 
which milk could be delivered according to FR schedules. FR 1, FR 2, FR 3, 
and FR 4 schedules were employed. The major effect was that as FR size in-
creased, shorter bursts of sucking and longer pauses between bursts were seen. 
In opposition to, most data on human FR performance, overall rate of responding 
was higher at the lowest FR values and pausing was not generally confined to 
periods immediately after reinforcement. 
DeCasper and Zeiler (1972) looked at a locker-opening response. The 
subjects, four and five yr old children, had to point a toggle switch to an 
appropriate locker door then depress a switch 20 times (FR 20) for the door to 
open. The child's belongings were stored in the locker and each day the child 
had to sign his or her name on a pad that was kept inside the locker. Rate of 
responding was high and few pauses were emitted. In fact, the performance was 
very similar to that obtained by the majority of other researchers investigating 
FR performance with humans. 
Behavior under FR schedules has also been examined in the context of 
complex schedules of reinforcement. Long (1959) was the first researcher to 
report multiple-schedule performance with human subjects. He exposed pre-
school children to a multiple fixed interval L 5 min fixed ratio 10 (mult FI 1. 5 
min FR 20) or mult FI 2 min FR 10. Performance in the FR 10 component 
closely resembled typical performance under FR 10: high rates of responding 
and almost no pausing. Within the FI component a wide range of response 
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patterns occurred, but generally the behavior resembled that characteristic 
of the FR 10 component. Short bursts of responses (10 to 20) were emitted 
through the FI component. The bursts of responses resembled primes that 
appear under mixed schedules (Alferink, 1975). In the majority of subjects, 
there was little evidence to suggest that they were under control of the extero-
ceptive stimuli of the multiple schedule. Long commented that the cumulative 
records appeared to be produced by subjects under mixed rather than multiple 
schedules. 
Essentially the same results were reported later by Long (1962, 1963). 
He investigated not only multiple schedule performance, but also behavior 
generated under chained and tandem schedules. Even after extended exposure 
to the complex schedules, the subjects demonstrated poor schedule control. 
Generally, the behavior in the FR component resembled behavior under simple 
FR conditions. The behavior in the other component, regardless of the 
schedule, except differential reinforcement of low rates (DRL) and extinction 
(EXT), looked like FR-produced behavior with much variability. Long (1962) 
and Bijou and Orlando (1961) demonstrated that schedule control could be ob-
tained in multiple schedules with human subjects but special techniques to 
shape pausing (particularly DRL contingencies) needed to be employed. 
Performances on concurrent FR variable ratio (VR) and concurrent 
FR FI schedules have also been observed. Repp and Deitz (1975) examined 
the performance of children, ages 10 through 14 yrs old, under a concurrent 
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VR 60 FR 60 (cone VR 60 FR 60). Results indicated that performance was 
nearly identical regardless of whether the subjects were responding on the FR 
schedule or the VR schedule. High, sustained rates of responding were the 
norm and few pauses were emitted. However, preference for the VR schedule 
was evident from examination of the changeover data produced by a procedure 
similar to that used by Findley (1958). Generally, the children switched to the 
VR component approximately 3 times more than they switched to the FR com-
ponent. However, the relative number of changeovers to the VR schedule de-
creased as the number of responses required for a changeover was increased. 
In an interesting study conducted by Sanders (1969), adults worked 
for points that could be exchanged for money on several cone FR FI schedules. 
The FR parameter was manipulated while the FI value was held constant at 
3 min. FR values chosen for manipulation were 50, 100, 150, 200, 300, 500, 
and 1000. As the FR values were increased, no systematic effect was seen 
on the local FR rate; however, the FI 3 min rate decreased. The subjects' 
strategy was to switch to the FI key and emit a short burst of responses when 
FR reinforcement occurred. Even though points were used as reinforcer, a 
3-sec reinforcement interval was programmed. Nearly all FI responses 
occurred during the 3 sec FR reinforcement interval. No evidence of ratio 
strain or PRP was seen from visual inspection of cumulative records, even 
under the FR 1000 condition. 
A number of other human studies have employed FR schedules in a 
variety of contexts. For example, Holland (1958) investigated counting by 
humans on FR schedules; Green, Sanders, and Squier (1960) examined the 
effects of FR size manipulation on discrimination learning; Weiner (1964, 
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1965, 1966) looked at preference, response cost, and the effects of conditioning 
history under FR schedules; and Miller (1968) determined the effects of 
response effort and an escape contingency on FR responding. Although these 
studies may be valuable, they offer little in describing characteristic perfor-
mance of human subjects under simple FR schedules. 
Human Performance Under Variable-ratio Schedules 
Although the number of studies investigating variable ratio performance 
is not nearly as large as that encountered in reviewing FR literature, human 
performance under VR schedules has been examined by several researchers. 
Orlando and Bijou (1960) were the first investigators to describe characteristic 
human performance under VR schedules. Institutionalized retarded children 
served as subjects and reinforcers were a mixture of commercially produced 
candies. The subjects were exposed to several VR schedules with values 
ranging from VR 25 to VR 100. The results showed that the subjects produced 
high rates of responding which were roughly proportional to the size of the VR 
requirement. Through the range of VR values studied, as VR was increased 
in size, the response rate increased. Pauses were infrequent, short, and 
seemingly random with respect to time of reinforcement. These characteristics 
were resistant to change when the schedule was shifted to a FR schedule. 
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The behavior remained stable after one to three sessions of exposure to the 
VR schedules. Cumulative effects of warm-up, satiation, fatigue, and boredom 
were minimal. 
Similar VR performance was noted by Bijou and Orlando (1961) when 
retarded children were exposed to multiple VR 25 extinction (mult VR 25 EXT) 
and mult VR 100 EXT schedules. In the VR component rate of responding was 
described as high and very little pausing was evident. Responding was sub-
stantially less in the EXT component. Rate appeared slightly higher under the 
VR 100 than under the VR 25. As in the previous publication (Orlando & 
Bijou, 1960), no quantitative data were given with respect to response rates 
or pause durations. Only cumulative records with no legends were presented. 
Comparison of the cumulative records with those presented by Orlando and 
Bijou (1960) indicated that both pattern and rate of responding were nearly 
identical under the VR component of the mult VR EXT schedules and under 
simple VR schedules. Interestingly enough, no evidence of contrast 
(Reynolds, 1961) was present under the multiple schedule conditions. 
Repp and Deitz (1975) compared FR and VR performance. Subjects 
were normal grade school age children. Rate of responding was measured 
under a mult FR 60 VR 60. The subjects were reinforced with tokens that 
could be exchanged for pennies. In the VR components, there was little 
pausing and rate of responding was high; in fact, there was almost no difference 
in response rates between the FR and VR components. 
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Scobie and Kaufman (1969) also investigated VR performance under dif-
ferent instruction conditions. Subjects were female college students. Points, 
equal to two cents each, were recorded and subjects were paid every two weeks. 
Some of the subjects were given detailed instructions about the schedule while 
others were given minimal instructions. Responding under a VR 210 was ex-
amined. The researchers found differences between schedule-instructed sub-
jects and minimally-instructed subjects both in the initial sessions and in the 
terminal stable behavior. During the first session schedule-instructed sub-
jects began responding immediately and produced high rates. The minimally-
instructed subjects generally responded irregularly throughout the first session. 
Although the behavior of both groups was quite similar after several sessions, 
the schedule-instructed subjects had a 30% higher response rate. 
To this point, all of the studies employing VR schedules have used a 
lever press as the operant response. Salzinger et al. (1962) used speech as 
an operant in VR schedules. The subjects were children, ages five and six 
yrs old. The basic speech unit was defined as one sec of speech. A stopwatch 
was started when the child began talking and stopped when the child stopped 
talking. When the cumulated amount of time spoken reached the response re-
quirement required by the VR schedule, a reinforcer was delivered. Reinforce-
ment consisted of briefly illuminating a 7. 5 watt red light bulb that was 
mounted on the face of a clown which was located on a table next to the seated 
subject. VR 4 and VR 8 were studied. 
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The results indicated that eight min of exposure to the VR schedules 
produced approximately a three-fold increase in time spent in speaking from 
that recorded in an operant level condition. No important differences were 
noted between the VR 4 and VR 8 conditions. Speech was often rapid but some 
pausing developed. The pausing was not related to the delivery of reinforcers. 
When placed on extinction for five min, resistant to extinction was strong 
with the rate dropping only slightly from the VR condition. Near the end of 
the extinction condition, pausing became more pronounced for some of the sub-
jects. The results are somewhat surprising in that the brief illumination of 
the red light was probably not a strong reinforcer. Yet, each subject increased 
his speech output under the VR condition. 
Staats, Findley, Minke, and Wolf (1964) also studied the effects of 
several VR values on rate of verbal· responding in four yr old children. The 
task was initiated by pressing a button. This resulted in the appearance of a 
character in a window of a console. Below that window were three other win-
dows. A character like that appearing in the top window appeared in one of the 
bottom three windows. Two other characters appeared in the other lower win-
dows. Ten sec later, the experimenter said the name of the character that 
was in the top window. The subject was required to echo this name, press the 
plastic cover on the top window, repeat the name, find the matching character 
in one of the three lower windows, and press its cover. For completing the cor-
rect sequence, the subject was reinforced with a marble that could be traded 
for a wide variety of backup reinforcers. 
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If the subject said the name of the character without waiting for the 
auditory prompt, a reinforcer was delivered. No matching or pressing re-
sponses were necessary. By making the correct vocal response before the 
prompt, trials could be completed more rapidly and the inter-reinforcement 
interval (IRI) could be shortened. 
One of the subjects was exposed to a mult FR 1 VR 6. Rate of respond-
ing was computed as number of triials per unit of time. The results showed 
that the response rate under the VR component was about three times higher 
than under the FR 1 condition. A marked reduction in responding was often 
evident immediately after delivery of a reinforcer. It is interesting to note that 
the researchers commented that the subject's rate was so high in the VR com-
ponent that it became difficult to manually administer the reinforcers in 
response to the subject's initiation of each trial. During one 20-min session, 
92 trials were made during the VR components. Correct unprompted verbal 
responses approached 50%. 
Performance under VR schedules has also been examined in the context 
of a discrimination learning task (Green, Sanders & Squier, 1960). Subjects 
were male college students, and reinforcement consisted of giving the subject 
a point on a counter mounted on a console before him. The discriminative 
stimuli consisted of combinations of lights on the front of the console. One half 
of the presentations was an occasion for reinforcement, SD; the other half of 
the stimuli combinations was an occasion for nonreinforcement, S 6 . 
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During SD lever responses were reinforced under either VR 5, VR 10, or VR 20. 
A discrimination index, defined as the ratio of SD responding over total re-
sponding, was used to measure discrimination learning. The discrimination 
indices indicated that the discrimination was learned most rapidly under the 
VR 5 and most slowly under the VR 20. Analysis of rates of responding showed 
that response rate increased as the VR value increased. No data were presented 
with respect to response patterning or pausing. 
Performance Under Interlocking Schedules 
Ferster and Skinner (1957, p. 728) have defined the interlocking 
(interlock) schedule as, "a schedule of intermittent reinforcement in which the 
reinforcement is determined by two schedules, where the setting of one 
schedule is altered by progress made in the other. (e.g., in the schedule inter-
lock FI 5 FR 250, the organism is reinforced at a ratio which is slowing re-
duced from 250 to 1 during five minutes. If responding is rapid, reinforcement 
occurs only after a large ratio has been completed; if responding is slow, 
reinforcement occurs at a much lower ratio; if no response occurs within five 
minutes, the first response is reinforced.)" 
The two parameters that define an interlocking schedule are the re-
sponse requirement (the number of responses required when time equals 0 sec) 
and a time requirement (the amount of time that must elapse so that the first 
response emitted will be reinforced). Thus, the interlocking schedule has 
features in common with the fixed-ratio schedule, in which the response 
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requirement is constant and the reinforcement frequency is dependent upon 
response rate, and the fixed-interval schedule, in which frequency of rein-
forcement is approximately the same across a wide range of rates of respond-
ing. Generally, a linear relation in reduction of the ratio across time has been 
assumed. 
Few studies have investigated performance of animals exposed to inter-
locking schedules. Herrnstein (1964) suggested that interlocking schedules 
have been excluded from investigation because of programming difficulties 
and complexity. An integrator which could be used to program interlocking 
schedules was developed by Herrnstein; nevertheless, few investigators have 
been enticed to study such schedules. 
Berryman and Nevin (1962) examined sever al interlocking schedules 
with the response requirement set at either 72 or 36 responses and the time 
requirement set at either two or four min. The animals' schedule performance 
was analyzed in terms of PRPs and rate of responding. The researchers found 
that when the response requirement was increased, the running rate tended to 
decrease and the PRP tended to increase. When the time requirement was in-
creased, running rates increased and the PRPs decreased. When both response 
and time requirements were increased, both running rate and PRP increased. 
These general conclusions were well supported, but several other findings 
were interesting. Generally, there were no m ajor changes in the animals' 
behavior after five to 10 sessions. Under most of the experimental conditions, 
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the PRPs and running rate showed little variability; however, under one con-
dition, interlock Fl 2 FR 72, the behavior showed a great deal of variability 
and it is not clear that the behavior ever stabilized even though 40 sessions 
were run. Also, as the response requirement decreased and the time require-
ment increased, the interlocking schedule approached an FI. Under this FI-
type schedule, a number of short runs, termed "probes" (Cumming & 
Schoenfeld, 1961), characterized much of the subjects' performances. The 
probes could be considered as primes (Alferink, 1975). 
Powers (1969) also looked at behavior generated under interlocking 
schedules. Time requirements ranged from five to 80 sec and the response 
requirement was set at 32 responses. The results showed that the rate of re-
sponding generally increased as the length of temporal component was increased. 
However, unlike Berryman and Nevin (1962), no pause-and-run pattern of 
responding developed; no probes were evident. Powers (1969) found that the 
patterns of responding under the interlocking schedules did not deviate markedly 
from the animals' performance under a simple FR 16. This result is even more 
interesting when taking into consideration that the subject could receive rein-
forcement without responding. Berryman and Nevin (1962) programmed their 
interlocking schedules so that the animal had to emit at least one response for 
reinforcement to be delivered. 
Interlocking schedules using noxious stimuli have been studied by 
Kelleher and Morse (1969). An interlocking shock-postponement schedule, 
under which successive responses decreased the time by which a response 
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postponed the next shock until a shock immediately followed the ~th response. 
For example, under an interlocking FR 100 R-S time 10 sec, the following 
would be programmed. After a shock, the first through ninth responses would 
postpone the next shock by 10 sec. Each of the 10th through 19th responses 
would postpone the shock for nine sec. Shock postponement time would con-
tinue to decrease every 10 responses until the delay was one sec after 90 re-
sponses, and zero sec after 100 responses. 
Interlocking shock-postponement schedules can be specified in terms 
of the maximum response requirement (FR) and maximum shock postponement 
duration (R-S time). FR values of 100 and 300 and response shock times at 
10 and 30 sec were examined. Shock-shock inter val was held constant at 10 
sec. 
Stable patterns of responding quickly developed under the interlocking 
shock-postponement schedule. The most striking characteristic of performance 
was a pattern of positively accelerated responding between shocks. Under 10 
sec R-S time, the rate of responding was higher than during the 30 sec R-S time 
condition. The effect on response rate of increasing the ratio requirement from 
FR 100 to FR 300 was to increase the rate slightly. 
In summary, easily definable patterns of responding are produced by 
both interlocking shock-postponement schedules and interlocking positive re-
inforcement schedules. Manipulations of the time and response requirements 
produced systematic changes in PRP, and rate of responding. Generally under 
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interlocking schedules, as the time requirement was increased, the rate of 
responding increased and the PRP decreased. As the response requirement 
was increased, the response rate remained approximately constant or decreased 
slightly. However under interlocking shock-postponement schedules, as the 
response requirement increased, the rate of responding tended to increase. 
Performance Under Progressive-ratio Schedules 
An organism reinforced on a progressive-ratio (PR) schedule is re-
quired to emit a systematically increasing number of responses for each suc-
cessive reinforcement, i.e., the number of responses in each successive 
ratio increases by a fixed increment. Thus, if the increment were set at 10, 
the organism would be required to emit 10 responses for the first reinforcement, 
20 for the second, 30 for the third, and so on. Each run of responses in this 
increasing schedule is termed a "ratio run. " 
Findley (1958) was the first researcher to investigate PR schedules. 
Findley (1958) looked at switc~ng behavior under progressive contingencies. He 
programmed a mult PR 100 PR 100. A response to a switching key would change 
the component and reinstate the initial contingencies. For example, with a green 
stimulus present, a hypothetical subject makes 100 responses and receives 
reinforcement. The subject next emits 200 more responses and receives 
another reinforcement. The subject next emits 200 more responses and receives 
another reinforcement. Then, he makes a response on the switching key; a 
red stimulus replaces the green stimulus and 100 responses would have to be 
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emitted for the animal to receive reinforcement. Anytime the animal makes 
a response on the switching key, the components oould change and the response 
requirement would be set at 100 responses. The behavior of Findley's 
pigeons on this PR schedule was characterized by extended periods of respond-
ing in one component, extinction-like performance, and few pauses following 
reinforcement. With continued training, over-all response rate increased, 
pauses following reinforcement developed, and switching responses increased, 
most occurring during the PRP. 
When PR values were manipulated, it was found that as increment 
value increased, so did the switching rate. When several combinations of PR 
values, such as mult PR 100 PR 500, were studied, it became apparent that 
switching occurred usually after the ratio requirement in the smaller PR com-
ponent exceeded the initial PR value in the larger PR component. Generally, 
the subjects switched to the smaller PR during the pause following the first 
reinforcement in the larger PR component. Note that Findley (1958) did not 
employ a time contingency. Animals could escape from 1arge response require-
ments only by making a switching response. 
Hodos (1961) took the PR procedure employed by Findley (1958), re-
moved the switching key, and added the breaking point feature. The breaking 
point was defined as the number of responses in the final completed ratio run 
of the session. A timer in the circuit was set so that if any time during the 
session the animal failed to complete a ratio run in X min, the session was 
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terminated. The result was a schedule of reinforcement which yielded a 
measure of reward strength based on the point where a long pause develops. 
The higher the breaking point is, the greater is the relative strength of the 
reinforcer being employed. Animals were exposed to a PR 2. Concentration 
of sweetened condensed milk, body weight of the subjects, and volume of the 
milk reinforcement were manipulated one at a time. Hodos (1961) found that 
as concentration and volume of the reinforcer were decreased and deprivation 
level was increased, there was a systematic increase in the magnitude of the 
final ratio run. Unfortunately, no other description of the animal's behavior 
under the PR schedule was given. 
Although not providing a great deal of information about performance 
under PR schedules, two studies have used PR schedules to identify motivational 
strength of electrical brain stimulation. Hodos (1965) investigated PR per-
formance as a function of duration and site of intracranial stimulation. 
Keesey and Goldstein (1968) also examined the effect of electrode placement for 
intracranial reinforcement on a PR schedule. 
A number of studies have investigated PR performance under a wide 
range of manipulations. Hurwitz and Harzem (1968) looked at the effects of 
a reset option on behavior under a PR schedule. The researchers used a 
procedure similar to that used by Findley (1958). Responses were reinforced 
under sever al PR values; however, the schedule could be reset to its initial 
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value by making a switching response on a different lever. Four different PR 
values were studied: PR 5, PR 10, PR 20, and PR 30. Results indicated 
that under all PR values pauses following reinforcement developed. Reset 
responses almost always occurred during these pauses. Although the reset 
responses frequently occurred under the first reinforcement, the animals 
often obtained two or more reinforcements before resetting the PR. The rela-
tive frequency of resets after one reinforcement was an increasing function of 
the PR increment. 
Hodos and Kalman (1963) described the effect of increment size on the 
number of responses in the final completed ratio run. The ratio increments 
used were 2, 5, 10, 20, and 40. In general, the breaking point increased as 
the size of the increment increased; however, there was no systematic re-
lationship between the total number of responses in a session and increment 
size. An interesting characteristic of PR performance was evident from in-
spection of cwnulative records. Frequent pausing developed at the higher 
ratios. These pauses resulted in the records of the larger ratio runs assuming 
a scalloped appearance. Also, the number of reinforcements received de-
creased as the increment increased. 
The effect of increased atmospheric air pressure on PR performance 
was examined by Thomas (1974). Increments of 2, 5, and 20 responses and 
air pressures of 44.5, 89.0, 111.3, and 133.5 psi were used. The findings 
indicated that the size of the final completed ratio increased with increases 
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in the PR step size. Increased pressures of air generally led to decreases in 
the terminal ratio size. PRPs decreased under increased air pressure con-
ditions, but rates of responding decreased and were often disrupted. Thomas 
(1974) suggested that air under pressure operated as a central nervous system 
depressant. The pause-and-run characteristics changed to a relatively low 
constant rate, usually associated with variable-interval schedules. 
Thompson (1972) looked at the effect of chlordiazepoxide and phenobarbi-
tal on breaking points. The PR increment was set at eight, and the criterion 
for the breaking point was reached when the animal failed to complete the 
next ratio in the sequence within 60 min. Four doses of each drug were tested. 
The main effect of both drugs for the two subjects was to increase the breaking 
point; however, the shape of dose-effect curves resembled slightly flat inverted-
U with the next to largest drug dose producing the greatest facilitating effects on 
the breaking point. The most marked effect the drug had on behavior was to 
decrease the PRPs associated with the larger ratios. Generally, the high run-
ning rates were not disrupted by the drugs, except under the largest drug dose 
when the subjects appeared to have difficulty in standing. Since the drug 
generally increases suppressed behavior, the shortening of the PRPs could be 
taken to mean that the PR became less aversive. 
Several other investigators have also examined the possible aversive 
aspects of PR schedules. Dardano (1973) looked at self-imposed timeouts 
(TOs) and PR schedules. The animals were exposed to a PR 50. A single 
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response on a timeout key produced a TO condition. TO durations were manipu-
lated and ranged from five sec to nine min. The main finding was that TOs were 
produced regardless of whether they were brief, lengthy, or controlled in dur-
ation by the subjects. TOs were more frequent during the larger ratio require-
ments and were usually localized in the PRP or during the early part of the 
ratio. Dardano (1973) interpreted his results as suggesting that the responding 
to produce TOs was maintained because it allowed escape from aversive stimuli 
generated by the PR schedule. Essentially, the subjects' behavior was the 
same as Thompson (1964) observed when he allowed animals to produce TOs 
under FR schedules. 
Using a similar procedure but with the addition of a punished reset op-
tion, Dardano ( 1974) again examined performance under PR schedules. PR 
value remained constant at 50 responses. A response on a TO key produced a 
three-min TO period. A response on a reset key reset the PR schedules to its · 
initial value but also produced a shock, the intensity of which was manipulated. 
Generally, TOs were not produced, but reset responses were made under low 
and intermediate shock intensities . Under high shock levels, no reset responses 
were emitted but TOs were produced regularly. Both reset responses and TO 
responses occurred most frequently during the larger ratio requirements and 
were usually localized in the PRP. As in the previous experiment (Dardano, 
1973), response-produced TOs could be interpreted as an escape from aversive 
behavioral options. The data obtained from the reset option procedure gave 
further support to this interpretation. 
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Dardano and Sauerbrunn (1964) also investigated the effects of selective 
punishment under a PR schedule. The subjects were exposed to a mult PR 50 
PR 50. Under one component, all responses produced a shock, but under the 
other component, no responses were shocked. A response on a switching key 
changed components and reset the PR, provided that at least one ratio run had 
been completed. Shock intensity was manipulated. The results indicated that a 
preference for longer ratios under the non-shock component developed. When 
shock intensity increased and responding in the response-produced shock com-
ponent was suppressed, the animals continued to switch to the shock condition 
after completing several ratios in the non-shock condition. Even under severe 
punishment, the animals made switching responses to the shock condition. 
While in the shock condition the animal made frequent, ineffective responses 
on the switching key but made few responses on the key associated with shock. 
The stimuli associated with the non-shocked component when the ratio require-
ment reached a certain level appeared to be as aversive as the stimuli associated 
with the response-produced shock component. Provided with two aversive 
stimuli, all the animals exhibited disruptive effects of punishment by simply 
making responses that produced no consequences. 
Control of switching was further investigated by Dardano (1968). The 
primary schedule of reinforcement was a PR 50. A response on a reset key 
reset the schedule to its initial value. Response-produced shocks were pro-
grammed on the switching key. Several shock intensities were examined. Be-
fore punishment was introduced, the subject typically would reset the schedule 
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after each reinforcement. Thus, number of responses and inter-reinforcement 
interval (ffiI) were minimized. When low intensity punishment was introduced, 
the most immediate effect was to diminish any extra responses on the reset key. 
Some birds had typically made from three to six responses on the reset key 
when resetting the schedule. Under higher shock intensities, the animals com-
pleted more ratio runs before resetting the schedule. Accompanying the 
larger ratio runs were an increase in pausing and a decrease in overall rate 
of responding. Inspection of cumulative records showed a pattern of responding 
that somewhat resembled extinction or satiation after prolonged exposure to FR 
schedule (Sidman & Stebbins, 1954). 
An interesting study examining response strategies under PR schedules 
was conducted by Hodos and Trumbule (1967). Animals were allowed to choose 
between an FR schedule or a PR 20 schedule. FR values ranged from 40 to 1000. 
Each choice of the FR reset the PR to its minimum value. The number of ratio 
runs before responding on the FR schedule increased as the size of the FR 
requirement increased. However, the animals tended to switch from the PR 
to the FR at points where they received the greatest number of reinforcements 
for the fewest responses. The subjects did not match the PR requirement to 
the FR requirement before switching. The animals responded so as to mini-
mize the number of responses required per reinforcement. 
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A second experiment with the following procedural modifications was 
conducted. Termination of an FR resulted only in the delivery of reinforce-
ment and had no effect on the value of the PR requirement. FR values ranged 
from 100 to 600 responses. Under these conditions the most efficient strategy, 
with respect to minimizing number of responses per reinforcement, would have 
been for the animals to choose the PR until it was equal to the FR requirement 
and then select the FR exclusively. In this condition, the animals matched the 
PR requirement to the FR requirement. Certainly then under the PR schedules, 
number of responses per reinforcement was an important determiner of 
schedule performance. 
Performance Under Conjugate and Adjusting Schedules 
In conjugate schedules of reinforcement, the intensity of a continuously 
available reinforcing stimulus varies directly and immediately with the rate 
of response (Lindsley, Hobika, & Etsten, 1961). The schedule permits a 
direct and immediate analysis of the moment-to-moment changes in the value 
of a reinforcing stimulus. At any given time the strength of a reinforcing stimu-
lus can be measured by the subjects' response rate. 
Using a conjugate schedule, Lindsley (1962) examined television view-
ing. To keep the picture brightly illuminated for comfortable viewing, rates 
of responding of 60 per min or higher had to be maintained. Lower rates of 
responding kept the picture at dimmer levels, and during periods of no re-
sponding, the picture tube was dark. The audio portion of the material was 
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continuously presented to the subjects through earphones. Several human sub-
jects were exposed to a number of different types of television material. Re-
sults showed that rates of responding as high as 60 responses per min could be 
maintained for long periods of time. Rate varied anywhere from above 60 
responses per min to no responding depending upon the stimuli that were present. 
The technique appeared to be sensitive to subtle changes in strength of stimulus 
reinforcing properties. 
The first study employing a conjugate schedule was conducted by 
Lindsley (1957). Even though the term "conjugate schedule" was not used in 
the publication, the procedures were essentially the same as Lindsley and 
others have continued to use. The objective of the study was to determine if 
operant methods could be used in identifying different levels of sleep. Subjects 
were fitted with headphones through which a tone could be delivered. Subjects 
responded by closing a microswitch taped to their preferred hand. Each re-
sponse reduced the intensity of the tone. Rapid operation would turn the tone 
off. Slower operation of the switch kept the tone at a moderate intensity, and 
by not responding at all, the tone rose to its full intensity (30 db). The pro-
cedure was successful in identifying levels of sleep. During deep sleep the 
subjects did not respond. As the level of sleeping approached the waking 
state, increased bursts of responding were evident. While awake, the subjects 
responded nearly continually. The schedule appeared sensitive not only to 
different levels of sleep deprivation but also to drug effects. 
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Lindsley (1963) described a procedure for measuring reinforcer 
strength with infants. Silent movies of a woman smiling were projected on the 
ceiling of the experimental room. The infant lay in a bassinet with his feet 
against a panel, which could be depressed about 10 cm. Pressing of the panel 
was directly related to the intensity of the motion picture. Pressing rapidly 
made the picture grow brighter. Although no data were presented, Lindsley 
(1963) did note that high, sustained rates of responding had been obtained from 
a five mo old infant. 
More detailed descriptions of infants responding under conjugate sched-
ule have been reported by Lipsitt, Pederson, and DeLucia (1966) and Rovee 
and Rovee (1969). Lipsitt et al. (1966) exposed one-yr old infants to a conju-
gate schedule. By pressing a clear plastic panel mounted on a box, a light 
source was activated and the subject could see whatever stimulus had been 
placed in the otherwise dark box. Emitting two to three responses per sec pro-
duced and maintained full illumination. Responding at a lower rate decreased 
the illumination. The experimental design was as follows: baseline, conjugate 
schedule, extinction, conjugate schedule, and extinction. The results indi-
cated that there was a significant difference among conditions with respect to 
response rate. Infants quickly learned to respond under the conjugate sched-
ule. During extinction periods, response rate decreased and approached the 
level obtained under baseline conditions. 
37 
Rovee and Rovee (1969) exposed 10-wk old infants to a conjugate sched-
ule. The response was a foot or leg movement. Emitting the response pro-
duced more intense auditory feedback. As in the Lipsitt et al. (1966), subjects 
reliably acquired the response rapidly. High rates of responding were main-
tained when conjugate contingencies were in effect. 
An interesting study in which a conjugate-type schedule was employed 
by Green and Roats (1969). Television distortion was used as an aversive 
stimulus for not maintaining or exceeding a given rate of responding. A re-
tarded male was instructed to carry out a production-line task. He was allowed 
to watch television while he worked. Although the subject was not informed of 
the contingencies, he could avoid the television distortion so long as he com-
pleted each task within a pre-determined interval. Under these conditions, the 
subject's response rate increased from an operant level for 5. 7 responses per 
min to 8. 8 responses per min. 
In addition to the escape-avoidance contingencies used to increase a be-
havior, the researchers also discussed the use of conjugate punishment con-
tingencies to decrease a behavior. The subject was a retarded girl who made an 
average of over 12 squirming, rocking, and scratching responses per min. 
For emitting the undesirable behavior, television distortion was increased. 
Television distortion decreased as she decreased her undesirable behavior. 
Her rate of gross body movements rapidly decreased to only 1. 5 responses 
per min. This rate remained constant for the remainder of the experiment. 
38 
Unfortunately, conjugate schedules have not been investigated using 
lower organisms as subjects. It is unclear if animal performance under con-
jugate schedules would approximate human performance. Perhaps the largest 
problem in applying conjugate schedules to animals is finding stimuli that 
can be continuously available and yet varied in intensity. Heat, cold, light, 
and sound could be used as reinforcing (or punishing) stimuli. 
Somewhat similar to the conjugate schedule is the adjusting schedule. 
Ferster and Skinner (1957, p. 723) define an adjusting schedule as "a form of 
schedule in which a value (e.g., of interval or ratio) is changed in some 
systematic way from reinforcement to reinforcement as a function of the per-
formance (e.g., an FR is adjusted after each reinforcement according to some 
measured aspect of the performance in the preceding session (sic), such as 
the length of the pause before the first response). 11 Under both schedules the 
subject finds a point of equilibrium. Under the adjusting schedule a parameter 
of an interval or ratio schedule is maintained by some aspect of the animal's 
performance. 
A number of investigators have looked at adjusting schedules. 
Verhave (1959) briefly described an adjusting FR schedule for TO from an 
avoidance schedule. Rats were exposed to a Sidman avoidance schedule with 
a shock-shock interval of three sec and a response-shock interval of 30 sec. 
Responses on another lever produced a 10-min TO from the avoidance schedule. 
The animals were trained to produce the TO on an adjusting FR schedule. After 
each TO the FR for the next TO was increased by one. However, if five min 
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passed since the end of a TO without the animal obtaining another TO, the 
response requirement was reduced by one response for each successive five-
min period of no responding. Data were collected on the ratio sizes maintained 
by the animals. All subjects "selected" their own particular ratio schedule. 
For example, one subject increased the ratio size from FR 1 to FR 34, after 
which the animal occasionally did not produce a TO within a five-min period. 
The ratio oscillated between FR 33 and FR 35 for the remainder of the session. 
The behavior was maintained for a number of sessions. 
Later, Verhave (1963) looked more extensively at behavior under ad-
justing schedules. The basic schedule was a mult FR FR. A switching key 
was present also. Responses on the switching key enabled the animal to 
change from a large FR component to a small FR component. An adjusting 
ratio was programmed on the switching key. Initially, an FR 2 was required 
to change components. With each component change, the ratio required on 
the switching key was increased by two responses. If a given ratio on the 
switching key was not completed within 30 sec after return to the large FR con-
dition, the ratio requirements on the switching key was decremented by one 
response. For each additional 30 sec that the switching-key ratio was not 
completed, it was reduced bythe same amount again. The multiple schedules 
investigated included mult FR 100 FR 10, mult FR 300 FR 60, mult FR 200 FR 
60. All animals quickly came under schedule control and stabilized at an 
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equilibrium value on the switching key. After once reaching the equilibrium 
value, the birds showed little variability around that value for the remainder of 
the session. Clearly, the birds emitted pauses of a sufficient duration to main-
tain a nearly constant value on the switching key. Evidence for the repro-
ducibility of the behavior was seen when a previous condition was replicated. 
Generally, the replication values were nearly identical to those obtained under 
the first determinations. 
Kelleher, Fry, and Cook (1964) investigated the effects of pause re-
quirement manipulations on equilibrium or titration level under adjusting sched-
ules. The FR response requirement was varied as a function of the PRP in 
each FR. When initial pauses were shorter than a given duration, the response 
requirement of the following component was incremented; when the PRPs were . 
longer than a given duration, the response requirement was decremented. Fixed-
ratio response requirements could take the following values: 10, 50, 100, 110, 
130, 160, 200, 250, 310, 380, 460, 550, 650, 760, 870, and 1000. Typically, 
the average response requirement maintained by the subjects was directly re-
lated to the length of the required PRP. As the PRP requirement increased, 
the titration level increased. Under all pause requirements, the pattern of 
responding could be described as break-and-run. Increasing the pause re-
quirement, lengthened the duration of the subjects' PRPs. Very little straining 
was evident even at large ratio requirements. However, the data may be some-
what forced. Non-differentially responding under the various pause duration 
requirements would produce functions similar to those obtained. 
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A modified adjusting schedule was employed by Segal (1965) to maintain 
the strength of a conditioned reinforcer. The chain consisted of two links, 
one of which was an FR 50. If the FR 50 performance in the first link included 
at least ore inter-response time (IRT) equal to, or greater than five sec, the 
rat received a reinforcer during the second component which lasted for 17 sec. 
If the FR 50 performance included no IR T greater than five sec, the second 
component included no reinforcement. After behavior was well established, 
the contingencies in the second component were changed so that reinforcement 
in the second component was contingent on occurrence of an IRT in the FR com -
ponent greater than or equal to 55 sec. This was done to maintain responding 
by the conditioned reinforcer of 17 sec of the second component stimulus. 
The stimulus was strengthened with food whenever the behavior weakened, as 
defined by an IRT of 55 sec. Results showed that rate of responding in the 
first component decreased and pausing increased. However, the results are 
not surprising when one considers that the animals were being reinforced for 
long pauses. The performance simply appeared sensitive to the contingencies. 
Long IR Ts were reinforced. Those pauses less than 50 sec were not reinforced. 
Another type of adjusting schedule, a chained adjusting ratio schedule, 
has been investigated by Randolph and Sewell (1968). The schedule was a two-
component chain FI 2 min adjusting FR. The number of responses required 
in the ratio component was equal to the number of responses emitted in the 
immediately preceding FI component. Inspection of the cumulative records 
showed that short interval outputs, followed by short ratio requirements, 
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frequently resulted in large increases in the response output during the follow-
ing interval component. However, while there was some tendency for a low 
interval output to follow a large ratio requirement, these effects were not as 
consistent as those mentioned above. Response output was higher in the FI 
component when yoked with an adjusting ratio than when the FI was simply 
followed by a VR with a value equal to the adjusting ratio mean. 
The analysis of performance under chained adjusting ratios was contin-
ued by Randolph (1972). The animals were exposed to a multiple schedule. 
The initial component was an FI 2 min. The other component was either an 
adjusting ratio that was equal to the number of responses emitted during the 
preceding FI component or by making a response on a switching key an FR that 
was independent on the number of responses emitted during the FI. Two FR 
sizes were studied, FR 15 and FR 60. The results indicated that choice was 
a function of both the number of responses emitted during the interval and the 
size of the FR. As the number of responses increased, the probability of 
choosing the FR increased. As the size of the FR decreased, there was a 
greater probability of switching to the FR. Behavior under both the adjusting 
ratios and FRs was nearly the same. Both produced break-and-run responding. 
Evans (1963) applied an adjusting-type schedule to investigate human 
titration. Performance decrement as a function of continuing heavy muscular 
exertion was studied. The subjects responded by walking on a treadmill. They 
were instructed to walk as fast as they could at all times and to decelerate only 
when they had to slow down. The velocity of the treadmill could be controlled 
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by a switch held by the subject. As long as the switch was depressed, the 
treadmill decelerated slowly. When the switch was not depressed, the tread-
mill accelerated slowly and continued to do so until the switch was depressed. 
Records of the subjects' performance indicated that they titrated throughout 
nearly the entire session. Generally, the trend was for the subjects to slow the 
treadmill as the session progressed. Only a small amount of variability around 
the equilibrium value was evident. 
Lovitt and Esveldt (1970) looked at performance of a human subject 
under a schedule that contained some of the features of adjusting and conjugate 
schedules. The desired response was correct answers to math questions and 
the reinforcers were points that were redeemable for minutes of free time. The 
schedule of reinforcement was programmed so that the subject was paid off 
on one of four ratios contingent on his rate of responding. If his responses 
fell below a certain rate, he received nothing. As the subject's response rate 
accelerated from one contingency range to the next, he was reinforced with 
increasingly greater reinforcement. The behavior under this adjusted-ratio 
schedule was similar to that which is seen under FR schedules. Often a short 
pause was emitted immediately after reinforcement. The pause was nearly 
always followed by a sustained rate until delivery of the next reinforcer . 
The subject's overall rate was over twice as high as when the child was exposed 
to a single ratio schedule. 
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Statement of the Problem 
Using positive reinforcement procedures, titration behavior can be pro-
duced by dynamic schedules of reinforcement. Within the boundaries of the 
schedule, the subject determines the amount df work that it will produce in 
order to receive a particular reinforcer. Under conjugate schedules, the rate 
of response controls the intensity of the reinforcing stimuli (Lindsley, Hobika, 
& Etsten, 1961). In interlocking schedules, the response rate within a compo-
nent determines the number of responses that will be required for reinforce-
ment that component (Ferster & Skinner , 1957). With adjusting-ratio schedules, 
the subject manipulates ratio requirements across components, usually by 
pausing (Ferster & Skinner, 1957). In essence, all dynamic schedules produce 
a quantitative measure of preference, in terms of how much or how fast the 
subject will work. 
Unfortunately, there are weaknesses inherent in conjugate, interlocking, 
and adjusting procedures. Conjugate schedules are limited in applicability to 
those situations where a continuously available stimulus, that can be varied in 
intensity, is available. Conjugate schedules have been studied almost exclu-
sively with either audio or visual stimuli (Lindsley, 1957, 1962, 1963; Lipsitt, 
Pederson, & DeLucia, 1966; Rovee & Rovee, 1969). Also, rate of responding, 
the basic dependent variable of conjugate schedules, may not be a particularly 
sensitive variable with which to measure preference (Chung, 1965; Neuringer, 
1967). 
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Ihterlocking schedules are also dependent upon rate of responding for a 
measure of reinforcer strength. In addition, an interlocking schedule may be 
a relatively sensitive measure of preference only when its parameters are 
within a narrow range (Berryman & Nevin, 1962). If the time requirement is 
long, organisms respond as if they are under an FI schedule; if the time require-
ment is short and the response requirement high, FR behavior is typical. 
Adjusting-ratio schedules are perhaps a better indicator of preference 
than either the conjugate or interlocking schedules because the absolute number 
of responses the animal will maintain is the dependent variable, rather than 
response rate. However, adjusting schedules are slow to interact with a 
subject's performance. The adjusting ratio adjusts the ratio size of the follow-
ing ratio as a function of the subject's behavior in the immediate ratio. By 
removing the time lag between subject performance and schedule compensation, 
a more precise and less variable measure of reinforcer strength may be 
obtained. 
With the above criticisms in mind, the interlocking progressive ratio 
(IPR) schedule was designed. Because no research had been conducted em-
ploying IPR schedules, the first objective of the present research was to deter-
mine if subjects would titrate when exposed to IPR schedules. It was expected 
that subjects would titrate under the IPR schedule because it contains many of 
the features of interlocking and adjusting-ratio schedules, and subjects titrate 
when exposed to these schedules (Berryman & Nevin, 1962; Verhave, 1963). 
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In addition to determining if subjects would titrate, it would be important 
to examine the amount of variability that is produced under IPR schedules. If a 
great deal of inter-session and inter-subject variability wer e evident, serious 
questions about reliability of performance under IPR schedules could be raised. 
Little variability has been reported by most researchers investigating per-
formance under conjugate (Greene & Roats, 1969; Linds ley, 1962, 1963), 
interlocking (Berryman & Nevin, 1962; Powers, 1968), progressive ratio 
(Dardano, 1968, 1973; Hodos, 1961; Thomas, 1974), and adjusting schedules 
Kelleher, Fry, & Cook, 1964; Randolph, 1972; Verhave, 1959, 1963). However, 
nearly all of the research has employed infra-human subjects , and several 
investigators (Bijou, 1957, 1958; Long, Hamm ack , May & Campbell, 1958) 
have suggested that more variability accompanies human performance under 
schedules of reinforcement. The first experiment was conducted to determine 
the effects of an IPR procedure on titration and variability . 
Generally behavior maintained under dynamic schedules of reinforcement 
has been subjected primarily to macro-analysis , i.e . , response rate or 
equilibrium level (Verhave, 1963). Little work has been done with respect to 
examining the behavior that actually controls such measures as titration level. 
The present research sought to describe the patterns of responding, or 
response strategies, that are engendered under IPR schedules. For example, 
47 
almost nothing has been reported about the types of pauses and mediating be-
havior that almost certainly develop under exposure to dynamic ~chedulea; and 
control response rates or equilibrium values. The second and third experi-
ments were conducted to examine human performance under a wide range of 
IPR parametric values. 
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Experiment 1 
Experiment 1 was conducted to determine, first, if children would 
titrate under interlocking progressive-ratio schedules. For those children who 
would not titrate, a series of manipulations would be made in an attempt to 
establish titration. Secondly, those parameters which were the most important 
determiners of titration level were to be identified. Thirdly, some of the 
parametric values that would be investigated in Experiments 2 and 3 were to be 
chosen. And lastly, variability and systematic changes in titration level across 
sessions were to be measured in order to develop adequate stability criteria for 
Experiments 2 and 3. 
Method 
Subjects. Four female children (N-GC, N-GL, N-SJ, N-LT) served 
as subjects. Their ages ranged from 6 yr 9 mo to 8 yr 5 mo at the beginning 
of the study. All subjects were experimentally naive. 
Apparatus. The study was conducted in Rooms 119 (subject's room) 
and 121 (control room) of the University Affiliated Exceptional Child Center at 
Utah State University. In addition, Rooms 125 and 155 (gymnasium) were used 
primarily as waiting rooms for the children while they waited to participate in 
the research or waited to be taken home. 
The subject's room, 2. 7 x 3. 3 m, was carpeted and illuminated by 
overhead fluorescent lights. The room contained a child-sized chair and a 
small table. An experimental console and token dispenser were located on 
the table. 
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The console (see Figure 1), 59. 7 x 41. 9 'x 33. 0 cm, contained five 
response keys and a chromed steel lever to the right of the keys. All of the 
response keys and a lever were mounted on the front of the console. The top 
two keys were masked by wooden covers. The bottom three keys were never 
lit during any of the experiments and any responses on those keys had no 
programmed consequences. The lever extended through a hole 2. 5 cm from 
the bottom and 5. 1 cm from the right side of the console face. The outermost 
7. 1 cm of the 10. 8 cm lever was a rounded-end cylinder, 8. 9 cm in circum-
ference. This cylinder was attached to a rod, 3. 5 cm in circumference, 
protruding 3. 8 cm from the console face. The lever had a microswitch attached 
to it Closure of the microswitch required a force of 9. 3 N through a distance 
of 3. 2 cm and defined a response. 
There were seven jewel lights on the face of the console. Five white 
lights were arranged vertically on the left side of the console. None of the 
white lights was illuminated during the experiments. However, a red light 
and a green light, positioned side by side above, and slightly to the left of the 
response lever, served as a feedback light and session 1 ight, respectively. 
The feedback light for illuminated for 20 msec whenever a lever response was 
made. The green light was lit while the experimental session was in progress. 
Located to the left of the console was a Gerbrands nickel dispenser 
(Model G5405) mounted in a 22. 9 x 39. 4 x 40. 6 cm wooden black box. A 
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Figure 1. The console (on right) and the token dispenser box. 
Note that the response lever is located near the bottom, right hand 
corner of the console. 
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7. 5 watt bulb was mounted on the box above the token cup. The light was 
illuminated for 20 msec when a reinforcer was delivered. Reinforcers con-
sisted of Mexican 5-centavo coins. Each coin had a value of approximately 
1 cent when exchanged for backup reinforcers. 
The control room was immediately adjacent to the subject's room. It 
contained programming and recording equipment, backup reinforcers, tables, 
chairs, and cabinets. A small one-way window allowed visual access to the 
subject's room from the control room. 
A PDP 8-L (Digital Equipment Corporation) on-line digital computer, 
and associated interfacing, scheduled the experimental events and recorded 
data. Data were also recorded on a Gerbrands Model C-3 Harvard cumulative 
recorder and two electromechanical counters. Session time was cumulated on 
a running time meter. 
In the waiting rooms there was a variety of equipment including as-
sorted balls, tricycles, tumbling mat, metal bars on which the children could 
climb and swing, tables, and chairs. Generally, the children played games, 
read, or engaged in craft activities. An undergraduate female assistant 
supervised the children. 
Procedure. Three of the children were transported to the laboratory 
by automobile. Two of the children were picked up at the same time. A third 
child was brought to the laboratory approximately 1 hour after the first two. 
The fourth child walked to the laboratory from Edith Bowen Teacher Education 
Laboratory School located close by. Sessions for a given child were conducted 
at approximately the same 5 days a week, Monday through Friday, except 
on holidays. 
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Immediately after the arrival of the children at the laboratory and 
prior to the first session, the experimenter introduced them for approximately 
10 minutes to the back-up reinforcers and the apparatus in the subject's room. 
Each child was then taken one at a time into the experimental room and seated 
in front of the console. The experimenter read instructions (see Appendix for 
a more detailed description). After reading the instructions, the session was 
initiated by an assistant in the control room. The experimenter made 10 
responses on the lever at the rate of approximately one response per second. 
After the 10th response a token was delivered. Then, the experimenter said, 
"Now you can do it." While the experimenter remained beside the child, the 
child made five responses and received a token. The child made 10 more 
responses and received another token. After the child received her second 
token, the session light was turned off. The experimenter said, "The green 
light will come on again in a few seconds. I will come back and get you as 
soon as the green light goes off again. " At that point the experimenter left 
the subject's room, and the first session started approximately 5 sec later. 
Sessions lasted until 20 tokens were delivered. At the completion of 
each session, the child brought her tokens to the control room. The tokens 
could be saved from day to day or could be exchanged for back-up reinforcers 
immediately after the session. Back-up reinforcers consisted of several types 
of "penny" candy and toys ranging in price from 5 cents to $1. 79. Approximately 
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once every 2 weeks, the child received an ice cream cone while being taken 
home from the laboratory. 
Initially, all subjects were exposed to an interlocking progressive-
ratio schedule with an increment value of 10, decrement value of 2, and step-
down duration of 3 sec (IPR 10-2-3). The number of responses r equired for 
reinforcement was set at 10 for the first ratio, then increased by 10 for each 
succeeding ratio. However, the subjects could reduce the number of responses 
required in a given ratio by emitting pauses equal to or longer than the step-
down duration within that ratio. Thus for every IRT longer than 3 sec, the 
ratio requirement was decreased by two responses. The number of responses 
required for reinforcement could decrease only to the number of responses 
already emitted in that ratio plus 1. By setting a lower limit of the ratio 
requirement to the number of responses emitted plus 1, the child always had 
to make at least one response to be reinforced. 
Titration was defined by the subject's meeting all of the following 
conditions. First, the subject had to contact the decrement contingency at 
least twice during a session. Whenever the number of responses emitted for 
reinforcement in a given component was less than the number of responses 
made in the previous ratio plus the increment value, the subject had come in 
contact with the decrement contingency, i.e., emitted pauses equal to, or 
longer than the stepdown duration thus causing the ratio requirement to be 
reduced by the decrement value. Second, the subject had to contact the 
decrement contingency in two or more successive ratios. Third, at least one 
of the reduced ratios in the session had to be smaller than the immediately 
preceding ratio. 
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Titration level was used as an objective measure of titration and was 
calculated in the following manner. At that point where the subject came in 
contact with the decrement contingency in two consecutive ratios, the ratio 
sizes for those ratios and for the remainder of the session were summed and 
divided by the number of ratio runs. 
Subjects N-GL and N-SJ were exposed to an IPR 10-2-3 for three and 
two sessions, respectively. Both subjects titrated; therefore a series of 
manipulations was made to determine: (1) the parameters which were the 
most important determiners of titration level, (2) the range of parametric 
values to be investigated in the subsequent experiments, and (3) the amount of 
within- or across-session variability in order to develop adequate stability 
criteria. Table 1 describes the sequence of experimental conditions and the 
number of sessions each remained in effect. 
Specifically, for subject N-SJ a range of decrement values and the 
variability associated with the decrement manipulations were investigated. 
Decrement values ranging from 2 to 15 were examined in conjunction with 
several increment values. The following sequence of IPR values was pro-
gra:rnmed: 10-2-3, 15-10-3, 20-10-3, 20-5-3, and 20-15-3. 
The series of :manipulations to which subject N-GL was exposed was 
designed to study the effects of several incre:rnent values fro:rn 10 to 30 on 
titration level under decre:rnent values ranging fro:rn 2 to 10. The sequence of 
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Table 1 
Sequence of Experimental Conditions in Experiment 1 for Each Child 
Interlocking Progressive-Ratio Schedule Number 
Child Increment Decrement Stepdown Duration of Sessions 
N-GC 10 responses 2 responses 3 sec 2 
15 2 3 1 
20 10 3 1 
25 10 2 1 
25 10 1 1 
25 10 2 1 
25 10 1 3 
30 10 2 1 
25 10 1 1 
25 10 2 3 
25 20 2 4 
20 20 2 1 
N-SJ 10 2 3 2 
15 10 3 2 
20 10 3 6 
20 5 3 4 
20 15 3 5 
N-LT 10 2 3 2 
15 10 3 1 
25 10 3 1 
30 10 1 3 
40 10 1 4 
40 20 7 1 
40 20 1 4 
35 20 2 1 
35 10 2 2 
25 10 2 1 
N-GL 10 2 3 3 
20 10 3 8 
30 10 3 1 
30 5 3 2 
20 2 3 4 
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manipulations was IPR 10-2-3, IPR 20-10-3, IPR 30-10-3, IPR 30-5-3, and 
IPR 20-2-3. 
Subjects N-GC and N-LT were exposed to the IPR 10-2-3 for two 
sessions. Neither subject exhibited any titration. Both subjects rarely 
exhibited pauses that were either equal to, or longer than, the stepdown dura-
tion requirement; therefore, they only came in contact with the progressive 
ratio features of the schedule. Manipulations of schedule parameters were 
made to bring N-GC and N-LT in contact with the interlocking contingencies. 
For subject N-GC the increment value was raised to 15 while holding 
the decrement value and stepdown duration constant at 2 and 3 sec, respectively. 
The subsequent manipulations were as follows: IPR 20-10-3, IPR 25-10-2, 
IPR 25-10-1, IPR 25-10-2, IPR 25-10-1, IPR 30-10-2, IPR 25-10-1, 
IPR 25-10-2, IPR 25-20-2, and IPR 20-20-2. 
Subject N-LT also did not come in contact with the interlocking con-
tingencies. In attempting to have the child emit pauses equal to, or longer 
than, the stepdown requirement, the following manipulations were made, 
following the IPR 10-2-3 condition: IPR 15-10-3, IPR 25-10-3, IPR 30-10-1, 
IPR 40-10-1, IPR 40-20-7, IPR 40-30-1, IPR 35-20-2, IPR 35-10-2, and 
IPR 25-10-2. The sixth condition, IPR 40-20-7, was in effect for one session. 
The stepdown duration was to be set at 1 sec; however, due to experimenter 
error the stepdown duration was programmed for 7 sec. 
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Results 
Initially all of the subjects were exposed to an IPR 10-2-3. Only 
subject N-SJ exhibited any titration. Figure 2 shows the titration level for 
N-SJ for each session. The child was exposed to 5 IPR conditions. Generally, 
the titration level decreased both within and across conditions. Under the 
IPR 10-2-3 schedule the titration level was 168. 5 responses on the first day 
but had lowered to 6. 5 responses by the fifth session of exposure to IPR 20-15-3 
(the last day of Experiment 1). In five of six conditions, the highest titration 
level was during the first session of exposure to the condition. Only under the 
IPR 20-10-3 schedule was the titration level not at its highest value during the 
first exposure. 
Figure 2 also shows the within-session variability around the titra-
tion level. Variability was measured by the standard deviation. Although there 
was no systematic increase or decrease in the standard deviation across con-
ditions, variability did tend to increase across sessions within each condition. 
In five of the six conditions investigated, the variability around the titration 
level was slightly larger during the last session of exposure to the condition 
than during the first day's exposure. 
In Figure 3, the response rates, as measured by responses per min, 
for subject N-SJ are shown for eash session for each condition. Across the 
six conditions, there was a decrease in rate of responding. Also, the overall 
response rate within conditions showed a downward trend in five of the six 
Figure 2. Titration level for each session in Experiment 1 for N-SJ. One standard deviation is 
indicated by lines above and below the titration level. 
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conditions. Only in the first condition investigated, IPR 10-2-3, did the 
response rate increase across sessions. 
Visual inspection of the cumulative records indicated that the general 
decrease in titration level and overall rate of responding across conditions and 
sessions-within conditions corresponded to an increase in pausing. In the first 
two sessions, subject N-SJ emitted pauses of 3 sec or longer in no more than 
six of the 20 ratios. Those pauses were confined almost exclusively to the 
largest ratios. Pre-ratio pauses (PRP) were not evident from the cumulative 
records. N-SJ responded through the token deliveries. Observations of her 
behavior indicated that she would continue to respond with one hand while 
removing the tokens from the token cup with her other hand. 
Pauses increased in frequency and duration under the IPR 20-10-3 
condition. Typically, pauses occurred during the ratios, and on occasion 
the pauses exceeded 30 sec. The number of pauses increased and by the sixth 
session under the IPR 20-10-3 schedule, in 14 of the 20 ratios, the subject 
emitted pauses of at least 3 sec and came in contact with the stepdown and 
decrement contingencies. By the last session under the IPR 20-15-3 condition, 
she paused 3 sec or longer in 19 of the possible 20 ratios. 
Coincident with the increase in frequency and duration of pauses was 
an increase in adjunctive behavior. Early records of observations indicated 
that N-SJ remained seated on the chair in front of the console during nearly all 
of the session. Later observations noted that while she paused, she played 
with clothing, got up and tried to look through the observation window, and 
arranged her tokens on her chair in some order. 
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The sequence of experimental manipulations to which subject N-SJ 
was exposed also provided data concerning across-session stability of titration 
level and effects of decrement value manipulations. Although the trend for the 
titration level to decrease across the entire series of manipulations makes a 
clear interpretation difficult, it appears that there was little change in the 
behavior over the last four sessions under the IPR 20-10-3 condition, the last 
three sessions under the IPR 20-5-3, and the last two sessions under the 
IPR 20-15-3 condition. The results also suggested that the decrement values 
investigated did not have a consistent effect on titration level. Again, though 
the effects of decrement value manipulations on titration level are confounded 
with the general decrease in titration level across conditions. 
In Figure 4, the titration levels for a different subject, N-GL, for 
each session are i:;hown. For the first three sessions under an IPR 10-2-3, 
she did not titrate. Since she did not pause long enough (3 sec) to come in con-
tact with the stepdown and decrement contingencies, she was functionally 
exposed only to a progressive-ratio schedule. When the IPR was changed to 
20-10-3, she titrated initially at 192. 3 responses. During the following seven 
sessions, the titration level dropped to 6. 2 responses although the IPR values 
were not changed. To investigate the effects of both increment value and 
decrement value on titration level, three additional conditions were studied. 
To look at the effects of a larger increment value, the increment was increased 
Figure 4. Titration level for each session in Experiment 1 for N-G L. One standard deviation is 
indicated by lines above and below the titration level. 
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to 30 while holding decrement value and stepdown duration constant at 10 
responses and 3 sec, respectively. The manipulation raised the titration 
level less than 1. 5 responses from the level obtained during the last session 
under an IPR 20-10-3. 
Decrement value effects were looked at by changing the IPR from 
30-10-3 to 30-5-3. There was an increase in titration level during the first 
session but the level decreased during the second session to a value only 
slightly larger than that obtained under the IPR 30-10-3 condition. The 
schedule was changed to an IPR 20-2-3. When the increment and decrement 
values were decreased, the titration level increased. 
Figure 4 also shows the within-session variability around the titra-
tion level for Subject N-GL. Variability did not systematically change across 
conditions. However, there was a trend for those sessions with a low titration 
level to have a smaller standard deviation than those sessions that had a higher 
titration level. 
The rate of responding for each session in each condition for subject 
N-GL is shown in Figure 5. Under the IPR 10-2-3 schedule, there was an 
increase in response rate across sessions. After the subject came in contact 
with the stepdown and decrement contingencies and began titrating (IPR 20-10-3), 
the rate of responding decreased across sessions. When a titration level of 
about eight responses was reached, a series of manipulations was made in order 
to determine the IPR parameters that control response rate. Changing the 
increment value from 20 to 30 and changing the decrement value from 10 to 5 
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resulted in essentially no change in response rate. However, under an 
IPR 20-2-3, response rate did increase. 
Both the number of pauses and the duration of pauses increased 
across sessions. Initially under the IPR 10-2-3 schedule, N-GL emitted 
practically no pauses of 3 sec, or longer. Pausing developed under the 
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IPR 20-10-3 condition. At first, pauses were infrequent and were emitted 
primarily during the latter part of the session when the ratio sizes exceeded 
150. By the end of the eighth session under the IPR 20-10-3 schedule, 
pausing was well developed. Generally, the ratios did not exceed 30 and 
many of the pauses were longer than 20 sec. PRPs were evident in the 
majority of the ratios. Pause durations decreased under the IPR 20-2-3 
condition. 
Observations of subject N-GL indicated that as pausing developed, so 
did some adjunctive behavior. Typically after pausing was well developed, 
when a token was delivered, she stopped responding and picked up the token. 
She looked at the reinforcer briefly then placed it next to the console. Im-
mediately after stacking the tokens, she would bend over, pull her socks up, 
push them down, and pull them up again. 
Figure 6 shows the titration level for each session for subject N-GC. 
Initially, the subject did not titrate. A series of manipulations was made in 
an attempt to induce pausing. Increasing the increment value from 10 to 20 
had no effect on pausing. Practically no pauses of at least 3 sec were emitted. 
When the increment size was increased to 25 and the stepdown duration reduced 
Figure 6. Titration level for each session in Experiment 1 for N-GC. One standard deviation is 
indicated by lines above and below the titration level. 
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to 2 sec, the subject titrated. However, the titration remained near the 400 
response level. Decreasing the stepdown duration to 1 sec lowered the titra-
tion level. Decreasing the stepdown duration to 1 sec lowered the titration 
level, but raising the stepdown duration to 2 sec again resulted in a little 
contact with the decrement contingency. 
Pausing finally developed when the decrement value was increased to 
20. Over four sessions the titration level decreased from 219. 5 to 4. 3. A 
decrease in the increment value from 25-20-2 to 20-20-2 resulted in a further 
reduction in titration level. Within-session variability is also shown in 
Figure 6. 
There was no clear relationship between either conditions or titration 
level and variability. 
In Figure 7 the rate of responding for each session for subject N-GC 
is shown. There was practically no difference in response rate across the 
first 10 conditions. However, a decline in rate of responding took place 
during the fourth session under the IPR 25-20-2 schedule. Response rate 
declined even more under the IPR 20-20-2 condition. 
Visual inspection of the cumulative records indicated that pausing 
did not become firmly established until the third session under the IPR 
25-20-2 schedule (see top panel of Figure 8). Note that few pauses were 
evident before the 16th ratio at~· Beginning with the 16th ratio, pause dura-
tion increased and the ratio sizes decreased. The bottom panel of Figure 8 
shows the subject's behavior on the following day. The schedule remained 
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Figure 8. Cumulative records for the third and fourth sessions under IPR 25-20-2 for N-GC. 
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unchanged. Although no PRPs are visible, pausing within the ratios was well 
developed. 
Observational data indicated that before pausing was established N-GC 
often stacked her tokens, arranged her tokens in rows, and stood or sat on the 
floor. While engaged in these behaviors, she continued to respond on the 
lever. After titration developed, she emitted the same behaviors but paused 
during the ratio after making generally less than 25 responses. 
Subject N-LT was exposed initially to an IPR 10-2-3, but did not 
titrate. Figure 9 shows the titration level for each session for subject N- LT. 
Titration was not well established until the IPR 40-20-1 condition. From the 
first session to the fourth session under the IPR 40-20-1 schedule, the titra-
tion level decreased from 147. 8 to 18. 3 responses. A series of manipulations 
was undertaken to look at the effects of increment and decrement values. 
Changing the increment value from 40 to 35 resulted in a further lowering of 
the titration level. The titration level rose slightly when the decrement value 
was changed from 20 to 10. The last manipulation was to change the IPR 
values to 25-10-2. Titration level decreased slightly. Within-session 
variabiability tended to decrease with decreases in titration level, although 
only one session was conducted. 
As indicated in Figure 10, there was little change in rate of responding 
until the IPR 40-20-1 manipulation. Across the first six conditions, N-LT 
responded at about 200 responses per minute. Response rate dropped across 
all four sessions under the IPR 40-20-1 condition from 214. 9 to 133. 8 responses 
Figure 9. Titration level for each session in Experiment 1 for N-LT. One standard deviation is 
indicated by lines above and below the titration level. 
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per minute. When the IPR values were changed to 35-10-2, the rate declined 
further to 33. 9 responses per minute. 
As the overall response rate decreased, both the frequency and dura-
tion of the pauses increased. Similar to the other subjects, the initial pausing 
occurred during the last few ratios in the session. Pauses usually occurred 
after at least 50 responses but sometimes after as many as 150 responses. 
After within-ratio pausing became established, PRPs developed. 
Observation of N-LT through the one-way window indicated that she 
generally responded on the lever while seated on the chair in front of the con-
sole, apparently looking at the console and token dispenser. As pausing 
became established, she appeared to look around the room often but did not 
engage in as much adjunctive behavior as did the other subjects. 
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Experiment 2 
In Experiment 1, it was determined that all subjects would titrate when 
exposed to interlocking progressive-ratio schedules, although three of the four 
subjects had to be exposed to a special series of manipulations before they ex-
hibited titration consistently. Across-session variability was found to be no 
greater than thatfound under other dynamic schedules. Both increment and de-
crement values were found to be important determiners of titration level. Under 
all of the experimental conditions described in Experiment 2, the stepdown dura-
tion was 3 sec, based on findings in Experiment 1. 
The primary purpose of Experiment 2 was to examine the effects of a 
series of increment value manipulations on titration level under large and small 
decrement conditions. Systematic changes in titration variability and rate of 
responding as a function of increment value were investigated. Also examined 
were response patterning and pausing. 
Method 
Subjects. Two female children, N-LT and N-GC, served as subjects. 
Both had served in Experiment 1. 
Apparatus. The apparatus was the same as that used in Experiment 1. 
Procedure. Many of the aspects of the procedure remained unchanged 
from Experiment 1. Children were transported to and from the laboratory at 
approximately the same time of day as during Experiment 1, and sessions were 
run 5 days a week, Monday through Friday. All keys on the console remained 
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unlit and any responses on the unlit keys produced no programmed consequences. 
Only two lights on the console, the session light and feedback light, were ever 
illuminated. The session light functioned as it did in Experiment 1, and the feed-
back light flashed for 20 msec after every lever response. The exchange value 
of the tokens remained the same as did the redemption procedures. Session 
length was fixed at 20 reinforcers. 
A major difference in the procedure between the first and second experi-
ments was that there was no pre-session or instructions given prior to Experiment 
2. Experiment 2 began immediately following the completion of Experiment 1. 
The stability criteria in Experiment 2 was based on the variability of the 
titration level across sessions. The behavior was judged to be stable when (1) the 
titration levels for the last three sessions were not more than 10% or one response 
greater than, or less than, the overall mean of the last three sessions and (2) there 
was no trend in titration levels over the last three sessions. If the stability crite-
rion was not met in five sessions, the next manipulation was made. 
To determine the effects of increment value changes, the subjects were 
exposed to a quasi-random sequence of increment manipulations while holding 
decrement value and stepdown duration constant. Both subjects were initially 
placed on an IPR 20-10-3. After behavior stabilized, the schedule was changed 
to an IPR 40-10-3, followed successively by IPR 30-10-3, IPR 50-10-3, and 
IPR 20-10-3. 
Another series of increment values was investigated holding the decre-
ment value constant at one response. This series of manipulations consisted of 
76 
the following: IPR 10-1-3, IPR 20-1-3, IPR 15-1-3, IPR 25-1-3, and IPR 10-1-
3. These schedules were included to assess whether increment value manipu-
lations had different effects, given a large or small decrement value. Perhaps 
the effects of increment value on titration level, number of decremented ratios 
in a session, variance of titration level, pausing, or patterns of behavior would 
be different given different levels of the decrement variable. 
A summary of the experimental conditions and the number of sessions 
each remained in effect is shown in Table 2. 
Results 
The titration levels for subjects N-GC and N- LT under the first condition, 
IPR 20-10-3, are shown in Figure 11. Eight sessions were run in order to 
determine the number of sessions necessary for the behavior to become stable. 
Although N- LT exhibited more variability than N-GC, there were no major shifts 
or trends in the titration level after the first 5 sessions. 
Figure 12 shows the titration levels for subjects N-GC and N- LT across 
2 series of increment manipulations: IPR X-10-3 and IPR X-1-3. Under the IPR 
X-10-3, conditions the titration levels remained nearly constant as X varied from 
20 to 50. Under the IPR X-1-3 schedules, the titration levels for both subjects 
increased as the increment value was increased. For the IPR 20-10-3 and IPR 
10-1-3 conditions, redeterminations (closed symbols) were found to be close to 
the original values. For subject N-GC, both redeterminations were slightly 
higher than the initial titration levels; for subject N- LT the replication points 
were slightly lower than the original values. 
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Table 2 
Sequence of Experimental Conditions in Experiment 2 for Each Child 
Interlocking Progressive-ratio Schedule 
Number 
Child Increment . Decrement Stepdown Duration of Sessions 
N-GC 20 responses 10 responses 3 sec 8 
40 10 3 3 
30 10 3 3 
50 10 3 4 
20 10 3 4 
10 1 3 5 
20 1 3 5 
15 1 3 5 
25 1 3 5 
10 1 3 5 
N-LT 20 10 3 8 
40 10 3 5 
30 10 3 5 
50 10 3 5 
20 10 3 6a 
10 1 3 6b 
20 1 3 5 
15 1 3 3 
25 1 3 5 
10 1 3 5 
a 
one additional session because no data collected during a session 
b 
one additional session because increment value was not changed after 5 sessions 
Figure 11. Titration levels for the fir st eight sessions of Experiment 2. 
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Figure 12. Means of the last three session titration levels as a function 
of increment size. Closed symbols are redetermination points. 
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In Figure 13, the overall rate of responding for each subject for all con-
ditions is shown. Under the large decrement value conditions, IPR X-10-3, the 
subject's response rates decreased as the increment value was increased. 
Functionally, the subjects emitted longer PRPs when the increment value was 
raised. Local response rate remained constant but the overall response rate 
declined. Under the small decrement value conditions, IPR X-1-3, subject N-LT 
maintained an almost constant response rate although a slight increase occurred 
under the IPR 20-1-3 condition. The rate of responding for subject N-GC in-
creased slightly as the increment value was increased. However, for both 
children the changes were small. 
Under the large decrement value conditions, both subjects emitted PRPs'; 
most were approximately 10 to 15 sec in duration. The runs that occurred were 
quite short, seldom exceeding 10 for N-GC and 25 for N-LT. Generally, subject 
N-GC would make about 5 responses then pause for several seconds. Once 
subject N- LT began responding in a component, she would usually continue re-
sponding until reinforcement was delivered. 
Under the small decrement value manipulations, pausing continued to 
occur. Subject N-GC nearly always showed evidence of long PRPs. Responses 
were usually made in bursts followed by pauses generally exceeding 15 sec. 
Often near the end of the session, the subject would run off several ratios, 
emitting only short pauses following each ratio (see Figure 14). The pausing of 
subject N-LT·was similar to that exhibited by N-GC--long PRPs and evidence 
of ratio strain. The major differences was that N-LT often ran off bursts of 
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40 to 75 responses before pausing. N-GC seldom made more than 15 responses 
before pausing. 
The data gathered from direct observations of the subjects indicated that 
both engaged in adjunctive behaviors while pausing. N-GC usually pulled her 
socks up and down several times, walked around the room several times, walked 
to the observation window and tapped on it, sang, rocked in her chair that she 
placed upside down, walked over and stood against the wall where she could not 
be observed from the observation window, crawled under the table, or crawled 
around the room. N-LT often emitted the following behaviors while pausing: 
looked at the observation windows, arranged her tokens on the table in some 
order after examining each one carefully, walked around the table, or touched 
all the unlit lights and keys on the console. Each of these behaviors was recorded 
at least twice in the observation log. 
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Experiment 3 
The major finding in Experiment 2 was that a wide range of increment 
values did not affect titration level if the decrement value was large. However, 
titration level was a function of increment value when the decrement value was 
small. As increment value was increased, the titration level increased. Re-
sponse rate decreased and pausing increased as increment value was increased 
when the decrement value was large. No systematic effects on response rate 
were evident under the small decrement condition. 
Experiment 3 was conducted to investigate the effect of a series of de-
crement value manipulations on titration level under two increment values. Also 
of interest were titration variability, rate of responding, response patterning and 
pausing as a function of increment level. 
Method 
Subjects. Two female children, N-GL and N-SJ, served as subjects. 
Both had served in Experiment 1. 
Apparatus. The apparatus was the same as that used in Experiment 1. 
Procedure. Essentially, the procedures employed in Experiment 3 were 
the same as those in Experiment 2. Only 2 lights on the console were ever illum-
inated, the session light and the feedback light. Responses were made on a lever 
that extended through the face of the console. Sessions were run 5 days a week, 
and session length was fixed at 20 reinforcers. Experiment 3 was begun im-
mediately following the completion of Experiment 1. 
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To determine the effects of decrement value changes, the subjects were 
exposed to a quasi-random sequence of decrement manipulations while holding 
increment value and stepdown duration constant. Both subjects were initially 
placed on an IPR 20-10-3. After behavior stabilized, the following conditions 
were investigated: IPR 20-4-3, IPR 20-7-3, IPR 20-1-3, and IPR 20-10-3. 
Under the first series of decrement manipulations, the increment value 
was held constant at 20. With the increment value changed to 30, the same 
series of decrement values was again investigated: IPR 30-10-3, IPR 30-4-3, 
IPR 30-7-3, IPR 30-1-3, IPR 30-10-3. These manipulations were included to 
assess the effects of decrement value at 2 different increment levels. 
A summary of the experimental conditions and the number of sessions 
each remained in effect are shown in Table 3. Conditions were changed when 
the stability criteria were met or a maximum of 5 sessions occurred. The 
stability criteria were the same as in Experiment 2. 
Results 
The titration levels for subjects N-SJ and N-GL under the first con-
dition, IPR 20-10-3, are shown in Figure 15. Data were recorded for 8 sessions 
under this condition to determine the number of sessions necessary for the be-
havior to become stable. Neither subject showed a consistent increase or de-
crease in titration level across sessions. N-SJ exhibited constant titration level 
at slightly above 1 response except during third session when the titration level 
was above 7 responses. 
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Table 3 
Sequence of Experimental Conditions in Experiment 3 for Each Child 
Interlocking Progressive-ratio Schedule 
Number 
Child Increment Decrement Stepdown Duration of Sessions 
N-GC 20 responses 10 responses 3 sec 8 
20 4 3 6a 
20 7 3 5 
20 1 3 5 
20 10 3 3 
30 10 3 5 
30 4 3 5 
30 7 3 5 
30 1 3 4 
30 10 3 5 
N-GL 20 10 3 8 
20 4 3 7b 
20 7 3 4 
20 1 3 5 
20 10 3 3 
30 10 3 3 
30 4 3 5 
30 7 3 4 
30 1 3 5 
30 10 3 4 
a 
one additional session because decrement value failed to be changed after 
5 sessions 
b two additional sessions because no data were collected during 1 session 
Figure 15. Titration levels for the first eight sessions of Experiment 3. 
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In Figure 16, the titration levels for subjects N-SJ and N-GL across 2 
series of decrement manipulation, are given. The titration levels under both 
the small increment value conditions, IPR 20-X-3, and large increment value 
conditions, IPR 30-10-3, formed nearly the same function although the function 
generated when the increment was 30 was slightly less curvilinear. Under both 
conditions the titration level was lowest when the decrement value was large and 
highest when the decrement value was smallest. Decrement values of 10 and 7 
produced nearly the same titration level. Redeterminations were found for the 
IPR 20-10-3 and IPR 30-10-3 conditions. For the two conditions for both sub-
jects, the replication points were only slightly above or below the original values. 
Figure 17 shows the response rate for both subjects under all conditions. 
For subject N-GL under both increment values, the rate of responding decreased 
slightly when the decrement value was decreased from 10 to 7. However, when 
the decrement value was decreased further to 4 and 1 the rate of responding in-
creased. The changes in response rate were not as systematic for subject N-SJ. 
When the increment value was set at 20, changing the decrement value from 10 
to 7 to 4 resulted in a slight decrease in response rate. But when the increment 
value was raised to 30 and the decrement values changed from 10 to 7 to 4, the 
rate of responding increased slightly. Lowering the decrement value to 1 caused 
the response rate to increase for both subjects, regardless of the increment 
value. 
The patterns of responding for both subjects were similar. Irrespective 
of the increment value, both subjects emitted distinct PRPs and showed evidence 
Figure 16. Means of the last three session titration levels as a function 
of decrement size. Closed symbols are redetermination pohts. 
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of ratio strain when the response requirement exceeded 50. Generally for 
ratios smaller than 50, the subjects sometimes responded without pausing until 
they were reinforced. On other occasions, the subjects would make 25 to 50 
responses, then pause. Often the pause was of sufficient duration to bring the 
response requirement down to the number of responses already emitted plus 1. 
Generally the subjects reached their titration level early in the session and main 
tained it throughout the remainder of the session (see Figure 18). 
Observations of the subjects indicated that they engaged in a number of 
adjunctive behaviors. A typical behavior of subject N-SJ was that she examined 
each token carefully. Then she arranged all the tokens in some order, touched 
the unlit keys in counter-clockwise sequence, counted on her fingers, skipped 
around the table, sang, ran her finger along the top and front of the console, 
moved the console around on the table, crawled on the floor, clapped her hands, 
rocked on the chair that she tipped over, or tapped on the observation window. 
Subject N-GL was observed engaging in the following behaviors: playing with 
her socks, taking her shoes off and then putting them back on, tying and untying 
her shoe laces, walking around the table, either singing or talking to herself" 
walking around the perimeter of the room, counting on her fingers, trying to un-
screw the lights on the face of the console, orienting to the observation window 
and making faces, or stacking tokens in piles on the floor. 
All of the behaviors mentioned above were exhibited while the subjects 
were not responding on the response lever. Usually, the subjects either sat or 
stood near the console when responding on the lever. Also, it should be noted 
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that no order of events is implied; however, all of the behaviors listed above 
were recorded in the observation log at least twice. Some of the behaviors 
occurred more frequently. 
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Discussion 
The present series of experiments investigated behavior generated under 
a series of interlocking progressive-ratio (IPR) schedules of reinforcement. 
There were several major findings. (1) All subjects exhibited titration under 
IPR schedules, although three of the subjects did not titrate initially. (2) Under 
a series of increment manipulations, titration level was a function of increment 
values only when the decrement value was small. When the decrement value 
was large, changes in increment value did not affect titration level. (3) Under 
a series of decrement conditions, titration level was shown to be inversely re-
lated to decrement value. As decrement value was increased , titration level de-
creased. (4) Changes in rate of responding were related to both increment and 
decrement manipulations. Response rate decreased as decrement value increased. 
However, rate tended to increase as increment value was increased, when de-
crement value was small, and decreased as increment value was increased, when 
decrement value was large. (5) Subjects emitted pauses (both PRPs and within-
ratio pauses) under all manipulations, although pause duration was not necessarily 
related to response output. (6) Titration variability did not systematically change 
as a function of number of sessions or increment or decrement manipulations; 
however, there was a tendency for variability to decrease as titration level de-
creased. 
Titration Level 
Acquisition of titration. One of the principal objectives of Experiment 1 
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was to determine if human subjects would titrate when exposed to an IPR sched-
ule. It was predicted that under the initial IPR schedule with an increment value 
of 10 responses, a decrement value of 2 responses, and a stepdown duration 
of three sec (IPR 10-2-3) the subjects would titrate during the first session. 
Ten responses was chosen as an increment value because with sessions consist-
ing of 20 ratios, the subjects would have been required to emit 200 responses to 
complete the last ratio if they did not emit a pause long enough to come in contact 
with the decrement contingency. A number of researchers (Ellis, Barnett, & 
Pryer, 1960; Hodos, 1961; Hodos & Trumbule, 1967; Long, Hammack, May, & 
Campbell, 1958; Spradlin, Giradeau, & Corte, 1965) investigating human ratio 
performance and infra-human performance under progressive-ratio (PR) sched-
ules reported substantial pausing when subjects were exposed to ratios of 200, 
or in some cases even less than 200. Although none of the investigators had 
actually reported pause lengths, inspection of cumulative records ind icated 
that some of pauses may have exceeded 30 sec. It was anticipated that a step-
down duration of 3 seconds would be contacted by the subjects before reaching a 
ratio requirement of 200 responses. 
However, only one of the four subjects titrated under the IPR 10-2-3 
condition, and her titration level was very high. The other subjects s imply did 
not pause long enough to contact the decrement contingency more than once or 
twice during a session. Functionally, the subjects were responding on a PR 10 
schedule. Even though pausing had been anticipated, some literature, particularly 
that describing human variable-ratio (VR) performance (Orlando & Bijou, 1960; 
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Repp & Deitz, 1975; Scobie & Kaufman, 1969) indicated that human subjects may 
not even pause when exposed to large VR contingencies. Researchers examining 
human fixed-interval (FI) performance (e.g., Weiner, 1962, 1963, 1969) have 
demonstrated that often it is difficult to establish pausing in humans. Also, 
Sanders (1969) looked at FR performance in a concurrent FR FI schedule and 
found no evidence of pausing at an FR 1000 value. 
Although some investigators (Bijou, 1957, 1958; Long, Hammack, May, 
& Campbell, 1958) have characterized human performance as much more vari-
able than is often the case with infra-human subjects, generally for both human 
and infra-human subjects, as the ratio requirement increases, the pre-ratio 
pause increases and ratio strain (Boren, 1953; Skinner, 1953) develops. For the 
three subjects who did not titrate initially, the increment value was increased. 
This manipulation induced pausing, and thus titrating, for one of the subjects 
(N-GL). 
The other 2 subjects did not pause even when the increment value was 
raised to 2 5. The result was that ratio sizes near the end of the session ap- , 
proached 500 responses. Because session length was approaching 30 min, there 
was some concern that the children might terminate their participation in the study: 
therefore, stepdown duration was manipulated. Shortening the pause require-
ments allowed a greater proportion of the interresponse times (IRTs) to be rein-
forced. It was obvious that there were very few IRTs longer than 3 sec. Re-
ducing the stepdown duration to 2 1 and then to 1 sec had an interesting effect 
on titration. Both subjects met the operational definition of titration but the 
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titration was primarily an artifact of the short stepdown duration. There was very 
little change in local rat:es of responding, overall response rates, number of 
pauses, and pause lengths. The subjects exhibited titration only because they 
emitted a certain number of IRTs greater than · 1 sec. Manipulating the step-
down duration had little effect on the number of 1 sec or longer IRTs emitted. 
Further evidence that the subjects were not under schedule control was seen when 
the stepdown duration was raised back to ,2 sec. No changes in the subjects ' 
behavior were evident, except that there was no titration. Simply not enough 
pauses of 2 sec, or longer, were emitted for the operational definition of 
titration to be met. 
Pausing and stable titration did develop when the decrement value was 
changed from 10 to 20. In effect, the subjects received a larger reduction in the 
response requirement by pausing. By emitting IRTs and PRPs of a sufficient 
duration to come in contact with the stepdown duration contingency , the subjects 
could decrease the number of required responses and also importantly , the inter-
reinforcement intervals (IRis). Several researchers (Killeen, 1969 ; Neuringer 
& Schneider, 1968) have suggested that pausing is a direct function of the IRI . 
As the IRI increases, the PRP increases. In addition, number of responses has 
also been shown to be an important determiner of pausing in ratio and interval 
schedules by Crossman, Heaps, Nunes & Alferink (1974); Nunes, Alferink, Cross-
man (1975) and Nunes, Crossman, & Heaps (1973). Number of responses in-
creased while holding the IRI constant, PRPs increased in length (Crossman, 
Heaps, Nunes, & Alferink, 1974). 
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The specific variables that determined initial pausing have not been 
clearly identified, but perhaps close examination of Figure 8 will be helpful. 
Note that the subject emitted a relatively long pause and then probably only one 
or two responses before reinforcement occurred at~· The remaining ratios 
during that session and several of those from the next session, show what was 
to become a typical pattern of responding--a short run of responses followed by 
a pause. Often the pause was long enough to bring down the ratio requirement 
so that only one additional response was necessary for reinforcement. 
Once the subject emitted a "long" pause (approximately 5 sec in the case 
of N- LT) that brought the response requirement down to the number of responses 
already emitted plus one, within-ratio pauses began to appear. Some of these 
within-ratio pauses began to be reinforced, in that the subject only made one 
more response and received reinforcement. More and more pausing appeared 
across sessions until the subjects displayed steady levels of titration. Ferster 
and Skinner (1957) suggested that it is important that the behavior at the moment 
of reinforcement or immediately before the moment of reinforcement be identified 
because that behavior is more likely to occur again and becomes an important 
factor in determining schedule performance. Shimp (1969, 1970, 1971) has also 
demonstrated that IRTs are sensitive to reinforcement. 
Factors which determine titration level. As noted in the previous section, 
stepdown duration can control titration level. When stepdown duration is short, 
titration may appear to develop. However, it is important to remember that 
there was no evidence that the subjects' behavior actually changed as stepdown 
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duration was manipulated. Certainly as the stepdown duration requirement was 
lowered, a l~rger percentage of the children's pauses resulted in the ratio re-
quirement being decremented, and thus, a titration level was established. Yet, 
examination of the cumulative records showed no change in pausing, with respect 
to either number of pauses or duration of the pauses. Overall rate of responding 
also remained constant across stepdown duration manipulations. The conclusion 
is that stepdown duration can affect titration level, but the data are forced since 
there are no actual changes in the subjects' behavior. 
Two other schedule parameters were examined to determine their roles 
in producing changes in titration level. One parameter was decrement value. 
The results showed that decrement value was an important variable in determin-
ing titration level. Under the large decrement values, 10 and 7 responses, 
titration level was low and was essentially the same for both decrement values. 
An analysis of the behavior generated under these two large decrement 
values is interesting. It may appear somewhat unusual that decrement values 
of 10 and 7 responses would produce the same titration level. At first glance it 
may seem logical for the smaller decrement value to produce a higher titration 
level. Certainly the decrement values of 1 and 4 responses produced higher 
titration levels. The smaller the decrement value was, the smaller would be the 
payoff in terms of ratio requirement reduction for each pause. Pausing under 
small decrement values results in longer IRis and only a small decrease in the 
number of responses required for reinforcement. Under such conditions, it 
would be expected that response output, and thus the titration level, would increase. 
100 
For both subjects, titration level generally did increase as the decrement value 
decreased, except when decrement value was changed from 10 to 7 responses. 
Examining the behavior generated under the two largest decrement values 
provides some information about two other variables that influence titration 
level, number of responses and IRI. As the decrement value is changed from 10 
to 7 responses, the subject is confronted with a situation that demands that she 
either increase her response output, increase her pause lengths, or some com-
bination of the two. If she increases pause lengths, the ratio sizes can be main-
tained at some very low level, but IRI would increase. If she increases the num-
ber of responses she emits per interval, the IRI would be shorter but response 
output and titration level would be higher. Both subjects chose to minimize 
responding at the cost of decreasing reinforcement density. However, when 
decrement values were decreased further (to 1 and 4 responses), the pause 
lengths increased additionally but not enough to maintain the low titration levels 
produced under the large decrement-value conditions (see Figure 19). Under 
the small decrement values, the subjects' number of responses per reinforcer 
increased. 
Increment value changes also affected titration level, but only when the 
decrement value was small. When the decrement value was large (10 responses) 
change in increment value had no effect on titration level. Even when the incre-
ment value was set at 50 responses, the titration level remained as low as it had 
been when the increment value was 20 responses. The larger the increment 
Figure 19. Means of the last three session number of responses per 
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value was, the longer were the pauses. Subjects quickly (usually within 1 ses-
sion) adapted their pause duration to the increment value. 
Increment value was an important determiner of titration level when the 
decrement value was small (1 response). Increased pausing under this con-
dition led to only a small decrease in the size of the ratio requirements and at 
the same time increased IRI. The result was almost a linear relationship between 
increment value and titration level. As increment value increased, so did the 
response output. 
Analysis of the behavior produced by the series of increment sizes, in 
terms of minimizing number of responses per reinforcement, showed that sub-
jects did not minimize response output as closely when the decrement value was 
small, (See Figure 20). Nevertheless, the minimum theoretical response output 
function more closely approximated the behavior of the subjects than did the max-
imum theoretical response output model. 
Pausing 
The development of pausing is nearly synonymous with the development 
of titration. Initially, 3 of the 4 subjects exhibited almost no pausing. Even 
as ratio values approached 200, the subjects continued to respond without pausing. 
Typically, infra-human species emit distinct pauses under FR and PR schedules 
when the ratio requirement is as small as 25 (Ferater & Skinner, 1957; Hodos, 
1961; Hodos & Kalman, 1963). However, the finding that humans do not always 
pause under FR schedules has been reported by several researchers (Sanders, 
1969; Zeiler & Kelley, 1969). In most infra-human research, consumable 
Figure 20. Means of the last three session number of responses per 
reinforcement as a function of increment size. Closed 
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reinforcers have been used. Generally, human researchers have employed non-
consumable or conditioned reinforcers. The use of non-consumable reinforcers 
may be partly responsible for the lack of consistent pre-ratio pausing that is 
sometimes reported with humans. 
Through a series of manipulations including increasing the increment and 
decrement values and decreasing the stepdown duration, all subjects began 
pausing. The first noticeable pauses were generally seen late in the session 
during large ratios. In most cases the subjects had emitted at least 100 responses, 
and sometimes as many as 300 responses since the last reinforcement before the 
pause occurred. If the pause had a close temporal pairing with the presentation 
of the reinforcer, more within-ratio pausing quickly developed. 
Generally, pausing that resembled ratio strain was well developed before 
large numbers of PRPs emerged. Post-reinforcement pauses usually developed 
within 5 to 8 sessions after the subjects began emitting distinct pauses during the 
ratio. The development of within-ratio pauses in the absence of PRPs is not 
typical. In fact, performance under small and intermediate sized ratio require-
ments often produced PRPs but no within-ratio pausing (Long, Hammack, May, 
& Campbell, 1958). Under large ratio requirements it is not unusual for research-
ers to note the appearance of ratio strain (Spradlin, Girardeau, & Corte, 1963), 
and PRPs, but pre-ratio pausing was firmly established before any within-ratio 
pausing appeared in these studies. 
Perhaps, the temporal contiguity between the initial within-ratio pauses 
and reinforcement played an important role in controlling the development of 
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within-ratio pausing before pre-ratio pausing. The within-ratio pauses could be 
temporally paired with reinforcement but PRPs were not. In fact, the longer 
the within-ratio pause, the greater was the probability that it would be reinforced. 
It is not improbable that the development of pausing was simply due to differen-
tial reinforcement of pauses during the ratios. 
Once the subjects consistently emitted PRPs and within-ratio pauses, 
the pausing behavior could be manipulated by changing the sizes of the increment 
and decrement values. Under high decrement value conditions, the subjects often 
emitted PRPs that were long enough for a single response to be reinforced. 
Often if the pause was not long enough to bring the response requirement down to 
one, the subjects would respond at a moderate rate until reinforced. As the 
increment value was increased under the large decrement condition , the subjects 
quickly adjusted by increasing their pause lengths. 
As noted in the previous section, the subjects often maintained a low 
response output at the cost of increasing their inter-reinforcement intervals. 
This result is not surprising in light of the findings of Hodos and Trumbule (1967). 
When their animals were exposed to a PR schedule with the option of switching 
to an FR schedule, the animals' behavior was best described by a theoretical 
function that minimized number of responses rather than one that minimized IRI. 
When decrement value was small and increment value was 15 responses 
or more, the resulting behavior could be characterized as long PRPs followed by 
short runs of responses and frequent evidence of ratio strain. The greatest 
difference between subjects was the number of responses that was typically 
emitted during the short response runs and not the duration of the pauses. 
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The fourth subject, N-SJ, emitted well-developed PRPs and within-ratio 
pauses during the first several sessions, and this behavior continued throughout 
the remainder of the experiments. It is not clear why she emitted pauses from 
the beginning or why the other supjects took as many as 15 sessions before 
pausing started to appear and stabilize. 
Variability of Titration 
Variability in titration can be examined (1) between conditions, (2) be-
tween subjects, and (3) across sessions. There appeared to be no systematic 
changes in variability across conditions, although there was a trend for vari ~ 
ability to be greater tis titration level increased. Other researchers investi-
gating adjusting, interlocking, conjugate, and PR schedules have not reported 
changes in variability across manipulations: therefore, no comparisons can be 
made. 
All of the subjects exhibited approximately the same amount of vari-
ability. However, under those conditions that produced a low titration level, 
the subjects (N-GC, N-G L) with a titration level approaching 1 response ex-
hibited less variability than the subjects (N-LT, N-SJ) who titrated at about 5 or 
6 responses. Yet, when the titration level was higher for all subjects, no large 
differences in variability were noticeable. Again, it is difficult to compare 
across-subjects variability produced under IPR schedules with the amount of 
variability found under other dynamic schedules. Other researchers generally 
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have not reported variability for each subject; therefore, across-subject com-
parisons have not been possible. Exceptions, however, are Verhave (1963) and 
Crossman (1965). Both presented visual records of the subjects' titration. Al-
though quantitative comparisons are difficult to make from visual records, it 
appeared that Verhave's adjusting schedule produced titration variability com-
parable to that produced under IPR schedules. Crossman (1965) found more 
variability. 
Across-session titration variability was relatively small for 3 of the 4 
subjects. After 1 or 2 sessions of exposure to a condition, the titration level 
seemed to stabilize and seldom showed any large shifts. However, 1 subject, 
N-LT, never appeared to stabilize with respect to variability. Some sessions 
were characterized by only a small amount of titration variability, while in 
others the variability was relatively large. Results of other research where 
across-session variability has been discussed are not consistent. With an ad-
justing schedule, Verhave (1959) reported that a subject maintained a titration 
level of 34 responses with practically no variability across several sessions. 
On the other hand, Berryman and Nevin (1962) indicated that under one of several 
interlocking schedules the subjects' behavior never became stable. A great 
deal of across-session titration variability was present. 
The variables that controlled titration variability were never clearly 
identified in the present research. Variability appeared to be independent of 
increment and decrement manipulations but tended to be larger under higher 
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titration levels. Yet, there was no evidence to suggest that titration variability 
was greater under IPR schedules than under other dynamic schedules. 
Patterns of Responding 
One of the most interesting results of subjects' performance under IPR 
schedules was the patterns of responding that developed. Initially, for 3 of the 
subjects, responding under IPR schedules closely resembled that found under 
variable-ratio (VR) schedules. The rate of responding was high and sustained 
with practically no pausing. Once pausing became well established, two 
relatively distinct patterns were evident. Under conditions that produced a low 
titration level, the subjects emitted few responses. Following presentation of 
a token, the subjects would emit a long PRP. For all subjects these PRPs were 
often much longer than necessary to bring the response requirement down to 1 
response. If the length of the PRP was not long enough to bring the ratio re-
quirement to 1, 2 of the subjects characteristically emitted only 1 or 2 responses, 
and if reinforcement was not forthcoming, they paused again. The other 2 sub-
jects exhibited break-and-run behavior. If a reinforcer was not presented after 
the first response, the subjects kept responding until reinforcement was delivered. 
Similar break-and-run behavior under interlocking schedules has been reported 
by Powers (1968). 
Under conditions that produced a high titration level, a distinct PRP was 
followed by a short run of responses. The run length varied considerably across 
subjects and across manipulations. The runs ranged from about 5 to 60 responses. 
If the subject did not receive reinforcement during the first run of responses, 
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another pause was emitted. This pause-and-burst responding was typical for 
all of the subjects under conditions that produced high titration levels. 
An interesting pattern of responding was developed by one of the subjects 
under conditions that generally produced a moderate titration level. When the 
decrement value was set at 4 responses, or the increment value set at 10 re-
sponses and the decrement value 1 response, subject N-GC would emit rela-
tively long PRPs during about the first 15 ratios. These PRPs were long enough 
to insure that the ratio requirement became very small. Typically, the size of 
the ratios remained below 10. However, during the last few ratios she would 
respond at a high rate, emitting few or no pauses that were visible from inspec-
tion of the cumulative records. Close examination indicated that by responding 
rapidly the IRis were shorter than if she would have continued her pattern of 
long pauses. Yet, by responding rapidly she drove up the ratio sizes. It was 
as if she knew how many reinforce rs were going to be delivered in a session, 
and near the end of the session it did not matter if the ratio requirement was in-
creased. Inter-reinforcement interval appeared to be a more important deter-
miner of her behavior than number of responses as the session neared com-
pletion. It should be noted that there is strong evidence in support of the conten-
tion that the subjects knew how many reinforcers were delivered in a session. 
Twice during the course of the experiments the token dispenser jammed and 
failed to deliver one token to a subject. After completing the session the sub-
ject came into the control room and told the experimenters that the machine had 
cheated her. She was given another token. 
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Observational Data 
Observational data was enlightening in analyzing some aspects of sub-
jects' performance under the IPR schedules. At least 1 and sometimes 2 
observations were taken of each subject during each session. In the initial 
stages of Experiment 1, when 3 of the subjects paused very little, entries in the 
observation log showed that the subjects simply sat or stood in front of, or beside, 
the console and responded on the lever. Following a token deli very the subjects 
usually took the token out of the token tray and placed it on the table; however, 
they continued to respond with their other hand. Late in the sessions as the 
ratio requirements increased, there were distinct changes in topography, pos-
sibly caused from fatigue. Subjects, instead of responding only with their pre-
ferred hand as they did during the earlier ratios in the session, alternated hands 
frequently, responded with their heads on the lever, or even with their feet. 
As pausing increased, so did adjunctive or collateral behavior (Bruner 
and Revusky, 1961). Subjects were observed much more frequently moving 
around the room or manipulating pieces of clothing or the tokens. Over a number 
of sessions, the behavior became much more stereotyped for each of the subjects. 
Initially, each subject had engaged in a wide variety of adjunctive behaviors. 
As the behavior became more stereotyped, it appeared to take on some important 
timing functions, particularly under those conditions that produced a low titration 
level. Bruner and Revusky (1961), Laties, Weiss, and Weiss (1969), and Taber, 
Homme, and Csanyi (1961) have suggested that under schedules where timing is 
required (particularly differential-reinforcement-of-low-rates schedules, DRL, 
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where there is a required pause between single responses) organisms will often 
engage in adjunctive behavior which may serve a timing function. Laties, Weiss, 
and Weiss (1969) termed this type of adjunctive behavior "overt 'mediating' 
behavior." 
Under conditions that produced a low titration level, the subjects typically 
emitted between 1 and 6 responses per ratio; in fact, 2 subjects seldom exceeded 
2 responses per ratio. Functionally then for the subjects, the IPR schedules 
took on characteristics of a DRL schedule. All of the subjects engaged in re-
petitive stereotyped behaviors during the PRPs. For example, under the IPR 
20-10-3 schedule, Subject N-GL would nearly always pull her socks up and push 
them down again 3 times before making a lever response. It appeared that what 
was at first adjunctive behavior developed into overt "mediating" behavior which 
provided a timing function. Kelleher, Fry, and Cook (1964) analyzed behavior 
generated under adjusting-ratio schedules in terms of DRL performance. 
At high titration levels, adjunctive behavior was evident whenever the 
subjects paused, but it did not appear nearly as stereotyped as the adjunctive 
behavior emitted under a low titration level. When subjects were titrating at 
high levels, the adjunctive behavior consisted more of walking around the room, 
orienting toward the observation window, or hiding. The behavior often resem:-
bled some sort of game. Under low titration levels, these types of behaviors 
were rarely observed, and appeared to serve no timing function. 
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Implications for Future Research 
Interlocking progressive-ratio schedules offer several unique features 
which may merit future research. The present research was run for over 70 
sessions, using the same subjects. Several researchers (Bijou & Orlando, 1961; 
Long, Hammack, May & Campbell, 1958) have indicated that maintaining sub-
jects' participation in research on schedules of reinforcement is difficult. In 
fact, DeCasper and Zeiler (1972) published ~ report describing a procedure that 
permitted them to study schedule performance in children for about 35 sessions. 
Because dynamic schedules allow an interaction between the subject's behavior 
and response and/or time requirements, IPR schedules could be used in the study 
of long-term schedule effects in humans. Kelleher, Fry, and Cook (1964) have 
suggested that dynamic schedules are nothing more than combinations of the basic 
schedules of reinforcement. Interlocking progressive-ratio schedules may allow 
the study of prolonged exposure effects on even simple schedules of reinforcement. 
Interlocking progressive-ratio schedules may also be employed to further 
explore the complex relationships that exist between responses and time. Al-
though the present research briefly examined the performance of subjects in 
several conditions where either responses or time could be maximized or minim-
ized, fundamental questions concerning the roles that each plays in controlling 
schedule performance have not been fully answered. 
In addition, IPR schedules could be used in determining reinforcer pref-
erences. Although a relatively large number of procedures could be empfoyed 
to investigate reinforcer strength (Brigham & Sherman, 1973; Colter & Spradlin, 
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1971; Ruskih & Maley, 1972; Weiner, 1971; and Witryol & Fischer, 1960), most 
produce a ranking or ordinal scale. An IPR procedure could be used to deter-
mine preference by providing not only rankings, but in addition interval inf or-
mation, thus enabling the researcher a more precise measure of preference than 
is now available through more conventional techniques. 
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Appendix A: Instructions to Subjects on First Day 
After accompanying the child into the subject's room, the experi-
menter asked the child to be seated on the chair immediately in front of the 
console. The experimenter knelt beside the child, pointed to the green light 
on the console, and said, "When this green light comes on, you will be able 
to earn tokens by pressing this lever. You can continue to earn tokens until 
the green light goes off. When that happens, you will be finished for the day. 
Then, you can bring your tokens to the next room and they can be saved or 
exchanged for toys." 
After reading the instructions, an assistant in the adjoining room 
started the pre-session. The experimenter said, "Look. The green light 
came on. Watch what I do." The experimenter grasped the lever with his right 
hand and made 10 responses at the rate of approximately one response per 
second. When the 10th response was made, a token was delivered. The 
experimenter took the token from the dispenser and gave it to the child. The 
experimenter pointed at the lever and said, "Now, you can do it. " 
While the experimenter remained beside the child, she emitted five 
lever responses and received a token. The child then made 10 more responses 
and received another token. Immediately after the token was dispensed, the 
green light went off. The experimenter said, "The green light will come on 
again in a few seconds. I will come back and get you as soon as the green light 
goes off again;• At that point the experimenter left the subject's room. 
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Table 4 
Total Responses, Session Time, Number of Ratios Contacting the Decrement 
Contingency, Titration Level, and Standard Deviation from Each Session 
for Each Subject for Experiment 1 
Titration 
IPR Total Session Decremented Level Standard 
Schedule Responses Time (sec) Ratios (responses) ,Deviation 
Subject N-GL 
10-2-3 2061 1071. 5 1 none none 
10-2-3 2035 951. 8 3 none none 
10-2-3 2103 805.4 0 none none 
20-10-3 3069 1036.6 9 192. 333 21. 453 
20-10-3 1891 764.9 12 90.454 44.302 
20-10-3 1275 521. 9 10 65.800 16.395 
20-10-3 1133 477.3 10 54.267 24.052 
20-10-3 587 356.6 9 24.333 15.958 
20-10-3 486 352.0 12 23.056 14. 795 
20-10-3 300 316.4 17 14.105 7.355 
20-10-3 157 238.7 19 6.158 8.513 
30-10-3 194 338. 5 19 7.579 6.492 
30-5-3 311 553.6 19 14.000 7.944 
30-5-3 211 488.7 19 8.579 7.358 
20-2-3 670 795.9 18 33.833 15.382 
20-2-3 315 751. 6 20 15.050 8.217 
20-2-3 519 739. 9 20 25.000 27.221 
20-2-3 1122 1011. 6 18 54.474 37.874 
Subject N-SJ 
10-2-3 1960 793.l 6 168.500 5.260 
10-2-3 1968 690.6 5 148. 571 10.310 
15-10-3 1698 632.4 10 115.556 7.500 
15-10-3 1017 421.2 10 53.647 14.675 
20-10-3 1271 570.8 13 67.125 15.244 
20-10-3 1609 625.5 13 85.214 20.215 
20-10-3 1037 529.2 12 51. 125 19.762 
20-10-3 1068 473.3 12 54.765 23. 077 
20-10-3 833 428.5 16 41. 706 15.152 
20-10-3 1061 477.8 14 54.235 22.549 
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Table 4. Continued 
Titration 
IPR Total Session Decremented Level Standard 
Schedule Responses Time (sec) Ratios (responses) Deviation 
20-5-3 1266 652.3 18 66.647 14.080 
20-5-3 964 621. 4 16 48.842 22. 302 
20-5-3 634 482.3 19 31. 632 9. 731 
20-5-3 868 513.5 17 42.550 20.894 
20-15-3 734 432.3 16 35.770 17.735 
20-15-3 373 299.6 19 17.579 10.193 
20-15-3 282 279.3 19 12.889 10.610 
20-15-3 142 236.5 20 6.150 4.934 
20-15-3 144 276.1 19 6.526 3.596 
Subject N-LT 
10-2-3 2112 848.7 0 none none 
10-2-3 2109 695.9 0 none none 
15-10-3 3167 966.7 0 none none 
25-10-3 5270 1502.0 0 none none 
30-10-1 6256 1722.3 5 none none 
30-10-1 5883 1632.2 5 none none 
30-10-1 5000 1405.0 9 331. 000 63.017 
40-10-1 2467 1087. 9 16 128.750 41. 982 
40-10-1 7900 2183.8 3 none none 
40-10-1 5732 1607.3 12 285.600 133. 719 
40-10-1 7109 1862.9 11 516.667 79.687 
40-20-1 8421 2493.8 0 none none 
40-20-1 2799 781. 6 12 147.778 76.123 
40-20-1 2530 758.7 11 134.000 57.228 
40-20-1 1279 428.1 15 60.059 37.895 
40-20-1 710 318.4 16 18.312 25. 139 
35-20-2 114 214. 6 19 3.158 6.283 
35-10-2 198 243.6 19 7. 526 9.058 
35-10-2 202 280.7 19 8.053 7.821 
25-10-2 74 219.6 20 2.750 2.989 
Subject N-GC 
10-2-3 2103 931. 2 1 none none 
10-2-3 2091 1072.0 1 none none 
15-10-3 3159 1306.7 0 none none 
20-10-3 3860 1597.5 3 none none 
127 
Table 4. Continued 
Titration 
IPR Total Session Decremented Level Standard 
Schedule Responses Time (sec) Ratios (responses) Deviation 
25-10-2 4895 2024.9 4 374.714 37.964 
25-10-1 1823 728.6 16 98.059 22.024 
25-10-2 5160 1717,8 3 438. 333 7.638 
25-10-1 2300 No Data 12 115. 385 34.968 
25-10-1 1150 483.2 16 53 . 533 22.909 
25-10-1 1228 507.9 17 62.684 17.588 
30-10-2 6293 2401. 9 1 none none 
25-10-1 969 446.5 16 49.278 46.440 
25-10-2 2815 1133. 8. 10 162.600 37.749 
25-10-2 3749 1664.5 11 238.333 24.340 
25-10-2 4218 1708.7 10 none none 
25-20-2 3489 1594.5 8 219.545 34.239 
25-20-2 2278 1028.8 12 117.143 36.296 
25-20-2 2227 1081. 7 12 123.167 61. 648 
25-20-2 301 318.0 20 14.950 6.802 
20-20-2 87 158.5 20 4.300 3.729 
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Table 5 
Total Responses, Session Time, Number of Ratios Contacting the Decrement 
Contingency, Titration Level, and Standard Deviation from the Last Three 
Sessions under Each Interlocking Progressive-Ratio Schedule for Subjects 
N- LT and N-GC for Experiment 2 
Titration 
IPR Total Session Decremented Level Standard 
Schedule Responses Time (sec) Ratios (responses) Deviation 
Subject N-LT 
20-10-3 181 230. 6 20 8.200 4.720 
20-10-3 164 20.33 20 7.300 4.868 
20-10-3 216 238.7 19 9.900 6.820 
40-10-3 93 430.8 20 4.300 4.658 
40-10-3 115 454.7 20 5.050 7.564 
40-10-3 222 462.3 20 107.50 14.484 
30-10-3 173 388.0 19 5.333 13. 119 
30-10-3 241 314.4 19 9.944 10.898 
30-10-3 65 359.8 19 1. 789 1. 228 
50-10-3 41 508.5 20 2.000 2.902 
50-10-3 283 607.2 20 13.650 10.767 
50-10-3 40 484.8 20 2.000 3.569 
20-10-3 35 237.9 20 1. 700 1.129 
20-10-3 38 220.7 20 1. 850 2.059 
20-10-3 229 270.9 20 14.350 16.800 
10-1-3 378 681. 8 20 17.900 3.538 
10-1-3 550 627.8 20 26.450 8.988 
10-1-3 212 732. 5 20 9.900 8.303 
20-1-3 996 1191. 2 19 50.263 13.788 
20-1-3 813 1326.7 20 39.650 14.091 
20-1-3 841 1266.7 19 42.263 20.188 
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Table 5. Continued 
Titration 
IPR Total Session Decremented Level Standard 
Schedule Responses Time (sec) Ratios (responses) Deviation 
15-1-3 534 952.3 19 26.263 18.033 
15-1-3 490 866.3 20 23.500 10.496 
15-1-3 572 930.4 18 28. 211 13.851 
25-1-3 2045 1696.0 20 105. 211 31.114 
25-1-3 667 1653.4 20 32.300 16.109 
25-1-3 308 1765.6 20 14.500 14.055 
10-1-3 328 1154. 0 20 12.400 6.874 
10-1-3 170 684.2 20 7.368 4.099 
10-1-3 721 846. 6 20 36.471 23. 893 
Subject N-GC 
20- 10-3 26 207.1 20 1. 300 o. 923 
20-10-3 29 213.6 20 1. 450 1.146 
20-10-3 23 191. 9 20 1.150 o. 671 
40-10-3 31 384.3 20 1. 550 1. 050 
40-10-3 28 391. 0 20 1. 400 1.143 
40-10-3 28 432.2 20 1.400 1. 570 
30-10- 3 43 361. 0 20 2.150 4.464 
30-10-3 45 377. 3 20 2.250 3. 385 
30-10-3 36 352.8 20 1.800 1.735 
50-10-3 34 505.4 20 1. 700 1. 658 
50-10-3 25 601. 7 20 1. 250 0.500 
50-10-3 41 474.9 20 2.050 4.936 
20-10-3 49 269.7 20 2.400 2.234 
20-10-3 43 247.9 20 2.150 2.207 
20-10-3 45 335.1 20 2.200 2.726 
10-1-3 84 849.3 20 4.200 1. 990 
10-1-3 84 754.8 20 4.100 2.864 
10-1-3 81 796.0 20 4.050 2.704 
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Table 5. Continued 
Titration 
IPR Total Session Decremented Level Standard 
Schedule Responses Time (sec) Ratios (responses) Deviation 
20-1-3 284 1459.6 20 13.900 9.542 
20-1-3 406 1476.1 20 20.050 17.864 
20-1-3 104 1504,7 20 5.200 3.122 
15-1-3 64 1246.6 20 3.200 2.567 
15-1-3 337 1093.9 20 16.600 16.665 
15-1-3 92 1191.1 20 4.450 6.160 
25-1-3 147 2490.2 20 6.450 10.600 
25-1-3 603 2237.2 19 30.000 32.243 
25-1-3 413 1547.2 20 20.400 19.275 
10-1-3 83 970.8 20 3.850 2.796 
10-1-3 85 808.9 20 3.950 2.704 
10-1-3 209 786.1 19 10. 250 13.082 
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Table 6 
Total Responses, Session Time, Number of Ratio Contacting the Decrement 
Contingency, Titration Level, and Standard Deviation from the Last Three 
Sessions under Each Interlocking Progressive-Ratio Schedule for Subjects 
N-SJ and N-GL for Experiment 3 
Titration 
IPR Total Session Decremented Level Standard 
Schedule Responses Time (sec) Ratios (responses) Deviation 
Subject N-SJ 
20-10-3 205 359.8 20 9.250 4.482 
20-10-3 157 283. 7 20 7.050 3.426 
20-10-3 166 231. 8 19 7.300 6.814 
20-4-3 158 467.6 19 7.050 5.708 
20-4-3 313 485.4 20 15. 100 10.341 
20-4-3 249 431. 7 20 11. 500 15.212 
20-7-3 134 348. 5 19 6.000 4.249 
20-7-3 221 313.0 20 10.100 11. 392 
20-7-3 187 270.7 20 8.400 6.460 
20-1-3 1695 1466.0 19 86.474 31. 283 
20-1-3 1323 1306.6 17 68.316 25.490 
20-1-3 1043 1526.7 20 51. 400 17.551 
20-10-3 170 255.3 19 7.450 6.048 
20-10-3 178 372.6 19 7. 500 4.690 
20-10-3 141 345.0 19 6.050 6.978 
30-10-3 123 321. 7 19 3.842 2.500 
30-10-3 111 289.3 20 4.550 5.031 
30-10-3 132 388. 7 20 5.600 5.266 
30-4-3 432 645.7 20 20.600 14.996 
30-4-3 497 766.5 20 23.850 20.019 
30-4-3 331 622.8 20 15.600 10.195 
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Table 6. Continued 
Titration 
IPR Total Session Decremented Level Standard 
Schedule Responses Time (sec) Ratios (responses) Deviation 
30-7-3 261 335.0 20 11. 450 7. 388 
30-7-3 138 420.9 20 4.950 6.039 
30-7-3 258 390.3 20 12.150 10.409 
30-1-3 1860 1709.6 20 91. 900 32.363 
30-1-3 1988 1765.1 20 98.450 34.725 
30-1-3 1864 1612.9 20 92.350 40.280 
30-10-3 107 341. 8 20 4.650 3. 964 
30-10-3 240 318.7 20 11. 100 10.954 
30-10-3 65 295.8 20 2.300 2. 473 
Subject N-GL 
20-10-3 24 294.9 20 1. 200 0.696 
20-10-3 45 219.8 20 2.200 3. 037 
20-10-3 24 280.2 20 1.199 0.308 
20-4-3 50 483.1 20 2.450 1. 932 
20-4-3 49 400.4 19 2.526 1. 389 
20-4-3 506 491. 9 18 24.789 16.154 
20-7-3 34 283.4 20 1. 700 1. 658 
20-7-3 28 335.5 20 1.400 1. 789 
20-7-3 43 383. 9 20 2.100 2.198 
20-1-3 1376 1546.6 20 67.800 44.807 
20-1-3 1351 1550.9 20 67.100 21. 589 
20-1-3 1322 1451. 8 17 65.750 31. 842 
20-10-3 29 279.4 20 1. 400 0.940 
20-10-3 32 222.1 20 1. 6-- 1. 096 
20-10-3 21 248. 2 20 1. 050 0.223 
30-10-3 35 338. 4 20 1. 750 2.010 
30-10-3 27 520.0 20 1. 350 0.988 
30-10-3 57 456.8 20 2.750 4. 855 
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Table 6. Continued 
Titration 
IPR Total Session Decremented Level Standard 
Schedule Responses Time (sec) Ratios (responses) Deviation 
30-4-3 376 756.1 19 18.300 20.420 
30-4-3 185 767.6 20 9.150 13.433 
30-4-3 250 592.4 20 11. 900 9.408 
30-7-3 24 492.4 20 1. 200 0.410 
30-7-3 39 497.5 20 1. 950 0.887 
30-7-3 30 449.6 20 1. 500 0.607 
30-1-3 575 2304.6 20 28.150 21. 859 
30-1-3 2052 1647.5 20 101. 850 60.866 
30-1-3 1330 1805.3 20 66.150 67.361 
30-10-3 26 330.6 20 1. 300 0.470 
30-10-3 42 353.5 20 1. 950 1. 669 
30-10-3 23 343.9 20 1.150 0.489 
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