










	num modelo de regressão linear múltipla prevemos uma variável que é continua com variáveis que também são contínuas. Por exemplo, prevemos a quantidade de chuva que vai fazer amanhã, em mm ou litros por metro quadrado, em função da velocidade média do vento e da quantidade de chuva de hoje, assumindo-se uma relação linear e somativa em que existem parâmetros ou coeficientes e uma parte desconhecida que se assume aleatória:
	(Chuva amanhã) = a + b (Chuva hoje) + c (Temperatura hoje) + (Parte desconhecida)
	Sendo que a parte desconhecida vai traduzir o nosso erro de previsão, um modelo multilinear possível poderia ser o seguinte (a previsão pode ser negativa que resulta de erros do modelo - assumirmos o modelo linear e haver uma parte desconhecida):
	(previsão de chuva amanhã) = –3.5 + 0.75 (Chuva hoje) + 0.21 (Temperatura hoje)
A leitura que se faz do modelo é: 
Se hoje não chovesse nada e a velocidade do vento fosse zero, previa-se para amanhã –3.50 mm de chuva (não faz sentido uma quantidade de chuva negativa);
SE chovesse mais um mm hoje, previa-se para amanhã mais 0.75 mm de chuva, mantendo-se o resto constante; 
Se a temperatura fosse maior num grau, previa-se para amanhã mais 0.21 mm de chuva, mantendo-se tudo o resto constante.

	2. VARIÁVEIS CATEGÓRICAS - VARÁVEIS BINÁRIAS OU DUMMY
	O modelo de regressão multilinear também pode conter variáveis categóricas do tipo Sim/Não. Neste caso adoptamos para cada uma um valor diferente, normalmente para uma o valor 1 e para a outra o valor 0 porque o zero não se pode comparar quantitativamente com o 1. Denomina-se esta variável escalar obtida pela "transformação" da variável categórica "Binária" ou "Dummy".
NO CATEGÓRICA TER N ALTERNATIVAS, NECESSITAMOS DE UTILIZAR N-1 VARIÁVEIS BINÁRIAS E NÃO N.


	3. ESTIMAÇÃO DE UM MODELO DE REGRESSÃO MULTILINEAR COM EXEMPLOS

	A sintaxe no R é semelhante à utilizada nas árvores de decisão ou de regressão mas a função é outra. A estimação para os parâmetros do modelo vai ser feita de forma a ser minimizado o erro quadrático médio: EQM = [(x1–yval)2 + … + (xn–yval)2]/n.




>modelo<-lm(mil.euros ~  idade + local + area, data = Dados)

	Podemos agora "ver" o modelo:
>modelo
Call:
lm(formula = mil.euros ~ idade + local + area, data = Dados)

Coefficients:
(Intercept)        idade     localmau    localMbom   localmedio     localMmau         area
     17.569       -2.032      -11.030        4.593            -8.535            -27.490           1.060

	A primeira e segunda linhas dizem como é o modelo estimado. Depois temos os coeficientes em que o Intersept , termo independente ou intercepção, traduz o preço de um apartamento que tivesse zero em todas as variáveis (não faz sentido porque a área é sempre positiva).
	O parâmetro associado à idade, que é escalar, traduz que se um apartamento tivesse mais um ano de idade, mantendo-se tudo o resto igual, previa-se que o seu preço fosse menor em 2.032 milhares de euros.
	As quatro variáveis DUMMY devem-se à variável categórica Local ter 5 hipóteses. O parâmetro -11.030 associado à variável localmau traduz que se uma casa mudasse de localbom (que é a categoria que falta) para localmau, mantendo-se tudo o resto igual, previa-se uma desvalorização de 11.030 milhares de euros.


	3. DETERMINAÇÃO DO ERRO DE PREVISÃO DO MODELO
	Agora não é a poda, pruning, que generaliza o modelo mas antes assumirmos uma determinada forma e determinadas variáveis para o modelo multilinear. 
	Em termos ‘econométricos’, assumindo-se que a ‘parte desconhecida’ tem uma determinada função distribuição de probabilidade, é algebricamente possível determinar os erros de previsão.




>modelo<-lm(mil.euros ~  idade + local + area, data = Dados)
>Dados.previsto.com.modelo<-predict(modelo,Dados)
>erros.quadraticos<- (Dados$mil-euros - Dados.previsto.com.modelo)^2




	Reparar que, neste caso, o erro de previsão considerado como a raiz quadrada do erro quadrático médio do modelo multilinear é muito semelhante ao mesmo erro calculado com a árvore de regressão mas usaram-se menos variáveis. Se se usassem todas as variáveis o erro calculado seria de 6.912, sem se poder dizer que um modelo prevê melhor que outro pois desconhece-se o que vai acontecer no Futuro (experimentar).











for (j in 1:i)   {   
amostra<-sample(1:100,n)   
d.treino<-dados[amostra,]   
d.teste<-dados[-amostra,]   
modelo<-lm(mil_euros~.,d.treino)   
previsao[j]<-modelo$coefficients[c]   
}
previsao}






