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Abstract
With a growing network of cameras being used for security applications, video-
based monitoring relying on human operators is ineffective and lacking in reli-
ability and scalability. In this thesis, I present automatic solutions that enable
monitoring of humans in videos, such as identifying same individuals across dif-
ferent cameras (human re-identification) and recognizing human activities.
Analyzing videos using only individual-based features can be very challenging
because of the significant appearance and motion variance due to the changing
viewpoints, different lighting conditions, and occlusions. Motivated by the fact
that people often form groups, it is feasible to model the interaction among group
members to disambiguate the individual features in video analysis tasks. This the-
sis introduces features that leverage the human group as contextual information
and demonstrates its performance for the tasks of human re-identification and
activity recognition. Two descriptors are introduced for human re-identification.
The Subject Centric Group (SCG) feature captures a persons group appearance
and shape information using the estimate of persons’ positions in 3D space. The
metric is designed to consider both human appearance and group similarity. The
Spatial Appearance Group (SAG) feature extracts group appearance and shape
information directly from video frames. A random-forest model is trained to pre-
dict the group’s similarity score. For human activity recognition, I propose con-
text features along with a deep model to recognize the individual subjects activity
in videos of real-world scenes. Besides the motion features of the person, I also
utilize group context information and scene context information to improve the
recognition performance.
v
This thesis demonstrates the application of proposed features in both prob-
lems. Our experiments show that proposed features can reach state-of-the-art
accuracy on challenging re-identification datasets that represent real-world sce-
nario, and can also outperform state-of-the art human activity recognition meth-
ods on 5-activities and 6-activities versions of the Collective Activities Dataset.
vi
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Chapter 1
Introduction
With a growing network of cameras being deployed in public places such as the
college campuses, airports, and office buildings, a huge amount of video data
is generated by these camera networks. These data are usually monitored by a
human operator or utilized for forensic purpose [6]. Manual video monitoring
that relies on a human operator is ineffective and lacking in reliability and scal-
ability [41, 82], seriously reducing the effectiveness of surveillance. Therefore,
an automatic solution to analyze and extract useful information from the mas-
sive videos has received increasing attention from the computer-vision commu-
nity. Video analysis can enable long-term activity and behavior characterization
of people in the scene, and such analysis is required for high-level surveillance
tasks such as suspicious activity detection or undesirable event prediction for
timely alerts [30]. Here are a few application areas that described in [69] that
show the potential applications of this topic:
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1. Security and Surveillance: Traditionally, most surveillance systems nowa-
days rely on a camera network that is monitored by human operators. How-
ever, With a growing network of cameras being used for security applica-
tions, manual re-identification that relies on a human operator is ineffective
and lacking in reliability and scalability [41, 82]. The goal of this area is to
develop vision-based solutions to these tasks that can assist even replace a
human operator.
2. Behavioral Biometrics: The study of biometric targets developing algo-
rithms for uniquely recognizing humans based on physical or behavioral
cues. Fingerprint, face, and iris are widely used physiological biometrics in
traditional approaches, which main relies on physical attributes for recogni-
tion. The limitation of these approaches is that they require the cooperation
from the subject in order to collect the biometric. Behavior is as useful a cue
to recognize humans as their physical attributes. The advantage of behavior
biometric based approach is that subject cooperation is not necessary and
it can proceed without interrupting or interfering with the subjects activity.
Currently, the most-promising example of behavioral biometrics is human
gait [64].
3. Content-Based Video Analysis: With the spreading of digital technologies,
videos are more available to everyone and becoming an important material
to record people’s live and memory. The fast growth of video websites, such
as YouTube, make it necessary to develop a technology to generate the se-
mantic index that based on video content for better video summarization
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and searching. The recent development of deep learning technologies has
already shown the promising results for video labeling using deep convolu-
tion neural network [38].
4. Animation and Synthesis: The technology of synthesizing realistic human
behavior is widely required by both gaming and movie industries. At the
group/crowd level, the state-of-the-art crowd simulation approaches usu-
ally use a data-driven approach that learns the group behavior directly from
videos [47]. At the individual level, it traditionally relied more on human
animators to provide detail animations. Recently, capturing high-quality
human behavior is possible due to the development of computer vision tech-
nology. Therefore, more data-driven approaches are developed, such as fa-
cial animation [76], upper body [48], and fingers [37].
The main research direction this thesis is exploring how contextual informa-
tion in the video can help video analysis tasks. We propose contextual features
that capture the human groups and scene as contextual information. We demon-
strate the power of contextual information using the human re-identification and
human activity recognition video analytic application. Our experiments show
that proposed features can reach state-of-the-art accuracy on challenging reiden-
tification datasets that represent real-world scenario, and can also outperform
state-of-theart human activity recognition methods on 5-activities and 6-activities
versions of the Collective Activities Dataset.
3
1.1 Challenges
The challenge of video analysis comes for multiple reasons. Firstly, it is difficult
to design a robust and discriminative visual or motion features that need to be ex-
tracted from video data which is captured in unconstrained environments, where
environmental variations, such as illuminations/viewpoints changing, as well as
scene occlusions and clutter can happen to the objects in the videos.
Secondly, human-related information makes a great part of the information
that extracted from videos. However, analyzing video that contains humans re-
quires person detection and tracking to capture the input images of target subject
for accurate feature extraction. Person detection and tracking are difficult prob-
lems with their own hurdles. There are a significant amount of works be pub-
lished in person detection and tracking over the past two decades, but sustained
tracking under varying observation environment remains an open problem. All
these factors may lead to incorrect detections and faulty trajectory estimation,
which introduce errors in the feature extraction that directly affect the video anal-
ysis task.
Thirdly, some applications try to recognize the human behavior by analyz-
ing video data. However, human activity recognition suffers Intra- and inter-
class variations as many human activities variations in performance. For instance,
walking activity may differ in speed, stride length, and personal anthropometric.
Also, similar observations can be made for different actions.
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(a) (b) (c)
Figure 1.1: The different appearances of the same person in two camera views.
In summary, video analysis is a broad and difficult problem with numerous
open issues. However, this thesis discovers that those challenges came be over-
come by contextual information, which is the information provided by other ob-
jects, humans, and environments in the video scene and able to help to disam-
biguate video analyze tasks.
1.2 Motivations
In recent years, researchers in both human-vision and computer-vision commu-
nities have been greatly interested in the ability of contextual information in im-
proving vision analysis tasks, such as object detecting and object recognition. The
motivation of utilizing contextual information is attempting to enhance the cur-
rent vision analysis technologies by utilizing the information from outside of the
objects, such as scenes, group information, and meta data [54]. An example is
shown in Figure 1.2. It’s very hard to recognize the object by looking the object
5
only in Fig 1.2(a); with context information provided in Fig 1.2(b), it provides rich
contextual information, such as co-occurrence, spatial relationship, and make it
very easy to recognize the keyboard object.
(a) (b)
Figure 1.2: A example showing the contextual information in object recognition.
(a) A image of keyboard. (b) A keyboard displaying in the scene of context.
In this thesis, I explore the possible contextual information that helps improve
the accuracy of video-analysis tasks. As people often stay/travel with each other,
I found that the human group as contextual information is very helpful in person
re-identification task, which associates the same person across different cameras.
The group information that contains group structure and appearance informa-
tion, by using which as additional evidence can leads to a better performance for
re-identification tasks.
I also discover that the contextual information can also be helpful in video-
based human activity recognition task. Group-contextual information for activity
recognition captures the group structure and interaction information, which is
very useful to recognize collective activities such as Queueing and Talking. The
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humans in these activities often form certain group shape and interaction pat-
tern. I also discover scene information can help because certain activities are more
likely to happen in certain locations. We demonstrate that by combining these
contextual information, the accuracy of human activity recognition is greatly im-
proved.
1.3 Contributions
This thesis presents the approaches of using human groups as contextual infor-
mation and boosts the accuracy of video analysis tasks, we demonstrate pro-
posed contextual feature in person re-identification and human activity recog-
nition task.
Two types of contextual features is introduced for person re-identification
task: subject centric group (SCG) feature and Spatial Appearance Group (SAG)
feature. SCG feature captures the group appearance and shapes in the video. SAG
also captures the group appearance/shape information, and it also enables us to
train machine-learning models to learn the shape transformation between camera
views. For human activity recognition, we introduce group contextual feature to
capture and group shape and motion interaction among group members and a
scene contextual features that encode the environment information.
To list my technical contribution:
7
1. To capture the human groups as contextual information, I propose Subject-
Centric Group (SCG) feature [77] that encodes the person’s profiles within
the group, including in-group-position and co-travelers’ appearance fea-
tures. We also introduce the metrics for computing the distance between
SCG features.
2. I propose Spatial-Appearance Group (SAG) feature [78] that encodes group
appearance and shape in a fix length vector. A machines learning model is
trained to learn the transformation of SAG between cameras. We propose a
method to compute the similarity score given two observed persons in two
cameras.
3. We introduce group contextual feature that captures the person’s interac-
tion in the video scene, and a scene contextual feature that encodes the en-
vironment person placed, as well as a pipeline that trains deep model which
jointly consider both low-level individual motion feature and contextual fea-
tures to recognize human activities in the video [79].
Experiments are performed to demonstrate that introduced Subject-Centric
Group (SCG) features performs better than appearance-based approaches, and
also out-performs other context-based re-identification methods. The experiments
also show the Spatial-Appearance Group (SAG) slightly performs better than SCG
on the testing database. The human activity recognition is evaluated using chal-
lenge video datasets that represent the real-life scenarios; the experiments show
8
our deep model using contextual feature can outperform the state-of-the-art ap-
proaches.
1.4 Thesis Overview
The organization of the remainder of this dissertation is as follows. I begin in
Chapter 2 by presenting a literature review of existing approaches for video anal-
ysis and human re-identification. Chapter 3 describes Subject-Centric Group
(SCG) features and the designed metric for computing feature distances for re-
identification. Chapter 4 introduces Spatial-Appearance Group (SAG) feature
which captures both spatial and appearance information of the groups. Chapter 5
introduces how contextual features can be applied to human activity recognition
tasks. I propose features that capture both human interactions and scene envi-
ronment, as well as a deep model that recognize the human activities in video.
9
Chapter 2
Background
2.1 Video Analysis
In computer vision, the task of video analytics is automatically analyzing video to
extract useful information, such as to detect and determine temporal and spatial
events. As there are a great number of video cameras deployed in the scene such
as campus, airports, and cities, computer vision communities have been drawing
attention to developing the solution that can automatically monitor the video data
from a lot of cameras. Summarized by [42], the video analysis framework, can
include the following steps: motion/object detection, object classification, object
tracking, behavior and activity analysis and understanding, person identification.
The motion detection [5] aims to separate the regions corresponding to moving
objects to the rest of the images. The subsequent processes such as object tracking
and behavior analysis are greatly dependent on it. The object tracking [85, 4]
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aims to locate the moving object in am image sequence. Motion tracking usually
has considerable interaction with motion detection during processing. In many
applications, such as video surveillance and event detection, the major source
of information comes from the human or human-controlled objects appearing in
the videos. Understanding behavior [7, 66] involves analysis and recognition of
motion patterns and the high-level description of actions and interactions among
objects. Locating person of interest is always very important in video surveillance.
Human face [70] and gait [72] are now used as main biometric features that can
be used for personal identification. The above-discussed researches are mainly
focused on single camera videos. However, in reality, most monitoring systems
have multiple cameras, and it brings the problem of associating the objects among
different videos. The task of associating persons between non-overlapping camera
views is human Re-identification, and our current works focus on this topic. The
related work of human re-identification will be given at Sec. 2.3.
2.2 Contextual Information
Humans have a great ability to detecting and recognizing objects, and perform-
ing a board range of visual tasks in a wide variety of situations, even with the
considerable amount of clutter, occlusions, and illumination changes [54]. In hu-
man vision literature, many researchers [8, 9] suggest that contextual information
plays a critical role in the human’s ability to detect/recognize objects. The contex-
tual information in object detection/recognition can come in two levels: semantic
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[16, 17] encodes the co-vary between the recognition targets and scene or other
objects in the scenes; spatial relations [19, 34] encodes the relatively locations
information among recognition targets and other objects in the scene.
Motivated by the research of contextual information in human vision commu-
nities, there has been a surge of interest in context modeling for computer vision
applications. The context has been an important information in image based ob-
ject recognition task. Rabinovich and Belongie [62] introduce a classification of
contextual models for object recognition task. Their models contain a model with
contextual inference based on a statistical summary of the scene, and another
model representing the context regarding the relationship among objects in the
image. Peter et al. [11] propose a statical model that represent the co-occurrence
relationship between the objects in the visual scene. The context information has
also been used to analysis the human activities.
2.3 Human Re-Identification
In general, vision based person re-identification algorithm includes the represen-
tation step and matching step [26]. The representation step exploits low-level fea-
tures such as color [53], texture [86] or their combinations [87] if single images are
provided; there are also approaches that exploit spatio-temporal features [73, 24],
accumulated appearance variability [29], and gaits [31, 55] if video or multiple
frames are provided. These representations provide a reasonable level of inter-
person discrimination as well as inter-camera invariance. These features can be
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further encoded into fixed-length vectors in forms of histogram, covariances and
Fisher vectors. After the representation is obtained, a designed distance metric or
model-based matching algorithms, such as support vector ranking [61], are used
for re-identification. In the case of distance metrics, Euclidian distance [52] and
Bhattacharyya distance [21] are used to computed the dissimilarity/distance be-
tween two samples. In the case of model-based matching algorithms, Li et al. [49]
train random forest classifier based on the annotated data to calculate the sim-
ilarity score. For a more comprehensive survey of re-identification approaches,
please refer to the recent study found in [71, 27].
2.4 Contextual Information In Re-identification
The contextual information has been explored to improve re-identification in re-
cent works. [88, 10] are the methods that most similar to ours. Zheng et al. [88]
proposed a method to associate groups of peoples in non-overlapping camera
views. Their approach explores group information as the contextual cue for re-
ducing the ambiguity in person re-identification if a person appears in the group.
They propose a rotation invariant descriptor named Center Rectangular Ring
Ratio-Occurrence Descriptor (CRRRO) to handle the position change and camera
viewpoint change. This approach addresses single shot re-identification and can-
not easily extend to multiple shots scenarios. One limitation of the approach [88]
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is that it requires manually selected person group images as input, however, se-
lecting group image itself is time-consuming because finding the people and de-
tecting the groups manually in a large video datasets is quite tedious and requires
expertise. The method introduced in this thesis detects people groups automati-
cally by clustering the person trajectories, and the introduced person-group fea-
ture that is also robust to person position and camera viewpoint changes. Cai et
al. [10] compute relative appearance context model of groups to decrease the am-
biguities in individual appearance matching. Different to [88], Cai et al. use a
relaxed definition of the group named neighboring set, which is a set of people
that enter/exit at similar locations within a time frame. The groups under this
definition have weak social connections. Therefore, the assumption that the same
set of people will re-appear in different camera views is not very strong. Cai et
al. [10] also assumes that appearance difference between a pair of people is sim-
ilar across cameras. However, this assumption is also weak because the person
appearance, as well as the difference of appearance, would significantly change
due to the background, illumination and camera setting changes.
2.5 Human Activity Recognition
As it summarized in [39], a system of video-based human activity recognition
comes in multiple levels. The low-level system focuses on pre-processing steps
such as object segmentation, feature extraction, and representation, and action
detection and classification algorithms. The mid-level system is human activity
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recognition system, which solves the problem of single person activity recogni-
tion, multiple people interaction and crowd behavior recognition, and abnormal
activity detection. The high-level system supports many applications, such as
surveillance environments and entertainment environments.
This thesis introduces the approaches can apply to mid-level human activity
recognition systems, which require the pre-processing results at the low-level sys-
tem. Many previous works focus on detecting people in a single image. David [51]
introduce Scale-invariant feature transform (SIFT) that describe the local features
in images, and SIFT feature is widely applied for detecting humans. Mikolajczyk
et al. [57] improve the idea of SIFT by introducing a probabilistic model that de-
tect human using assemblable individual parts, this work can detect the humans
of various poses. Human tracking in the video also becomes a hot topic in recent
years. A common human video-based human tracking method is a bottom-up
approach, which means taking the human-detection results of every single frame
and utilize particle filtering to obtain a smooth tracker. Okuna et al. [60] pro-
pose a method to compute tracker that initialize by detector output, and track
by a practical filtering based on color information. Xu et al. [83] utilize a com-
bine of pedestrian detection (using Histogram of Oriented Gradients - Support
Vector Machine classifier) and particle filter to get pedestrian trajectory in the
videos. Previous works have introduced various low-level features to describe the
observed human action. Schuldt et al. [65] proposed a local space-time feature to
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represent the human movement observed in a video and integrated such repre-
sentations with SVM classification schemes for recognition. Laptev et al. [45] pro-
posed space-time feature point (STIP) and spatio-temporal bag-of-features as the
descriptor for human motion. Tran et al. [67] presented a framework for human
action recognition based on modeling the motion of human body parts. They uti-
lized a descriptor that combines both local and global representations of human
action, encoding the motion information and being robust to local appearance
changes.
At mid-level, many previous works consider space-time information to rec-
ognize the activities. Ke et al. [40] introduce Spatio-temporal volume (SVT) to
capture continuous human actions by concatenating image frames along the time
axis. Kumari et al. [43] propose a Discrete Fourier Transformation (DFT) based
methods that represent the human activity in the frequency domain. Both SVT
and DFT are global features that consider the whole image, therefore, limited to
occlusion and viewpoint change. Many previous works introduce local descrip-
tors such as SIFT and HOG to capture the characteristics of image patch along
the time. Jia et al. [36] build Local Spatio-Temporal Discriminant Embedding that
projects a sequence of human silhouette into the embedding space as a represen-
tation and train the model to recognize human activity.
This thesis builds the representation of individual motion information based
on STIP feature similar to [45], but combines the rich context information that
extracted from the video. The introduces method can capture the extensive in-
formation about people motion and interactions; scale to recognize the activity
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of each individual in the scene, and improve the accuracy of the overall activity
recognition task.
2.6 Contextual Information In Activity Recognition
Context information is widely utilized in recognizing the people group activity.
Many approaches integrate contextual information by proposing new feature de-
scriptors extracted from an individual and its surrounding area. Lan et al. [44]
proposed Action Context (AC) descriptor capturing the activity of the focal per-
son and the behavior of other persons nearby. The AC descriptor is concatenating
the focal person action probability vector with context action vectors that capture
the nearby people action. Choi et al. [14] propose Spatio-Temporal Volume (STV)
descriptor, which captures spatial distribution of pose and motion of individu-
als on the scene to analyze group activity. STV descriptor centered on a person
of interest is used to classify centered person’s group activity. SVM with pyramid
kernel is used for classification. The same descriptor is leveraged in [15], however,
the random forest classification is used for group activity analysis. In [44, 14, 15],
the nearby person that serves as context are selected according to the distance to
the centered target and hard to guarantee the existence of interactions. To address
this issue, Tran et al. [68] proposed a group-context activity descriptor similar to
[44], but the people are first clustered into groups by modeling the social interac-
tion among the individuals. However, due to the noisy observation in videos, the
group detection might not be robust or stable. Therefore, our approach utilizes
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the social interaction region to select the contextual people without a clustering
process. Besides focusing on human as context, this thesis also considers scene as
a surce of contextual information, as certain activities are more likely happen at
certain locations. We utilize the existing place recognition method [89] to provide
scene context features that have semantic meanings.
2.7 Activity Recognition Using Deep Model
In recent years, deep models including deep neural networks, convolution neural
networks, and auto-encoders have shown dramatic progress in applications like
object recognition. For human activity recognition [35, 38], convolution neural
networks and auto-encoder approaches [32] have been developed. However, these
action/activity deep models are target-centered and do not consider any context
information, which is important for human activity that involves multiple people.
Comparatively, Wang et al. [74] proposed an event recognition framework, which
is a hierarchical context model that captures the context information on multiple
levels. Inspired by [74], our approach has the similar philosophy and uses deep
structures to explicitly learn the context from people group observation and scene
observation.
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Chapter 3
Subject Centric Group Feature
3.1 Introduction
Person re-identification is a fundamental task in a multi-camera surveillance sys-
tem to associate people across camera views at different locations and times [26].
With a growing network of cameras being used for security applications, man-
ual re-identification that relies on a human operator is ineffective and lacking in
reliability and scalability [41, 82]. Therefore, an automatic solution to person
re-identification has received increasing attention from the computer vision com-
munity. Person re-identification is a challenging task and relies predominantly on
visual features, such as clothing and the accessories that people carry. The visual
features are intrinsically weak for matching people [26], because different people
maybe dressed similarly, while the visual features of the same people may change
significantly due to the changes in view angle, lighting and observed occlusions.
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(e) (f ) (g) (h)
(a) (b) (c) (d)
Probe Matching Candidates
Figure 3.1: An example of group information assisting person re-identification.
The first row is the persons’ individual image, with (a) is the probe and (b)˜(d)
are candidates that match with (a). (e)˜(h) are the group images probe person and
candidates.
Many recent approaches have focused on solving the re-identification prob-
lem by developing a feature representation of a person, using low-level appear-
ance features, such as color [84], texture [86] or their combinations [87]. Once a
suitable representation is obtained, a distance metric is used to measure the sim-
ilarity/dissimilarity between samples. This chapter refer to this method as the
‘baseline method,’ upon which it introduces the group information to improve
the accuracy of re-identification.
The motivation of proposed approach is the observation that people often tend
to walk alongside others or in a group. Such information can serve as context to
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reduce the ambiguity of person re-identification. If cameras are not geographi-
cally far apart, the same group structure could re-appear in neighboring cameras.
Although the visual feature of one person could be different between cameras,
by taking the co-travelers’ information (geometry and visual) into consideration,
it can reduce re-identification ambiguity significantly. An intuitive example is
shown in Figure 3.1, where (a) is the probe and (b) to (d) are the matching can-
didates’ images. Considering only the individual images of candidates, it is hard
to point out the image that matches the same person of (a) since all persons are
dressed in dark color coats and long pants. The situation would be better if we
also look into persons’ group context. From (e) we can observe the probe person
walking with a co-traveler carrying a white object on the left side. With this in-
formation, we can tell that the first candidate has the highest possibility to match
with (a). Because in (f) we can observe a person is carrying a white object walking
on the left side of the first candidate, while in (g) we see that the candidate walks
with two other persons and in (h) we find that the candidate walks alone.
Motivated by this example, subject centroid feature, named person-group fea-
ture, is introduced to describe the person’s profile within their belonging group.
By combining the person-group feature with other approaches that measure the
similarity/dissimilarity between individuals, we can improve the accuracy of re-
identification. The idea of matching people with group context has been explored
by previous works, such as [88, 10]. The novelty of proposed feature is that it
21
utilizes not only appearance but also the geometric attribute of groups for re-
identification to improve matching accuracy. The proposed approach is unsuper-
vised and can be applied to re-identification of subjects appearing in multiple
videos. The advantage of keeping this method unsupervised is to make it sim-
ple to implement and independent to the scene of the videos. In this chapter,
introduced approach is evaluated on the NLPR MCT [1] and PRID-Group [33]
datasets using videos obtained from real scenarios and find an improvement in
re-identification accuracy.
The main contributions of this work include:
• A framework that can improve the baseline re-identification result using
people grouping information.
• A person-group feature that encodes the person’s profiles within the group,
including in-group-position and co-travelers’ baseline features. We also pro-
pose the metric for computing the distance between person-group features.
• A rich set of experiments to demonstrate that our approach improves the
baseline results to achieve higher accuracy (around 90% matching rate at
rank 5 for group members), and out-performs other re-identification meth-
ods that also utilize group information.
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3.2 Method
An overview of introduced method is illustrated in Figure 3.2. Given a probe from
Camera A and a set of matching candidates from Camera B, proposed method
computes a baseline matching that measures the dissimilarity score between per-
sons from the two cameras. The baseline approach is a method that estimates the
dissimilarity score of persons using the individual information only. Many fea-
tures can be used in the baseline approach, such as appearance features, spatio-
temporal features, and so on.
Symmetry-Driven Accumulation of Local Features (SDALF) [21] and Local
Maximal Occurrence (LOMO) [50] are used as baseline approaches to calculate
baseline scores in evaluation. For each person appearing in one camera, we calcu-
late multiple baseline features of that subject across all the frames showing that
person. When we compute the dissimilarity score between persons from two cam-
eras, we simply average the baseline feature distance of all possible feature pairs
between them. The baseline approach results in a pair-wise score matrix, and it
serves as an initial re-identification result.
The introduced method uses group information to improve the baseline score.
First, it performs group extraction (Sec. 3.2.1) to extract groups using persons’
trajectories. Then the person-group features (Sec. 3.2.2) are computed for each
person. Person-group feature includes the in-group-position of a subject and the
spatial appearance information of group members. In group matching step, we
evaluate the dissimilarity between groups by considering three aspects: group
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size, group position and the baseline features of group members. The final step of
proposed method is combining group matching result and the baseline match-
ing results. This approach introduces two matching result combination strat-
egy. Person-Group Feature Distance with Group Shape (Sec. 3.2.3) consider group
shape and appearance information, this strategy assumes for the case that camera
is very close and group shape is unlikely to change dramatically. Person-Group
Feature Distance with Group Appearance (Sec. 3.2.4) only consider group appear-
ance information, it matches group members non-rigidly and does not assume the
group shape would consist across the cameras.
3.2.1 Group Extraction
This section presents a group extraction approach by clustering the person’s tra-
jectories observed in a camera view. In proposed approach, the group is defined
as a set of persons traveling together through the scene. In social science research
conducted by McPhail and Wohlstein [56], they analyzed and summarized pedes-
trian behavior from a set of film records, and proposed the objective measure for
people traveling together. The group members are determined by thresholds of
difference in people’s positions and velocities. Ge et al. [23] directly applied these
thresholds to automatically detect small groups in crowd automatically. How-
ever, we found that directly applying threshold does not provide robust results
when persons’ positions and velocities are noisy because both are computed from
person’s on-ground trajectories, which is reconstructed from persons’ tracking
data. To improve the robustness of group extraction, we use a kernel function to
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compute the probability of person grouping over frames. Next, we use affinity
propagation to discover the clusters/groups of people.
Consider the trajectory of the person Pi in the scene as a set of sequence Li =
{(sti ,vti )}, where sti and vti are the person’s centroid (back-projected onto the ground
using estimated homography) and velocity vector of Pi at frame t. Similar to [23],
we compute the aggregated pairwise grouping possibility W = [wij] over-time:
wij =
∞∑
t=0
δtij exp(−
‖sti − stj‖2
2τ2s
−
‖vti − vtj‖2
2τ2v
)/
∞∑
t=0
δtij (3.1)
δtij =

1 Both Pi and Pj appear in the sence at frame t
0 Otherwise
where τs and τv are the thresholds of spatial and velocity difference. To identify
the groups, we use clustering method to find the groups with the great internal
grouping possibility. As we already compute the group probability between tra-
jectories in Equation 3.1, we can use any clustering algorithm that takes pairwise
distance/similarity as input, such as K-medoids or spectral clustering. However,
both methods require the number of clusters as input, which is not easy to obtain
in our problem. Therefore, we use Affinity Propagation (AP) [22] to discover both
the group numbers and group members. Each person forms a data point, and the
grouping possibility matrix W is used as the similarity matrix, which is the input
to AP. The output of AP is a set of exemplars and corresponding clusters/groups.
We denote these groups as G = {gi}. We also use G(Pi) to denote the group that Pi
belongs to. Figure 3.3 shows two examples of the group extraction results.
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Figure 3.3: Two examples of group extraction results. The images are video frames
from two non-overlapping cameras. The persons’ bounding boxes and trajectories
of 2 seconds are shown on the figures. In each figure, the persons belong the same
group are marketed using the same color.
3.2.2 Person-Group Feature
This section introduces the person-group feature, which describes two things
about a subject within a group: who are the people that subject traveling with,
and how they travel with that person. For the first part, we collect the subject’s
co-travelers’ baseline feature and re-utilize the baseline score to evaluate the sim-
ilarity of co-travelers. For the second part, we propose an in-group-position sig-
nature to encode the position of the subject within a group. We compute the local
positions of co-travelers with respect to the subject’s moving direction through
time, the in-group-position signature is a set of co-travelers’ positions. The dis-
tance measure between in-group-position signatures can be computed by solving
the integer programming problem inspired by Earth Mover Distance [63].
In-group-position signature. Assume we want to construct the in-group-
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t t+1 t+n
Pk
Pk-1Pk-1Pk-1
Pk
Pk
Pk+1 Pk+1 Pk+1
... ...
vkt vkt+1 vkt+n
akk-1(t) ak
k-1(t+1) akk-1(t+n)
akk+1(t) akk+1(t+1) akk+1(t+n)
Time
Figure 3.4: The circle denotes the centric subject; rectangle denotes the co-
traveler. Red arrow points to the subject moving direction; blue arrow denotes
the co-traveler direction.
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position signature of Pi , where Pi belongs to groupG(Pi). Firstly, for each Pj ∈ G(Pi)
and Pj , Pi , we have to compute the angles between Pj and the moving direction,
from perspective of Pi through all frames. We denote (s
t
i ,v
t
i ) as Pi ’s position and
velocity at frame t. Then the angle between Pj and moving direction is computed
as:
α
j
i (t) =

∆ Γ ·Z ≥ 0
2pi −∆ Otherwise
(3.2)
∆ = cos−1
(stj − sti ) · vti
|stj − sti ||vti |
Γ = vti × (stj − sti )
Z = (0,0,1)
We collect αji (t) through all frames, which is fitted by a Gaussian distribution,
and we denote this distribution as αji = (µ
j
i ,σ
j
i ), where µ
j
i is the mean angle and σ
j
i
is the angle deviation. An illustration of in-group-position signature is shown in
Figure 3.4.
As we collect the distributions for all group members in G(Pi) except centric
subject Pi , it forms a distribution set that is represented as Hi = {αji |Pj ∈ G(Pi), Pi ,
Pj}, which is in-group-position signature of Pi . We denote Pj ’s co-travelers baseline
features as Bi = {βji |Pj ∈ G(Pi), Pi , Pj}. Hence, we represent the person-group
feature of Pi as PGi = (Hi ,Bi).
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3.2.3 Person-Group Feature Distance with Group Shape
Given person-group features, the distance measure between features are based
on a linear combination of three terms: group size distance, in-group-position
distance, and group baseline distance. Let PGi and PGj denotes the person-group
feature of Pi and Pj . Their distance takes the form:
D(PGi , P Gj) =Dg(G(Pi),G(Pj)) +Dp(Hi ,Hj) +Db(Bi ,Bj) (3.3)
The first term Dg is the group size distance, which return the size difference of
groups that includes Pi and Pj . The group size distance is computed by:
Dg(G(Pi),G(Pj)) = ||G(Pi)| − |G(Pj)|| (3.4)
where |G| is the group size (number of group members) of group G.
The second term Dp is the in-group-position distance, which evaluates the dif-
ference between in-group-position signatures. As we know,Hi = {αji |Pj ∈ G(Pi), Pi ,
Pj} is a set of distributions that encode the co-traveler’s location around Pi . Hi is
a distribution in metric space. The problem of computing distance between Hi
and Hj becomes one of computing the distance between two distributions. There
are many metrics that define distance between distributions. We found that the
intuition behind Earth Mover Distance (EMD) [63] fits our problem best. EMD
computes the distance between distributions in space by computing minimum
cost of turning one distribution to another, where costs are assumed to be amount
of weights moved, times the distance by which it is moved in space. The mini-
mum cost can be solved as a linear programming problem. In our problem, we
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define the distance between in-group-position signature as the minimum amount
of deformations that transfer one feature to another. However, unlike the original
EMD algorithm, the person can only be transformed as a complete part, there-
fore integer programming is required to solve the minimum deformation in our
problem.
Let Hs = {α1s , ...,αms } be the in-group-position signature of Ps, Ht = {α1t , ...,αnt } be
the in-group-position signature of Pt. As we mentioned above, all possible angle
distribution belongs to a metric space M. The distance function of M is simply
defined as the distance between the distributions’ mean angle:
Dis(αms ,α
n
t ) =

Θ
pi Θ ≤ pi
2− Θpi Otherwise
Θ = |µms −µnt |
Let D = [dij] be the difference between i-th element in Hs and j-th element in Ht.
We try to find a flow F = [fij], where fij is a binary variable, with fij = 1 when
i-th element of Hs is moved to the same location of j-th element in Ht after the de-
formation. This optimization can be formulated as a binary integer programming
problem:
F = argmin
F
m∑
i=1
n∑
j=1
fijdij (3.5)
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subjects to the following constrains:
fij ∈ {0,1},0 ≤ i ≤m,0 ≤ j ≤ n
m∑
i=1
fij ≤ 1,1 ≤ j ≤ n
n∑
j=1
fij ≤ 1,1 ≤ i ≤m
m∑
i=1
n∑
j=1
fij =min(m,n)
After we solve the above optimization, the in-group-position signature distance
is calculated using:
Dp(Hs,Ht) =
∑m
i=1
∑n
j=1 fijdij∑m
i=1
∑n
j=1 fij
(3.6)
The final term Db is the group baseline distance. It computes the aggregated
differences of co-travelers’ baseline features, under the condition that the co-
traveler’s correspondence is known by solving Equation 3.5. Let R = [rij] be the
pairwise baseline distance matrix, where rij denotes the baseline distance between
i-th element in Bs and j-th element in Bt. The group baseline distance takes the
form:
Db(Bs,Bt) =
∑m
i=1
∑n
j=1 fijrij∑m
i=1
∑n
j=1 fij
(3.7)
When a person is traveling alone, the person-group feature is empty. In this
case, the distance to an empty person-group feature Dp and Db are set to zero and
only group size distance, Gg , contributes to the person-group feature difference.
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As we introduced the person-group feature and defined the distance function
between features. We argue that by combining the metric of person-group feature
and baseline feature, we can improve the performance of person re-identification.
A simple way to combine two distance measurements is by linearly adding them:
D(Pi , Pj) =D(Bi ,Bj) +D(PGi , P Gj) (3.8)
Where Bi is the baseline feature of Pi , and D(Bi ,Bj) means the baseline distance of
person Pi and Pj .
3.2.4 Person-Group Feature Distance with Group Appearance
The approach we introduced in Sec 3.2.2 has an important assumption, which is
the cameras are not far apart, and the spatial relationship among group mem-
bers are preserved from one camera to another. However, in cases of cameras
are far apart, this assumption hardly stands. Because there is a high probability
of distraction events happen and change the group structure. Therefore, using
the group shape based metric can significantly affect the performance of person-
group feature in person re-identification.
To solve the limitation of unstable group structure, we introduce another ma-
tric which considers the group appearance only. The main idea is that if the
same group appear in cameras views, the group members would have the similar
overall appearance. The overall similarity between two sets of group members
is estimated by finding a bijection that minimizes the accumulated appearance
difference. This problem can be modeled as a non-rigid registration [80] using
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closest-appearance members between the groups.
Let PGs and PGt denotes the person-group feature of Ps and Pt, their group
appearance based distance M(PGs, P Gt) takes the form:
M(PGs, P Gt) =Dg(G(Ps),G(Pt)) +Dn(Bs,Bt) (3.9)
Where Dg is the group size distance as defined in Equation 3.4. The second
term Dn is the group appearance distance. Similar to the way we find the position
matching in Equation 3.5, we also compute a binary matrix S = [sij] that repre-
sent group members matching which brings the minimal aggregated appearance
difference:
S = argmin
F
m∑
i=1
n∑
j=1
sijrij (3.10)
The optimization above subjects to the following constrains:
sij ∈ {0,1},0 ≤ i ≤m,0 ≤ j ≤ n
m∑
i=1
sij ≤ 1,1 ≤ j ≤ n
n∑
j=1
sij ≤ 1,1 ≤ i ≤m
m∑
i=1
n∑
j=1
sij =min(m,n)
where rij denotes the baseline distance between i-th element in Bs and j-th element
in Bt. After we solve the optimization, the group appearance distance is calculated
using:
Dn(Bs,Bt) =
∑m
i=1
∑n
j=1 sijrij∑m
i=1
∑n
j=1 sij
(3.11)
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When we calculate the distance between two persons using group appearance-
based approach, similar to group shape-based matching, we combine two distance
measurements is by linearly adding them:
D(Pi , Pj) =D(Bi ,Bj) +M(PGi , P Gj) (3.12)
Where Bi is the baseline feature of Pi , and D(Bi ,Bj) means the baseline distance of
person Pi and Pj .
3.3 Experiments and Comparisons
3.3.1 Evaluation Datasets
To evaluate our approach, we test our method on the NLPR MCT [1] and PRID-
Group [33] dataset. Other re-identification datasets (e.g. CAVIAR, VIPeR, ETHZ)
either contain single person’s images only or do not have group information pro-
vided in the dataset. Therefore they are not suitable for evaluation of our ap-
proach. The Dataset 1 and 2 of NLPR MCT is used for evaluation. For both
datasets, there are three synchronous videos (resolution: 320×240, 20 frames-
per-second) from three non-overlapping cameras. We use the videos produced
by two outdoor cameras for evaluation. The number of people in each dataset is
presented in Table 3.1. The dataset provides the ground-truth annotation, which
includes the bounding box tracking for each people. To better evaluate our ap-
proach, we create PRID-Group as an additional dataset to evaluate our subject
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Query Candidates Rank
NA NA NA 11
1*
NA NA NA 4
1*
Figure 3.5: Two Examples of Re-identification Results. For each query, the image
of query person and the group that person belongs to are presented. We display
the matching results of baseline approach [21] and our approach. We display the
top four candidates in the table, as well as the group each candidate belongs to
in the same grid. The ground truth matching is labeled by blue boxes, where the
rank is also given at right. The ranks with star symbols are the results obtain using
proposed approach. Otherwise, the ranks are computed by baseline approach.
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Camera 1 Camera 2 Common
NLPR MCT Dataset 1 76 78 72
NLPR MCT Dataset 2 115 111 105
PRID-Group 38 38 38
Table 3.1: People Number of Evaluation Datasets
centric group feature. PRID dataset [33] contains two synchronous videos (resolu-
tion: 720×576, 25 frames-per-second) of two non-overlapping street views. It pro-
vides tracking information of 200 individual from two videos for re-identification
task evaluation. In the original dataset, most of individuals walk alone. A small
subset of individuals walk in groups, but most group members are not recorded
by the dataset due to occlusion among co-walkers. Therefore, the original dataset
is not suitable for group based re-identification evaluation. In order to record the
persons traveling in groups, we find groups of person by observing the persons
location and interaction in video, then manually annotate 38 individuals, which
forms 16 groups appearing in both camera views. The tracking information of
each person is computed using [58]. The challenge of person re-identification of
PRID-Group dataset comes in three folds: First, the videos from two cameras con-
tains a large viewpoint change; second, there is a stark difference in illumination,
background and camera characteristics between the two videos; third, occlusion
among group members is frequent in the first video. Some example group images
are shown in Figure 3.11.
In both NLPR MCT and PRID-Group dataset, the persons’ X-Y plane loca-
tions are computed by back projecting the mid-bottom of bounding boxes, and
the homography is estimated interactively, off-line. The group information of
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NLPR MCT dataset is extracted using proposed algorithm in Section 3.2.1. In
dataset 1, both Camera 1 and Camera 2 have 18 persons traveling with co-travelers
and form 8 groups (with size greater than 1). In dataset 2, 35 and 31 persons walk
with co-travelers, and they form 16 and 15 groups in Camera 1 and Camera 2,
respectively.
We measure the performance using Cumulative Match Curve (CMC) [28], we
calculate the person-group feature distance from persons appeared in one camera
to another, and sort the persons in ascending order based on the distance value.
The rank score is the order of ground-truth match in the sorted person list. We
demonstrate some examples of query and candidates person/group images in Fig-
ure 3.5. The results obtained using [21] are also provided.
3.3.2 Features Evaluation
In this section, we evaluate how group extraction and each component of sub-
ject centric group feature contributes to the final accuracy of the re-identification
performance.
Group Extraction Evaluation. Since our approach depends on the group in-
formation given by the group extraction method, we want to discover how differ-
ent group extraction algorithms affect the re-identification results. We choose Ge
et al. [23] as the comparing group extraction method. The results is illustrated in
Figure 3.6. As seen, using group information extracted by either method lead to
an improvement in accuracy compared to the baseline approach. In Dataset 1, our
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Dataset 1
21
(a)
Rank Number
(0.864)
(0.887)
(0.881) 21
(b)
Dataset 2
(0.924)
(0.942)
(0.935)
Rank Number
Figure 3.6: CMC curves for person re-identification with group information ex-
tracted using our approach and that of Ge. et al. [23]. The value of the normalized
area under the CMC curve (uAUC) is given in the parentheses.
approach provides similar accuracy as with [23], while in Dataset 2, our approach
is slightly better. The reason is that Dataset 1 has less crowded scenes and the
group extraction task is relatively easier. However, the scenes are more crowded
in Dataset 2 and the performance of [23] is effected by directly using the thresh-
old and noisy trajectories. Our group extraction algorithm handles noise better by
computing the grouping probability using a kernel function, which leads to more
accurate group information and benefits the re-identification task.
Group Features Evaluation. In group shape based metric, as it shows in
Equation 3.3, the distance between person-group features contains three terms:
group size (GS), in-group-position (GP ), group baseline (GB). In group appear-
ance based metric, as it shows in Equation 3.9, the distance contains two terms:
group size (GS) and group appearance (GA).
We evaluate the contribution of each term by showing how well the person
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Rank Number Rank Number
Figure 3.7: The CMC evaluation of group size(GS), in-group-position(GP) and
group baseline(GB) of person group feature.
re-identification performs when each part is included in the final distance. We
use SDALF as the baseline and show the CMC curve of GS, GS +GP , GS +GB,
GS +GA(Group appearance-based metric) and GS +GP +GB(Group shape-based
matric). The reason that we combine GP , GB and GA with GS is that GP , GB, and
GA are only meaningful to compare the group with the same size, and we have
to combine them with GS to calculate the distance between groups of different
size. The results are illustrated in Figure 3.7, and the rate comparison is given in
Table 3.2. As seen in both Dataset 1 and 2, the GS distance alone provides very
limited improvement. This is because GS only consider the size of the group and
does not take any appearance information into account. We also observe that both
GS +GP and GS +GB perform better than GS as they consider the location and
appearance information of the group members. The performance of GS +GB is
slightly better than GS +GP , the reason being that GB is calculated based on the
in-group-position mapping of GP and it leads to less ambiguity by considering
the person’s appearance in GB.
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We also observe that the overall performance of group-appearance based met-
ric GS +GA is very close to group-shape based metric GS +GP +GB. In Dataset 1,
GS+GA performs slightly better than GS+GP +GB at low rank, however, GS+GA
becomes slightly worse at higher ranks. In Dataset 2, their performance are sim-
ilar across all ranks. The reason being that group persons do not change their
position significantly across the camera views in the testing dataset. This fact al-
lows both approaches finding similar group matching when calculate the person
group feature distance, and leads to a very similar performance.
Dataset Rank SDALF
SDALF+
GS
SDALF+
GS+GP
SDALF+
GS+GB
SDALF+
GS+GA
SDALF+ w/
GS+GP+GB
1
1 0.22 0.24 0.24 0.25 0.29 0.25
5 0.52 0.54 0.60 0.58 0.61 0.64
10 0.74 0.74 0.80 0.80 0.79 0.80
2
1 0.37 0.40 0.40 0.41 0.42 0.43
5 0.62 0.61 0.64 0.72 0.74 0.72
10 0.73 0.74 0.79 0.81 0.82 0.82
Table 3.2: The matching rates comparison of SDALF baseline score combined
with group size(GS), in-group-position(GP), group baseline(GB) and group ap-
pearance(GA) of person group feature.
3.3.3 Compare with Baseline Approaches
To test the performance of our method under difference baseline methods, we
conduct experiments using the Symmetry-Driven Accumulation of Local Features
(SDALF) [21] and Local Maximal Occurrence (LOMO) [50]. SDALF requires back-
ground subtraction, which is obtained using ViBe [5]. The results are shown in
Figure 3.8.
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Figure 3.8: The comparison of CMC using baseline methods SDALF and LOMO
on two datasets. The value of uAUC is shown with in the parentheses.
Dataset Rank SDALF
Shape w/
SDALF
App. w/
SDALF
LOMO
Shape w/
LOMO
App. w/
LOMO
1
1 0.22 0.25 0.29 0.62 0.69 0.69
5 0.52 0.64 0.61 0.93 0.93 0.93
10 0.74 0.80 0.79 0.97 0.97 0.97
2
1 0.37 0.43 0.42 0.52 0.59 0.61
5 0.62 0.72 0.74 0.83 0.87 0.88
10 0.73 0.82 0.82 0.90 0.91 0.91
Table 3.3: The matching rates comparison between our approach and baseline
methods (SDALF and LOMO)
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The matching-rates comparison among our group shape-based, appearance-
based approaches and baseline methods at rank 1, 5, and 10 are given in Table 3.3.
Both our group shape-based and appearance-based approaches outperform the
baseline method, while the improvements are more significant in Dataset 2 than
Dataset 1. This can be attributed to the fact that there are more persons traveling
with co-travelers in Dataset 2. We also observe that the improvement of SDALF is
more significant than LOMO. The reason is that our approach mainly boosts the
re-identification accuracy of those who travel within groups. The accuracy im-
provement is bounded by the maximal possible accuracy improvement of group
members. The re-identification of group members IDs using SDALF as baseline
feature are shown in Figure 3.9 (b) and (f), the accuracy of each approach at rank
1, 5 and 10 are given in Table 3.4. The baseline approach does not perform well
on group members IDs and leave room for improvement by using group informa-
tion. Using our group shape-based approach, the improvements are 11%, 43%
and 27% at rank 1, 5 and 10, respectively, in Dataset 1, and 20%, 33% and 29%
at rank 1, 5 and 10, respectively, in Dataset 2; using our group appearance-based
approach, the improvements are 28%, 32% and 22% at rank 1, 5 and 10, respec-
tively, in Dataset 1, and 16%, 39% and 30% at rank 1, 5 and 10, respectively, in
Dataset 2. The re-identification of group members IDs using LOMO as baseline
feature are shown in Figure 3.9 (d) and (h). As seen, LOMO performs much better
than SDALF and already reaches high rank-one accuracy. By introducing group
information, it is not able to gain as much improvement as SDALF, especially at
high ranks. By using LOMO as the baseline, our group shape-based approach has
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the improvements of 22%, 0% and 0% at rank 1, 5 and 10, respectively, in Dataset
1, and 23%, 10% and 3% at rank 1, 5 and 10, respectively, in Dataset 2. Our group
appearance-based approach has the improvements of 22%, 0% and 0% at rank 1,
5 and 10, respectively, in Dataset 1, and 29%, 13% and 3% at rank 1, 5 and 10,
respectively, in Dataset 2.
3.3.4 Compare with Group based Approaches
We also compare our approach to [88] and [10], both of which use group informa-
tion as context to improve the accuracy of individual re-id. The first approach [88]
extracts Center Rectangular Ring Ratio-Occurrence (CRRRO) descriptor as group
context feature from a manually selected static group image. Although our dataset
consists of videos, we generate group images by cropping the video frames that
includes all group members and computing CRRRO representations of the groups
across multiple frames. When we compute the CRRRO score of two people, we
use the average the score of all possible CRRRO feature pairs between the groups
that the two individuals belong to. The distance between CRRRO features is
linearly combined with other appearance-based distance as the final score. The
second work uses Relative Appearance Context (RAC) feature as group context,
which measures the appearance difference of person to the nearby people. The
distance of appearance feature is also linearly combined with relative appearance
context distance as the final distance value. To make sure the comparison is fair,
in both comparison methods we use both SDALF and LOMO to represent the indi-
vidual appearance feature. We use parameters as suggested by respective authors
44
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Figure 3.9: Compare the CMC of person re-identification using our approach,
CRRRO descriptor and RAC feature.
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in all our experiments.
Results are as shown in Figure 3.9. The matching rates at rank 1, 5, and 10 are
given in Table 3.4. As seen, there is an overall improvement in re-identification
accuracy. To further evaluate the impact of the person-group feature, we specifi-
cally restrict the dataset to those ID’s that are found in a group. Results obtained
on this restricted dataset are as shown in Figures 3.9(b) and (f) for SDALF base-
line, and Figures 3.9(d) and (h) for LOMO baseline. As can be seen from the
results, our method provides the best performance in both datasets. By looking
into the CMC for all persons (Figure 3.9(a), (c), (e) and (g)), we can observe that
the accuracy is boosted through our approach. In general, the accuracy is slightly
better than compared approaches. However, as seen through the CMC of group
persons (Figure 3.9(b), (d), (f) and (h)), our method can reach the accuracy of
around 90% at rank 5 using SDALF baseline, which is significantly better than
the baseline method and compared approaches. It can reach around 95% using
LOMO baseline, which is also better than compared approaches.
To further evaluate proposed approach, we conduct re-identification on PRID-
Group dataset, which contains only the people traveling within groups, both
SDALF and LOMO are used as baseline features. Example probes and top four
matching results from the PRID-Group data with SDALF baseline are shown in
Figure 3.11. The matching rate at Rank 1, 5 and 10 are shown in Table 3.4.
The result shows that SDALF reaches 39% matching rate at rank 10. However,
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Figure 3.10: Compare the CMC of PRID-Group person re-identification using our
approach and comparing approaches.
by introducing group information as additional information, all group based re-
identification approaches show an improvement in matching accuracy in this ex-
periment. In this experiment, RAC reaches 13%, 45% and 63% at rank 1, 5, and
10, respectively. CRRRO reaches 16%, 66% and 76% at rank 1, 5 and 10, re-
spectively. Our group-shape based approach has the better performance compare
to CRRRO and RAC, and reaches 16%, 74% and 87% at rank 1, 5 and 10, re-
spectively; Our group-appearance based approach also able to reaches 16%, 71%
and 92% at rank 1, 5 and 10, respectively. LOMO baseline approach does much
better than SDALF baseline, and reaches 38%, 49% and 78% at rank 1, 5, and
10, respectively, and our group-shape based approach has the better performance
and reaches 59%, 95% and 100% at rank 1, 5 and 10, respectively; Our group-
appearance has even the better performance compare to others and reaches 59%,
100% and 100% at rank 1, 5 and 10, respectively.
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Query Candidates Rank
2
8
*
7
1*
Figure 3.11: Two Examples of Re-identification Results with SDALF baseline in
PRID-Group dataset. The ground truth matching is labeled by blue boxes, where
the rank is also given at right. The ranks with star symbols are the results obtain
using our approach. Otherwise the ranks are computed by baseline approach.
3.4 Discussion
In this chapter, we address the problem of person re-identification using subject
centric group features. We proposed person-group feature that encodes the geom-
etry and visual information of groups. The distance between person-group fea-
tures is computed by solving an integer programming problem. The final distance
is a linear combination of person-group feature distance and a baseline distance
obtained by considering appearance features. We demonstrate that our proposed
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method can always improve the accuracy of a baseline approach, and outperform
the state-of-the-art group information based re-identification approaches.
One limitation is that the method assumes a reasonable crowd density, where
robust group extraction algorithm can succeed.
Another limitation of proposed algorithm is that it assumes the stable group
structure across the camera views. This is a valid assumption when the camera
views are close to each other, but limits the application of this method on the
camera networks that contains cameras far apart. Next chapter introduce present
spatial appearance group feature that trains a machine learning model that is able
to capture both group appearance and structure change across the camera.
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Chapter 4
Spatial Appearance Group Feature
4.1 Introduction
Person re-identification is the task that associates humans that are observed across
multiple-cameras at different locations and times [26]. As a growing network
of the camera are being deployed for security applications, automatic person re-
identification has received increasing attention in the computer vision community
since the traditional human operator is ineffective and lacking in reliability and
scalability [41, 82].
Person re-identification in videos is very challenging. Human operators and
many automatic re-identification algorithms rely predominantly on visual fea-
tures, such as color [84], texture [86] or their combinations [87]. However, the
visual cues are weak for matching people because the difference of viewpoint and
51
lighting condition among location and times could significantly affect the visual
appearance of the same person. Other than that, extracting meaningful visual
features of the individual from security video can be difficult because the wide
range of video view angles and occlusions. Finally, the appearance feature also
suffers from inter-similarity as different people may be wearing similar clothes.
This chapter is targeting the re-identification task between two cameras. We
assume that two cameras are not far away and that the persons who travel to-
gether in one camera remain as a group in another camera. The group appearance
and relatively location among group members can serve as additional evidence to
reduce the ambiguity of re-identification task. More specificity, We introduce spa-
tial appearance group (SAG) feature, which captures both the group appearance
and groups structure around a subject. We learn the appearance model to pre-
dict the likelihood of visual features belonging to the same person; we also train
a group model to estimate the probability two spatial appearance group feature
sets describing the same group.
We demonstrate that our approach outperforms other group information based
approaches. In the following of this chapter, we discuss details of the method in
Section 4.2, then we show the experiments results and comparison at Section 4.3.
4.2 Method
The overview of introduced approach is shown in Figure 4.1. This method starts
with a training dataset that contains the videos clips of a set of persons that
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captured by two cameras. We assume that the person tracking information is
available in the Dataset. We denote the tracking information of the ith person
in camera A and camera B as P Ai and P
B
i , respectively. Given the training data,
we extract appearance features as well as spatial appearance group features to
train two models: appearance model and group model. The appearance model
uses a random-forest classifier to predicts the probability of two given appearance
feature sets are extracted from the same person. The group model uses another
random-forest classifier that predicts how likely is it that the two observed people
are the same person given two sets of spatial appearance group features. After we
train the models, we can predict the re-identification score of given probes and
galleries by linearly combining the appearance score and group.
4.2.1 Appearance Model
Appearance model estimates the probability of two appearance feature sets com-
ing from the same person observed by two cameras. We seek a function Ha that:
Ha : (Ri ,Rj)→ Y (4.1)
The appearance feature setRi = {rti }, where rti is aM dimension appearance feature
vector of a person Pi at time t. In this paper, we utilize SDALF [21] to extract the
appearance feature of person. Function Ha returns a scale value Y ∈ [0,1]. We
want to find Ha that returns Y = 1 when the Ri and Rj are the appearance feature
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sets from the same person, and returns Y = 0 otherwise. We define Ha as:
Ha(Ri ,Rj) =
1
|Ri ||Rj |
∑
rti ∈Ri
rtj∈Rj
ha(r
t
i , r
t
j ) (4.2)
where ha : (ri , rj)→ {0,1}. What we need to train is the binary classification model
ha that predicts 1 when ri and rj come from the same person, and predicts 0 oth-
erwise.
Appearance Model Training. The classification model ha is trained by super-
vised learning. We create a dataset using the videos from Cameras A and Camera
B, in which a set of persons are captured by both cameras. Our dataset contains
positive data samples and negative data samples. The positive samples, D+, in-
cludes all possible appearance features extracted from the same person in Camera
A and B. We denote positive samples as
D+a = {[rAi , rBi ]|rAi ∈ RAi , rBi ∈ RBi } (4.3)
The negative samples, D−, are the appearance features pairs that comes from dif-
ferent persons in camera A and camera B.
D−a = {[rAi , rBk ]|rAi ∈ RAi , rBk ∈ RBk , i , k} (4.4)
As the amount of D−a may the significantly greater than D+a if we include all pos-
sible combinations, the resultant set can be an unbalanced dataset. We randomly
pick a subset of all possible negative pairs and make |D−a | = 2|D+a |.
We seek the model ha by training a random-forest classifier given D+ and D−.
In current implementation, the positive and negative samples are weighted, and
the forest contains at most 20 trees with maximal depth equal to 10.
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4.2.2 Group Model
The group model predicts the probability of how likely the observed group that
a subject belongs to is the same group. In this sections, we introduce the spa-
tial appearance group (SAG) feature that encodes the group information, which
includes group appearance and group structure. We also train a random-forest
classifier to predict whether a pair of SAG features comes from the same group.
We further utilize this classifier to compute the probability of two group features
being extracted from the same group.
Group extraction. To extract group feature, we need to know the persons
that belong to a group first. Assuming the tracking information for each person
is available, we use the group extraction method proposed in Wei et al.[77] to
detect groups. It first computes the group probabilities of all possible person
pairs in according to the affinity of persons’ trajectories. Then affinity propagation
clustering [22] is used to find the person clusters. Each cluster is treated as one
group. In our approach, we denote ith group in camera A as GAi and denote P
A
i ∈
GAi if the i
th person in camera A belongs to the ith group.
Spatial appearance group feature. The spatial appearance group feature (SAG)
feature is centered on the subject, and it captures the group appearance to de-
scribe the group structure using the spatial relationship between the focal subject
and other group members.
For person Pi belonging to group G, we denotes its co-travels within the same
groups asNi = {Pk |Pk ∈ G,k , i}. We divide the context region of Pi intoK sub-polar
56
context regions characterized by a number of orientation bins. Using the spatial
relationship between Pi and Ni , we compute the feature for sub-polar context
region Ci(k) by accumulating the appearance feature of Pk ∈Ni within the context
area.
As Pi may appear in multiple frames in the video, we denotes Pi ’s group feature
as Ui = {uti }. uti is a K ×M dimension vector that represents spatial appearance
feature at time t, which we compute as follows:
uti = [
∑
Pj∈Ni
wt1ja
t
j ,
∑
Pj∈Ni
wt2a
t
j , , ...,
∑
Pj∈Ni
wtKa
t
j , ] (4.5)
where the weight term wtkj denotes the contribution by Pi to region Si(k) at time
t, as it is shown in Figure 4.2. We compute wtkj = |btj ∩Ci(k)|/ |btj |, in which btj is the
bounding box of Pj at time t.
Group Model Training. We need to create data samples to train the binary
classification model hg . Similar to the appearance model training, our training
sample contains positive samplesD+g and negative samplesD
−
g . We obtain positive
samples D+g by pairing the SAG features of the same group members that appear
in both camera A and B.
D+g = {[uAi ,uBi ]|uAi ∈UAi ,uBi ∈UBi , Pi ∈ ∀G} (4.6)
We obtain the negative samples D−g by pairing the SAG features of different group
members that appear in both camera A and B.
D−g = {[uAi ,uBj ]|uAi ∈UAi ,uBj ∈UBj , Pi , Pj ∈ ∀G,i , j} (4.7)
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Figure 4.2: The calculation of Spatial Appearance Group Feature. (a) The blue cir-
cle denotes the context regions of the centric subject, the persons bounded by red
and yellow boxes are co-traveler of the centric subject. The values inside bound-
ing box indicate the weights of appearance feature that contributes to sub-polar
context regions. (b) The SAG feature is computed by adding the weighted appear-
ance feature of each co-traveler.
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To balance the number of positive and negative samples, we generate additional
positive samples by calculating additional SAG features with slightly rotated (-5
and 5 degrees) context regions of the group members, as well as sub-sample the
negative samples. We make the number of negative samples to be twice as many
as positive samples |D−g | = 2|D+g |.
Finally, we train a random-forest classifier hg . The positive and negative sam-
ples are weighted, and we set the maximal number of classification trees in the
forest to 20 and maximal tree depth to be 10 in our implementation.
4.2.3 Score Generation
After both appearance model and group model are trained, we compute the score
S that indicates how similar is a pair of features extracted from persons observed
in different cameras. Given person Pi and Pj , the score Sij is computed as:
Sij =Ha(Ri ,Rj) +wgHg(Ui ,Uj) (4.8)
Where Ri and Rj are the appearance feature sets extracted and Ui and Uj are the
group feature. We use wg to adjust the weight of group score. In our experiments
we simple use wg = 1.
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4.3 Experiments and Comparisons
This section represents the experiments and results to demonstrate the perfor-
mance of proposed approach. We also compare our method with other state-of-
the-art group based re-identification methods.
4.3.1 Evaluation Dataset
We evaluate our approach using dataset NLPR MCT [1]. Other re-identification
datasets (e.g., CAVIAR, VIPeR, ETHZ), they either contain single person’s image
or do not have reasonable numbers of groups appearing in a scene. We do our
experiments on dataset 1 and 2 of NLPR MCT where each dataset contains three
synchronous videos (resolution: 320×240, 20 frames-per-second) from three non-
overlapping cameras. Only two cameras that record the outdoor scenes are used in
our experiments. The dataset provides annotation information and bounding box
trackers for each person appearing in the video. We apply the group detection
algorithm as described in Section 4.2.2 to obtain the groups in the dataset. An
example of the NLPR MCT dataset that showing a group of two persons traveling
across two cameras is shown in Figure 4.3.
NLPR MCT Dataset 1 contains 78 persons, in which 16 group members forms
eight groups. NLPR MCT Dataset 2 contains 104 persons, in which 24 group
members forms ten groups. For each dataset, we split the persons into 4-folds,
each fold contains equal numbers of group members and non-group members. We
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Camera 1 Camera 2
Figure 4.3: An example of two persons traveling across cameras 1 and 2. The
yellow box indicates that two people form a group, blue and red arrows indicate
the same person across two cameras.
Dataset(Accuracy%) Appearance+ Appearance Appearance Appearance
Rank +SAG+RF +RF SAG+Euc +Euc CRRRO[23] SCG[24]
NLPR MCT dataset 1
1 55.6 41.6 52.7 45.8 40.2 50.0
5 88.9 81.9 86.1 83.3 86.1 86.1
10 97.2 98.6 98.6 95.8 94.4 93.1
NLPR MCT dataset 2
1 64.4 51.9 46.1 39.4 55.7 65.3
5 96.1 89.4 81.7 73.0 86.5 88.4
10 97.1 98.1 90.3 84.6 97.1 93.2
Table 4.1: The matching rates (at rank 1, 5, and 10) of our approach compare to
others.
use 4-folds cross-validation to report the performance where we choose one fold
as testing data and use the rest as training data. The testing results are represented
by Cumulative Matching Characteristic (CMC) curve. The averaged CMC curves
of all folds are used to represent the overall performance of methods on the entire
dataset.
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Probe
Rank#
21 3 54 6
0.81 0.77 0.73 0.53 0.13 0.06
1.54 1.51 0.94 0.72 0.54 0.51
1.32 1.31 0.88 0.87 0.63 0.46
Figure 4.4: The top 6 matches of three example probes. The scores are shown
below the images of matched persons. The ground-truth matches are bounded by
green boxes.
4.3.2 Evaluation and Comparison
The CMC curve using our approach, which annotates as Appearance+SAG+RF, on
NLPR MCT dataset 1 and dataset 2 is shown in Figure 4.5 (a) and (b), respectively.
The matches for rates at rank 1, 5, and 10 are given in Table 4.1. We show the top
6 matching of three example probes and the similarity scores in Figure 4.4.
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(a) (b)
(c) (d)
Figure 4.5: The CMC curve results. (a) and (b) are the CMC curve results using our
approach (Appearance + SAG + RF) compare with Appearance-based approach
(Appearance + RF) and metric-based approaches (Appearance + SAG + Euc, Ap-
pearance + Euc), on two datasets. (b) and (d) are the CMC curves using our ap-
proach compare with two state-of-the-art group-context based re-identification
approaches ( CRRRO[88] and SCG [77] ).
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To further investigate the contribution of group model, we compare our re-
sults to the re-identification results obtained by using appearance model only. We
denote this as Appearance+RF. To investigate the improvement that is brought by
random forest model, we also compare our results to the results obtained by using
rather than using the score generated by random forest; we compute the Euclidean
distance between features vectors as the matching score. We denote the approach
that uses both appearance feature and SAG feature as Appearance+SAG+Euc and
the approach that uses appearance feature only as Appearance+Euc.
The results are also shown in Figure 4.5 (a) and (b). The matching rate of all
approaches at rank 1, 5 and 10 are shown in Table 4.1. As seen, our approach
performs better than other approaches in both datasets, especially at the lower
rank. By including the SAG feature as group information, the performance of
both scoring approaches (random forest and Euclidian distance) is improved sig-
nificantly. In dataset 1, Appearance+SAG+RF performs 14% and 7% better than
Appearance+RF at rank 1 and 5, respectively. Although it performs slightly worse
than other approaches at rank 10, it already reaches 97.2% accuracy. In dataset
2, Appearance+SAG+RF performs 12.5% and 6.7% better than Appearance+RF at
rank 1 and 5. Similar to Dataset 1, it does not outperform other approaches
at rank 10 but it reaches a high accuracy of 97.1%. This proves that the pro-
posed SAG feature does capture the meaningful group information and reduces
the ambiguity of re-identification task. By comparing the results of model-based
approach (RF) and metric based approach (Euc), we can see that model-based
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matching also provides a the reasonable performance boost. In dataset 1, Ap-
pearance+SAG+RF performs 2.9% and 2.8% better than Appearance+SAG+Euc at
rank 1 and 5, respectively. In dataset 2, Appearance+SAG+RF significantly out-
performs Appearance+SAG+Euc by 18.3%, 14.4% and 6.8% at rank 1, 5 and 10,
respectively.
Compare to state-of-the-art. We also compare our approach with Center Rect-
angular Ring Ratio-Occurrence (CRRRO) proposed by Zheng et. al. [88] and Sub-
ject Centric Group (SCG) feature proposed by Wei et. al. [77]. Since CRRRO
feature can only be extracted from static group images, we create group images
by cropping the video frames that include group members. The distance between
CRRRO features are reverted and linearly combined with the scores that are gen-
erated by our Appearance+RF to form the final CRRRO scores. We extract SCG
feature for each person in the dataset, the distance between SCGs are reverted to
the similarity score of SCG features, which is combined with Appearance+RF score
linearly to obtain the final SCG score.
The results are shown in Figure 4.5 (b) and (d) and the matching rate of ap-
proach CRRRO and SCG at rank 1, 5 and 10 are shown in Table 4.1. Comparing
with CRRRO, our approach performs significantly better by 15.4% at rank 1 and
2.8% both at rank 5 and 10 in dataset 1. In dataset 2, our approach performs
better by 8.7% and 9.6% at rank 1 and 5, respectively. Comparing with SCG, our
approach out-performs SCG by 5.6%, 2.8% and 4.1% at rank 1, 5 and 10 in dataset
1, respectively In dataset 2, our approach performs identical with SCG at rank 1,
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and out-performs SCG by 7.7% and 3.9% at rank 5 and 10, respectively. In sum-
mary, our approach has the best overall performance in both datasets compared
to twp other state-of-the-art methods.
4.4 Discussion
We address the problem of person re-identification using spatial appearance group
feature. We introduce spatial appearance group feature that captures the group
shape and group appearance from video frames. Our approach predicts the prob-
ability of two persons being the same when observed in different cameras using
appearance model and group model. The appearance model is trained using the
appearance feature. The group model is trained using proposed spatial appear-
ance group feature. We demonstrate that our proposed method outperforms two
other state-of-the-art group information based re-identification approaches. The
limitation of the current approach is that it requires manually annotated data,
which is very expensive to obtain. In the future, we plan to extend our method
to learn the models using active learning, which requires much less amount of
training data.
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Chapter 5
Contextual Features For Human
Activity Recognition
5.1 Introduction
Human activity analysis is one of the most important problems that has received
considerable attention from the computer vision community in recent years. It
has various applications, spanning from activity understanding for intelligence
surveillance system to improving human-computer interactions. Recent approaches
have demonstrated great performance in recognizing individual actions [81, 67].
However, in reality, human activity can involve multiple people. To recognize
such group activities and their interactions would require information more than
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the motion of individuals. Therefore, human-activity recognition remains a chal-
lenging research topic largely due to the tremendous intra-class variation of hu-
man activities attributed to the visual appearance differences, subject motion vari-
abilities, and viewpoint changes.
To solve these challenges, previous approaches in human activity recognition
have focused on information about context. Context can be defined as information
that is not directly related to the human activity itself, but it can be utilized to
improve the traditional target-centered activity recognition [74]. Amer et. al. [44]
proposes action context to encode the human interactions among multiple people.
Choi et. al. [15] uses spatio-temporal volume descriptor to capture nearby person
actions.
However, the existing approaches for human activity recognition mainly use
people as context without richer context information, such as the scene infor-
mation where the activity is performed, the location of the person within the
scene, etc. Further, previous approaches have either utilized the context directly
as feature inputs to classifiers such as random forest [15] and support vector
machine [66], or incorporated context through probabilistic models like condi-
tional random field [68]. There is little work utilizing deep models and networks
to capture the contexts for human activity recognition. Deep models have the
potential to systematically incorporate multiple sources of contexts due to their
multi-level deep structure, the capability of probabilistic reasoning, and the in-
tegration of hidden units to synthesize higher level representations of the raw
input features [74]. Therefore, in this work, we propose a deep-neural-network
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(DNN) based model to recognize the human activity by taking advantage of its
probabilistic reasoning power and incorporate multiple sources of context infor-
mation. We combine motion and context information. The motion information is
encoded by using the low-level motion features and high-level mobility features.
The context information is incorporated to represent the scene and the human
interactions. The scene feature encodes the attribute of the scene at the global
and local level, while the group feature captures the human motion interaction
and their spatial relationships in space. For each feature, we carefully design the
network structure to get the higher level representation of input features, and the
combination of different representations. We demonstrate that the integration of
our context features and deep model can achieve better performance than state-
of-the-art approaches on the collective activity dataset [14], which represent the
human activities in real world scenario.
In summary, the main contributions of this work are:
• We introduce a two-level scene context descriptor. Beside the group context
feature similar to many other works, we introduce a two-level scene context
feature that describes the environment information of centered-target at the
global and local levels.
• A deep model for human activity recognition. We present a deep neural
network model that jointly captures multiple sources of context informa-
tion, and achieves state-of-the-art performance over the collective activity
dataset.
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5.2 Method
Motion Feature
Context Feature
Space-time 
Mobility
Group Context
Scene Context
Input Video Feature 
Extractation & Abstraction
Hidden Layers Softmax Activity
Probability
...... ... ...
P(C1|x)
P(C2|x)
P(C3|x)
P(C4|x)
P(C5|x)h1
h2
h3
h4
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Figure 5.1: The structure of proposed neural network model for human activity
recognition.
To recognize the human activity, we introduce a deep neural network with the
structure of our network as shown in Figure 5.1.
Human activity recognition. Given the input video with tracking informa-
tion of each subject, our system recognizes activity of each individual person at
every frame. Two distinct features are considered in this recognition network,
the first based on human motion ( Sec. 5.2.1) and the second based on the context
(Sec. 5.2.2). The features are extracted and abstracted using dense fully connected
hidden layers. The output hidden units of the two parts are combined and fed
into another fully connected network, which has a soft-max layer to compute the
probability of recognized activity from input observations.
We use video dataset to train the deep model. In addition, we assume that the
people tracking information, an estimation of their 3D space location, and facing
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direction in 3D space is available. We denote persons appearing in video as {pi},
the tracking 2D bounding box of i-th person at frame t as bti , the estimated 3D
location as lti ∈ R3, estimated the facing direction quantized into 8 viewpoints as
dti ∈ {f ront, f rontlef t, lef t,backlef t,back,backright, right, f rontright}.
In the following, we discuss in detail about our proposed features, along with
our training and inferencing approach.
5.2.1 Motion Features
Motion features we consider are the low-level observation of the movements in
the video. The introduced approach uses Space-time features that capture the
low-level motion observed in the video and the mobility features that capture the
movement of human as a whole part.
For an input video, we compute features for frames with interval β. That is,
we extract features for the sample located at time t by computing the feature
descriptors using a video segment comprising of frames in the interval [t−β,t+β].
Space-time features. There are various space-time features to describe human
motions in the video. We choose space-time interest points (STIP) [46], because
it can extract feature points in space-time dimension robustly, and it also has
been applied in event recognition [74]. STIP method detects interest points using
a space-time extension of the Harris operator. For each interest point, it com-
putes descriptors of the associated space-time patch. In this work, histograms of
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oriented gradient (HOG) and histograms of optical flow (HOF) feature are com-
puted as the descriptors of the space-time patch. We obtain the feature words of
both features by first detecting all the interest points over the entire videos data
set, and then applying K-Means clustering to obtain Ki feature words for HOG
features and HOF features.
X
Y
T
... ... ... ... 
T = t t+1t-1 t-β t+β
(a) (b)
Figure 5.2: STIP feature histogram. (a) shows the video segment centered at time
t, with length 2β+1. The green boxes denote the bounding box areas of the subject.
(b) shows the STIP histogram generated using the video segment (a).
To describe the motion of pi at time t, we first collect all the interest points
located within {bki |k ∈ [t − β,t + β]}, as shown in Figure 5.2(a). Then we compute
the histogram of gradient and optical flow given the collected interest points as
shown Figure 5.2(b). Finally, it results in two Km dimensional histogram vectors.
After normalization to ensure each vector can sum up to one, the concatena-
tion of two vectors serves as the motion descriptor of the person. We denote this
as Sti . If there are no interest points located in bounding boxes of the subject, the
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descriptor is a zero vector of dimension 2Km. The extracted feature forms the in-
put into our network as shown in the left part of Figure 5.3, and is followed by
four fully-connected layers with (hs1,hs2,hs3,hs4) hidden units at each layer. Fi-
nally, at the top we have a layer with hs4 hidden units to realize a response to be
combined with mobility information described below.
Mobility feature. As the estimated people 3D location can be computed us-
ing [20], we take the distance of movement in 3D space through the video segment
as a description of human mobility. We compute subject movement at time t as
vti = l
t
i − lt−1i , where lti denotes the location of pi at time t. We denote pi ’s mobil-
ity feature at time t is V ti = [v
t−β
i ,v
t−β+1
i , ...,v
t
i , ...,v
t+β−1
i ,v
t+β
i ], which is a vector of
length 2β + 1. We input the extracted mobility feature into our network as shown
in the right part of Figure 5.3. The input layer is fully connected to a hidden layer
that contains ho units.
The hidden units of STIP features and mobility feature are concatenated to
form a merge layer, which is fed into another fully connected layer of size hm.
These hm hidden units abstract the overall motion information of the subject ob-
served in the video at a sample frame.
5.2.2 Context Features
In our approach, context information plays an important role to improve the
activity recognition accuracy. The context information includes two parts: the
scene-based context and group-based context. Scene-based context captures the
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Figure 5.3: Motion feature layers. The green layers are network inputs; the gray
layers are fully connected dense layers with hidden units; the blue layer is merge
layer, which concatenates its inputs layers.
environment information surrounding the subject, allowing the network to find
the association between environment information and activities. Scene-based
context has two levels: scene prior describes the global scene attributes of the
video frame; and scene context describes the scene around the person locally.
The group of people that are physically near the subject also provide strong con-
text information about human activity, as many approaches build various features
to describe the people actions of near by humans to improve activity recognition
accuracy [15, 66]. Similarly, the group-based context contains two parts: group
action describes the interaction observation of nearby people; and group struc-
ture captures the shape (positions, direction) of nearby humans relative to the
target person.
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5.2.2.1 Scene-based context
Some activities have strong association with the environment, so the environment
information as a context can reduce the ambiguity in its recognition. For exam-
ple, jogging or crossing activities are more likely to happen in outdoor scenes, and
queuing will be more likely to happen if the scene appears to be a shop. In this
work, we extract the scene context information by looking into the image patch
that extends around the bounding box of the tracked subject and use the descrip-
tors of theses image patches as context features.
Rather than using low-level features such as appearance features to describe
the image patches, we use a descriptor with semantic meaning. We utilize the
existing place recognition methods to extract the semantic attribute of subject
contexts. As deep convolution network gives the state-of-the-art performance in
place recognition tasks, we use the Place-CNN [89] to generate the image patch
descriptor. Given an image patch to Place-CNN, it outputs the probability of
given image belonging to 205 categories. An example of place recognition on
context image patches is shown in Figure 5.4. We simply denote the recognition
process of Place-CNN as function P lace(It), where It is the image frame at time
t of a given video, P lace(.) returns the probability vector of given image being
recognized as belonging to the place categories.
Scene prior. The scene prior gives the environment context information at a
global level for each video frame. To extract the scene prior feature, Lt, for all the
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Scene Prior
Scene Context
Scene Context1
2
Scene Prior:               crosswalk:0.54,          gas_station:0.30
Scene Context #1:   crosswalk:0.70,          parking_lot:0.07
Scene Context #2:   phone_booth:0.20,  lobby:0.16
Figure 5.4: The scene prior and scene context. The green box is the bounding
box of tracked people, with people id inside it. The yellow boxes are the scene
context areas of persons. The red box which bounds the whole image is the scene
prior area. We input images into Place-CNN to recognize place probability. The
top two likely places of the above scene and scene context of person 1 and 2 are
shown below the figure.
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subjects that appear at time t, we compute
Lt =
1
2β + 1
t+β∑
k=t−β
P lace(Ik), (5.1)
where scene prior feature Lt ∈R205 and∑205s=1 Lts = 1.
Scene context. Besides the scene prior as global information for all the subjects
appearing in the video frame, for each individual subject, we also build local scene
features that capture the local environment information.
We denote the scene context image patch of pi at time t as T
t
i , which is the
region surrounding the bounding box bti . Both T
t
i and b
t
i have the same center
location, while width and height of T ti is 3 and 1.5 times the width and height of
bti , respectively. The scene context feature of pi at time t is denoted as Q
t
i , which
is computed as follow:
Qti =
1
2β + 1
t+β∑
k=t−β
P lace(T ki ), (5.2)
Where Qti ∈R205 and
∑205
s=1Q
t
s = 1.
After we compute scene-prior and scene-context features, we input the two
features into the network as shown in Figure 5.5. We first concatenate the two
features prior to feeding them to two fully connected layers ht1 and ht2. The intent
is to capture the interaction between global scene prior and local scene context.
The hidden units in layer ht2 serve to provide the scene context information.
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Figure 5.5: The network of combining scene prior and context information.
5.2.2.2 Group-based context
As people tend to form groups in various social behaviors, many approaches use
the information from persons that physically are near the subject of interest to
infer the activity. In our approach, we simply define the group as people within
the social interaction area.
There are two group-based context information that are extracted: group in-
teraction context captures the activity interaction of subject with group members;
group structure context describe the spatial distribution of positions and directions
of group members.
Group-interaction context. The group-interaction context captures the activ-
ity interactions between the centered subject and group members. We use con-
cepts from proxemics [75, 66], and define interaction region as an area where
the people are able to make social interaction with the centered subject. Inter-
action region is an ellipse E(ci , a,b), where the center of ellipse is ci and (a,b) is
the major and minor axis of ellipse, respectively. In our implementation, we use
78
ci = li + 0.3di , a = 3.35, b = 2.0 as suggested in [75]. We are able to detect group
members by finding the person within social interaction region, as shown in Fig-
ure 5.6. We denote the group members of subject pi at time t as N (pi , t).
c
a
b
(a) (b)
Figure 5.6: Interaction region. (a) The centered subject is in the green box, where
the group members of target subject are in blue boxes, non-group members are in
red boxes. (b) top view of persons 3D locations estimation of (a), the interaction
region of the centered subject is displayed as the green ellipse, with center c and
major a, minor b marked at ellipse.
To generate the group-interaction context feature for pi at time t, we first com-
pute the space-time features Sti , which is a bag-of-feature histogram of motion
features as discussed in Sec. 5.2.1. Then we compute the average space-time fea-
ture U ti for all persons within the interaction region N (pi , t) as follow:
U ti =
1
|N (pi , t)|
∑
pj∈N (pi ,t)
Stj (5.3)
We generate a 2D histogram as Bti = S
t
i
T ∗U ti that captures the co-occurrence fre-
quencies of Sti and U
t
i . We normalize the 2D histogram B
t
i to ensure that all el-
ements in the matrix sum to 1 and build a group interaction context feature by
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flattening the matrix into a K2i dimension vector. If Ki is large, then we can re-
create word bags for STIP features by clustering all the motion features of the
data set. In our implementation we use Ka =
√
Ki as number of bags for group
interaction context feature extraction.
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Figure 5.7: Group interaction context feature. (a) shows a video segment, where
the green part covers the bounding box of target subject, the blue part covers the
interacting group members. (b) shows the 2D co-occurrence histogram of target
subject in the video segment (a).
Group-structure context. The group-structure context describes the relative
positions and directions of people within interaction regions. For different activ-
ities, the shape of the group and the interactions between group members can be
different. For example, group talking activity would have more than two people
positioned in front of each other, face to face, while queuing activity most likely
has more than two people standing in a line and facing the same direction. There-
fore, we design group structure context feature to capture the positions and facing
direction of the group.
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To describe the position information, we construct a local coordinate centered
at the target subject, as shown in Figure 5.8(a), and form a histogram of angles to
represent the position distribution of group members. We denote the function
1
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4
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1
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4
(a) (b)
Figure 5.8: Group position histogram and direction histogram. (a) shows the po-
sition histogram; (b) shows the direction histogram. In this figure, the angle space
is split into 4 sub-range in order to compute histogram.
Ang(V1,V2) that returns the angles between vector V1 and V2. The group mem-
ber position distribution of pi at time t is obtain by computing the normalized
histogram of angle set {Ang(dki , lkj − lki )|pj ∈N (pi , k), k ∈ [t−β,t+β]}. To capture the
direction information, we calculate the angles between the direction of centered
subjects and other group members, then form a histogram of directions that repre-
sent the direction distribution of interacting neighbors, as shown in Figure 5.8(b).
The group member direction distribution of pi at time t is obtain by computing
the normalized histogram of angle set {Ang(dki ,dkj )|pj ∈ N (pi , k), k ∈ [t − β,t + β]}.
Both position and direction histogram have Ks bins.
After the position histogram and direction histograms are concatenated, we
81
have the group structure context feature. We denote it as Gti , which is a 2Ks di-
mension feature, where Ks is bin size of angle histogram.
Finally, position histogram and direction histogram are input into two fully
connected hidden layers (the hidden units number are hi1 and hi2 for group inter-
action feature; hr1 and hr2 for group structure feature), followed by a merge layer.
The hidden units at the top represent the group context information.
After the final hidden layer for scene context information and group context
information, we use a merge layer to concatenate hidden units from the two lay-
ers, as shown in Figure 5.9. The merge layer is fed into a fully connected layer
for further abstraction. The top hc hidden units form the representation for the
overall context information of a given observation.
.....
.....
....
.....
Scene Context Info. Group Context Info.
hc
Figure 5.9: The network of group context informations.
The hidden units of motion information in Figure 5.3 and context information
in Figure 5.9 are further concatenated, and input into the network shown in Fig-
ure 5.1, which includes four fully connected layers (with hidden units number h1,
h2, h3, h4), and a soft-max layer at the end to calculate the probabilities of given
observation for a set of activities. So far we have presented our deep neural net-
work model, and in the following we are going to present the method for training
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and inference using our model.
5.2.3 Learning and Inference
Model Learning. The proposed model is a neural network with parameter W ,
which includes the weights matrix and bias parameters of all dense layers in
the network. We denote X = {xti ,Ati |i = 1, ...,N , t = 1 + β, ...} as the training data,
where xti = (S
t
i ,V
t
i ,L
t,Qti ,B
t
i ,G
t
i ) includes all the individual features, and Ai is the
ground truth human activity label. The output of the network is the probability of
given observation belonging to each class of activity label. We denote the forward
propagation as F(W,xti ) = {P (Ck |xti ), k = 1...M}, where M is the number of activ-
ity categories. In the training phase, we compute and minimize the categorical
cross-entropy between predictions and ground truth:
E(W,X) = − 1
N
N∑
i=1
M∑
j=1
1(Ai = Cj) log(P (Cj |xi)) (5.4)
We optimize the loss function using Stochastic Gradient Descent (SGD) up-
dates with Nesterov momentum [59]. In each iteration, the model parameters W
are updated as follow:
4Wt = µ ∗ 4Wt−1 − lr ∗OWE(Wt +µ ∗ δWt−1,Z) (5.5)
Wt+1 =Wt +4Wt (5.6)
Where µ is the momentum, lr is learning rate, OW is the gradient of the model
parameter W , and Z is a random subset of training data for computing gradient
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in each iteration. We initialize the parameters of the network using Glorot weight
initialization [25].
Model Inference. Given query human activity observation x, our model rec-
ognizes the activity category C? by finding the maximal posterior probability
given the observations from both motion feature space and context feature space
through Equation 5.7.
C? = argmax
k
P (Ck |x) (5.7)
We implement our network using Lasagne [18] with GPU acceleration.
5.3 Experiments and Comparisons
In this section we describe the experiments that evaluate the performance of the
proposed model for human activity recognition.
5.3.1 Evaluation Datasets
Our human activity recognition model is tested using Collective Activity dataset
introduced by Choi et al. [14]. Other datasets (e.g. CAVIAR, VIRAT, or UT-
Interaction) either focus on single person activity or the semantic labels provided
are agnostic to scene context.
Collective Activity dataset comprises of two versions. The first version of data
set contains five activities (Cross, Wait, Queue, Walk and Talk) and we denote this
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as Data-Act-5. The second version of dataset includes two additional activities
(Dance and Jog) and removes the Walk activity, since the Walk activity is an indi-
vidual activity rather than a collective activity. We denoted the second version as
Data-Act-6. HOG based human detection and head pose estimation along with a
probabilistic model is used to estimate camera parameters [14]. Extended Kalman
filtering is employed to extract 3D trajectories and head pose estimates are pro-
vided as part of the dataset. In general, this dataset represents real-world, noisy
observation with occlusions and automatic person detection and trajectory gener-
ation. We use the 4-fold cross-validation scheme similar to [13] to test the perfor-
mance of our approach. To minimize the over-fitting in training phrase, we split
data of non-training fold randomly into validation data set (30%) and testing data
set (70%). In each interaction of parameter updates, the accuracy of validation
data set is computed. When the accuracy over the training data set increases, but
the accuracy over the validation data set stays the same or decreases, the neural
network is over-fitting and we stop training.
5.3.2 Experiments and Comparison
In this section, we demonstrate the effectiveness of the proposed human activity
recognition model that integrates both motion features and multiple sources of
context information. The neural network to be evaluated has configuration as
shown in Table 5.1.
The experiments are performed on both versions of Collective Activity dataset.
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Table 5.1: Experiments Network Configuration
hs1 150 hm 25 hr1 10 h3 25
hs2 100 ht1 100 hr2 10 h4 25
hs3 100 ht2 20 hc 10 h5 25
hs4 100 hi1 10 h1 50
ho 10 hi2 10 h2 50
The performance of proposed model on both versions of the dataset is shown in
Figure 5.10. The low value of the non-diagonal elements implies that our model
is highly discriminative with low decision ambiguity between activities.
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Figure 5.10: Confusion matrix of Collective Activity Dataset. 5 activities version
(top) and 6 activities version (bottom).
The confusion matrix of Data-Act-5 at Figure 5.10(left) also shows that the
confusion between Walk and Cross is reasonably low, despite the fact that both
activities are Walk activity but with different scene semantics. Our model captures
the scene context information and recognizes Walk activity better than baseline
approaches as shown in Table 5.2 and other state-of-the-art approaches as shown
in Table 5.3.
Compare with Baseline Approaches. To investigate the contribution of each
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individual information that builds up the feature, we separate the features into
three parts: Motion part denotes the space-time feature and mobility feature;
Scene part denotes the scene prior and scene context feature; Group part denotes
the group interaction feature and group structure context. We use the follow-
ing combinations of above three parts (Motion, Motion-Scene, Motion-Group,
Motion-Scene-Group) to train the deep neural network (DNN) model and com-
pare their performance to validate the contribution of each individual part. When
one part of feature is not involved in the training, we remove the nodes and layers
related to that part within the network. To evaluate the discriminative power of
proposed deep model, we take the same feature combinations and train the Sup-
port Vector Machine (SVM) classifier [12] and compare its performance with DNN
model. We conduct the experiments on both Data-Act-5 and Data-Act-6 and the
results are summarized in Table 5.2.
By looking into the average accuracy, DNN-Motion-Scene outperforms the
DNN-Motion by 13.4% in Data-Act-5 and 19.2% in Data-Act-6, the activities that
bring the significant accuracy improvements are Talk(31.0%) and Queue(16.2%) in
Data-Act-5, Queue(42.3%) and Wait(34.4%) in Data-Act-6. DNN-Motion-Group
outperforms the DNN-Motion by 25.7% in Data-Act-5 and 17.5% in Data-Act-5
in average. Interestingly, Queue and Talk provide the significant accuracy im-
provements in both datasets: Queue improves 48.4% in Data-Act-5 and 42.8% in
Data-Act-5, Talk improves 42.4% in Data-Act-5 and 42.8% in Data-Act-6. The ob-
served improvements are reasonable because queuing and talking activities have
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relatively stable group structures and interaction patterns, and these improve-
ments indicate that our proposed group context feature captures the meaning-
ful information for group structure and interaction. DNN-Motion-Scene-Group
outperforms DNN-Motion-Scene by 17.9% in Data-Act-5 and 1.1% in Data-Act-
6, it also outperforms DNN-Motion-Group by 4.3% in Data-Act-5 and 2.9% in
Data-Act-6. This indicates that both scene context information and group context
information contribute to the final performance improvements of the combined
feature. However, the contribution rate of scene context information and group
context information may vary among different datasets.
By comparing the accuracy of SVM classifier and deep neural network model
that is trained using the same features, we are able to evaluate the discriminative
power of the proposed deep model. Overall, the accuracy of DNN based model
outperforms the SVM model by 13.3% in Data-Act-5 and by 11.1% in Data-Act-6.
This clearly indicates that our proposed DNN model also contributes to higher
performance of activity recognition task.
Compare with state-of-the-art. We also compare our results with other ap-
proaches that have state-of-the-art performance on Collective Activity dataset.
For Data-Act-5, we compare our results with Spatio-Temporal Volume descriptor
of Choi et al. [14] and Action Context descriptor of Lan et al. [44]. For Data-
Act-6, the following methods are compared: the approach by Tran et al. [68] that
uses group context descriptor, the approach by Amer et al. [2] that uses a chain
model for group activities recognition and [3] that utilize top-down/bottom-up
inference for activity recognition; and the approach by Choi et al. [15] that uses
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Accuracy(%)
Approaches Year Walk Cross Queue Wait Talk Jog Dance Avg.(5 Act.)
Choi et al. [14] 2009 57.9 55.4 63.3 64.6 83.6 - - 65.9
Lan et al. [44] 2012 68.0 65.0 96.0 68.0 99.0 - - 79.1
Our Method (5 Act.) 67.6 70.2 96.2 81.6 91.5 - - 81.4
Approaches Year Walk Cross Queue Wait Talk Jog Dance Avg.(6 Act.)
Choi et al. [15] 2011 - 76.5 78.5 78.5 84.1 94.1 80.5 82.0
Amer et al. [2] 2011 - 69.9 96.8 74.1 99.8 87.6 70.2 83.1
Amer et al. [3] 2012 - 77.2 95.4 78.3 98.4 89.4 72.3 85.1
Khai et al. [68] 2015 - 60.6 89.1 80.9 93.1 93.4 95.4 85.4
Our Method (6 Act.) - 85.4 97.9 72.6 99.6 96.4 96.1 91.3
Table 5.3: Comparison with state-of-the-art approaches.
random forest for activities recognition.
The results are shown in Table 5.3. We can see that our approach performs
best in 3 out of 5 activities in Data-Act-5, and 4 out of 6 activities in Data-Act-6.
Our approach also gives the best average accuracy for both datasets. Finally, our
approach outperforms other approaches by 2% in Data-Act-5 and at least by 5%
in Data-Act-6.
5.4 Discussion
In conclusion, this chapter proposes a deep-neural-network model for human ac-
tivity recognition from video. The input features of the deep network include
motion feature and context feature. We design the scene prior feature and scene
context feature to capture the environment around the subject of interest global
and local levels. We demonstrate that our model can outperform state-of-the-art
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human activity recognition methods in the collective activities dataset.
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Chapter 6
Conclusion
This thesis presents multiple human groups contextual feature and introduces
techniques that use these features in video analysis application, including hu-
man re-identification and human activity recognition. The rich experiments have
demonstrated the proposed approaches successfully on a variety of datasets that
represent real life scenarios. This section summarizes the contributions of this
thesis to the field of human re-identification and human activity recognition and
presents an overview of future work.
6.1 Summary of Key Contributions
The main contributions of this thesis are human group contextual descriptors
along with algorithms for human re-identification and human activity recognition
in videos.
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This thesis introduces Subject-Centric Group feature and Spatial-Appearance
Group Feature for the person re-identification problem. Subject-Centric Group
(SCG) feature can capture the positions and appearance information of group
members walking aside a centric subject. By using group-shape-based and group-
appearance-based metrics, the distance between subject centric group features
can be calculated. The SCG feature provides an unsupervised and easily imple-
mented approach that can improve the human re-identification accuracy of exist-
ing individual-based human re-identification. Spatial-Appearance Group (SAG)
feature is a fixed length descriptor that encodes the group appearance and struc-
ture around a subject. Machine learning model can be trained to learn the appear-
ance and group structure changing across the camera. This supervised algorithm
allowing the user to use more training data and improve the performance of intro-
duced group matching model. Combined with appearance based machine learn-
ing model, we demonstrate the improvements that been brought using proposed
feature and models.
In the field of human activity recognition, this thesis presents contextual fea-
tures to capture context information for recognizing human activities. Group
interaction features are introduced to capture the interaction between people in
the group. In specific, group direction histogram and group position histogram is
introduced to capture the spatial relationship between human and the belonging
group.
The environment context information is discovered to be useful in reducing
the ambiguity of human activity in video. Environment context is designed in
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two scales: at the global scale, the scene prior feature is used to describe the envi-
ronment of entire video; at the local scale, scene context feature is used to encode
the environment of a subject. The environment context feature takes advantage
of fast growing deep learning technologies and uses place-CNN to generate both
environments contextual features. To train a machine learning model by consider-
ing multiple features jointly, we introduce a deep model that take all the features
as input, and output the probabilities of giving feature is generated by the certain
activity. To recognize the activity of input feature, they firstly will go through two
to three fully connected layer to obtain abstract representations of the features.
Then these abstract representations are combined and pass through several ad-
ditional hidden layers to calculate the probabilities. The features and algorithm
are evaluated using Collective Behavior Dataset and introduced method can reach
state-of-the-art performance.
6.2 Limitations and Future Work
The are several limitations using the group as context information in person re-
identification application. Firstly, introduced algorithm needs to assume a stable
group structure across the cameras, which means the cameras have to be within
a reasonable distance so that group appears in one camera will show in the other
camera without changing the group members. This assumption will be chal-
lenged in case the scale of camera network is large. The chance of group structure
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changing is higher as cameras distance become longer. Although we also intro-
duce the appearance-based metric for subject-centric group feature, it still not
robust in handling the change of group members. Therefore, the future works
can consider the relationship between group members and non-group members
to infer the group structure changing to provide more accurate matching among
the individuals appeared in the video. Secondly, both introduced re-identification
approach is built based on other human re-identification features. However, as it
demonstrated in subject centric group feature work, the improvement of intro-
duced context feature is bounded by the robustness of baseline appearance fea-
ture. Further works should look consider directly calculate the group features
from group image and videos without associating with high-level features of an
individual. Thirdly, introduced approach both focused on person re-identification
for two people appeared in two cameras. However, most security camera net-
works have a much larger scale. People appears in multiple cameras would con-
tain more contextual information that useful to obtain the identity. Therefore,
the research about how to extend current work to larger camera network is also a
topic could be explored in the future.
For human activity recognition works, there are also some limitations in cur-
rent works. Firstly, the current activity recognition approach is performed frame-
by-frame without considering the temporal coherence. Further works can utilize
a different machine learning model that considering temporal information, such
as Hidden Markov Model and recurrent networks, assuming training datasets of
larger scale are available. Secondly, the current works only recognized the human
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activities that are manually annotated in the training dataset. This fact limits the
application of introduced approach because the currently available human activ-
ity datasets have very limited action category (Collective Activity Dataset has only
6 categories). Furthermore, human being often performing multiple activities at
the same time. For example, one person can walk and talk with another person at
the same time, while in current datasets, the person is only labeled walking. As
the deep neural network is growing dramatically in recent years, we already see
very promising applications of DNN in areas like image-based object recognition
and natural language processing. It will be interesting to see how the state-of-
the-art deep networks models can provide richer context information in human
activity recognition area.
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