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Przedmowa
Jednym z wa»niejszych poj¦¢ analizy wypukªej s¡ funkcje silnie wypukªe. Poj¦cie to
zostaªo wprowadzone w 1966 roku przez Polyaka [23] i znalazªo wiele zastosowa« mi¦dzy
innymi w teorii optymalizacji oraz ekonomii matematycznej. W ostatnich kilku latach
silna wypukªo±¢ staªa si¦ ponownie tematem intensywnych bada« i ukazaªo si¦ wiele prac
zawieraj¡cych nowe wyniki na jej temat (zobacz np. [1], [13], [14], [15] i zawarte w nich
cytowania). Prace te, jak równie» wcze±niejsze publikacje Nikodema [20] i Skowro«skiego
[26], [27] na temat wypukªych procesów stochastycznych, stanowiªy gªówn¡ inspiracj¦
dla moich bada«. Ich efektem jest przedstawiona rozprawa doktorska zawieraj¡ca pewne
wªasno±ci silnie wypukªych, silnie wypukªych w sensie Jensena i silnie wypukªych w sen-
sie Wrighta procesów stochastycznych. Zawiera ona zarówno wyniki zawarte w pracach
[6], [7], [8], [9], [10] jak i te jeszcze nieopublikowane.
Rozprawa skªada si¦ z czterech rozdziaªów. Rozdziaª pierwszy zawiera przede wszyst-
kim podstawowe definicje zwi¡zane z ró»nego rodzaju wypukªo±ciami procesów stocha-
stycznych, oraz pomocnicze lematy, które zostaªy wykorzystane w dalszej cz¦±ci pracy.
W rozdziale drugim prezentowane s¡ stochastyczne odpowiedniki klasycznych twierdze«
z analizy rzeczywistej, które charakteryzuj¡ wypukªe i silnie wypukªe funkcje (zobacz.
[24]; lub [13]). Pojawia si¦ tam mi¦dzy innymi charakteryzacja silnie wypukªego procesu
stochastycznego za pomoc¡ podparcia, pierwszej pochodnej, oraz za pomoc¡ drugiej po-
chodnej. Zaprezentowane zostan¡ tak»e nierówno±ci typu: Jensena (dyskretna i caªkowa),
Hermite'a-Hadamarda, a tak»e Fejera. Rozdziaª trzeci po±wi¦cony jest procesom silnie
wypukªym w sensie Jensena. Mo»na w nim znale¹¢ mi¦dzy innymi odpowiedniki nierów-
no±ci Jensena, twierdzenia Kuhna, twierdzenia typu Bernsteina-Doetscha i twierdzenia
Sierpi«skiego. W rozdziale czwartym zostaªy natomiast opisane procesy silnie wypukªe
w sensie Wrighta. Mi¦dzy innymi mo»na znale¹¢ w nim charakteryzacj¦ silnie wypukªych
procesów stochastycznych w sensie Wrighta, która jest odpowiednikiem dobrze znanej
i
charakteryzacji Ng'ego [18] dla funkcji wypukªych w sensie Wrighta, oraz twierdzenie o
silnie wypukªym w sensie Jensena procesie majoryzowanym przez silnie wkl¦sªy w sensie
Jensena proces stochastyczny.
Dawid Kotrys
ii
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1Wprowadzenie
W roku 1980 Nikodem [20] wprowadziª definicj¦ wypukªych w sensie Jensena procesów
stochastycznych i podaª warunki, przy których s¡ one ci¡gªe. Nast¦pnie Skowro«ski w
pracach [26] oraz [27] badaª dalsze wªasno±ci wypukªych, wypukªych w sensie Jensena
oraz wypukªych w sensie Wrighta procesów stochastycznych. Definicja silnie wypukªych
procesów stochastycznych pojawiªa si¦ po raz pierwszy w pracy [7] w 2012 roku.
1.1 Ró»ne rodzaje wypukªo±ci
Niech (Ω,A, P) b¦dzie przestrzeni¡ probabilistyczn¡. Funkcj¦ X : Ω → R nazywamy
zmienn¡ losow¡ , je±li jest ona Amierzalna. Natomiast funkcja X : I ×Ω → R, gdzie
I ⊂ R jest przedziaªem, jest zwana procesem stochastycznym , gdy dla ka»dego t ∈ I
funkcja X(t,·) jest zmienn¡ losow¡.
Niech C : Ω→ R b¦dzie dodatni¡ zmienn¡ losow¡. Proces stochastyczny X : I×Ω→ R
nazywamy silnie wypukªym z moduªem C(·), je±li dla wszystkich u,v ∈ I oraz dla
ka»dego λ ∈ [0,1] zachodzi nast¦puj¡ca nierówno±¢
(1) X
(
λu+ (1− λ)v,·) 6 λX(u,·) + (1− λ)X(v,·) − C(·)λ(1− λ)(u− v)2 (p.w.).
Je»eli zakªadamy, »e nierówno±¢ (1) zachodzi dla dowolnych u,v ∈ I i pewnej ustalonej
liczby λ ∈ [0,1], to mówimy wówczas, »e proces X jest silnie λwypukªy z moduªem C(·).
W szczególnym przypadku, gdy nierówno±¢ (1) jest postulowana dla wszystkich u,v ∈ I
oraz λ = 1
2
, mówimy »e proces stochastyczny X jest silnie wypukªy w sensie Jensena
(silnie Jwypukªy) z moduªem C(·).
Mówimy, »e proces stochastyczny X jest silnie wkl¦sªy (silnie λwkl¦sªy , silnie J
wkl¦sªy), gdy proces (−X) jest silnie wypukªy (silnie λ-wypukªy, silnie Jwypukªy). Wiele
interesuj¡cych wªasno±ci wypukªych i Jwypukªych procesów stochastycznych mo»na
znale¹¢ w [20] i [26] (tak»e w [16], gdzie badane s¡ addytywne procesy stochastyczne).
Pomijaj¡c skªadnik C(·)λ(1− λ)(u− v)2 w nierówno±ci (1), otrzymujemy nierówno±¢
(2) X(λu+ (1− λ)v,·) 6 λX(u,·) + (1− λ)X(v,·) (p.w.),
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czyli definicj¦ wypukªego procesu stochastycznego wprowadzon¡ przez Nikodema w 1980
roku (zobacz [20]), definicj¦ procesu λwypukªego, albo gdy λ = 1
2
procesu Jensenowsko
wypukªego (Jwypukªego).
Wprowadzenie definicji silnie wypukªego procesu stochastycznego byªo motywowane
przez poj¦cie silnie wypukªych funkcji, które odgrywaj¡ istotn¡ rol¦ w teorii optymalizacji
i ekonomii matematycznej (zobacz, na przykªad [23], [14], oraz zawarte w nich referencje).
Niech C : Ω→ R oznacza dodatni¡ zmienn¡ losow¡. Mówimy, »e proces stochastyczny
X : I×Ω→ R jest silnie wypukªy w sensie Wrighta (silnie Wwypukªy) z moduªem
C(·), gdy nierówno±¢
(3) X
(
λu+ (1− λ)v,·)+ X((1− λ)u+ λv,·) 6
6 X(u,·) + X(v,·) − 2C(·)λ(1− λ)(u− v)2 (p.w.)
zachodzi dla ka»dego λ ∈ [0,1] oraz dla wszystkich u,v ∈ I.
Mo»na bez trudu udowodni¢, »e ka»dy silnie wypukªy proces jest silnie wypukªy w
sensie Wrighta, oraz »e ka»dy silnie wypukªy w sensie Wrighta proces jest silnie wypukªy
w sensie Jensena. Implikacje odwrotne nie s¡ jednak prawdziwe.
Pomijaj¡c, jak poprzednio, skªadnik 2C(·)λ(1 − λ)(u − v)2 w nierówno±ci (3), otrzy-
mamy definicj¦ procesu wypukªego w sensie Wrighta (Wwypukªego) wprowadzon¡
przez Skowro«skiego w [27].
Proces stochastyczny A : R × Ω → R nazywamy addytywnym je»eli A(u + v,·) =
A(u,·)+A(v,·) (p.w.), dla wszystkich u,v ∈ R. Definicja ta zostaªa wprowadzona przez
B. Nagy'a (zobacz [16]).
1.2 Pograniczono±¢, ci¡gªo±¢ i pochodna wedªug
prawdopodobie«stwa
Mówimy, »e proces stochastyczny X : I×Ω→ R jest
(i) Pograniczony z góry na przedziale (a,b) ⊂ I, gdy
lim
n→∞ supt∈(a,b)
{
P
({
ω ∈ Ω : X(t,ω) > n})} = 0;
(ii) Pograniczony z doªu na przedziale (a,b) ⊂ I, gdy
lim
n→∞ supt∈(a,b)
{
P
({
ω ∈ Ω : X(t,ω) 6 −n})} = 0;
(iii) Pograniczony na przedziale (a,b) ⊂ I, gdy jest Pograniczony z góry i
Pograniczony z doªu na przedziale (a,b) ⊂ I;
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(iv) ci¡gªy wedªug prawdopodobie«stwa na przedziale I, je»eli dla ka»dego t0 ∈ I za-
chodzi
P − lim
t→t0 X(t,·) = X(t0,·),
gdzie P − lim oznacza zbie»no±¢ wedªug prawdopodobie«stwa;
(v) ró»niczkowalny wedªug prawdopodobie«stwa na przedziale I, je»eli istnieje proces
stochastyczny X ′ (pochodna X wedªug prawdopodobie«stwa) taki, »e dla ka»dego
t0 ∈ I
P − lim
t→t0
X(t,·) − X(t0,·)
t− t0
= X
′
(t0,·),
gdzie P − lim oznacza zbie»no±¢ wedªug prawdopodobie«stwa.
Powy»sze definicje mo»na znale¹¢ na przykªad w klasycznej ksi¡»ce Gichmana i Skoro-
choda [3] (zobacz równie» [16],[20]).
Uwaga 1. W niniejszej pracy przez proces stochastyczny ci¡gªy b¦dziemy rozumie¢
proces ci¡gªy wedªug prawdopodobie«staw. Je»eli b¦d¡ u»ywane inne rodzaje ci¡gªo-
±ci (na przykªad ci¡gªo±¢ wedªug drugiego momentu), to za ka»dym razem b¦dzie to
sygnalizowane.
1.3 Ci¡gªo±¢, pochodna i caªka ±redniokwadratowa
Niech X : I × Ω → R b¦dzie procesem stochastycznym takim, »e E[X(t)]2 < ∞ dla
wszystkich t ∈ I. Symbol E[X(t)] oznacza warto±¢ oczekiwan¡ X(t,·). Przypomnijmy, »e
proces stochastyczny X jest
(i) ci¡gªy ±redniokwadratowo na przedziale I, je»eli dla wszystkich t0 ∈ I mamy
lim
t→t0 E
[
X(t) − X(t0)
]2
= 0;
(ii) ró»niczkowalny ±redniokwadratowo na przedziale I, je»eli istnieje proces stocha-
styczny X ′ (pochodna X) taki, »e dla wszystkich t0 ∈ I mamy
lim
t→t0 E
[X(t) − X(t0)
t− t0
− X ′(t0)
]2
= 0;
(iii) dwukrotnie ró»niczkowalny ±redniokwadratowo na przedziale I, je»eli istnieje pro-
ces stochastyczny X ′′ (druga pochodna X) taki, »e dla wszystkich t0 ∈ I mamy
lim
t→t0 E
[X ′(t) − X ′(t0)
t− t0
− X ′′(t0)
]2
= 0;
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(iv) caªkowalny ±redniokwadratowo w [a,b] ⊂ I, je»eli istnieje zmienna losowa Y taka,
»e dla dowolnego ci¡gu normalnego podziaªów odcinka [a,b],
a = t0 < t1 < t2 < ... < tn = b i dla wszystkich Θk ∈ [tk−1,tk], k = 1,...,n, mamy
lim
n→∞E
[ n∑
k=1
X(Θk) · (tk − tk−1) − Y
]2
= 0.
Zmienn¡ losow¡ Y : Ω → R nazywamy caªk¡ ±redniokwadratow¡ procesu X na
odcinku [a,b]. B¦dziemy równie» pisa¢
Y(·) =
∫b
a
X(s,·)ds (p.w.).
Definicj¦ oraz podstawowe wªasno±ci pochodnej i caªki ±redniokwadratowej mo»na zna-
le¹¢ w [28].
Aby zapewni¢ sobie caªkowalno±¢ ±redniokwadratow¡ procesu stochastycznego X wy-
starczy zaªo»y¢ ci¡gªo±¢ ±redniokwadratow¡ procesu X. Oczywistym jest równie» fakt,
»e ci¡gªo±¢ (ró»niczkowalno±¢) ±redniokwadratowa implikuje ci¡gªo±¢ (ró»niczkowalno±¢)
wedªug prawdopodobie«stwa. Jednak»e implikacje odwrotne nie s¡ prawdziwe.
W niniejszej pracy cz¦sto wykorzystywa¢ b¦dziemy monotoniczno±¢ caªki ±rednio-
kwadratowej. Je»eli X(t,·) 6 Y(t,·) (p.w.) na pewnym przedziale [a,b], to wówczas∫b
a
X(t,·)dt 6
∫b
a
Y(t,·)dt (p.w.).
Nierówno±¢ ta wynika natychmiast z definicji caªki ±redniokwadratowej. Udowodnimy
teraz cztery pomocnicze lematy, które b¦d¡ nam potrzebne w dalszej cz¦±ci rozprawy.
Lemat 2. Niech X : I × Ω → R b¦dzie procesem stochastycznym postaci X(t,·) =
A(·)t + B(·), gdzie A,B : Ω → R s¡ zmiennymi losowymi takimi, »e E[A2] < ∞,
E[B2] <∞ oraz [a,b] ⊂ I. Wówczas∫b
a
X(t,·)dt = A(·)b
2 − a2
2
+ B(·)(b− a) (p.w.).
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Dowód. Korzystaj¡c z podstawowych wªasno±ci warto±ci oczekiwanej, mamy
E
[( n∑
k=1
X(Θk) · (tk − tk−1) −Ab
2 − a2
2
− B(b− a)
)2]
=
= E
[( n∑
k=1
(AΘk + B)(tk − tk−1) −A
b2 − a2
2
− B(b− a)
)2]
=
= E
[(
A
( n∑
k=1
Θk(tk − tk−1) −
b2 − a2
2
)
+ B
( n∑
k=1
(tk − tk−1) − (b− a)
)
︸ ︷︷ ︸
=0
)2]
=
= E
[(
A
( n∑
k=1
Θk(tk − tk−1) −
b2 − a2
2
))2]
=
=
( n∑
k=1
Θk(tk − tk−1) −
b2 − a2
2
)2
E[A2]
Przy n→∞, powy»sze wyra»enie d¡»y do zera, ze wzgl¦du na definicj¦ caªki Riemanna.
Dowód lematu jest zako«czony.
Lemat 3. Niech X : I × Ω → R b¦dzie procesem stochastycznym postaci X(t,·) =
C(·)t2, gdzie C : Ω→ R jest zmienn¡ losow¡ tak¡, »e E[C2] <∞, oraz niech [a,b] ⊂ I.
Wówczas ∫b
a
X(t,·)dt = C(·)b
3 − a3
3
(p.w.).
Dowód. Korzystaj¡c z podstawowych wªasno±ci warto±ci oczekiwanej otrzymujemy
E
[
n∑
i=1
X(Θi)(ti − ti−1) − C
b3 − a3
3
]2
= E
[
n∑
i=1
CΘ2i (ti − ti−1) − C
b3 − a3
3
]2
=
= E
[
C
(
n∑
i=1
Θ2i (ti − ti−1) −
b3 − a3
3
)]2
=
=
(
n∑
i=1
Θ2i (ti − ti−1) −
b3 − a3
3
)2
E[C2] .
Przy n→∞, powy»sze wyra»enie d¡»y do zera, ze wzgl¦du na definicj¦ caªki Riemanna.
Dowód lematu jest zako«czony.
Lemat 4. Niech X,Y : I × Ω → R b¦d¡ procesami stochastycznymi caªkowalnymi
±redniokwadratowo. Niech ponadto A,B b¦d¡ ustalonymi liczbami, [a,b] ⊂ I, oraz
niech c ∈ [a,b]. Wówczas
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(i) ∫b
a
X(t,·)dt =
∫ c
a
X(t,·)dt+
∫b
c
X(t,·)dt (p.w.);
(ii) ∫b
a
[
AX(t,·) + BY(t,·)
]
dt = A
∫b
a
X(t,·)dt+ B
∫b
a
Y(t,·)dt (p.w.);
(iii) ∫b
a
X(t,·)dt = −
∫a
b
X(t,·)dt (p.w.);
(iv) ∫mb+n
ma+n
X(u,·)du =
∫b
a
X(mt+ n,·)mdt (p.w.).
Dowód. Uzasadnienie pierwszych trzech punktów mo»na znale¹¢ w [28]. Udowodnimy
tylko (iv). Dla dowolnego t ∈ [a,b] ⊂ I, ze wzgl¦du na bijektywno±¢ odwzorowania
u = mt+n, otrzymujemy, »e u ∈ [ma+n,mb+n]. Z definicji caªki ±redniokwadratowej
mamy
E
[
X(uΘk)(mtk + n−mtk−1 − n) −mX(mΘk + n)(tk − tk−1)
]2
=
= E
[
X(mΘk + n)(mtk −mtk−1) −mX(mΘk + n)(tk − tk−1)
]2
=
= E
[
m
(
X(mΘk + n)(tk − tk−1) − X(mΘk + n)(tk − tk−1)
)]2
= E[0]2 = 0.
Lemat 5. Niech G : I × Ω → R+ b¦dzie caªkowalnym ±redniokwadatowo procesem
stochastycznym, takim »e G(a + b − t) = G(t) (p.w.) dla dowolnego t ∈ [a,b] ⊂ I.
Niech ponadto ∫b
a
G(t,·)dt = J(·) (p.w.),
gdzie J : Ω→ R jest jednostkow¡ zmienn¡ losow¡. Wtedy
(4)
∫b
a
tG(t,·)dt = a+ b
2
J(·) (p.w.).
Dowód. Podstawmy do lewej strony caªki (4) wyra»enie u = 2s − t, gdzie s = a+b
2
. Na
mocy zaªo»enia (odno±nie procesu G) i Lematu 4 mamy∫b
a
tG(t,·)dt = −
∫a
b
(2s− u)G(2s− u,·)du =
∫b
a
(2s− u)G(2s− u,·)du =
=
∫b
a
(2s−u)G(u,·)du = 2s
∫b
a
G(u,·)du−
∫b
a
uG(u,·)du = 2sJ(·)−
∫b
a
uG(u,·)du. (p.w.)
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Zatem
2
∫b
a
tG(t,·)dt = 2sJ(·) (p.w.),
czyli ∫b
a
tG(t,·)dt = a+ b
2
J(·) (p.w.).
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2Silnie wypukłe procesy stochastyczne
W rozdziale tym udowodnimy stochastyczne odpowiedniki dobrze znanych twierdze«
z analizy rzeczywistej, które charakteryzuj¡ wypukªe i silnie wypukªe funkcje (zobacz.
[24]; lub [13]). Pojawi si¦ na przykªad charakteryzacja silnie wypukªego procesu stocha-
stycznego za pomoc¡ podparcia, pierwszej pochodnej, oraz za pomoc¡ drugiej pochodnej.
Zaprezentowane zostan¡ tak»e nierówno±ci typu: Jensena, Hermite'a-Hadamarda, a tak»e
Fejera. W przypadku deterministycznym wi¦kszo±¢ z przedstawionych rezultatów redu-
kuje si¦ do znanych twierdze« o silnie wypukªych funkcjach, opisanych mi¦dzy innymi w
[1] i [14]. Zauwa»my jeszcze, »e odpowiedniki niektórych z tych rezultatów dla wypukªych
procesów stochastycznych, mo»na znale¹¢ na przykªad w [6, 20, 27].
2.1 Reprezentacja postaci X(t,·) = Y(t,·) + C(·)t2
Rozpoczynamy nasze rozwa»ania od prostego ale bardzo u»ytecznego lematu. Jego wersja
dla silnie wypukªych funkcji jest dobrze znana i mo»na j¡ znale¹¢ w [4]).
Lemat 6. Proces stochastyczny X : I ×Ω → R jest silnie wypukªy z moduªem C(·)
wtedy i tylko wtedy, gdy proces stochastyczny Y : I×Ω→ R, zdefiniowany w nast¦-
puj¡cy sposób Y(t,·) := X(t,·) − C(·)t2, jest wypukªy.
Dowód. W pierwszej cz¦±ci dowodu zakªadamy, »e X jest silnie wypukªy z moduªem
C(·). Ustalamy u,v ∈ I oraz λ ∈ [0,1]. Z silnej wypukªo±ci otrzymujemy
Y(λu+ (1− λ)v,·) = X(λu+ (1− λ)v,·) − C(·)(λu+ (1− λ)v)2 6
6 λX(u,·) + (1− λ)X(v,·)
− C(·)(λ(1− λ)(u− v)2 + (λu+ (1− λ)v)2) =
= λX(u,·) + (1− λ)X(v,·) − C(·)(λu2 + (1− λ)v2) =
= λ
(
X(u,·) − C(·)u2)+ (1− λ)(X(v,·) − C(·)v2) =
= λY(u,·) + (1− λ)Y(v,·) (p.w.).
Dowód odwrotnej implikacji jest podobny.
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2.2 Twierdzenie o podparciu
W niniejszym paragrafie udowodnimy najpierw twierdzenie o podparciu dla procesów
wypukªych, a pó¹niej wyka»emy odpowiednik tego twierdzenia dla silnie wypukªych pro-
cesów stochastycznych.
Skowro«ski w pracy [26, Lemat 1] wykazaª, »e je±li proces stochastyczny X : I×Ω→
R jest wypukªy, to istniej¡ rosn¡ce procesy stochastyczne X ′−, X
′
+ (zwane odpowiednio
lewostronn¡ i prawostronn¡ pochodn¡ procesu X) takie, »e:
P − lim
t→t−0
X(t,·) − X(t0,·)
t− t0
= X
′
−(t0,·) P − lim
t→t+0
X(t,·) − X(t0,·)
t− t0
= X
′
+(t0,·).
Co wi¦cej, dla t,s ∈ int I takich, »e t < s, zachodzi nast¦puj¡ca nierówno±¢:
X
′
−(t,·) 6 X
′
+(t,·) 6 X
′
−(s,·) 6 X
′
+(s,·) (p.w.).
W dowodzie poni»szego lematu skorzystamy z rezultatu Skowro«skiego.
Lemat 7. Proces stochastyczny X : I × Ω → R jest wypukªy wtedy i tylko wtedy,
gdy X posiada podparcie w ka»dym punkcie t0 ∈ intI, postaci A(·)(t − t0) + X(t0, ·),
gdzie A : Ω → R jest zmienn¡ losow¡. Oznacza, to »e dla ka»dego t ∈ I zachodzi
nierówno±¢
(1) X(t,·) > A(·)(t− t0) + X(t0,·) (p.w.).
Dowód. Przypu±¢my, »e proces X jest wypukªy. We¹my r,s,u,v,t0 ∈ int I takie, »e r <
s < t0 < u < v. Dla r < s < t0
s =
t0 − s
t0 − r
r+
s− r
t0 − r
t0
jest kombinacj¡ wypukª¡ punktów r i t0. Z wypukªo±ci procesu X mamy
X(s,·) 6 t0 − s
t0 − r
X(r,·) + s− r
t0 − r
X(t0,·) (p.w.).
St¡d
X(t0,·) − X(r,·)
t0 − r
6 X(t0,·) − X(s,·)
t0 − s
(p.w.).
Je±li teraz s→ t−0 , to otrzymamy
(2)
X(t0,·) − X(r,·)
t0 − r
6 X ′−(t0,·) (p.w.).
Podobnie dla t0 < u < v stosuj¡c wypukªo±¢ procesu X, otrzymujemy
X(u,·) − X(t0,·)
u− t0
6 X(v,·) − X(t0,·)
v− t0
(p.w.).
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Je»eli u→ t+0 , to
(3) X
′
+(t0, ·) 6
X(v,·) − X(t0,·)
v− t0
(p.w.).
Z nierówno±ci (2), (3) i lematu Skowro«skiego wynika, »e
X(t0,·) − X(r,·)
t0 − r
6 X ′−(t0,·) 6 X
′
+(t0, ·) 6
X(v,·) − X(t0,·)
v− t0
(p.w.).
Je±li teraz A : Ω → R jest jak¡kolwiek zmienn¡ losow¡ speªniaj¡c¡ warunek X ′−(t0,·) 6
A(·) 6 X ′+(t0,·) (p.w.), to z powy»szej nierówno±ci natychmiast wynika, »e dla ka»dego
t ∈ I zachodzi (1).
Odwrotnie, zaªó»my teraz, »e proces X posiada podparcie w dowolnym punkcie t0 ∈ I.
Oznacza to, »e nierówno±¢ (1) zachodzi dla dowolnego t ∈ I. Ustalamy u,v ∈ I oraz
λ ∈ [0,1], takie, »e t0 = λu+ (1− λ)v. Dla u i v, z nierówno±ci (1) mamy
λX(u,·) > λA(·)(u− t0) + λX(t0,·) (p.w.),
(1− λ)X(v,·) > (1− λ)A(·)(v− t0) + (1− λ)X(t0,·) (p.w.).
Dodaj¡c stronami powy»sze nierówno±ci otrzymujemy
λX(u,·) + (1− λ)X(v,·) > X(t0,·) (p.w.).
Ostatecznie, zast¦puj¡c t0 przez λu+ (1− λ)v mamy
λX(u,·) + (1− λ)X(v,·) > X(λu+ (1− λ)v,·) (p.w.).
Co ko«czy dowód.
Wykorzystuj¡c Lemat 6 i Lemat 7 mo»na ªatwo wykaza¢ nast¦puj¡ce twierdzenie.
Twierdzenie 8. Proces stochastyczny X : I×Ω → R jest silnie wypukªy z moduªem
C(·) wtedy i tylko wtedy, gdy dla dowolnego t0 ∈ intI istnieje podparcie postaci
H(t,·) = C(·)(t− t0)2 +A(·)(t− t0) + X(t0, ·),
gdzie A : Ω→ R jest zmienn¡ losow¡.
10
2.3. Charakteryzacja za pomoc¡ I pochodnej
2.3 Charakteryzacja za pomoc¡ I pochodnej
W paragrafie tym przedstawimy charakteryzacj¦ silnie wypukªych procesów stochastycz-
nych za pomoc¡ pierwszych pochodnych.
Lemat 9. Niech X : I×Ω→ R b¦dzie ró»niczkowalnym ±redniokwadratowo procesem
stochastycznym. X jest wypukªy wtedy i tylko wtedy, gdy jego pierwsza pochodna
jest niemalej¡ca na przedziale I.
Dowód. Oczywistym jest, »e ró»niczkowalno±¢ ±redniokwadratowa implikuje ró»niczko-
walno±¢ wedªug prawdopodobie«stwa. Proces X jest wypukªy, wi¦c z Lematu 1 z pracy
[26], istniej¡ rosn¡ce procesy stochastyczne X
′
+, X
′
− : I × Ω → R, zwane odpowiednio
prawostronn¡ i lewostronn¡ pochodn¡ procesu X takie, »e
(4) X
′
−(u,·) 6 X
′
+(u,·) 6 X
′
−(v,·) 6 X
′
+(v,·) (p.w.).
dla dowolnych u,v ∈ I, u < v.
Z ró»niczkowalno±ci X, mamy
(5)
{
X
′
−(u,·) = X ′+(u,·) = X ′(u,·) (p.w.)
X
′
−(v,·) = X ′+(v,·) = X ′(v,·) (p.w.).
Z (4) i (5), dla wszystkich u,v ∈ I, takich, »e u < v, otrzymamy
(6) X
′
(u,·) 6 X ′(v,·) (p.w.)
Zaªó»my teraz, »e pochodna ±redniokwadratowa jest niemalej¡ca. Oznacza to, »e nierów-
no±¢ (6) zachodzi dla wszystkich u,v ∈ I, takich, »e u < v. Ustalamy t0 ∈ (a,b) ⊂ I i
bierzemy t ∈ (a,b) takie, »e t0 < t. Z podstawowych wªasno±ci caªki ±redniokwadratowej
(zobacz [28]; oraz Lemat 4 ) oraz nierówno±ci (6) mamy
X(t,·) − X(t0, ·) =
∫ t
t0
X ′(s,·)ds >
∫ t
t0
X ′(t0,·)ds = X ′(t0,·)(t− t0) (p.w.).
Je»eli natomiast t < t0, otrzymamy analogicznie
X(t,·) − X(t0, ·) =
∫ t
t0
X ′(s,·)ds = −
∫ t0
t
X ′(s,·)ds > −
∫ t0
t
X ′(t0,·)ds =
= X ′(t0,·)(t− t0) (p.w.).
Oznacza to, »e X posiada podparcie postaci
X(t,·) > X(t0, ·) + X ′(t0,·)(t− t0) (p.w.)
w dowolnym punkcie t0 ∈ (a,b). Lemat 7 ko«czy dowód.
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Jak poprzednio, stosuj¡c Lemat 6 i udowodniony powy»ej Lemat 9, mo»na pokaza¢
nast¦puj¡ce twierdzenie.
Twierdzenie 10. Niech X : I ×Ω → R b¦dzie ró»niczkowalnym ±redniokwadratowo
procesem stochastycznym. X jest silnie wypukªy z moduªem C(·) wtedy i tylko wtedy,
gdy pierwsza pochodna procesu X jest silnie rosn¡ca, co oznacza, »e dla dowolnych
u,v ∈ I, takich, »e u < v zachodzi poni»sza nierówno±¢
(7) X ′(v,·) − X ′(u,·) > 2C(·)(v− u) (p.w.).
Dowód. Stosuj¡c reprezentacj¦ silnie wypukªych procesów z moduªem C(·) (Lemat 6)
otrzymamy, »e istnieje wypukªy proces stochastyczny H : I×Ω→ R taki, »e
X(t,·) = H(t,·) + C(·)t2 (p.w.)
dla wszystkich t ∈ I. Proces H jest wypukªy i ró»niczkowalny ±redniokwadratowo, wi¦c
na mocy Lematu 9 pierwsza pochodna H jest niemalej¡ca. Dla dowolnych u,v ∈ I, speª-
niaj¡cych warunek u < v mamy
(8) H ′(u,·) 6 H ′(v,·) (p.w.).
Mo»na pokaza¢, »e pierwsza pochodna ±redniokwadratowa procesu X(t,·) = H(t,·) +
C(·)t2 (p.w.) jest równa
(9) X ′(t,·) = H ′(t,·) + 2C(·)t (p.w.)
dla dowolnych t ∈ I. Z (9) dla u,v ∈ I otrzymamy
(10)
{
X ′(u,·) = H ′(u,·) + 2C(·)u (p.w.)
X ′(v,·) = H ′(v,·) + 2C(·)v (p.w.).
Na mocy (8) oraz (10) mamy
X ′(u,·) − 2C(·)u 6 X ′(v,·) − 2C(·)v (p.w.).
Oznacza to, »e zachodzi (7).
Zaªó»my teraz, »e zachodzi nierówno±¢ (7). Poªó»my
H ′(t,·) := X ′(t,·) − 2C(·)t (p.w.)
dla dowolnego t ∈ I. Z definicji proces H jest ró»niczkowalny ±redniokwadratowo. Z (7)
dla ustalonych u, v ∈ I, speªniaj¡cych warunek u < v, mamy H ′(u,·) 6 H ′(v,·) (p.w.).
Z Lematu 9 H jest wypukªym procesem stochastycznym. Powtórnie na mocy Lematu 6
otrzymamy, »e
X(t,·) = H(t,·) + C(·)t2 (p.w.)
jest silnie wypukªym z moduªem C(·) procesem stochastycznym, co ko«czy dowód.
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2.4 Charakteryzacja za pomoc¡ II pochodnej
W kolejnym paragrafie tego rozdziaªu prezentujemy charakteryzacj¦ silnie wypukªych
procesów stochastycznych wykorzystuj¡c¡ ich drugie pochodne.
Lemat 11. Niech X : I × Ω → R b¦dzie dwukrotnie ró»niczkowalnym ±redniokwa-
dratowo procesem stochastycznym. X jest wypukªy na I wtedy i tylko wtedy, gdy
X ′′(t,·) > 0 (p.w.) dla wszystkich t ∈ I.
Dowód. Zaªó»my najpierw, »e proces X : I×Ω→ R jest wypukªy. Z Lematu 9, pierwsza
pochodna ±redniokwadratowa X ′(t,·) jest niemalej¡ca na odcinku I. Ustalamy t,t0 ∈ I
takie, »e t0 < t. Z monotoniczno±ci pierwszej pochodnej mamy
X ′(t,·) − X ′(t0,·)
t− t0
> 0 (p.w.).
W przypadku, gdy t < t0, otrzymamy równie»
X ′(t0,·) − X ′(t,·)
t0 − t
> 0 (p.w.).
Przechodz¡c do granicy ±redniokwadratowej otrzymujemy
X ′′(t0,·) > 0 (p.w.).
Niech teraz X ′′(t,·) > 0 (p.w.) dla wszystkich t ∈ I. Ustalamy t0 ∈ intI i bierzemy t ∈ I
speªniaj¡ce warunek t0 < t. Dwukrotnie obliczaj¡c caªk¦ ±redniokwadratow¡ otrzymamy
0 6
∫ t
t0
X ′′(s,·)ds = X ′(t,·) − X ′(t0,·) (p.w.),
i
0 6
∫ t
t0
[
X ′(s,·) − X ′(t0,·)
]
ds =
∫ t
t0
X ′(s,·)ds−
∫ t
t0
X ′(t0,·)ds =
= X(t,·) − X(t0,·) − X ′(t0,·)(t− t0) (p.w.).
W przypadku, gdy t < t0 otrzymamy natomiast
0 6
∫ t0
t
X ′′(s,·)ds = X ′(t0,·) − X ′(t,·) (p.w.),
i
0 6
∫ t0
t
[
X ′(t0,·) − X ′(s,·)
]
ds =
∫ t0
t
X ′(t0,·)ds−
∫ t0
t
X ′(s,·)ds =
= X ′(t0,·)(t0 − t) − X(t0,·) + X(t,·) (p.w.).
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A zatem istnieje podparcie procesu X postaci
X(t,·) > X(t0,·) + X ′(t0,·)(t− t0) (p.w.)
w dowolnym punkcie t0 ∈ intI. Z Lematu 7 X jest wypukªy.
Jako bezpo±redni¡ konsekwencj¦ Lematu 11 oraz Lematu 6 otrzymujemy nast¦puj¡ce
twierdzenie.
Twierdzenie 12. Niech X : I ×Ω → R b¦dzie dwukrotnie ró»niczkowalnym ±rednio-
kwadratowo procesem stochastycznym. X jest silnie wypukªym z moduªem C(·) na
przedziale I wtedy i tylko wtedy, gdy X ′′(t,·) > 2C(·) (p.w.) dla t ∈ I.
2.5 Dyskretna nierówno±¢ typu Jensena
W tym paragrafie udowodnimy dyskretn¡ nierówno±¢ typu Jensena dla silnie wypukªych
procesów stochastycznych.
Twierdzenie 13. Niech X : I×Ω→ R b¦dzie silnie wypukªym procesem stochastycz-
nym z moduªem C(·). Wówczas
X
( n∑
i=1
λiti, ·
)
6
n∑
i=1
λiX(ti,·) − C(·)
n∑
i=1
λi(ti − t)
2 (p.w.)
dla wszystkich t1, . . . ,tn ∈ I, λ1, . . . ,λn > 0, takich, »e λ1 + · · · + λn = 1 i t = λ1t1 +
· · ·+ λntn.
Dowód. Bierzemy t1, . . . ,tn ∈ I i λ1, . . . ,λn > 0, takie, »e λ1 + · · · + λn = 1. Kªadziemy
t = λ1t1 + · · ·+ λntn. Z Twierdzenia 8 mamy podparcie w punkcie t postaci
H(t,·) = C(·)(t− t)2 +A(·)(t− t) + X(t,·).
Wówczas dla ka»dego i ∈ {1, . . . ,n} mamy
X(ti,·) > H(ti,·) = C(·)(ti − t)2 +A(·)(ti − t) + X(t,·) (p.w.).
Mno»¡c powy»sz¡ nierówno±¢ przez λi i sumuj¡c wszystkie nierówno±ci otrzymamy
n∑
i=1
λiX(ti,·) > C(·)
n∑
i=1
λi(ti − t)
2 +A(·)
n∑
i=1
λi(ti − t) + X(t,·) (p.w.).
Poniewa»
n∑
i=1
λi(ti − t) = 0, to
X
( n∑
i=1
λiti,·
)
6
n∑
i=1
λiX(ti,·) − C(·)
n∑
i=1
λi(ti − t)
2 (p.w.).
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2.6 Caªkowa nierówno±¢ typu Jensena
Dla potrzeb niniejszego paragrafu wprowadzamy przestrze« probabilistyczn¡ ([a,b],L, µ),
gdzie [a,b] jest przedziaªem zawartym w R, L to σalgebra zbiorów mierzalnych w sensie
Lebesgue'a, µ = 1
b−a
λ jest unormowan¡ miar¡ Lebesgue'a w [a,b] ( µ
(
[a,b]
)
= 1 ).
Standardowo przez λ oznaczamy miar¦ Lebesgue'a.
Twierdzenie 14. Niech X : I×Ω→ R b¦dzie silnie wypukªym procesem stochastycz-
nym z moduªem C(·). Dodatkowo niech ϕ : [a,b] → I b¦dzie funkcj¡ caªkowaln¡ z
kwadratem wzgl¦dem miary µ, oraz m =
∫b
a
ϕ(t)dµ. Wówczas
X
(
m, ·) 6 ∫b
a
X
(
ϕ(t),·)dµ− C(·) ∫b
a
(
ϕ(t) −m
)2
dµ (p.w.).
Dowód. Poniewa» proces stochastyczny X jest silnie wypukªy, wi¦c z Twierdzenia 8 w
dowolnym punkcie wewn¦trznym t0 przedziaªu I istnieje podparcie postaci
(11) X(ϕ(t),·) > C(·)(ϕ(t) − t0)2 +A(·)(ϕ(t) − t0) + X(t0, ·) (p.w.),
gdzie A : Ω→ R jest zmienn¡ losow¡. Z twierdzenia o warto±ci ±redniejm = ∫b
a
ϕ(t)dµ ∈
I. Zapisuj¡c nierówno±¢ (11) dla punktu m otrzymujemy
X(ϕ(t),·) > C(·)(ϕ(t) −m)2 +A(·)(ϕ(t) −m) + X(m, ·) (p.w.).
Caªkuj¡c stronami powy»sz¡ nierówno±¢ wzgl¦dem miary µ dostajemy∫b
a
X(ϕ(t),·)dµ >
> C(·)
∫b
a
(ϕ(t) −m)2dµ+A(·)
∫b
a
(ϕ(t) −m)dµ+ X(m, ·)
∫b
a
dµ =
= C(·)
∫b
a
(ϕ(t) −m)2dµ+A(·)
[∫b
a
ϕ(t)dµ−m
∫b
a
dµ
]
+ X(m, ·)
∫b
a
dµ =
= C(·)
∫b
a
(ϕ(t) −m)2dµ+A(·)
[
m−mµ
(
[a,b]
)]
+ X(m, ·)µ([a,b]) (p.w.).
Z probabilistyczno±ci miary µ otrzymamy∫b
a
X(ϕ(t),·)dµ > C(·)
∫b
a
(ϕ(t) −m)2dµ+ X(m, ·) (p.w.).
Co ko«czy dowód.
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2.7 Nierówno±¢ typu Hermite'a-Hadamarda
Powszechnie znany jest fakt, »e wypukªe funkcje okre±lone na odcinku I ⊂ R speªniaj¡
nierówno±¢ Hermite'a-Hadamarda i odwrotnie, je±li funkcja ci¡gªa speªnia nierówno±¢
Hermite'a-Hadamarda, to jest ona wypukªa. Wi¦cej informacji na ten temat mo»na zna-
le¹¢ w [11] lub [17]. W tym paragrafie udowodnimy analogiczny rezultat dla procesów
stochastycznych i caªki ±redniokwadratowej.
W pracy [20] Nikodem wykazaª, »e ka»dy wypukªy proces stochastyczny jest ci¡-
gªy (wedªug prawdopodobie«stwa). Analogiczny rezultat nie zachodzi niestety dla wy-
pukªo±ci i ci¡gªo±ci ±redniokwadratowej. Rozwa»my na przykªad proces stochastyczny
X : I × Ω → R zdefiniowany nast¦puj¡co X(t,·) = A(·)et (p.w.), gdzie A : Ω → R
jest niecaªkowaln¡ z kwadratem zmienn¡ losow¡. Proces oczywi±cie jest wypukªy, ale nie
jest ci¡gªy ±redniokwadratowo. Dlatego ilekro¢ b¦dziemy potrzebowa¢ ci¡gªo±ci ±rednio-
kwadratowej, na przykªad w celu zapewnienia sobie istnienia caªki ±redniokwadratowej,
b¦dziemy j¡ zakªada¢.
Twierdzenie 15. Niech X : I×Ω→ R b¦dzie wypukªym, ci¡gªym ±redniokwadratowo
na przedziale I procesem stochastycznym. Wtedy dla dowolnych u,v ∈ I mamy
(12) X
(u+ v
2
, ·
)
6 1
v− u
∫ v
u
X(t,·)dt 6 X(u,·) + X(v,·)
2
(p.w.)
Dowód. Proces X jest wypukªy wiec na mocy Lematu 7 jest on podpierany w dowolnym
punkcie t0 ∈ intI. Bierzemy podparcie w t0 = u+v2 . Wówczas
X(t, ·) > A(·)
(
t−
u+ v
2
)
+ X
(u+ v
2
, ·
)
(p.w.)
Z Lematu 2 otrzymamy∫ v
u
X(t,·)dt >
∫ v
u
[
A(·)
(
t−
u+ v
2
)
+ X
(u+ v
2
, ·
)]
dt =
=
A(·)
2
(v2 − u2) −
u+ v
2
A(·)(v− u) + X
(u+ v
2
, ·
)
(v− u) =
= X
(u+ v
2
,·
)
(v− u) (p.w.).
Ostatecznie
X
(u+ v
2
,·
)
6 1
v− u
∫ v
u
X(t,·)dt (p.w.).
To ko«czy dowód lewej nierówno±ci w wyra»eniu (12).
Je»eli teraz we¹miemy t = λu + (1 − λ)v, to wówczas λ = t−v
u−v
. Z wypukªo±ci procesu X
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b¦dzie
X(t,·) 6 t− v
u− v
X(u,·) +
(
1−
t− v
u− v
)
X(v,·) =
=
X(u,·) − X(v,·)
u− v
(t− v) + X(v,·) =
=
X(u,·) − X(v,·)
u− v
t+
X(v,·)(u− v) − X(u,·)v+ X(v,·)v
u− v
=
=
X(v,·) − X(u,·)
v− u
t+
X(v,·)u− X(u,·)v
u− v
(p.w.).
Stosuj¡c jak poprzednio Lemma 2 otrzymujemy∫ v
u
X(t,·)dt 6
∫ v
u
[X(v,·) − X(u,·)
v− u
t+
X(v,·)u− X(u,·)v
u− v
]
dt =
=
X(v,·) − X(u,·)
v− u
1
2
(v2 − u2) −
X(v,·)u− X(u,·)v
v− u
(v− u) =
=
1
2
(X(v,·)(v− u) + X(u,·)(v− u)) =
=
X(v,·) + X(u,·)
2
(v− u) (p.w.).
Ostatecznie
1
v− u
∫ v
u
X(t,·)dt 6 X(v,·) + X(u,·)
2
(p.w.).
Zanim udowodnimy twierdzenie odwrotne chcieliby±my wspomnie¢ o dwóch prostych
obserwacjach. Pierwsza z nich jest konsekwencj¡ nierówno±ci Schwarza, a druga wynika
natychmiast z definicji wypukªo±ci.
Obserwacja 16. Je»eli proces stochastyczny X : I ×Ω → R jest ci¡gªy ±redniokwa-
dratowo na przedziale I, wówczas funkcja ϕ : I→ R postaci ϕ(t) = E[X(t)] (warto±¢
oczekiwana procesu X) jest ci¡gªa.
Obserwacja 17. Je»eli proces stochastyczny X : I ×Ω → R jest wypukªy (wkl¦sªy),
wówczas funkcja ϕ : I→ R postaci ϕ(t) = E[X(t)] jest równie» wypukªa (wkl¦sªa).
Udowodnimy teraz twierdzenie odwrotne do Twierdzenia 15.
Twierdzenie 18. Zaªó»my, »e proces stochastyczny X : I ×Ω → R jest ci¡gªy ±red-
niokwadratowo na przedziale I i speªnia lew¡ lub praw¡ nierówno±¢ w wyra»eniu
(12). Wtedy X jest wypukªy.
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Dowód. Udowodnimy najpierw twierdzenie w przypadku, gdy zachodzi lewa strona nie-
równo±ci (12).
Dla dowodu nie wprost zaªó»my, »e proces stochastyczny X nie jest wypukªy. Wówczas
istniej¡ x, y ∈ I, x < y, λ0 ∈ (0,1) oraz A ⊂ Ω miary dodatniej P(A) > 0, takie, »e
(13) X(λ0x+ (1− λ0)y,ω) > λ0X(x,ω) + (1− λ0)X(y,ω)
dla wszystkich ω ∈ A. Definiujemy proces
X˜(t,ω) =
{
X(t,ω) gdy ω ∈ A
0 gdy ω /∈ A.
Rozwa»my funkcj¦ ϕ : I→ R, ϕ(t) = E[X˜(t)].
Z Obserwacji 16 ϕ jest ci¡gªa. Na mocy (13) ϕ nie jest wypukªa na przedziale I. Stosuj¡c
rezultat Pálesa [22, Twierdzenie 2], stwierdzaj¡cy, »e je±li funkcja póªci¡gªa z góry nie
jest wypukªa, to jest ona ±ci±le wkl¦sªa w pewnym punkcie, wnioskujemy, »e istnieje
punkt p ∈ I taki, »e ϕ jet ±ci±le wkl¦sªa w p. W konsekwencji istnieje dodatnia δ i staªa
c speªniaj¡ce
(14) ϕ(t) < ϕ(p) + c(t− p)
dla wszystkich t ∈ (p− δ, p+ δ) \ {p} (zobacz [22, Twierdzenie 1, Uwaga 1]).
We¹my [u,v] ⊂ (p− δ, p+ δ) takie, »e p = u+v
2
. Wówczas zgodnie z twierdzeniem Pálesa
otrzymamy
ϕ(t) < c
(
t−
u+ v
2
)
+ϕ
(u+ v
2
)
dla wszystkich t ∈ (p − δ, p + δ) \ {p}. Caªkuj¡c obydwie strony powy»szego wyra»enia
b¦dziemy mieli∫ v
u
ϕ(t)dt < c
∫ v
u
[
t−
u+ v
2
]
dt+ϕ
(u+ v
2
)
(v− u) = ϕ
(u+ v
2
)
(v− u).
Ostatecznie
1
v− u
∫ v
u
ϕ(t)dt < ϕ
(u+ v
2
)
.
Zast¦puj¡c powtórnie ϕ(t) przez E[X˜(t)] otrzymujemy
(15)
1
v− u
∫ v
u
E[X˜(t)]dt < E
[
X˜
(u+ v
2
)]
.
Łatwo wida¢, »e je±li X speªnia nierówno±¢ Hermite'a-Hadamarda, to X˜ speªnia j¡ tak»e.
Zapisuj¡c dla X˜ i [u,v] lew¡ nierówno±¢ wyra»enia (12) mamy
(16) E
[
X˜
(u+ v
2
)]
6 1
v− u
E
[∫ v
u
X˜(t)dt
]
.
18
2.7. Nierówno±¢ typu Hermite'a-Hadamarda
Z (15) i (16) otrzymujemy
(17)
1
v− u
∫ v
u
E[X˜(t)]dt < E
[
X˜
(u+ v
2
)]
6 1
v− u
E
[∫ v
u
X˜(t)dt
]
.
Zmieniaj¡c kolejno±¢ caªkowania w (17) i stosuj¡c twierdzenie Fubiniego otrzymujemy
po»¡dan¡ sprzeczno±¢.
Zaªó»my teraz, »e zachodzi prawa strona nierówno±ci Hermite'a-Hadamarda.
Jak poprzednio, dla dowodu nie wprost zakªadamy, »e proces stochastyczny X nie jest
wypukªy. Wówczas istniej¡ x, y ∈ I, x < y, λ0 ∈ (0,1) i A ⊂ Ω miary dodatniej P(A) > 0,
takie, »e
(18) X(λ0x+ (1− λ0)y,ω) > λ0X(x,ω) + (1− λ0)X(y,ω)
dla wszystkichω ∈ A. Definiujemy proces X˜(t,ω) i funkcj¦ ϕ(t) podobnie jak w pierwszej
cz¦±ci dowodu. Z ci¡gªo±ci i nierówno±ci (18) zapisanej dla ϕ otrzymamy, »e istnieje
przedziaª [u,v] ⊂ I, taki, »e
(19) ϕ(λu+ (1− λ)v) > λϕ(u) + (1− λ)ϕ(v)
dla wszystkich λ ∈ (0,1). Bierzemy ustalone t ∈ [u,v]. Wtedy t = λu + (1 − λ)v, gdzie
λ = v−t
v−u
. Mo»emy teraz napisa¢
ϕ(t) >
ϕ(u)v−ϕ(v)u
v− u
−
ϕ(u) −ϕ(v)
v− u
· t.
Caªkuj¡c powy»sz¡ nierówno±¢ otrzymamy∫ v
u
ϕ(t)dt >
1
2
[ϕ(u) +ϕ(v)](v− u).
Ostatecznie
1
v− u
∫ v
u
ϕ(t)dt >
ϕ(u) +ϕ(v)
2
.
Zast¦puj¡c powtórnie ϕ(t) przez E[X˜(t)] mo»emy napisa¢
(20)
1
v− u
∫ v
u
E[X˜(t)]dt >
E[X˜(u)] + E[X˜(v)]
2
.
Poniewa» proces X speªnia nierówno±¢ Hermite'a-Hadamarda, wi¦c X˜ speªnia j¡ tak»e.
Zapisuj¡c praw¡ nierówno±¢ wyra»enia (12) dla X˜ i [u,v] otrzymamy
(21)
1
v− u
E
[∫ v
u
X˜(t)dt
]
6 E[X˜(u)] + E[X˜(v)]
2
.
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Z (20) i (21) otrzymujemy
(22)
1
v− u
∫ v
u
E[X˜(t)]dt 6 E[X˜(u)] + E[X˜(v)]
2
<
1
v− u
E
[∫ v
u
X˜(t)dt
]
.
Zmieniaj¡c kolejno±¢ caªkowania w (22) i stosuj¡c twierdzenie Fubiniego otrzymamy
po»¡dan¡ sprzeczno±¢.
Teraz udowodnimy nierówno±¢ typu Hermite'a-Hadamarda dla silnie wypukªych pro-
cesów stochastycznych.
Twierdzenie 19. Niech X : I×Ω→ R b¦dzie procesem stochastycznym silnie wypu-
kªym z moduªem C(·) i ci¡gªym ±redniokwadratowo na przedziale I. Wówczas dla
dowolnych u,v ∈ I mamy
(23) X
(u+ v
2
, ·
)
+ C(·)(v− u)
2
12
6
6 1
v− u
∫ v
u
X(t,·)dt 6 X(u,·) + X(v,·)
2
− C(·)(u− v)
2
6
(p.w.).
Dowód. Zgodnie z zaªo»eniem proces X jest silnie wypukªy z moduªem C(·), wi¦c z
Lematu 6 proces Y(t,·) = X(t,·) − C(·)t2 jest wypukªy. Z nierówno±ci (12) mamy
Y
(u+ v
2
, ·
)
6 1
v− u
∫ v
u
Y(t,·)dt 6 Y(u,·) + Y(v,·)
2
(p.w.).
Podstawiaj¡c Y(t,·) = X(t,·) − C(·)t2 do powy»szego wyra»enia, dostajemy
X
(u+ v
2
, ·
)
− C(·)
(u+ v
2
)2
6 1
v− u
∫ v
u
(
X(t,·) − C(·)t2
)
dt 6
6 X(u,·) − C(·)u
2 + X(v,·) − C(·)v2
2
(p.w.),
czyli
X
(u+ v
2
, ·
)
− C(·)
(u+ v
2
)2
6 1
v− u
∫ v
u
X(t,·)dt− 1
v− u
∫ v
u
C(·)t2 dt 6
6 X(u,·) + X(v,·)
2
−
C(·)
2
(u2 + v2) (p.w.).
Na mocy lematu 3 otrzymamy
X
(u+ v
2
, ·
)
− C(·)
(u+ v
2
)2
6 1
v− u
∫ v
u
X(t,·)dt− C(·) 1
v− u
v3 − u3
3
6
6 X(u,·) + X(v,·)
2
−
C(·)
2
(u2 + v2) (p.w.).
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Dodaj¡c stronami do powy»szej nierówno±ci skªadnik C(·) 1
v−u
v3−u3
3
i wykonuj¡c proste
obliczenia, otrzymujemy nierówno±¢ (23).
Pozostaªo jeszcze do udowodnienia twierdzenie odwrotne do Twierdzenia 19.
Twierdzenie 20. Niech proces stochastyczny X : I × Ω → R b¦dzie ci¡gªy ±rednio-
kwadratowo na przedziale I i zaªó»my, »e speªnia lew¡ lub praw¡ nierówno±¢ w
wyra»eniu (23). Wtedy X jest silnie wypukªy z moduªem C(·).
Dowód. Zakªadamy, »e proces X speªnia lew¡ stron¦ nierówno±ci (23). Definiujemy proces
Y : I × Ω → R taki, »e Y(t,·) = X(t,·) − C(·)t2, gdzie C : Ω → R jest zmienn¡ losow¡
wyst¦puj¡c¡ w nierówno±ci (23). Podstawiaj¡c do lewej strony nierówno±ci (23) X(t,·) =
Y(t,·) + C(·)t2 otrzymamy
(24) Y
(u+ v
2
, ·
)
+ C(·)
(u+ v
2
)2
+ C(·)(v− u)
2
12
6
6 1
v− u
∫ v
u
(
Y(t,·) + C(·)t2
)
dt (p.w.).
Wykonuj¡c proste obliczenia w (24), oraz stosuj¡c Lemat 3 i podstawowe wªasno±ci caªki
±redniokwadratowej (Lemat 4) otrzymamy
(25) Y
(u+ v
2
, ·
)
+ C(·)4u
2 + 4uv+ 4v2
12
6
6 1
v− u
∫ v
u
Y(t,·)dt+ C(·) 1
v− u
v3 − u3
3
(p.w.).
Odejmuj¡c w nierówno±ci (25) stronami skªadnik C(·)u2+uv+v2
3
otrzymujemy
Y
(u+ v
2
, ·
)
6 1
v− u
∫ v
u
Y(t,·)dt (p.w.).
Proces stochastyczny Y speªnia lew¡ stron¦ nierówno±¢ Hermite'a-Hadamarda, zatem z
Twierdzenia 18 jest procesem wypukªym. Na mocy Lematu 6 proces X jest silnie wypukªy
z moduªem C(·).
Niech teraz proces X speªnia praw¡ stron¦ nierówno±ci (23). Jak poprzednio definiu-
jemy proces Y : I×Ω→ R taki, »e Y(t,·) = X(t,·)−C(·)t2, gdzie C : Ω→ R jest zmienn¡
losow¡ wyst¦puj¡c¡ w nierówno±ci (23). Podstawiaj¡c do prawej strony nierówno±ci (23)
X(t,·) = Y(t,·) + C(·)t2 otrzymujemy
(26)
1
v− u
∫ v
u
(
Y(t,·) + C(·)t2
)
dt 6
6 Y(u,·) + Y(v,·)
2
+ C(·)u
2 + v2
2
− C(·)(u− v)
2
6
(p.w.).
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Podobnie jak wcze±niej wykonuj¡c proste obliczenia w (26), oraz stosuj¡c Lemat 3 i
podstawowe wªasno±ci caªki ±redniokwadratowej (Lemat 4) otrzymamy
(27)
1
v− u
∫ v
u
Y(t,·)dt+ C(·) 1
v− u
v3 − u3
3
6
6 Y(u,·) + Y(v,·)
2
+ C(·)2u
2 + 2uv+ 2v2
6
(p.w.).
Odejmuj¡c w nierówno±ci (27) stronami skªadnik C(·)u2+uv+v2
3
otrzymujemy
1
v− u
∫ v
u
Y(t,·)dt 6 Y(u,·) + Y(v,·)
2
(p.w.).
Proces stochastyczny Y speªnia praw¡ stron¦ nierówno±¢ Hermite'a-Hadamarda, zatem z
Twierdzenia 18 jest procesem wypukªym. Na mocy Lematu 6 proces X jest silnie wypukªy
z moduªem C(·).
2.8 Nierówno±¢ typu Fejera
Udowodnimy teraz nierówno±¢ Fejera dla wypukªych procesów stochastycznych.
Lemat 21. Niech X : [a,b] ×Ω → R b¦dzie wypukªym, ci¡gªym ±redniokwadratowo
w [a,b] procesem stochastycznym. Niech G : [a,b] × Ω → R+ b¦dzie caªkowalnym
±redniokwadratowo procesem stochastycznym takim, »e G(a+b−t,·) = G(t,·) (p.w.)
dla dowolnego t ∈ [a,b], oraz ∫b
a
G(t,·)dt = J(·) (p.w.),
gdzie J : Ω → R jest jednostkow¡ zmienn¡ losow¡. Zachodzi wówczas poni»sza
nierówno±¢
(28) X(
a+ b
2
, ·) 6
∫b
a
X(t,·)G(t,·)dt 6 X(a,·) + X(b,·)
2
(p.w.).
Dowód. Wyka»emy najpierw lew¡ nierówno±¢ w wyra»eniu (28). Poniewa» X jest proce-
sem wypukªym, wi¦c z Lematu 7 istnieje podparcie procesu X w punkcie s = a+b
2
X(t,·) > A(·)(t− s) + X(s,·) (p.w.).
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Z Lematu 5, podstawowych wªasno±ci caªki ±redniokwadratowej (Lemat 4) i zaªo»e« o
procesie G otrzymujemy∫b
a
X(t,·)G(t,·)dt >
∫b
a
[
A(·)(t− s) + X(s,·)]G(t,·)dt =
= A(·)
∫b
a
tG(t,·)dt+ (X(s,·) −A(·)s)
∫b
a
G(t,·)dt =
= A(·)sJ(·) + X(s,·) −A(·)sJ(·) = X(s,·) = X
(a+ b
2
,·
)
(p.w.).
Dla dowodu prawej nierówno±ci w wyra»eniu (28) przedstawiamy t ∈ [a,b] w postaci
kombinacji wypukªej t = b−t
b−a
a + t−a
b−a
b. Wówczas korzystaj¡c z wypukªo±ci procesu sto-
chastycznego X, podstawowych wªasno±ci caªki ±redniokwadratowej (Lemat 4) i Lematu
5 otrzymamy∫b
a
X(t,·)G(t,·)dt =
∫b
a
X
( b− t
b− a
a+
t− a
b− a
b,·
)
G(t,·)dt 6
6
∫b
a
[ b− t
b− a
X(a,·) + t− a
b− a
X(b,·)
]
G(t,·)dt =
=
∫b
a
[bX(a,·) − aX(b,·)
b− a
+
X(b,·) − X(a,·)
b− a
t
]
G(t,·)dt =
=
bX(a,·) − aX(b,·)
b− a
∫b
a
G(t,·)dt+ X(b,·) − X(a,·)
b− a
∫b
a
tG(t,·)dt =
=
bX(a,·) − aX(b,·)
b− a
+
X(b,·) − X(a,·)
b− a
a+ b
2
=
=
bX(a,·) − aX(b,·) + bX(b,·) − aX(a,·)
2(b− a)
=
=
(
X(a,·) + X(b,·))(b− a)
2(b− a)
=
X(a,·) + X(b,·)
2
(p.w.).
Jako ostatnie twierdzenie w tym rozdziale zostanie zaprezentowana nierówno±¢ Fejera
dla silnie wypukªych procesów stochastycznych.
Twierdzenie 22. Niech X : [a,b] ×Ω → R b¦dzie silnie wypukªym z moduªem C(·),
ci¡gªym ±redniokwadratowo w [a,b] procesem stochastycznym. Niech G : [a,b] ×
Ω → R+ b¦dzie caªkowalnym ±redniokwadratowo procesem stochastycznym takim,
»e G(a+ b− t,·) = G(t,·) (p.w.) dla dowolnego t ∈ [a,b], oraz∫b
a
G(t,·)dt = J(·) (p.w.),
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gdzie J : Ω → R jest jednostkow¡ zmienn¡ losow¡. Zachodzi wówczas poni»sza
nierówno±¢
(29) X(
a+ b
2
, ·) + C(·)
[∫b
a
t2G(t,·)dt−
(a+ b
2
)2]
6
∫b
a
X(t,·)G(t,·)dt 6
6 X(a,·) + X(b,·)
2
− C(·)
[a2 + b2
2
−
∫b
a
t2G(t,·)dt
]
(p.w.).
Uwaga 23. Z nierówno±ci Fejera dla wypukªych procesów stochastycznych (28) dla
procesu t2J(·) mamy(a+ b
2
)2
6
∫b
a
t2G(t,·)dt 6 a
2 + b2
2
(p.w.).
Z powy»szego wynika, »e skªadniki∫b
a
t2G(t,·)dt−
(a+ b
2
)2
i
a2 + b2
2
−
∫b
a
t2G(t,·)dt
w nierówno±ci (29) s¡ nieujemne. Oznacza to, »e nierówno±¢ (29) jest silniejsza ni»
nierówno±¢ (28). Zauwa»my równie», »e nierówno±¢ (29) jest uogólnieniem nierów-
no±ci Hermite'a-Hadamarda (23) dla silnie wypukªych procesów stochastycznych.
Je±li podstawimy G(t,·) = 1
b−a
J(·), gdzie J : Ω→ R jest jednostkow¡ zmienn¡ losow¡,
do (29) to otrzymujemy (23).
Dowód. Aby udowodni¢ lew¡ stron¦ nierówno±ci (29) kªadziemy s = a+b
2
i bierzemy
proces H(t,·) = C(·)(t − s)2 + A(·)(t − s) + X(s, ·) podpieraj¡cy X w punkcie s (zobacz
Twierdzenie 8). Wówczas∫b
a
X(t,·)G(t,·)dt >
∫b
a
H(t,·)G(t,·)dt =
= C(·)
∫b
a
t2G(t,·)dt+ (−2C(·)s+A(·)) ∫b
a
tG(t,·)dt+
+
(
C(·)s2 −A(·)s+ X(s,·)) ∫b
a
G(t,·)dt (p.w.).
Z Lematu 5, podstawowych wªasno±ci caªki ±redniokwadratowej (Lemat 4) i zaªo»e« o
procesie G otrzymujemy∫b
a
X(t,·)G(t,·)dt > C(·)
∫b
a
t2G(t,·)dt− C(·)s2 + X(s,·) =
= X
(a+ b
2
,·
)
+ C(·)
[∫b
a
t2G(t,·)dt−
(a+ b
2
)2]
(p.w.).
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Dla dowodu prawej strony nierówno±ci (29) przedstawiamy t ∈ [a,b] w postaci kom-
binacji wypukªej t = b−t
b−a
a + t−a
b−a
b. Wówczas korzystaj¡c z silnej wypukªo±ci procesu
stochastycznego X, podstawowych wªasno±ci caªki ±redniokwadratowej (Lemat 4) i Le-
matu 5 otrzymamy∫b
a
X(t,·)G(t,·)dt =
∫b
a
X
( b− t
b− a
a+
t− a
b− a
b,·
)
G(t,·)dt 6
6
∫b
a
[ b− t
b− a
X(a,·) + t− a
b− a
X(b,·) − C(·)(b− x)(x− a)
(b− a)2
(b− a)2
]
G(t,·)dt =
=
∫b
a
[bX(a,·) − aX(b,·)
b− a
+
X(b,·) − X(a,·)
b− a
t−C(·)((a+b)t−ab−t2)]G(t,·)dt (p.w.).
Ostatecznie∫b
a
X(t,·)G(t,·)dt 6 bX(a,·) − aX(b,·)
b− a
+
X(b,·) − X(a,·)
b− a
· a+ b
2
−
− C(·)
[(a+ b)2
2
− ab−
∫b
a
t2G(t,·)dt
]
=
=
X(a,·) + X(b,·)
2
− C(·)
[a2 + b2
2
−
∫b
a
t2G(t,·)dt
]
(p.w.).
Dowód Twierdzenia 22 mo»na te» przeprowadzi¢ stosuj¡c nierówno±¢ Fejera dla pro-
cesów wypukªych (Lemat 21) oraz twierdzenie o reprezentacji dla procesów silnie wypu-
kªych (Lemat 6).
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3Procesy stochastyczne silnie wypukłe w
sensie Jensena
Gªównym tematem niniejszego rozdziaªu jest przeniesienie pewnych dobrze znanych kla-
sycznych wªasno±ci funkcji wypukªych na silnie wypukªe procesy stochastyczne. Na przy-
kªad otrzymamy odpowiednik nierówno±ci Jensena, twierdzenia Kuhna i twierdzenia ty-
pu Bernsteina-Doetscha. W przypadku deterministycznym wi¦kszo±¢ z prezentowanych
rezultatów redukuje si¦ do wªasno±ci silnie wypukªych funkcji opisanych mi¦dzy innymi
w [1] i [14]. Zauwa»my jeszcze, »e odpowiedniki tych twierdze« dla wypukªych procesów
stochastycznych mo»na znale¹¢ na przykªad w [6, 20, 27].
3.1 Nierówno±¢ Jensena
W tym paragrafie zaprezentujemy dwie wersje klasycznej nierówno±ci Jensena. Pierwsz¡
dla silnie Jwypukªych procesów stochastycznych, a nast¦pnie poka»emy, »e silnie J
wypukªe procesy s¡ qwypukªe, gdzie q ∈ Q ∩ [0,1]. Analogiczne rezultaty dla silnie
Jwypukªych funkcji mo»na znale¹¢ w [1].
Przypomnijmy, »e X : I×Ω→ R jest silnie Jwypukªym z moduªem C(·) procesem
stochastycznym (silnie wypukªym w sensie Jensena), gdy dla dowolnych u,v ∈ I
zachodzi nierówno±¢
X
(u+ v
2
,·
)
6 X(u,·) + X(v,·)
2
−
C(·)
4
(u− v)2 (p.w.).
Podobnie, jak w przypadku procesów silnie wypukªych, tak i w przypadku procesów silnie
Jwypukªych, mo»na pokaza¢ nast¦puj¡cy lemat o charakteryzacji, który jest analogonem
Lematu 6. Dowód jest podobny jak w przypadku Lematu 6, wi¦c go pomijamy.
Lemat 24. Proces stochastyczny X : I×Ω→ R jest silnie Jwypukªy z moduªem C(·)
wtedy i tylko wtedy, gdy proces stochastyczny Y : I×Ω→ R zdefiniowany w sposób
Y(t,·) := X(t,·) − C(·)t2 jest Jwypukªy.
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3.1. Nierówno±¢ Jensena
Zacytujemy teraz lemat, który zostaª udowodniony w pracy [20], a jest przeniesieniem
na grunt procesów stochastycznych wªasno±ci funkcji Jwypukªych. Oryginalny lemat dla
funkcji mo»na znale¹¢ np. w [11].
Lemat 25. Niech I b¦dzie przedziaªem otwartym. Je»eli X : I × Ω → R jest J
wypukªym procesem stochastycznym, to dla dowolnego n ∈ N i dowolnych t1,...,tn ∈ I
mamy
(1) X
( 1
n
n∑
i=1
ti, ·
)
6 1
n
n∑
i=1
X(ti, ·) (p.w.).
Dla silnie Jwypukªych procesów stochastycznych korzystaj¡c z Lematu 24 oraz za-
cytowanego powy»ej Lematu 25 mo»na wykaza¢ nast¦puj¡ce twierdzenie.
Twierdzenie 26. Niech I b¦dzie przedziaªem otwartym. Je»eli X : I×Ω→ R jest silnie
Jwypukªym z moduªem C(·) procesem stochastycznym, to dla dowolnego n ∈ N i
dowolnych t1,...,tn ∈ I mamy
(2) X
( 1
n
n∑
i=1
ti, ·
)
6 1
n
n∑
i=1
X(ti,·) − C(·)
n
n∑
i=1
(
ti −
1
n
n∑
i=1
ti
)2
(p.w.).
Dowód. Ustalamy n ∈ N i t1,...,tn ∈ I. Poniewa» proces X jest silnie Jwypukªy z
moduªem C(·), wi¦c z Lematu 24 istnieje proces Y : I × Ω → R Jwypukªy, taki, »e
X(t,·) = Y(t,·) + C(·)t2 (p.w.). Proces Y speªnia zatem nierówno±¢ (1), czyli
Y
( 1
n
n∑
i=1
ti, ·
)
6 1
n
n∑
i=1
Y(ti, ·) (p.w.).
Podstawiaj¡c do powy»szej nierówno±ci Y(t,·) = X(t,·) − C(·)t2 (p.w.) otrzymamy
X
( 1
n
n∑
i=1
ti, ·
)
− C(·)
( 1
n
n∑
i=1
ti
)2
6 1
n
[ n∑
i=1
{
X(ti, ·) − C(·)t2i
}]
(p.w.).
Zatem
X
( 1
n
n∑
i=1
ti, ·
)
− C(·)
( 1
n
n∑
i=1
ti
)2
6 1
n
n∑
i=1
X(ti, ·) − C(·)
n
n∑
i=1
t2i (p.w.).
Czyli
X
( 1
n
n∑
i=1
ti, ·
)
6 1
n
n∑
i=1
X(ti, ·) − C(·)
[ 1
n
n∑
i=1
t2i −
( 1
n
n∑
i=1
ti
)2]
︸ ︷︷ ︸
=A
(p.w.).
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3.1. Nierówno±¢ Jensena
Aby skróci¢ i upro±ci¢ zapis b¦dziemy przeksztaªca¢ samo wyra»enie A. Je»eli dodatkowo
wprowadzamy oznaczenie s := 1
n
∑n
i=1 ti, to wówczas
A =
1
n
n∑
i=1
t2i −
( 1
n
n∑
i=1
ti
)2
=
1
n
n∑
i=1
t2i −
(
s
)2
=
1
n
n∑
i=1
(
ti − s+ s
)2
−
(
s
)2
=
=
1
n
n∑
i=1
[(
ti − s
)2
+ 2
(
ti − s
)
s+
(
s
)2]
−
(
s
)2
=
=
1
n
n∑
i=1
(
ti − s
)2
+ 2
1
n
s
[ n∑
i=1
(
ti − s
)]
+
1
n
n∑
i=1
(
s
)2
−
(
s
)2
=
=
1
n
n∑
i=1
(
ti − s
)2
+ 2
1
n
s
[ n∑
i=1
ti − ns︸ ︷︷ ︸
=0
]
+
1
n
n
(
s
)2
−
(
s
)2︸ ︷︷ ︸
=0
=
1
n
n∑
i=1
(
ti − s
)2
.
Ostatecznie zatem
X
( 1
n
n∑
i=1
ti, ·
)
6 1
n
n∑
i=1
X(ti, ·) − C(·)
n
n∑
i=1
(
ti −
1
n
n∑
i=1
ti
)2
(p.w.).
Udowodnimy teraz drugie ze wspomnianych twierdze«.
Twierdzenie 27. Niech I b¦dzie przedziaªem otwartym. Je»eli X : I × Ω → R jest
silnie Jwypukªym z moduªem C(·) procesem stochastycznym, to
X
( n∑
i=1
qiti, ·
)
6
n∑
i=1
qiX(ti,·) − C(·)
n∑
i=1
qi
(
ti −
n∑
i=1
qiti
)2
(p.w.),
dla dowolnych t1, ..., tn ∈ I oraz q1, ..., qn ∈ Q ∩ (0,1), takich, »e q1 + · · ·+ qn = 1.
Dowód. Bierzemy t1, ..., tn ∈ I i q1 = k1l1 , ..., qn = knln ∈ Q∩(0,1) takie, »e q1+· · ·+qn = 1.
Bez straty ogólno±ci mo»emy przyj¡¢, »e l1 = · · · = ln = l. Wtedy k1 + · · · + kn = l.
Kªadziemy u11 = · · · = u1k1 =: t1, u21 = · · · = u2k2 =: t2, ... , un1 = · · · = unkn =: tn.
Wtedy
n∑
i=1
qiti =
1
l
n∑
i=1
ki∑
j=1
uij.
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3.2. Twierdzenie typu Kuhna
Z Twierdzenia 26 otrzymamy
X
( n∑
i=1
qiti, ·
)
= X
(1
l
n∑
i=1
ki∑
j=1
uij, ·
)
6
6 1
l
n∑
i=1
ki∑
j=1
X(uij, ·) − C(·)
l
n∑
i=1
ki∑
j=1
(
uij −
1
l
n∑
i=1
ki∑
j=1
uij
)2
=
=
n∑
i=1
qiX(ti,·) − C(·)
n∑
i=1
qi
(
ti −
n∑
i=1
qiti
)2
(p.w.).
Bezpo±rednio z udowodnionego powy»szego Twierdzenia 27 wynika nast¦puj¡cy przy-
padek szczególny.
Wniosek 28. Niech I b¦dzie przedziaªem otwartym. Je»eli X : I×Ω → R jest silnie
Jwypukªym z moduªem C(·) procesem stochastycznym, to
X
(
qu+ (1− q)v, ·) 6 qX(u,·) + (1− q)X(v,·) − C(·)q(1− q)(u− v)2 (p.w.),
dla dowolnych u,v ∈ I oraz q ∈ Q ∩ (0,1).
3.2 Twierdzenie typu Kuhna
Klasyczny rezultat Kuhna [12] mówi, »e je±li funkcja f : I → R speªnia dla pewnego
ustalonego λ ∈ (0,1) i dla wszystkich x,y ∈ I nierówno±¢
f
(
λx+ (1− λ)y
)
6 λf(x) + (1− λ)f(y),
co oznacza, »e f jest funkcj¡ λwypukª¡, to f jest tak»e Jwypukªa, czyli
f
(x+ y
2
)
6 f(x) + f(y)
2
, x,y ∈ I.
Przypomnijmy, »e proces nazywamy silnie λwypukªym, gdy nierówno±¢
(3) X
(
λu+ (1− λ)v,·) 6 λX(u,·) + (1− λ)X(v,·) − C(·)λ(1− λ)(u− v)2 (p.w.).
zachodzi dla dowolnych u,v ∈ I i pewnej ustalonej liczby λ ∈ [0,1]. W szczególnym
przypadku, gdy nierówno±¢ (3) jest zakªadana dla wszystkich u,v ∈ I oraz λ = 1
2
, mówimy
»e proces stochastyczny X jest silnie wypukªy w sensie Jensena.
Skowro«ski udowodniª w [27], »e λwypukªy proces stochastyczny jest równie»
Jwypukªy. W tym paragrafie udowodnimy odpowiednik tego twierdzenia dla silnie
λwypukªych procesów stochastycznych.
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3.3. Twierdzenie typu Bernsteina-Doetscha
Twierdzenie 29. Niech λ ∈ (0,1) b¦dzie ustalon¡ liczb¡ i X : I×Ω→ R b¦dzie silnie
λwypukªym z moduªem C(·) procesem stochastycznym. Wówczas X jest silnie
Jwypukªy z moduªem C(·).
Dowód. Ustalamy u,v ∈ I i kªadziemy t = u+v
2
. Rozwa»amy punkty a = λu + (1 − λ)t
oraz b = λt+ (1− λ)v. Mo»na ªatwo pokaza¢, »e t = (1− λ)a+ λb. Stosuj¡c trzykrotnie
definicj¦ silnej λwypukªo±ci (nierówno±¢ (3)) otrzymujemy
X(t,·) 6 (1− λ)X(a,·) + λX(b,·) − C(·)λ(1− λ)(a− b)2 6
6 (1− λ)
[
λX(u,·) + (1− λ)X(t,·) − C(·)λ(1− λ)(u− t)2]+
+ λ
[
λX(t,·) + (1− λ)X(v,·) − C(·)λ(1− λ)(t− v)2]− C(·)λ(1− λ)(a− b)2 =
= λ(1− λ)
[
X(u,·) + X(v,·)]+ [(1− λ)2 + λ2]X(t,·)−
− C(·)λ(1− λ)[(1− λ)(u− t)2 + λ(t− v)2 + (a− b)2] (p.w.).
Z powy»szej nierówno±ci po uproszczeniu mamy
(4) 2X(t,·) 6 X(u,·) + X(v,·) − C(·)[(1− λ)(u− t)2 + λ(t− v)2 + (a− b)2] (p.w.).
Za pomoc¡ elementarnych oblicze« mo»na pokaza¢, »e poniewa»
u− t = t− v = a− b =
u− v
2
, to
(1− λ)(u− t)2 + λ(t− v)2 + (a− b)2 =
(u− v)2
2
.
Z powy»szego nierówno±¢ (4) mo»na zapisa¢ w postaci
X
(u+ v
2
,·
)
6 X(u,·) + X(v,·)
2
−
C(·)
4
(u− v)2 (p.w.).
3.3 Twierdzenie typu Bernsteina-Doetscha
Jest powszechnie znanym fakt, »e funkcja Jwypukªa f : I → R jest wypukªa przy
pewnych zaªo»eniach regularno±ciowych, takich jak na przykªad lokalna ograniczono±¢ z
góry w jakim± punkcie (Twierdzenie Bernsteina-Doetscha) albo mierzalno±¢ (Twierdzenie
Sierpi«skiego), albo pod innymi zaªo»eniami tego typu. (zobacz [11]).
Nikodem zaprezentowaª w [20] warunki gwarantuj¡ce wypukªo±¢ Jwypukªych proce-
sów stochastycznych. Rozwa»ymy teraz podobny problem dla silnie wypukªych procesów
stochastycznych. Rozpoczniemy od dowodu nast¦puj¡cego twierdzenia.
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3.3. Twierdzenie typu Bernsteina-Doetscha
Twierdzenie 30. Niech I b¦dzie przedziaªem otwartym. Je»eli X : I × Ω → R jest
ci¡gªym i silnie Jwypukªym z moduªem C(·) procesem stochastycznym, to X jest
silnie wypukªy z tym samym moduªem.
Dowód. We¹my dowolne ustalone (rzeczywiste) λ ∈ [0,1]. Z g¦sto±ci istnieje ci¡g liczb
wymiernych qn ∈ Q ∩ [0,1] zbie»ny do λ. Dla ustalonych u,v ∈ I oraz dowolnego n ∈ N
z Wniosku 28 prawdziwa jest poni»sza nierówno±¢
X
(
qnu+ (1− qn)v, ·
)
6 qnX(u,·) + (1− qn)X(v,·) − C(·)qn(1− qn)
(
u− v
)2
(p.w.).
Przechodz¡c do granicy (wedªug prawdopodobie«stwa P) w powy»szej nierówno±ci i ko-
rzystaj¡c z faktu, »e miara P jest sko«czona otrzymamy
X
(
λu+ (1− λ)v, ·) 6 λX(u,·) + (1− λ)X(v,·) − C(·)λ(1− λ)(u− v)2 (p.w.).
Udowodnimy teraz nast¦puj¡ce twierdzenia.
Twierdzenie 31. Je»eli proces stochastyczny X : I ×Ω → R jest silnie Jwypukªy z
moduªem C(·) i Pograniczony z góry na przedziale (a,b) ⊂ I, to jest on ci¡gªy i
silnie wypukªy z moduªem C(·) na przedziale I.
Dowód. Poniewa» X jest silnie Jwypukªy, wi¦c X jest tak»e Jwypukªy. Proces X jest
Pograniczony z góry na przedziale (a,b), zatem jest on ci¡gªy na mocy twierdzenia
Nikodema [20, Twierdzenie 4]. Wypukªo±¢ wynika natomiast wprost z Twierdzenia 30.
Twierdzenie 32. Zaªó»my, »e I jest przedziaªem otwartym. Silnie Jwypukªy proces
stochastyczny X : I×Ω→ R z moduªem C(·) jest ci¡gªy wtedy i tylko wtedy, gdy jest
on silnie wypukªy z moduªem C(·).
Dowód. Warunek konieczny wynika natychmiast z Twierdzenia 30. Aby natomiast po-
kaza¢ warunek wystarczaj¡cy zauwa»amy, »e je±li X jest silnie wypukªy, to X jest równie»
wypukªy. Z twierdzenia Nikodema ([20, Twierdzenie 5]) otrzymujemy jego ci¡gªo±¢.
Z Twierdze« 29 i 32 wynika poni»szy wniosek.
Wniosek 33. Je»eli proces X : I ×Ω → R jest ci¡gªy i silnie λwypukªy z moduªem
C(·), to jest on silnie wypukªy z moduªem C(·).
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3.4. Twierdzenie typu Sierpi«skiego
3.4 Twierdzenie typu Sierpi«skiego
Zanim udowodnimy odpowiednik twierdzenia Sierpi«skiego wprowadzimy nast¦puj¡ce
oznaczenia. Niech L oznacza σalgebr¦ mierzalnych w sensie Lebesgue'a podzbiorów R,
m  miar¦ Lebesgue'a na L, L×A produktow¡ σalgebr¦ w R×Ω, µ = m× P  miar¦
produktow¡ na L × A, B  uzupeªnienie L × A wzgl¦dem miary µ, i µ uzupeªnienie µ.
Proces stochastyczny X : I × Ω → R jest nazywany mierzalnym, gdy jest mierzalnym
odwzorowaniem wzgl¦dem σalgebry B. Wi¦cej informacji na ten temat mo»na znale¹¢
w [16].
Twierdzenie 34. Niech I b¦dzie przedziaªem otwartym. Je»eli silnie Jwypukªy z
moduªem C(·) proces stochastyczny X : I×Ω→ R jest mierzalny, to jest on ci¡gªy i
silnie wypukªy z tym samym moduªem.
Dowód. Je»eli proces X jest silnie Jwypukªy, to oczywi±cie jest on równie» Jwypukªy.
Z Jwypukªo±ci i mierzalno±ci procesu X na mocy Wniosku z Twierdzenia 8 z pracy [20]
otrzymamy jego ci¡gªo±¢. Silna wypukªo±¢ jest natomiast bezpo±redni¡ konsekwencj¡
Twierdzenia 30.
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4Procesy stochastyczne silnie wypukłe w
sensie Wrighta
W tym rozdziale udowodnimy pewne wªasno±ci procesów silnie wypukªych w sensie Wri-
ghta. W szczególno±ci, podamy charakteryzacj¦ silnie wypukªych w sensie Wrighta pro-
cesów stochastycznych, która jest odpowiednikiem dobrze znanej charakteryzacji Ng'ego
[18] dla funkcji wypukªych w sensie Wrighta. Ponadto zostanie udowodnione twierdze-
nie o silnie wypukªym w sensie Jensena procesie majoryzowanym przez silnie wkl¦sªy
w sensie Jensena proces stochastyczny. Jest to stochastyczna wersja twierdze« o (silnej)
wypukªo±ci w sensie Jensena z ograniczeniem, które jest (silnie) wkl¦sªe w sensie Jensena
udowodnionych w [19] , [21] , [5] i [15].
4.1 Procesy silnie wypukªe w sensie Wrighta
W [27] Skowro«ski udowodniª, »e proces stochastyczny X : I × Ω → R zdefiniowany
na otwartym odcinku I jest wypukªy w sensie Wrighta wtedy i tylko wtedy, gdy mo-
»e on zosta¢ przedstawiony w postaci X = X1 + A, gdzie X1 jest wypukªym procesem
stochastycznym, natomiast A jest procesem addytywnym. Jest to stochastyczna wersja
twierdzenia Ng'ego [18] charakteryzuj¡cego funkcje wypukªe w sensie Wrighta. W tym
paragrafie podamy odpowiednik tego twierdzenia dla silnie wypukªych w sensie Wrighta
procesów stochastycznych.
Przypomnijmy, »e proces stochastyczny X : I×Ω→ R jest silnie wypukªy w sensie
Wrighta (silnie W-wypukªy) z moduªem C(·), gdy nierówno±¢
X
(
λu+ (1− λ)v,·)+ X((1− λ)u+ λv,·) 6
6 X(u,·) + X(v,·) − 2C(·)λ(1− λ)(u− v)2 (p.w.)
zachodzi dla ka»dego λ ∈ [0,1] oraz dowolnych u,v ∈ I.
Rozpocznijmy nast¦puj¡cym lematem.
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4.1. Procesy silnie wypukªe w sensie Wrighta
Lemat 35. Niech I b¦dzie przedziaªem otwartym. Je»eli proces stochastyczny
X : I × Ω → R jest wypukªy i silnie Jwypukªy z moduªem C(·), to jest on silnie
wypukªy z tym samym moduªem.
Dowód. Poniewa» X jest wypukªy, to z twierdzenia Nikodema ([20, Twierdzenie 5]) otrzy-
mamy, »e X jest ci¡gªy. Z Twierdzenia 32 wnioskujemy, »e X jest silnie wypukªy z mo-
duªem C(·).
Twierdzenie 36. Niech I b¦dzie przedziaªem otwartym. Proces X : I ×Ω → R jest
silnie wypukªy w sensie Wrighta z moduªem C(·) wtedy i tylko wtedy, gdy istnieje
proces stochastyczny X1 : I × Ω → R silnie wypukªy z moduªem C(·) i addytywny
proces stochastyczny A : R×Ω→ R takie, »e
(1) X(u,·) = X1(u,·) +A(u,·) (p.w.), u ∈ I.
Dowód. Zaªó»my, »e X jest silnie wypukªy w sensie Wrighta z moduªem C(·). Wówczas
X jest równie» wypukªy w sensie Wrighta. Z twierdzenia Skowro«skiego (zobacz [27])
mo»e zosta¢ przedstawiony w nast¦puj¡cy sposób
X(u,·) = X1(u,·) +A(u,·) (p.w.), u ∈ I,
gdzie X1 : I ×Ω → R jest wypukªym procesem, natomiast A : R ×Ω → R jest proce-
sem addytywnym. Poniewa» X jest silnie wypukªym w sensie Wrighta z moduªem C(·)
procesem stochastycznym, to proste obliczenia pokazuj¡, »e proces X − A jest równie»
silnie wypukªy w sensie Wrighta z moduªem C(·). W konsekwencji proces X − A jest
silnie wypukªy w sensie Jensena. Z lematu 35 proces X1(u,·) = X(u,·) − A(u,·) (p.w.)
jest silnie wypukªy z moduªem C(·), co dowodzi, »e X posiada reprezentacj¦ (1). Dowód
w drug¡ stron¦ jest oczywisty.
Na mocy Lematu 6, Twierdzenie 36 mo»e zosta¢ zapisane w nast¦puj¡cy sposób.
Wniosek 37. Niech I b¦dzie przedziaªem otwartym. Proces X : I×Ω→ R jest silnie
wypukªy w sensie Wrighta z moduªem C(·) wtedy i tylko wtedy, gdy istnieje wypukªy
proces stochastyczny X2 : I×Ω→ R i addytywny proces stochastyczny A : R×Ω→ R
takie, »e
(2) X(u,·) = X2(u,·) + C(·)u2 +A(u,·) (p.w.), u ∈ I.
Dowód. Na mocy Twierdzenia 36 proces stochastyczny silnie wypukªy w sensie Wrighta
z moduªem C(·) posiada reprezentacj¦ (1). Z Lematu 6 ka»dy silnie wypukªy z moduªem
C(·) proces stochastyczny X1 da si¦ przedstawi¢ w postaci
(3) X1(u,·) = X2(u,·) + C(·)u2 (p.w.) u ∈ I,
gdzie X2 : I×Ω→ R jest wypukªym procesem stochastycznym. Wykorzystuj¡c (1) oraz
(3) otrzymamy (2). Dowód w drug¡ stron¦ jest oczywisty, wi¦c go pomijamy.
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Uwaga 38. Analogiczn¡ charakteryzacj¦ funkcji silnie wypukªych w sensie Wrighta
z moduªem c otrzymali N. Merentes, K. Nikodem oraz S. Rivas w [15].
4.2 Procesy silnie Jwypukªe ograniczane przez
procesy silnie Jwkl¦sªe
Je±li Jwypukªa funkcja f jest ograniczona z góry przez Jwkl¦sª¡ funkcj¦ g, to wówczas
f jest Wwypukªa i g jest Wwkl¦sªa. Co wi¦cej mo»na znale¹¢ wypukª¡ funkcj¦ f1,
wkl¦sª¡ funkcj¦ g1 i funkcj¦ addytywn¡ a takie, »e f = f1 + a oraz g = g1 + a (zobacz
[19], [21] oraz [5]). W roku 1995 Skowro«ski udowodniª analogiczne twierdzenie dla J
wypukªych i Jwkl¦sªych procesów stochastycznych. (zobacz [26]). W tym paragrafie
zaprezentujemy odpowiednik tego twierdzenia dla silnie Jwypukªych i silnie Jwkl¦sªych
procesów stochastycznych. Przypomnijmy, »e proces stochastyczny X : I ×Ω → R jest
silnie wkl¦sªy (silnie Jwkl¦sªy) z moduªem C(·), je»eli −X jest silnie wypukªy (silnie
Jwypukªy) z moduªem C(·).
Twierdzenie 39. Niech I b¦dzie przedziaªem otwartym. Zaªó»my, »e X : I ×Ω → R
jest silnie Jwypukªy z moduªem C(·), Y : I×Ω→ R jest silnie Jwkl¦sªy z moduªem
C(·) oraz X(u,·) 6 Y(u,·) (p.w.) dla wszystkich u ∈ I. Istnieje wówczas addytywny
poces stochastyczny A : R × Ω → R, ci¡gªy proces stochastyczny X1 : I × Ω → R
silnie wypukªy z moduªem C(·) oraz ci¡gªy proces stochastyczny Y1 : I×Ω→ R silnie
wkl¦sªy z moduªem C(·) takie, »e
(4) X(u,·) = X1(u,·) +A(u,·) (p.w.) i Y(u,·) = Y1(u,·) +A(u,·) (p.w.),
dla wszystkich u ∈ I.
Dowód. Poniewa» X jest silnie Jwypukªy z moduªem C(·) oraz Y jest silnie Jwkl¦sªy
z moduªem C(·), wi¦c X jest Jwypukªy i Y jest Jwkl¦sªy. Z twierdzenia Skowro«skiego
(zobacz [26]) istniej¡ poni»sze reprezentacje dla X i Y. Czyli
X(u,·) = X1(u,·) +A(u,·) (p.w.) oraz Y(u,·) = Y1(u,·) +A(u,·) (p.w.)
dla u ∈ I, gdzie X1 : I × Ω → R jest wypukªym procesem stochastycznym, Y1 : I ×
Ω → R jest wkl¦sªym procesem stochastycznym, A : R × Ω → R jest addytywnym
procesem stochastycznym. Z addytywno±ci procesu A otrzymujemy, »e proces X1(u, ·) =
X(u,·)−A(u,·) (p.w.) jest silnie Jwypukªy z moduªem C(·) i proces Y1(u, ·) = Y(u,·)−
A(u,·) (p.w.) jest silnie Jwkl¦sªy z moduªem C(·). Ostatecznie na mocy Lematu 35
X1 jest silnie wypukªy z moduªem C(·) oraz Y1 jest silnie wkl¦sªy z moduªem C(·). To
dowodzi, »e X i Y posiadaj¡ reprezentacj¦ (4). Ci¡gªo±¢ X1 i Y1 wynika natomiast z
twierdzenia Nikodema (zobacz [20]).
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Uwaga 40. W przypadku deterministycznym powy»sze twierdzenie redukuje si¦ do
rezultatu otrzymanego w [15] dla silnie Jwypukªych funkcji ograniczanych przez
silnie Jwkl¦sªe funkcje.
Podobnie jak poprzednio z Twierdzenia 39 i Lematu 6, otrzymujemy poni»szy wnio-
sek.
Wniosek 41. Niech I b¦dzie przedziaªem otwartym. Zakªadamy, »e X : I×Ω→ R jest
silnie Jwypukªy z moduªem C(·), Y : I×Ω→ R jest silnie Jwkl¦sªy z moduªem C(·)
i X(u,·) 6 Y(u,·) (p.w.) dla wszystkich u ∈ I. Istnieje wówczas addytywny proces
stochastyczny A : R ×Ω → R, ci¡gªy i wypukªy proces X2 : I ×Ω → R oraz ci¡gªy i
wkl¦sªy proces stochastyczny Y2 : I×Ω→ R takie, »e
X(u,·) = X2(u,·) + C(·)u2 +A(u,·) (p.w.),
Y(u,·) = Y2(u,·) + C(·)u2 +A(u,·) (p.w.),
dla wszystkich u ∈ I.
Dowód jest podobny do dowodu Wniosku 37, wi¦c go pomijamy.
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