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论文硬件部分主要采用了微软开发的 Kinect 体感设备。Kinect 不仅可以获取
到我们想要的深度和彩色图像信息，而且可以将前景附近区域与背景进行分割，
达到减小背景对目标的干扰的目的，帮助我们减少了图像处理的细节。 
在利用 Kinect 获取深度信息的情况下，进一步我们利用开源的 OpenNI 开




































Augmented Reality(Augmented Reality, referred to as AR) superimpose virtual 
objects into the real environment in order to achieve the actual situation of a fusion 
effect technology, it is in the Virtual Reality (Virtual Reality, referred to as VR) 
developed on the basis of a new technology in recent years,to have become a hot 
research topic in the field of computer vision, computer graphics. 
Real objects and virtual objects in augmented reality systems, in addition to  
achieve the integration of visual, but also able to achieve visual interaction and 
physical interaction. Augmented Reality, an important goal is to achieve the direct 
nature of the interaction between the user and virtual information. Trigger a 
three-dimensional interactive study the natural behavior of the manpower in the field 
of virtual reality and augmented reality has important theoretical value and 
application value. 
In view of the gesture has an intuitive, natural characteristics, mainly involving 
the the gesture interaction of natural interaction. Gesture interaction has become an 
important means of human-computer interaction. Gesture trajectory is identified in 
accordance with certain rules gesture to express the meaning of the the gesture 
trajectory information application with highly portable and scalability. The 
traditional vision-based gesture recognition research contains many trace more 
complex algorithms and image processing. In this paper some of the major hardware 
development using Microsoft's Kinect somatosensory equipment. Kinect can get to 
what we want not only the depth and color image information, but also the 
foreground and background segmentation nearby area, to reduce background 
interference on the target goal, helping us to reduce the image processing details. 
Kinect depth information obtained in the use case, we use open source OpenNI 















to obtain palm position, and then hand position tracking, get gesture trajectory. The 
process of obtaining gesture track center point for the opponent to jitter, in order to 
improve gesture recognition accuracy. Using a more direct way to establish the 
gesture track start and end points, extracted gesture trajectory point set. Then 
through the set of points to calculate the velocity of gestures, use a rate-based 
gesture recognition algorithm to identify gestures. Unlike traditional gesture 
recognition algorithm trajectory is compared to a more simple and more in line with 
people accustomed to the operation, to ensure the case is easy to understand with a 
good recognition rate. Further realization of natural human-computer interaction, 
and interaction in the process of solving the stability and other issues. Achieve 
augmented reality environment for not wearing any tags manpower 3D interactive 
nature. 
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