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К В О П РО С У  О РА С Ш И РЕ Н И И  
А Б С Т Р А К Т Н Ы Х  ЗА Д А Ч  О Д О С Т И Ж И М О С Т И *
1. Введение
Рассмотрим общую проблему выбора объекта, имеющего смысл вариан­
та асимптотического поведения. Полагаем заданным непустое множество Е  
(пространство обычных решений). Посредством того или иного непустого се­
мейства £  подмножеств Е  определяются ограничения асимптотического ха­
рактера на выбор конкретного решения. Обычные решения -  точки Е  -  до­
полняются асимптотическими аналогами, в простейшем случае определяемы­
ми в виде последовательностей обычных решений (см. конструкции [1, гл. III, 
IV]). В последнем случае выделяется множество допустимых последователь­
ностей (е^)^У1 в Е  посредством условия: при всяком выборе II  Е £  должно 
выполняться включение Е II  с некоторого момента. Решение выбирается 
в интересах достижения точек фиксированного множества И  на значениях 
заданного отображения
Ь : Е — (1. 1)
Прототипом рассматриваемой постановки является задача о построении 
и исследовании области достижимости, играющая важную роль в теории 
управления и ее приложениях (см. [2-4] и др.). Упомянутая конкретная за­
дача представляет практический интерес: ее решение определяет потенци­
альные возможности систем управления в различных прикладных задачах 
(см., например, [5]). Наиболее интересно такое решение в случае, когда оно 
учитывает эфф екты , связанные с «малыми» возмущениями условий. В част­
ности, важно проанализировать эфф екты , отвечающие ослаблению ограни­
чений (последние определяются зачастую с некоторым «запасом», что есте­
ственно с точки зрения обеспечения надежного функционирования систе­
мы). Поскольку указать нужную степень ослабления условий удается не все­
гда, вполне естественна асимптотическая постановка в духе конструкций [1], 
оперирующая так называемыми приближенными решениями. Говоря о до­
пустимых последовательностях обычных решений, мы следуем подходу [1]
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с несущественными отличиями, отвечающими особенностям рассматривае­
мых здесь задач в сравнении с [1].
Упомянутое выше семейство £  может, в частности, формироваться сле­
дующим весьма распространенным способом. Пусть наряду с Н, именуемым 
ниже пространством оценок, заданы множество X , отображение
s : Е - ^ Х  (1.2)
и множество У, У С X . В терминах (1.2) определяется условие s(e) Е У на 
выбор е G £ ,  именуемое далее У-ограничением. Множество h 1(s_1(y ))  (образ 
s - 1 (y ))  определяет аналог области достижимости в задачах управления. Оно 
является, конечно, решением задачи о достижимости на значениях h  при 
наличии У-ограничения. Представляет интерес исследование возможностей, 
связанных с ослаблением У-ограничения.
Пусть X  и Н  оснащены топологиями в и т  соответственно. Рассмотрим 
непустое семейство У  окрестностей У в топологическом пространстве (ТП) 
(Х ,$). Вместо У-ограничения используем следующие условия на выбор ре­
шения-точки е G £ :  s(e) G Г, где Г Е У. Ограничиваясь здесь рассмотрением 
секвенциальных приближенных решений в духе [1, гл. III] , введем семейство £  
подмножеств Е , составленное из прообразов всевозможных множеств Г Е У, 
после чего будем рассматривать допустимые в смысле £,  или £-допустимые, 
последовательности (е^ )^ 1 в множестве Е , а такж е последовательности-об­
разы (h (e ^ ))^ 1. Среди последних оставляем только сходящиеся в ТП (Н ,т ); 
получающиеся при этом пределы называем элементами притяжения (ЭП), 
а множество всех таких пределов -  множеством притяжения (МП). В бо­
лее общих случаях применения (вместо последовательностей) фильтров Е  
и направленностей в Е  логика построения ЭП и МП аналогична. В рамках 
данного подхода МП является естественной характеристикой возможностей, 
связанных с ослаблением У-ограничения; однако использование в качестве 
асимптотических версий решения только последовательностей может огра­
ничивать эти возможности (см. пример в заключительной части работы [6]).
Естественный способ построения МП связывается с обобщенной задачей, 
в основу которой закладывается идея расширения пространства (обычных) 
решений. Обычно расширение реализуется посредством компактификации 
упомянутого пространства, допускающей естественные аналогии с расшире­
нием ТП. Ниже отмечаются и некоторые иные возможности в этом направ­
лении. В качестве «материала» при построении расширений часто использу­
ются меры (см. в этой связи подробное изложение современной теории меры 
в [7,8]), хотя в самой основе подхода находятся конструкции общей тополо­
гии (см. [9-12]). Построения расширений, сочетающие элементы топологии и 
теории меры, см., например, в [1,13-17].
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По причинам теоретико-множественного характера для целей формали­
зации асимптотических версий решения удобнее использовать фильтры и, 
в частности, ультрафильтры пространства обычных решений, хотя направ­
ленности пригодны для строгого определения МП (это используется в даль­
нейшем). Учитываем естественную связь фильтров и направленностей (см. 
[18, § 1.6]). В аж ная роль ультрафильтров определяется конструкциями, при­
меняемыми в общей топологии и связанными с компактификацией Стоуна- 
Чеха и расширением Волмэна (см. [19, §6]).
В связи с применением расширений и релаксаций (см. [20]) отметим ли­
нейные задачи управления с импульсными ограничениями и разрывностью 
в коэффициентах при управлении. Соответствующие примеры рассматрива­
лись в [13, гл. 1; 14, гл. 1,2; 21, гл. 1] и во многих других работах. Д ля по­
строения компактификаций использовались конечно-аддитивные меры, что 
связано с эффектом, имеющим смысл произведения разрывной функции на 
обобщенную. Рассматривались (см. [14, гл. 4]) постановки, для которых при­
менение конечно-аддитивных мер имело более общий характер в сравнении 
с компактификациями. Сейчас только наметим пример такого рода (в связи 
с возможной «некомпактифицируемостью» данного класса задач см. рассуж­
дение в [14, с. 156]). Рассмотрим движение материальной точки переменной 
массы на промежутке времени [0,1]:
х х ( Ь ) = х 2 (Ь),  ж2 Д  =  / ? С ) / ( Ц  (1 .3 )
Полагаем, что /? -  заданная (неотрицательная) функция на [0,1 [, ограни­
ченная снизу константой к  Е]0, о о [  и  допускающая равномерное приближение 
кусочно-постоянными и непрерывными справа функциями на [0,1[. Функ­
ция /  в (1.3) -  неотрицательное управление на [0 ,1[, полагаемое кусочно­
постоянным и непрерывным справа. Пусть выбор /  стеснен ограничением 
следующего вида:
^  5 1 0 / 0 ^ .  5 к Д / С ) ^  £ ¥ > (I-4)
где к -  натуральное число; щ , . . .  , -  функции на полуинтервале [0,1 [, до­
пускающие каж дая равномерное приближение кусочно-постоянными и непре­
рывными справа функциями; ¥  -  непустое замкнутое множество в к-мерном 
арифметическом пространстве. Начальное состояние ж(0) =  ж0 (ж0 -  плоский 
вектор) системы (1.3) фиксируем.
Рассмотрим задачу о построении области достижимости системы (1.3) 
в момент £ =  1 при условиях (1.4). В данной системе условий отсутствует, во­
обще говоря, требование интегральной ограниченности управлений (см. [14,
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с. 156]). Имеем, стало быть, здесь в общем случае «неограниченную» задачу. 
Представляет интерес исследование поведения области достижимости при 
замене ¥  окрестностями данного множества и, в частности, исследование 
МП при введении естественного семейства множеств в качестве ограничений 
асимптотического характера. Со ссылкой на [14, с. 156] (см. такж е [13, с. 2-5]) 
отметим, что в данном примере возможно скачкообразное изменение области 
достижимости при вышеупомянутой замене (можно ограничиться использо­
ванием вместо Y 6-окрестностей этого множества при 6 >  0). В этой связи 
построение МП представляет уже не только теоретический, но и практиче­
ский интерес. В свою очередь, для этого следует указать нужный вариант 
обобщенной задачи, подобно тому как в [1, гл. III, IV] это было сделано для 
задач управления с геометрическими ограничениями; систематическое иссле­
дование этих задач было начато JI. С. Понтрягиным.
В связи с построением расширений задач импульсного управления отме­
тим общий подход H. Н. Красовского [2], который послужил основой целого 
ряда исследований, связанных с применением аппарата теории обобщенных 
функций.
2. Общие сведения
Используется стандартная теоретико-множественная символика. Приме­
няем (для сокращения формулировок) кванторы и связки; выражение 3 ! за­
меняет ф разу «существует и единственно», =  -  равенство по определению 
(см. раздел 1). Используем аксиому выбора; называем семейством всякое 
множество, все элементы которого сами являю тся множествами. Если х -  
какой-либо объект, то через {х}  обозначаем одноэлементное множество, со­
держащее х.
Через V ( X )  (через V ' ( X ) )  обозначаем семейство всех (всех непустых) под­
множеств множества X ; пусть F in(X ) -  семейство всех конечных множеств 
из V f(X) .  Через В А обозначается [12, с. 77] множество всех отображений, дей­
ствующих из множества А  в множество В.  При /  Е В А и С  Е V(A )  множество
/ 1(С) =  {/(ж) : х  Е С]  Е V ( B )  есть образ С  при действии / ,  а ( /  | С)  Е В с  -  
сужение /  на С, для которого ( /  | С) (и) — f ( u ) при и Е С. Если А  и В  -  
множества, а /  Е В А, то определяем семейства
f l [U] =  { f \ U )  : и  GW} G V ( V ( B ) )  ' iU  G T ( T ( A ) ) ,
/ _1[V] =  : V  e V } e  V{T{A))  VV G T{T {B ) ) .
Д ля всяких множеств Аж В  полагаем В А^  = { /  Е В А \ f 1(A) = 5 } ,  получая 
множество всех сюръекций 4  на Б . Если X  -  семейство, a Y  -  множество, то
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через X  |y  обозначаем семейство всех множеств X  П Y , X  Е X . Наконец, 
для любого множества U и произвольного семейства U Е V (V(U ))  полагаем
Сu[U\ = { U \ V :  V е й } .
Элементы топологии. Если (X, т) -  ТП и А  Е 7ДХ ), то
1) через cl(А,т) обозначается замыкание множества А  в ТП (X, т);
2) в виде т \а  реализуется топология А , индуцированная из (X, т), (А, т |д) -  
подпространство (X ,т ) (см. [9, 10] и др.);
3) семейство N^[X] =  {G Е т  | И С G} определяет семейство
NТ[А\ = { Н  е Т( Х)  I 3 G е N° [А] : G  С Я }
всех окрестностей [9] множества И в ТП (X, т ) .
Если (X, т) -  ТП и ж Е X , то полагаем N^(x)  = N^[{x}], и, кроме того,
N T(x) = NT[{x}] (семейство всех окрестностей точки х  в ТП (X ,т )) . Д ля 
всякого ТП (X, т) через (т —сотр)[Х ] обозначаем семейство всех компактных 
[18, с. 196] подмножеств X ; наконец,
(г -  comp)°[X] =  {S  е  V { X )  \ З К  е (т -  com p)[X] : S  С К }
(если (X, т) -  хаусдорфово ТП, то (т — сотр)°[Х ] -  семейство всех множеств 
S  Е V ( X )  таких, что cl(*S, т) Е (т — сотр)[Х ]).
Если (U,ri)  и (У, Г2) -  два ТП, то:
1) C ( u , t 1,v,t2) = { f  e v u \ f ~ l [72] С t i }  (множество всех непрерывных, 
в смысле т\ и Т2, операторов из множества V й );
2) С Д С А тьТ /т2) =  { /  G С ( и , п , У , ъ )  | Д ( Д  е  С Д т 2] V F  G G С ^ п ] }  =  
=  { /  е  ^  I / Ч Д Т п ) )  =  с К /1 Д ) ,Т 2) УЛ g V(U)Y,
3) С'ар(С/,Т1,У,Т2) =  { /  G Cd(J7,Ti, У ,т2) | / _1( М )  е  ( п  -  с о т р )Д ]  
Vy G Г }.
В 1-3 определены непрерывные, замкнутые и почти совершенные [18, 
с. 287] отображения. К ак обычно [19, с. 8], компактом называем компактное 
хаусдорфово ТП.
Фильтры и их базы, ультрафильтры. Д ля всякого множества X  через 
/?[Х] (через /?0[Х]) обозначаем множество всех семейств В  Е V ,( 'P(X))  (всех 
семейств В  Е Т Д Т Д Х ))), каждое из которых обладает свойством Vi?i Е 23
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VI?2 С В  3 В% Е В  : В% С 1ДГШ2- Элементы /?о[Х] _ базы фильтров X  и только 
они. Через [X] обозначаем множество всех фильтров [9, гл. I] множества X ; 
именно, [X] -  множество всех семейств X  Е V r(V r( X )), для каждого из 
которых:
1) А П В  Е Х  У Ч е Х У Б е Х ,
2) VX Е X  VG Е Х (Х ) ((X С G ) ^ ( G e X )).
В терминах [X] определяется множество всех ультрафильтров X:
иД ] = { Т е  [ X ] |v e e  [X] ( Д  с  Д  ^  (х  = Д )}. (2.1)
Само X  погружается в (2.1) посредством сопоставления точкам X  тривиаль­
ных ультрафильтров:
(X  -  u l t) [ж] =  { F  € Р (Х )  | ж 6 F }  € и[Х] Vx G X.
Итак, для каждого непустого множества S  определяем отображение (S  — ult) [*] 
(правило погружения) как х \— > (S  — ult) [ж] : S  — > и [5]. Кроме того, по­
гружение семейства V ( S )  в Р (  u [S]) реализуется как
А  |— > {X Е и[5] | Ч Е Х } :  V ( S )  — > V (  u [5]),
данное погружение обозначаем через <Д5]. Семейство-образ ^,[5]1(Х (5)) =  
=  {(p[S](H) : Н  Е V ( S ) }  есть база стандартной топологии множества U[S], 
обозначаемой ниже через Tfi[S], причем ( U[S], Tfi[S]) есть нульмерный [18, 
§6.2] компакт (в связи с этими построениями см. [18, §3.6; 19]).
Если Н  -  множество, а В  Е V ( V ( H ) ) ,  то через [^ХГ | 7-^ ] обозначаем 
множество всех ультрафильтров X  Е и[Н] таких, что В  С X.
Д ля всяких множества X  и базы ф ильтра В  Е ßo[X] определяется [9, гл. I] 
фильтр (S  — fi)[В\ Е [X] (порожденный В) как семейство всех множеств 
L  Е Х (Х ) со свойством З В  Е В  : B d L .  Всегда [X] С ßo[X\.
Д ля всяких множеств U и У, базы ф ильтра В  Е ßo[U] и отображения 
/  Е V й  имеем f l [B] Е /?о[С]; образ базы ультрафильтра сам является базой 
некоторого ультрафильтра:
{ ( и - й ) [ В \ €  и[ Щ)  = >  ( { V  -  й М ' т  Z « И ) -
В о п р о с ы  сх о д и м о сти . Если (X, г) -  ТП, В  Е ßo[X\ и х  Е X , то [9, гл. I],
(,В х) (NT(x) С (X —6)[В]). В качестве В  можно использовать фильтр
(и в частности, ультрафильтр), а такж е образ базы ф ильтра (сходимость по 
М ору-Смиту можно ввести через сходимость фильтров).
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Направленностью в произвольном множестве S называем всякий триплет 
(D, 2 м /) , где (D, X) -  непустое направленное множество [18, гл. 1], а /  Е S ^ ; 
если (Т / 2м/ )  -  направленность в S, то
(S -  ass)[.D; X;/] =  { [/ е  V(S )  \ 3 d 1 e D V d 2 e D ,
{ ( d i < d 2) ^ ( f ( d 2) e U ) ) }  6 [S] (2.2)
(фильтр множества S, ассоциированный с направленностью (Т /р м /) ;  см. 
[10]). Если Т Е  [S], то для некоторой направленности (В, С ,#) во мно­
жестве S имеем Т  — (S — ass)[©; С; 5]. Традиционную сходимость по М ору- 
Смиту определяем как сходимость ассоциированного ф ильтра (см. (2.2)): ес­
ли (X, т) -  ТП, (Т / 2м/ )  -  направленность в X  и х  Е X , то по определению
( (A  d , / )  -М  х) ^  ( ( X  -  ass)[£>; f ] ^ x ) .
Натуральный ряд N  = {1; 2;...} с обычной упорядоченностью ^  есть непустое 
направленное множество. При к  Е N  полагаем, что l , k  =  { i  Е J\f \ i  ^  к } .
3. Общие свойства множеств притяжения
В настоящем разделе рассматриваем отображения пространства решений 
Е  в произвольные ТП; если (X,  т) - Т П , г е 1 Ё и £ е  V ' (V (E ) ) ,  то (см. [14, 
20]) через (as)[X ; т; г; £] обозначается множество всех х Е X , для каждого из 
которых существует такая направленность (Т / 2м / )  во множестве Е,  что (о -  
символ суперпозиции)
( £ c ( E - a s s ) [ D - , < ; f ] ) & ( ( D , < , r o f ) ^ x ) .  (3.1)
Конечно, (as)[X ; т; г; £], а это и есть МП, можно определить не только в тер­
минах (3.1), но и в терминах фильтров и ультрафильтров (см. [15]). Однако
ограничиваемся сейчас использованием (3.1) и сходимости по Мору-Смиту. 
Если при условиях, определяющих (3.1), £ Е /3[Е], то (см. [13-15])
(a s )[Х\т\г\£]  =  Р |  c l(r1( t / ) , r ) .  (3.2)
ues
При всяком выборе семейства £ Е V '{V{E))  через £f  условимся обозначать
семейство всех множеств f] [/, К Е F in(£); тогда £f Е /3[Е] и для всякихuefс
ТП (X, т) и оператора г Е X е
(as)[X ; т; г; £\ =  (as)[X ; т; г; £f \. (3.3)
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П р е д л о ж е н и е  3 .1 . Пусть  (X, г) и ( К А )  ~ два ТП,  отображения т  Е К Е 
и д  Е Сар( Х ,С X ,г ) ,  тогда
(а.в)[Х;т;дот;£]  =  У ( ( а 8)[Х; 1; т ;  £]) У £ е Г ' ( Р ( Е ) ) .  (3.4)
Доказательство вытекает из (3.3) и положений [16, 17, 20].
С л е д с т в и е  3.1 . Если  (X, т) -  хаусдорфово, а ( К А )  ~ компактное ТП, то 
при всяком выборе т  Е д Е С (Х , 1 ,Х , г) выполняется  (3.4).
Доказательство очевидно (см. [18, § 3.7]). Случай, рассматриваемый в след­
ствии 3.1, называем компактифицируемым (см. [20-22]) и уделяем ему основ­
ное внимание (напомним понятие компактификатора [22]).
О п р е д е л е н и е  3.1 . Если (X, г)  -  ТП и г Е X е , т о  называем (X, т, г)-ком- 
пактификатором всякий кортеж (X, С р , д), для которого ( К А )  ~ компактное 
ТП, р  Е К Е , д Е С (К ,  1 ,Х,т)  и г =  д о р.
П р е д л о ж е н и е  3 .2 . Пусть  (X, т) -  хаусдорфово ТП, г Е Х ^ ; (X, С р , д) 
е с т ь  (Х,г ,г) -компактификатор и £  Е Т>,(Т>(Е)).  Тогда справедливо равен­
ство (ав)[Х; т; г; £] =  д1((аз)[Х ; С р; £]).
О п р е д е л е н и е  3.2 . Триплет (X, т, г), где (X ,г)  -  ТП и г Е X е , называем 
компактифицируемым, если существует (X, т, г)-компактификатор.
З а м е ч а н и е  3 .1 . В [22, с. 190,191] показано, что при всяком выборе ТП (X, т) 
и оператора г Е X е  триплет (X, т, г) компактифицируем тогда и только 
тогда, когда г 1(Е)  Е (т — сотр)°[Х ]. Это свойство ранее было отмечено 
Е. Г. Пыткеевым в устной форме.
П р е д л о ж е н и е  3 .3 . Если  (X, т) -  компактное Т П  и г Е X е , то триплет  
(X, т, г) непременно компактифицируем.
Доказательство очевидно (см. замечание 3.1). Далее приведена одна тра­
диционная (в общей топологии) процедура построения компактификатора, 
модифицированная для задачи о построении МП.
4. С т о у н -ч е х о в с к и й  (в о л м э н о в ск и й ) к о м п а к т и ф и к а т о р  
в з а д а ч е  о п о с тр о е н и и  м н о ж е с т в а  п р и т я ж е н и я
Здесь мы совсем кратко напомним построения [15, 23, 24], фиксируя непу­
стое множество Е  в качестве пространства обычных решений;
( и [Е],тъ[Е]) (4.1)
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есть непустой нульмерный [18] компакт, отвечающий расширению Волмэна 
дискрета ( E ,V ( E ) )  и соответствующий в нашем случае (расширения дискре­
та) варианту компактификации Стоуна-Чеха. Отображение
т = ( Е -  ult)[-]G u [ E f  (4.2)
погружает Е  в компакт (4.1) в виде всюду плотного множества
u [E} = d ( m 1(E),Tü [E}). (4.3)
Подчеркнем, что (см. [15, 23, 24]) при всяком выборе £  Е V f(V(E))
°и [Е  \£] = { Г €  u [Е\ | £  С Е }  £ Ы [ Е \  -  com p)[ и [Е]\. (4.4)
Особо выделяем случай компактифицируемого в смысле определения 3.2 три­
плета (X, т, г), для которого (X ,т) -  хаусдорфово ТП.
О пределение 4.1. Триплет (X, т, г), у которого (X ,т ) -  хаусдорфово ТП, 
г Е X е  и , кроме того, существует (X, т, г)-компактификатор, называем далее 
отделимым компактифицируемым триплетом (ОКТ).
Из замечания 3.1 имеем, конечно, очевидное положение: при всяком вы­
боре хаусдорфова ТП (X, т) и оператора г Е X е , (X, т, г) есть О КТ тогда и
только тогда, когда r l ( E ) Е (т — сотр)°[Х ].
Если (X, г) -  ТП, г Е X е  и  Т  Е и[£], то
(г -  LIM)[JT I г] =  {ж G X  I г 1[Е] л »  ж}
(обозначение согласуется с [15, 23, 24]). Д ля всякого О КТ ( X ,т ,г) и ультра­
ф ильтра Т  Е и И  непременно 3 !ж Е X  : (г — LIM )[X | т\ — {х}.  С учетом 
этого полагаем, что при всяком выборе О КТ (X, т, г) оператор
[г I г] : и [Д  — X  (4.5)
определяется правилом: если U Е и [Е]7 то для [т \ r](U) Е X
(г -  LIM )[U | т] =  { [т | г](Ы)}. (4.6)
Если (X ,т ,г )  -  ОКТ, то (см. [15, 22-24]) для оператора (4.5), (4.6) имеем
следующие свойства:
( [т I г] е С (  и [ Е ] , т й [ Е ] , Х , т ) )  к  (г  =  [т \ г] о т )  к
к {  [ г М е с Ц Г Щ Ю Й Ч -  ( 4 ' 7 )
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П редлож ение 4.1. Д л я  всякого О К Т  (X, т, г) кортеж
( и [ Е ] , т п [ Е ] , т ,  [т  | г])
является  (Х,т,г)-компактификатором со свойством (4.3).
Из предложений 3.2 и 4.1 вытекает следующее свойство (см. [15, 23, 24]): 
если ( X ,т ,г) есть О КТ и £  Е Т}'(Т)(Е ) ) У то (см. раздел 8 работы [15]) по 
свойствам множества (4.4)
(аз)[Х ;т;г;<?] =  [т | г]1((аз)[ и [ Е ] ;т & [Е \;т ; £]) =  [г | г Д  | <?]). (4.8)
5. Абстрактная задача о достиж им ости в условиях ограничений
Вернемся к задаче, намеченной в разделе 1. Напомним в этой связи, что 
Е  -  непустое пространство решений, Н и X -  непустые множества, У Е Т*(Х); 
заданы два оператора с областью определения Е :
( Ь е н Д  & ( 8 е х Д .  (5.1)
Множество У задает ограничение на выбор решения е Е Е  в виде условия 
з(е) Е У, которое будем называть У-ограничением; множество всех дости­
жимых (на значениях оператора Ь) при данном У-ограничении элементов 
множества Н есть
Щ з Щ У ) )  £ Р(Н ). (5.2)
Разумеется, (5.2) можно рассматривать в качестве решения невозмущенной 
задачи. Возмущения отождествляем далее с ослаблением У-ограничения. В со­
гласии с [25] рассматриваем асимптотическую версию исходной задачи, ха­
рактеризуемой кортежем (Е, Н, X, У, Ь, б).
Всюду в дальнейшем фиксируем топологию т  множества Н, получая ТП 
(Н, т) (очень часто, но не всегда, эта топология порождается метрикой; если
это имеет место, то ( н ,  т) называют метризуемым ТП (см. [18])). Фиксируем
такж е топологию в множества X , получая ТП (Х ,$). Здесь такж е возможен 
случай метризуемого ТП, но мы им не ограничиваемся.
Топология т позволяет конструировать МП в Н; наличие же топологии 
в позволяет, в частности, ввести ограничения асимптотического характера 
во множестве Е  по следующей схеме (см. раздел 1).
Фиксируем непустое семейство У  окрестностей У в ТП (Х ,$):
У е Г ' № е \ У ] ) .  (5.3)
Всюду в настоящем разделе полагаем (в согласии с [25]), что выполнено сле­
дующее условие У-регулярности:
Ух Е Х \ У  З Н г Е Х#(х) 3 Я 2 Е У  : Н г П Я 2 =  0 .  (5.4)
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Замечание 5.1. Условие (5.4) выполняется, если (Х,0) -  регулярное [26, 
гл. 4] ТП, У -  замкнутое множество в этом ТП, а У — М#[У]. Последнее 
предположение не всегда естественно. В частности, если топология в порож­
дена метрикой множества X  (т. е. (Х ,0) -  метризуемое ТП), а У -  непустое 
замкнутое множество, то в качестве У  имеет смысл выбрать семейство всех 
6-окрестностей У, е >  0, в смысле исходной метрики; условие (5.4) будет при 
этом выполняться. В общем случае условия (5.4) множество Х \У  есть окрест­
ность (в смысле [9]) каждой своей точки и поэтому открыто, т. е. X  \  У Е в ; 
стало быть, У непременно замкнуто (при условии (5.4)).
О пределение 5.1. Кортеж  (КГ, 1,р, д, г) называем моделью расширения для 
триплетов (Н ,т, Ь) и (Х ,^,э), если (КГ, 1) -  ТП,
(р 6 К Е) & О 6 Сар(К,Ь ,П,т))  & (г е  С ( / Г Л Х ,0 )  (5.5)
и, кроме того, справедливы следующие три равенства:
( К  =  с1(Д (.Е ),Ы  & (Ь =  д ор)  & (в =  г ор) .  (5.6)
В терминах (5.3) введем следующее непустое семейство £  подмножеств Е:
(5.7)
Всюду в дальнейшем, если не оговорено противное, условие (5.7) полагаем 
выполненным. Напомним, что выполнено такж е условие (5.4).
Теорема 5.1. Если  (КГ, 1,р, д, г) -  модель расширения для триплетов  (Н, т, Ь) 
и (Х ,^,э), то
(а8)[Н;г;Ь;5] = д 1(г_1(У)). (5.8)
Доказательство легко извлекается из теоремы 4.1 работы [25] с исполь­
зованием (3.3). Мы используем, конечно, стандартные конструкции общей 
топологии, связанные с замкнутыми и почти совершенными отображениями 
(см. [18, 26]). С учетом (5.2) и теоремы 5.1 мы получаем, что при всяком выбо­
ре модели расширения (для триплетов (Н ,т, Ь) и (Х ,0,в)) эф ф ект расшире­
ния (связанный с использованием асимптотической версии исходной задачи) 
заключается в преобразовании
Щ в - Щ ) )  — ► «зДгЩ у)). (5.9)
Итак, мы используем замены отображений Ь — у д, в — У г, сохраняя основ­
ную операцию: построение образа прообраза множества У.
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6. Компактифицируемая модель расш ирения  
и стоун-чеховский компактификатор
В настоящем разделе, возвращаясь к (5.5), (5.6) и сохраняя фиксирован­
ными триплеты (Н ,т , h) и (X ,# ,s), мы отметим одну возможность в части 
построения более совершенной модели расширения. Всюду в настоящем раз­
деле полагаем выполненным следующее.
Условие 6.1. Каждое из Т П  (Н ,т )  и (Х ,$) является хаусдорфовым.
П редлож ение 6.1. Если  (К, t) -  компактное ТП, р  E К Е , q E С ( К У t ,H ,r ) ; 
г Е С (К,  t ,X ,0 ) и
( К  =  cl(p1(E),  t))  & (h =  q о р) & (s =  г ор), (6.1)
то кортеж (К, t,p , q,r) является моделью расширения для триплетов  
( H ,r ,h )  t i ( X, ö , s ) .
Доказательство использует хорошо известные свойства непрерывного отоб­
ражения из компактного ТП в хаусдорфово (см. в этой связи [18, §3.7]); от­
метим такж е построения [21, с. 77].
О пределение 6.1. Если (К,  t) -  компактное ТП, а триплет (р, g,r),
(р £ К Е ) k  (q £ C ( K , t , H , r ) )  к  ( г  e  C ( K , t , X , 6 ) ) ,
удовлетворяет условиям (6.1), то кортеж ( K , t , p , q , r )  называем компактифи­
цируемой моделью расширения (КМ Р) для триплетов (Н ,т , h) и (X ,# ,s).
Теорема 6.1. Если выполнено условие У -регулярности (5.4) и {К, t,p , q,r) -  
К М Р  для триплетов  (Н ,т , h) и (X ,# ,s ); то справедливо (5.8).
Доказательство получаем комбинацией теоремы 5.1 и предложения 6.1.
Замечание 6.1. Известно, что в случае, когда существует КМР, появляется 
возможность реализации МП в виде множеств где Z  £ У,
с точностью до любой наперед выбранной окрестности. Речь идет о свойстве, 
подобном [25, § 6] и являющемся частным случаем свойства, отмеченного в 
[20, с. 269].
К ак отмечено в разделе 4, в случае, когда h 1(Е)  и s 1(Е) -  суть предком- 
пактные множества в ТП  (Н, т) и (Х ,0) соответственно, определены опера­
торы [ г  | h] и [в | s], свойства которых указаны в (4.7).
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П редлож ение 6.2. Е с л и Ь \ Е ) G (т — comp)°[H] u s ^ E )  £ (в — сотр)°[Х],
то кортеж
( и[Е],тц[Е],т, [т | h], [в \ s]) (6.2)
есть К М Р  для триплетов  (Н ,т , h) и (X ,# ,s ) .
Доказательство. В силу свойства, упомянутого после определения 4.1, 
(Н , г, h) и (X ,# ,s )  суть ОКТ. Из предложения 4.1 следует, что:
1) ( и [Е],т^[Е],т, [ г  | h]) является (Н , т, Ь)-компактификатором со свой­
ством (4.3);
2) ( и [К], тфК], т ,  [в | s]) является (X, #, з)-компактификатором со свой­
ством (4.3).
Используя (4.2), (4.3) и (4.7), получаем следующие положения:
(пх G u [ E f )  k  ( [т I h] G С( и [Е},та [Е],Н,т)) к (  [в | s] G
G С( и [ Д , т й [ Д , Х , 0 ) & (  и[Е] = с \ ( г п 1(Е),тй [Е})) к
& (h =  [т | h] о m ) к  (s =  [в | s] о m ) .
Из определения 6.1 с учетом компактности ТП (4.1) имеем требуемое поло­
жение: (6.2) есть КМ Р для триплетов (Н ,т , h) и (X ,# ,s ) .
П редлож ение 6.3. Е с л и Ь \ Е ) G (т — comp)°[H] u s ^ E )  G (в -  сотр)°[Х], 
то при условии (5.4) справедливо следующее равенство:
(as)[H ; т; h; £] =  [г | h } \  [в | s]“ 1^ ) ) .
Доказательство получается комбинацией теорем 5.1 и 6.1.
Теорема 6.2. Следующие утверждения эквивалентны:
1) существует К М Р  для триплетов  (Н ,т , h) и (X ,# ,s );
2) h 1(£^) Е (т — сотр)°[Н ] и s 1(£^) Е (в — сотр)°[Х ].
Доказательство. Импликация 2) = >  1) истинна в силу предложения 
6.2. Пусть имеет место 1). Пусть (КГ, t ,p ,  g, r )  -  КМ Р для (Н ,т , h) и (X ,# ,s ) . 
Итак, (КГ, t)  -  компактное ТП и выполнено (6.1), где р, q и г соответствуют 
определению 6.1. С учетом непрерывности д и г
(ql (K)  Е (т — сотр)[Н ]) к  (г1 (КГ) Е (в — сотр)[Х ]). (6.3)
Тогда h 1(K) =  (g o p )1(K) =  ql (pl (E))  С д1(КГ), коль скоро р 1(Е)  С КГ. Подоб­
ным рассуждением получаем, что s 1(K) =  (г о р )1(К) =  г 1(р1(Е))  С г 1(КГ). 
В силу (6.3) (h 1(K) Е (г -  comp)°[H]) k  (s^ K ) Е ( 0  -  сотр)°[Х]), т. е.
истинно 2). Итак, 1) = >  2).
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7. Компактифицируемы й триплет обобщ енных оценок
Д ля фиксированного триплета (Е,  Н, Ь) введем множество
Н ^ Щ Д б Щ Н )  (7.1)
всех оценок, реализуемых в обычном смысле; Ь Е (данное свойство на­
зываем собственной сюръективностью Ь). Тогда [9, гл. I] с учетом (7.1)
Ь1^ ]  Е и Н  У Х Е  и [Е]. (7.2)
На основе (7.2) конструируем оператор , действующий из и [Е] в и [И] по 
правилу
д Х ь Щ  У Т е  и[Е\. (7.3)
Разумеется, в виде (7.3) мы имеем частный случай оператора, используемо­
го в [11, с. 213], поэтому именуем оператором Чеха. Отметим, что данный 
оператор -  непрерывная сюръекция:
ЕС( и[Е],тЙ[Е], и[Н],тн[Н])П и[Щ*:}Е]; (7.4)
именно, в силу (7.4) отображение есть непрерывная сюръекция непустых 
нульмерных [18] компактов
( и[Е],тя[Е]), ( иМ .гяМ ). (7.5)
В отношении (7.4) отметим такж е общие положения [19, п. 6.9]. Компакты
(7.5) суть обобщенные версии множеств Е  и И соответственно. Если Ь -  инъ­
екция из Е  в Н, то -  гомеоморфизм компактов (7.5). Используем (см. 
разделы 3, 4) отображения
т  =  {Е — иИ)[-], п =  (И —иИ)[ф (7.6)
реализуя (в (7.6)) погружения множеств Е  и И в первый и второй компакты
(7.5) соответственно. Наряду с (4.3) имеем равенство и[И] =  с1(н1(Ш1),ти[Ш1]). 
Итак, операторы погружения (7.6) реализуют всюду плотные множества в 
компактах (7.5) (см. [19]). Из определений вытекает равенство
о т  =  п  о Ь, (7.7)
с которым связывается следующее естественное расширение:
(И ,Ь )  — > ( и [И], н  о Ь) (7.8)
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исходного пространства оценок; в связи с расширением (7.8) заметим, что 
п есть биекция И на множество п1(Ш1). Следовательно, ультрафильтры из 
и [И] можно рассматривать как обобщенные оценки ( 0 0 ) .  Из (7.4), (7.7) и 
определения 3.1 следует очевидное
П редлож ение 7.1. Кортеж  ( и[Е\,тъ[Е\, т ,  ) является
( и [И], та [Н], п  о Ь) -компактификатором.
П редлож ение 7.2. Кортеж  ( и [Ш1], т^ рЫ], п о Ь) есть ОКТ.
Доказательство следует из предложения 3.3. Учтем предложение 4.1.
П редлож ение 7.3. Справедливо равенство [та[Н] | п о Ь] =  .
Д о к а з а т е л ь с т в о . В силу предложений 4.1 и 7.2 кортеж
( и[Е],Тй[Е],т,  [тнрН] | поЬ] ) ,
как легко видеть, является ( и [И], [И], поЬ)-компактификатором. С учетом
определения 3.1 имеем равенство
п о Ь =  [тй[Н] | п о Ь ] о щ .  (7.9)
Из (7.7), (7.9) мы получаем такж е равенство
о т  =  [та [И] | п о Ь] о т .  (7.10)
В свою очередь, из (7.10) имеем ( т ( е ) )  =  [та[И] | п о Ь ] ( т ( е ) )  Уе Е Е.  
Последнее означает справедливость следующего равенства:
( | пх\ Е ) )  = ( [тъЩ | п  о Ь] | т Щ ) ) .  (7.11)
Из (7.11) получаем [10, с. 193] с учетом непрерывности операторов и 
[та [И] | п о Ь], а такж е (4.3), требуемое совпадение и [та[Н] | п  о Ь] 
(следует учесть, кроме того, ф акт отделимости второго в (7.5) ТП).
Предложения 7.1 и 7.3 указывают на тесную связь оператора Чеха с кон­
струкциями расширения: данный оператор есть важный элемент стоун-чехов- 
ского компактификатора для задачи о достижимости, в которой простран­
ство оценок преобразовано в соответствии с (7.8). Структура оператора Чеха 
раскрывается в (4.6) и предложении 7.3: мы имеем оператор предельного пе­
рехода в смысле второго в (7.5) ТП.
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8. К вопросу о расш ирении одной задачи управления
материальной точкой
Мы возвращаемся к задаче о построении МП в задаче управления мате­
риальной точкой, намеченной в разделе 1, при некотором усложнении поста­
новки. Применяем конструкции расширений [13, 14, 25, 27] в классе конечно­
аддитивных мер, слабо абсолютно непрерывных относительно заданной ме­
ры. Напомним эти конструкции.
Фиксируем произвольную полуалгебру [28] С подмножеств промежутка 
7 =  [0,1), для которой выполнены следующие условия:
1) [а ,Ъ) е £ У а е 1 У Ъ е  [0,1];
2) каждое множество из С является борелевским подмножеством 7.
Имеем измеримое пространство (ИП) (7, С) с полуалгеброй множеств. Че­
рез (а<М) + [,С] обозначаем множество всех неотрицательных вещественнознач­
ных конечно-аддитивных мер (см. [29, 30]) на полуалгебре А, получая конус 
в (здесь и ниже М -  вещественная прямая). Множество А(£) всех веще­
ственнозначных конечно-аддитивных мер на А, имеющих ограниченную ва­
риацию, при оснащении поточечно определяемыми линейными операциями 
(а такж е «поточечными» умножением и порядком) порождается как линей­
ное пространство конусом (а<М) + [,С]. В А(£) определяется сильная норма; ее 
значением для каждой меры д Е А(£) является полная вариация д на мно­
жестве 7. Если /а Е (а<М) + [£], то сильная норма /а совпадает с ц(7). Здесь и 
ниже используем общие определения и положения [29, гл. III, IV].
Если 7  Е ? ( / ) ,  то через хь ,  Хь  Е М7, обозначаем индикатор А; см. [28, 
с. 56]. Линейную оболочку множества {х ь  : 7  Е £} обозначаем через 7?о(7, £)> 
следуя [13, 14, 25, 27]. Тогда 7?о(7, А) -  линейное многообразие в банаховом 
пространстве (БП) В(7) всех ограниченных вещественнозначных функций 
на 7, оснащаемом традиционной вир-нормой || • ||. В согласии с [29, гл. IV] 
обозначаем через 7? (7, А) замыкание 7?о(7, А) в БП  (В(7), || • ||); тогда 7? (7, А) 
с нормой, индуцированной из (В(7), || • ||), само является БП, а пространство 
А*(7 ,А), топологически сопряженное к В (7, А), изометрически изоморфно 
А(£)  в сильной норме.
Через 7?+ (7, С) (через В д"(7, £))  обозначаем множество всех неотрицатель­
ных функций из В ( 7, А) (из 7?о(7, А)). Интегрирование функций из В ( 7, А) 
относительно мер из А(£) осуществляем, используя простейшую схему [13, 
§3.4], которая достаточна для построения конкретного изометрического изо­
морфизма А(£) на В* (7, С) на основе сопоставления каждой мере ц Е А(£) 
функционала
/ — ► В { 1 , С )  —
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Оснащая А(£) *-слабой топологией т*(£) [13, с. 70], получаем локально 
выпуклый сг-компакт
(А  ОС),г,ОС)); (8-1)
используем известную теорему Алаоглу (см. [29, гл. V]) об условиях компакт­
ности в ТП (8.1).
Через г] обозначаем далее след меры Л ебега-Бореля на полуалгебру С 
(данное не совсем обычное обозначение выбрано в целях лучшего согласова­
ния последующих конструкций с более общими построениями [13, 14, 25, 27, 
31]). Пусть
(асld)+[C-,r]] = {/х G (add)+[£] | VL G С ( ( Щ )  =  0) = >  ( Щ )  =  0))}
(замкнутый в ТП (8.1) конус всех неотрицательных слабо абсолютно непре­
рывных (см. [30]) относительно ц вещественнозначных конечно-аддитивных 
мер на С).
Если /  Е В +( £  £ ) , то (следуя [13-17, 21, 25] и [27]) через / *  обозначаем 
неопределенный ц-интеграл функции /  (см. [13, §3.4]), /  * ц Е (add) + [£;ц]. 
Пусть р -  оператор
Bq (I , С) > (add)+[£; 77].
Д ля топологии т*(£) =  т*(£) |(add)+ [>С;?7] [13, §4.2], согласно теореме 4.3.1 мо­
нографии [13],
<йЬЧ в$(1 ,с ) ) ,т ;{С ) )  =
= с 1 ( р г ( ^ о " ( / ,  £ ) ) , х * ( £ ) )  П  ( a d d )  +  [ £ ; v ]  =  ( a d d ) + [ £ ; , / ] .  ( 8 . 2 )
Если к Е ЛГ, то через М& обозначаем ^-мерное арифметическое пространство, 
понимаемое ниже как множество всех кортежей (яд)геГТ в Щ через обо­
значаем топологию покоординатной сходимости в Мд.. Всюду в дальнейшем 
полагаем, что Е  =  В ^ ( £ £ ) ;  итак, обычные решения -  ступенчатые в смысле 
ИП (/, £)  неотрицательные вещественнозначные функции на I.
В отношении (1.3) будем полагать, что (3 Е 7?+ ( / ,£ ) ;  напомним, что 
(см. раздел 1) множество-образ (Зг (1) содержится в [к7 оо) при некотором 
к  Е (0, оо) (мы несколько обобщаем условие на (3 в разделе 1, сохраняя, од­
нако, требование об отделенности от нуля).
Фиксируем, кроме того, m  Е N  и W  Е Сар(Ж  ^, ,Жт , т ^ ) .  Всюду
в дальнейшем полагаем, что Н =  Мто и т  =  4 ”^ .
Каждому управлению /  £ Е  сопоставляется единственная траектория
<Л: [0,1] — у М2 системы (1.3), для которой <£>(0) =  ж0 (напомним, что ж0 Е М2 ;
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см. раздел 1); ее компоненты (Дщ и являющиеся вещественнозначными 
функциями на [0,1], принимают в момент £ =  1 следующие значения:
</>/,1(1) =  ®?+®2+ /  е - е д е я щ о # ; ) :  ) =  ® 2 + /  д е л и м о ,
Уо </о
гдеж? Е М, ж[] Е М -  компоненты вектора ж0. Разумеется, <£>/(1) =  (<£>/,* (1))геГ2-
Оператор Ь определяем условием Ь (/)  =  W((pf (  1)) V / Е Е.  Мы определили 
триплет (Н ,т, Ь).
(к)Фиксируем к Е Л /; пусть далее X  =  Мк- Кроме того, полагаем в — .
Возвращаясь к (1.4), постулируем, что д{ Е В(1 ,С)  Уг Е 1 ,к . Здесь мы так­
же используем некоторое обобщение в сравнении с разделом 1. Оператор в 
определяем условием
Таким образом триплет (Х ,0,в) полностью определен. Фиксируем, наконец, 
¥  Е Р 7(Х); постулируем (как и в разделе 1), что множество ¥  замкнуто 
в «обычном» смысле, т. е. замкнуто в смысле в.
Введем теперь нужное семейство У  окрестностей множества У =  ¥ . Если
X =  (Хг) ,еТТ е  х ,  то полагаем ||ж||к =  8ир({| |: % Е 1,к}). При г Е (0, оо)
полагаем, что
Поскольку норма || • ||к порождает топологию #, то У — { ¥ £ : в Е]0, оо[} есть 
семейство открытых окрестностей ¥ . Более того, при У =  ¥  данное семей­
ство У  удовлетворяет условию (5.4); итак, в нашем случае выполнено условие 
У-регулярности. Семейство £  определяем далее посредством (5.7). Мы завер­
шили конкретизацию основной задачи, вклю чая ее асимптотическую версию. 
Нашей целью является построение МП с использованием модели расширения 
в классе конечно-аддитивных мер.
Используя соглашение К  = (а<М) + [£;ц], получаем р Е К^. Следуя [25], 
будем рассматривать элементы К  как обобщенные управления. Если ц Е К, 
то в духе [25, §8] конструируем функцию ф^:  [0,1] — > компоненты ко­
торой ф^д и фцр ~ вещественнозначные функции на [0,1] -  определяются 
условиями (см. [27, §7])
¥ е =  { г б Х | Э у € ¥ :  \\у -  г  ||к < е}.
д
237
2006 Известия УрГУ № 46
Итак, введены обобщенные траектории нашей системы. Введем такж е следу­
ющие два функционала тт\ и тг2 на А (£ ):
7п(Д  =  ж? + х й2 +  ^ ( 1  -£ )£ (£ )/* № )>  яД/О =  + f  0 ( 0  и № ) .
Введем в рассмотрение оператор q  Е Н к :
(8.3)
Разумеется, q (8.3) является сужением на К  отображения
М — » Щ М Д Ц Щ  : А Д ) — » Н; (8.4)
последнее непрерывно как га-вектор-функция на ТП (8.1) по определению 
*-слабой топологии т*(£) и в силу непрерывности ТЕ. Д ля топологии
т * Д ) = т * Д )  |к  (8.5)
имеем очевидное свойство непрерывности оператора (8.3):
Ч е С( К, т* ( £ ) , Н, т) .  (8 .6 )
П редлож ение 8.1. q Е Сар(К,т*(£) ,Н,т) .
Доказательство подобно в идейном отношении обоснованию предложения
7.1 в работе [27], и мы ограничимся краткими замечаниями. В терминах чис­
ла к  Е]0,оо[, являющегося нижней оценкой множества /Д (/) , мы получаем 
оценку
Щ )  ^  - Ы и ) +  I 4 I) V// £ К. (8.7)к
Фактически (8.7) определяет некий стабилизатор, соответствующий скорост­
ной компоненте фазового вектора. Пусть отображение оо действует из К  в М2
по правилу сДд) =  (7ц(д))^у^; это отображение соответствует частному слу­
чаю отображения, аналогичного [27, §7]. С учетом (8.7) проверяется, что 
отображение оо почти совершенно (см. [27, с. 45]) и, в частности, замкнуто. 
Легко видеть, что q  =  ТВ о оо. Теперь, в принципе, можно воспользоваться 
следствием 3.7.3 монографии [18]. Обсудим, однако, схему прямого доказа­
тельства.
Если Е есть замкнутое подмножество К, то q1(iД =  ТЕ^о;1^ ) )  замкнуто 
в (Н , т), в силу того, что оо и ТЕ -  замкнутые отображения. Таким образом, 
я £ С 'Ц К Щ О Д Н ,!-). Пусть г £ Н. Тогда \ У ~ 1( { г } )  £ (Д 2) -  сотр)[Ж 2],
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а потому для некоторого а Е (0, оо) имеем | ж 2 а V ^ ^
Поэтому для р  Е q _1(jД}) имеем с учетом (8.7) неравенство
Множество q сильно ограничено. В силу (8.6) оно замкнуто в ТП
(к  , т* (£)). Поскольку последнее (см. (8.5)) -  замкнутое подпространство (8.1), 
то q _1({z})  замкнуто в ТП (8.1) и, следовательно, компактно в этом ТП 
(т. е. *-слабо компактно). В силу транзитивности операции перехода к подпро­
странству q - 1 ({z})  Е (т*(£) — com p)[К]. Поскольку выбор z был произволь­
ным, требуемое свойство q установлено (на самом деле имеем [18] свойство 
совершенности q).
Определяем оператор г Е С ( К ,  т*(£) ,  X,  в) по следующему правилу:
П редлож ение 8.2. В рассматриваемой задаче о достижимости в про-
Доказательство следует из теоремы 5.1 и предыдущего предложения. Итак, 
для построения нужного МП используется обобщенная задача управления. 
Среди обобщенных управлений -  элементов К  -  выделяются допустимые 
в смысле точного соблюдения ¥-ограничения и для них определяются тер­
минальные состояния (значения фазового вектора в момент £ =  1). Сово­
купность всех таких состояний -  область достижимости в классе конечно­
аддитивных управлений-мер -  определяет искомое МП.
В рамках данного подхода установлены некоторые условия асимптотиче­
ской нечувствительности при ослаблении ограничений по части переменных 
(имеются в виду те функции % Е 1 ,к , которые обладают свойством сту­
пенчатости в смысле ИП ( / ,£ ) ) .  Этот хорошо исследованный вопрос сейчас 
не рассматриваем, отсылая читателя к [13, 14, 16, 17] (см., например, теорему
4.2.1 монографии [14]).
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