Abstract. Let k be an algebraically closed field and Q be an acyclic quiver with n vertices. Consider the category rep(Q) of finite dimensional representations of Q over k. The exceptional representations of Q, that is, the indecomposable objects of rep(Q) without self-extensions, correspond to the so-called real Schur roots of the usual root system attached to Q. These roots are special elements of the Grothendieck group Z n of rep(Q). When we identify the dimension vectors of the representations (that is, the non-negative vectors of Z n ) up to positive multiple, we see that the real Schur roots can accumulate in some directions of R n ⊃ Z n . This paper is devoted to the study of these accumulation points. After giving new properties of the canonical decomposition of dimension vectors, we show how to use this decomposition to describe the rational accumulation points. Finally, we study the irrational accumulation points and we give a complete description of them in case Q is of weakly hyperbolic type.
Introduction
One important problem in representation theory of algebras is to describe the non-isomorphic indecomposable modules of a given finite dimensional algebra. Let A be an associative finite dimensional k-algebra, where k is an algebraically closed field. It has been shown by Drozd [6] that the category of finitely generated right A-modules is either tame or wild, but not both. In the tame case, one can hope to get a classification of the non-isomorphic indecomposable modules, since for a fixed dimension vector d, the indecomposable modules of dimension vector d, up to isomorphism, is a union of a finite set with finitely many one-parameter families. In the wild case, it is usually hopeless, though many things could still be said. It is known from Kac's results [8, 9] that when A is hereditary, thus Morita equivalent to a path algebra kQ where Q is an acyclic quiver, the dimension vectors of the indecomposable modules (or representations) are the so-called positive roots of the root system associated to the Kac-Moody Lie algebra of the underlying graph of Q. Therefore, it is an important problem to understand these positive roots. In particular, one should try to have a better understanding of the real roots: they form a nice subset of the set of all positive roots and the representation theory attached to these roots is better understood. In [12, 13, 14] , the authors have studied accumulation points of real roots in more general root systems, where accumulation has a meaning when one looks at the rays associated to the roots. In a root system defined from an acyclic quiver, it is straightforward to check that the real roots always accumulate to the hypersurface defined by the Tits form of the quiver. Some fractal-like properties of these accumulation points are uncovered in [12] .
Geometric representation theory of algebras provides nice tools for studying the positive roots of a quiver Q. In geometric representation theory, one often restricts to (positive) Schur roots, which have nicer geometric properties. The real Schur roots then correspond to the so-called exceptional representations, which are the indecomposable representations without self-extensions. These representations play a fundamental role in tilting theory, perpendicular categories and in the theory of cluster algebras. In this paper, we propose to study accumulation points of real Schur roots of an acyclic quiver Q. We will see how the problem is related to the study of canonical decomposition of a dimension vector. In Section one, which is an introductory section, we will recall the definition of roots, Schur roots, the EulerRingel form and the Coxeter transformation. We will give the precise definition of an accumulation point of dimension vectors. In Section two, we will consider quivers of weakly hyperbolic type, which are quivers of wild type such that the Tits form of Q has nice convex properties. We will provide nice properties of these quivers and show how to build a wide family of such quivers. In Section three, we will consider the so-called canonical decomposition of a dimension vector and the closely related notions of Schur sequences and exceptional sequences. In Section four, we will give a new property of canonical decompositions related to imaginary Schur roots. Finally, in Section five, we will study accumulation points of real Schur roots in general. Our main theorem states that an isotropic Schur root is a rational accumulation point of real Schur roots. Conversely, a rational accumulation point of real Schur roots has canonical decomposition involving only isotropic Schur roots. We will give a complete description of all accumulation points (rational and irrational) of real Schur roots for quivers of weakly hyperbolic type. They could all be obtained using accumulation points of quivers with two vertices.
Euler form, roots and Schur roots
Throughout this paper, Q = (Q 0 , Q 1 ) denotes a connected acyclic quiver with n = |Q 0 | vertices and k denotes an algebraically closed field. For an arrow α ∈ Q 1 , we denote by t(α) ∈ Q 0 its tail and by h(α) ∈ Q 0 its head. For convenience, we will assume that Q 0 = {1, 2, . . . , n}. We denote by rep(Q) the category of finite dimensional representations of Q, which is a Hom-finite hereditary abelian category equivalent to the category of finite dimensional right kQ-modules. For each x ∈ Q 0 , we denote by S x , P x and I x the simple representation at x, the indecomposable projective representation at x and the indecomposable injective representation at x, respectively. Finally, for d = (d 1 , . . . , d n ) ∈ (Z ≥0 ) n , we denote by rep(Q, d) the set of all representations M such that for i ∈ Q 0 , M (i) = k di . Recall that in geometric representation theory, rep(Q, d) is identified with α∈Q1 M d h(α) ×d t(α) (k), where M i×j (k) is the set of all i × j matrices over k. The algebraic group
acts on rep(Q, d) in the following way. For g = (g 1 , . . . , g n ) ∈ GL d (k) and M = (M α ) α∈Q1 ∈ rep(Q, d), we have
.
In the sequel, we set A Q = E Q +E T Q (or simply A when there is no risk of confusion) for the matrix of the symmetrized form (−, −) Q corresponding to the Euler-Ringel form. Moreover, for x ∈ R n , we write q(x) for x, x = 1 2 (x, x) which is known as the Tits form of Q or the quadratic form associated to Q. The homogeneous equation q(x) = 0 is referred to as the quadric associated to Q.
Roots.
A vector v = (v 1 , . . . , v n ) in R n is non-negative if v i ≥ 0 for all i and positive if it is non-negative and non-zero. It is called strictly positive provided v i > 0 for all i. Similarly, it is non-positive if v i ≤ 0 for all i and negative if it is non-positive and non-zero. It is called strictly negative provided v i < 0 for all i. Given a vector d ∈ Z n , write supp(d) for the support of d, that is, the subset of vertices i in Q 0 with d i = 0. For 1 ≤ i ≤ n, set e i := d Si and let S i be the n × n matrix such that S i · d = d − (d, e i )e i . The matrix S i is called the reflection at i. The Weyl group W Q of Q is the multiplicative group generated by all the matrices S 1 , . . . , S n . A real root of Q is any d ∈ Z n such that wd = e i for some w ∈ W Q and some 1 ≤ i ≤ n. A nice fact about real roots is that a real root is either a positive vector or a negative vector. Hence we get the corresponding notions of a positive real root and a negative real root. Moreover, a negative real root is the negative of a positive real root. Now, set n are said to be equivalent if one is a positive multiple of the other. We denote by ∆ Q the positive cone in R n modulo the equivalence relation above. We can think of ∆ Q as the set of all rays in the positive orthant of R n . If v ∈ R n is positive, then the corresponding point in ∆ Q is denoted by [v] , or simply by v when there is no risk of confusion. A ray r in ∆ Q is rational if there exists a (nonzero) rational point in r. Observe that the nonzero dimension vectors modulo the above equivalence relation correspond precisely to the rational rays of ∆ Q . Now, we need to give a precise definition of an accumulation point in ∆ Q . Given a positive vector α ∈ R n , let s(α) be the sum of the entries of α. We defineα to be (1/s(α))α and we call it the normalized vector associated to α. If α is a root, theň α is a normalized root. Observe that α,α lie in the same ray in ∆ Q . We denote by ∆(1) the subset of R n consisting of the positive normalized vectors. Every point in ∆(1) can be written uniquely as a convex combination of the simple dimension vectors. Also, every ray α in ∆ Q is uniquely represented by the elementα in ∆(1). Observe that if α is a root, thenα need not be a root, unless it is a simple root. Of course, α, α and α,α have the same sign. Since ∆(1) is a topological space (with the canonical Euclidean topology inherited from R n ) and every ray in ∆ Q has a unique representative in ∆(1), this gives ∆ Q the structure of a topological space. An open set in ∆ Q is then just the cone over an open set in ∆(1). A sequence (r n ) n≥0 of rays in ∆ Q converges if the sequence (ř n ) n≥0 of vectors converges in ∆(1). If d n ∈ r n for all n ≥ 0, we will say that the sequence of vectors (d n ) n≥0 converges. In this case, when the sequence (r n ) n≥0 contains an infinite number of pairwise distinct rays, the corresponding limit ray is then called an accumulation point or accumulation ray. When this accumulation point is a rational ray, it will often be identified with a dimension vector in it, or with the corresponding element in ∆(1).
Coxeter transformation.
We denote by C Q (or simply C when there is no risk of confusion) the Coxeter matrix for Q, that is, C = −E −1 E T . It is well known that C ∈ W Q . Recall that if M is indecomposable and non-projective in
The following discussion about eigenvectors of C can be found in [15] . If Q is of Dynkin type, then the only possibility for a real eigenvalue of C is λ = −1 (and it may not happen). If Q is of Euclidean type, then λ = −1 may be an eigenvalue of C and λ = 1 is an eigenvalue of C of algebraic multiplicity 2 and geometric multiplicity 1. There are no other real eigenvalues. If Q is of wild type, then there is a largest positive real eigenvalue λ + > 1 with geometric multiplicity 1 and a smallest positive real eigenvalue λ − = 1/λ + also of geometric multiplicity 1. Moreover, there exist strictly positive eigenvectors y + , y − associated to the eigenvalues λ + and λ − , respectively. The corresponding points in ∆ Q are called the special eigenvectors for Q, and the corresponding eigenvalues are called the special eigenvalues. In case Q is of Euclidean type, the null root δ (that is, the only isotropic Schur root) is a strictly positive vector and an eigenvector corresponding to λ = 1. The corresponding point in ∆ Q will also be called the special eigenvector of Q, and λ = 1 the special eigenvalue. In this case, we set δ = y − = y + . Therefore, when Q is connected of infinite type, we have one or two special eigenvectors in ∆ Q .
Weakly hyperbolic quivers
A quiver Q is said to be weakly hyperbolic or of weakly hyperbolic type if the matrix A Q has exactly one negative eigenvalue and the others are positive. More generally, it is called at most weakly hyperbolic if it has at most one non-positive eigenvalue. Hence a quiver of Dynkin or Euclidean (extended Dynkin) type is at most weakly hyperbolic. From [7, Lemma 4.5] , if Q is connected and A Q contains exactly one zero eigenvalue and all the others are positive, then Q is of Euclidean type; and if all eigenvalues of A Q are positive, then A is of Dynkin type. Hence, a connected quiver Q which is at most weakly hyperbolic is either of Dynkin type, of Euclidean type, or is weakly hyperbolic. Note that the notion of being weakly hyperbolic is more general then that of being hyperbolic: a connected quiver Q which is not of Dynkin or Euclidean type is said to be hyperbolic if every full subquiver is a union of quivers of Euclidean and Dynkin types. The reader is referred to [7, page 50] for more details on quivers of hyperbolic type. Note that a quiver of hyperbolic type is connected by definition. However, a quiver which is (at most) weakly hyperbolic needs not be connected.
The following lemma will be useful in the sequel. In essentially follows from the description of the imaginary cone by Kac. Proof. By [7, Lemma 5.8] , we know that the closure of the imaginary cone contains the convex hull of the accumulation points of the real roots. Hence, the line segment joining c 1 and c 2 is in the closure of the imaginary cone. Now, any point x in the imaginary cone satisfies q(x) ≤ 0 by [7, Exercice 5.10e ]. Hence, the same holds for the closure of the imaginary cone. Proof. We may assume that the matrix A = A Q has exactly one negative eigenvalue, all the other eigenvalues being positive. Then it is easily seen that the region q(z) ≤ 0 is the cone over an higher dimensional ellipse. Let C 1 , C 2 = −C 1 be the two convex components of that cone. Let P be the positive orthant in R n , which is seen as (half of) a cone. If one of P ∩ C 1 , P ∩ C 2 is zero, then the result is clear. So assume both intersections are nonzero. Then C i = P ∩ C i for i = 1, 2. Therefore, each C i intersects the boundary of P . Since a boundary of P corresponds to a proper subquiver of Q, we know that for i = 1, 2, P ∩ C i contains a point c i which is an accumulation point of positive real roots. By Lemma 2.1, the line segment joining c 1 , c 2 lies in q(z) ≤ 0, hence lies in one of P ∩ C 1 , P ∩ C 2 , which is impossible.
The following result characterizes quivers which are at most weakly hyperbolic. Proof. Choose a basis in R n such that the matrix D of the symmetrized form (−, −) Q is diagonal with 0, 1, −1 as entries. By Sylvester's Law of Inertia, Q is at most weakly hyperbolic if and only if D contains at least n − 1 diagonal entries which are ones. Suppose that Q is at most weakly hyperbolic. If A has no negative eigenvalue, then A is positive or semi-positive definite, and it is then well known that Q is of Dynkin or Euclidean type. The quadric is either zero or a ray, and the result is clear. Suppose that A has one negative eigenvalue, hence exactly one diagonal entry of D is a −1. Hence we may assume that for x = (x 1 , . . . , x n ), the equation q(x) = 0 is given by
Assume to the contrary that the quadric contains a plane. Let u, v ∈ R n be the direction vectors of a plane in the quadric. Since q(u + v) = q(u) = q(v) = 0, we get
Therefore,
By the Cauchy-Schwarz inequality, u ′ , v ′ are linearly dependent. There exists a real number λ with u ′ = λv ′ . Considering q(u − λv) = 0, we get (u 1 − λv 1 ) 2 = 0 and hence, u 1 = λv 1 . Therefore, u, v are linearly dependent, a contradiction. This proves the necessity.
Assume now that the quadric does not contain a plane. Assume to the contrary that Q is not at most weakly hyperbolic. Hence, D has at least two diagonal entries which are not positive. If D has at least two diagonal entries which are zeros, then it is clear that z T Dz = 0 contains a plane, and so is q(z) = 0. Hence, at most one diagonal entry of D is zero. With no loss of generality, we may assume that the first two diagonal entries d 11 , d 22 of D are not positive, and d 11 is the only diagonal entry which is possibly zero. Thus, d 22 = −1. On the other hand, since A Q is neither negative definite nor negative semi-definite, there exists a diagonal entry in D which is a one. Assume that the third diagonal entry d 33 is one. For 1 ≤ i ≤ n, let e i ∈ R n be the vector with a one as the i-th entry and zeros everywhere else. Assume first that d 11 = 0. Then the vectors e 1 , e 2 + e 3 are the direction vectors of a plane in z T Dz = 0, a contradiction. So assume d 11 = −1. We claim that at least two diagonal entries in D are ones. Assume otherwise, so all the diagonal entries but d 33 are −1. As argued in the proof of Lemma 2.2, the region q(z) ≥ 0 is a cone over an higher dimensional ellipse. Let C 1 , C 2 = −C 1 be the two convex components of that cone. Let P be the positive orthant in R n . All the boundary rays of P lie in q(z) ≥ 0. If all of P lies in q(z) ≥ 0, then Q is of Dynkin or Euclidean type, and we get a contradiction. Let p 1 , . . . , p n be the boundary rays of P . These boundary rays can be partitioned into two non-empty sets S 1 , S 2 with
We may assume that we have three distinct rays p, q, r such that p ∈ S 1 and q, r ∈ S 2 . The line segment joining p and q then contains elements in q(z) ≤ 0, and hence corresponds to a wild subquiver of Q having two vertices. There exists an accumulation point c 1 of real roots lying on this line segment and in C 1 . Similarly, there exists an accumulation point c 2 of real roots lying on the line segment joining p and r and in C 1 . By Lemma 2.1, the line segment joining c 1 , c 2 is in q(z) ≤ 0. But since C 1 is convex, this line is also in q(z) ≥ 0. Thus, the line is on the boundary q(z) = 0. But then, the plane with direction vectors c 1 , c 2 lies on the boundary q(z) = 0, a contradiction. This proves the claim. So we may assume that the third and fourth diagonal entries d 33 , d 44 of D are ones. Thus, we see that the vectors e 1 + e 3 , e 2 + e 4 are the direction vectors of a plane in z T Dz = 0, a contradiction.
The following characterizes the quivers of weakly hyperbolic type.
Proposition 2.4. The quiver Q is of weakly hyperbolic type if and only if det(A Q ) < 0 and there exists a full subquiver Q ′ with n − 1 vertices which is at most weakly hyperbolic.
Proof. Suppose that Q is of weakly hyperbolic type. Clearly, det(A Q ) < 0. Let Q ′ be any full subquiver with n − 1 vertices. By Proposition 2.3, the quadric of Q does not contain a plane. Therefore, the same holds for the quadric of Q ′ . Hence, by the use of Proposition 2.3 again, Q ′ is at most weakly hyperbolic. This proves the necessity. For the sufficiency, assume that det(A Q ) < 0 and there exists a full subquiver Q ′ with n−1 vertices which is at most weakly hyperbolic. We may assume that the upper left principal submatrix of A of size (n − 1)
. Now, it is easy to see that there exists an invertible matrix T such that T SAS T T T = diag(I n−2 , B) for some 2 × 2 matrix B. Now, there exists an invertible matrix
Since det(A Q ) < 0, we may assume that c > 0 and d < 0. By Sylvester's Law of Inertia, the number of negative (or positive) eigenvalues of A is the number of negative (resp. positive) diagonal elements in diag(I n−2 , c, d). Hence A has exactly one negative eigenvalue and n − 1 positive eigenvalues.
The following proposition gives a wide family of quivers that are of weakly hyperbolic type. (c) A quiver Q for which det(A Q ) < 0 and there exists a full subquiver with n − 1 vertices which is a union of quivers of Dynkin type and at most one quiver of Euclidean type. (d) A quiver for which det(A Q ) < 0 and there exists a vertex x whose arrows are all connected to a given vertex y, and the full subquiver generated by all the vertices but x, y is a union of quivers of Dynkin type and at most one quiver of Euclidean type.
Proof. For the first statement, see [7, Exercice 4.6, page 51] . Suppose that Q is connected and has three vertices. If det(A) < 0, then we are done since A = A Q cannot have three negative eigenvalues. Therefore, suppose that det(A) ≥ 0. Write For the remaining statements, observe that a quiver which is a union of quivers of Dynkin type and at most one quiver of Euclidean type is at most weakly hyperbolic. In statement (d), the full subquiver generated by all vertices but y is of weakly hyperbolic type. Hence, these statements follow from Proposition 2.4.
Here is an example of a quiver with 4 vertices which is not at most weakly hyperbolic. The matrix A Q has two positive and two negative eigenvalues. However, every full subquiver is at most weakly hyperbolic.
Here is an example such as part (d) of the above proposition. Hence, this quiver is weakly hyperbolic.
•
The canonical decomposition and Schur sequences
In this section, Q is a connected acyclic quiver whose vertices are denoted 1, 2, . . . , n and we may assume that i > j whenever there is an arrow i → j. Due to results of Kac [9] , if d is a dimension vector, then there is a decomposition,
The latter decomposition of d is unique up to ordering, and is called the canonical decomposition of d. The dimension vectors α i are clearly Schur roots, however, they do not need be distinct. Sometimes, it is more convenient to write the above decomposition as
where the β i are pairwise distinct and p i is the number of 1 ≤ j ≤ m with β i = α j . It follows from [17, Theorem 3.8] that when β i is strictly imaginary, then p i = 1. When writing a canonical decomposition as in ( * ), we adopt the convention that when α is a strictly imaginary Schur root and p is a positive integer, then pα is just one root (not p times the root α as when α is real or isotropic). With this convention, Schofield has proven in [17, Theorem 3.8] the following result.
If p is a positive integer, then pd = pp 1 β 1 ⊕ · · · ⊕ pp r β r is the canonical decomposition of pd, using the above convention for strictly imaginary Schur roots.
There is another equivalent way to describe the canonical decomposition of a dimension vector. For two dimension vectors
In particular, for (
The following is due to Kac; see [9] . 
It is possible to find the canonical decomposition of a dimension vector in practice. Schofield, in [17] , gave an inductive way to find this canonical decomposition. Later, in [4] , Derksen and Weyman gave an elementary algorithm to find the canonical decomposition. The validity of their algorithm gave a new structural property of the canonical decomposition of a dimension vector. Given two dimension vectors
. In an expression as in ( * ), Derksen and Weyman have shown that it is possible to order the β i in such a way that for i < j, β i ⊥ β j .
In this section, we will use Derksen-Weyman's algorithm to give other property of canonical decompositions. We first need to introduce more terminology on sequences of Schur roots. A weak Schur sequence (α 1 , . . . , α r ) is any sequence of Schur roots where α i ⊥ α j whenever i < j. Now, if α, β are Schur roots with α ⊥ β, then it is well known that the weight space SI(Q, β) α,− of the ring of semiinvariants SI(Q, β) is nonzero. Following [5] , we write α • β for the dimension over k of SI(Q, β) α,− . Hence, α ⊥ β implies α • β > 0. We say that α is strongly left orthogonal to β, written α |= β, if α • β = 1. A weak Schur sequence (α 1 , α 2 , . . . , α r ) such that α i |= α j whenever i < j is called a Schur sequence. Not all weak Schur sequences are Schur sequences. For instance, if δ is an isotropic Schur root, then (δ, δ) is a weak Schur sequence but is not a Schur sequence. The following lemmas appear in [5] . Lemma 3.3 (Derksen-Weyman). Let S = (α 1 , α 2 , . . . , α r ) be a weak Schur sequence where all α i are real Schur roots. Then S is a Schur sequence.
Lemma 3.4 (Derksen-Weyman). Let S = (α 1 , α 2 , . . . , α r ) be a weak Schur sequence such that (α 2 , . . . , α r ) is a Schur sequence. If α 1 is real, then S is a Schur sequence.
Lemma 3.5 (Derksen-Weyman). Let S = (α 1 , α 2 , . . . , α r ) be a Schur sequence. Then α 1 , α 2 , . . . , α r are linearly independent.
Given a dimension vector d and a Schur sequence S = (α 1 , . . . , α r ), we say that S is a Schur sequence for d if d can be written as a non-negative linear combination of the roots in S. In this case, we can write
r . Sometimes, we will be interested in the case where all p i are positive, that is, when c(S, d) is strictly positive.
If we are given a dimension vector d = (d 1 , . . . , d n ), then it follows from our hypothesis on the labeling of Q 0 that S = (S 1 , S 2 , . . . , S n ) is a weak Schur sequence
It is also a Schur sequence because all simple roots are real. The latter is called the trivial Schur sequence for d. Of course, for a given dimension vector, there are many possible Schur sequences for it. A Schur sequence (α 1 , . . . , α r ) such that α j , α i ≥ 0 whenever i < j is said to be final. Note that as a consequence of Derksen-Weyman's algorithm, one gets the following result. The following two lemmas and corollary are about quivers of weakly hyperbolic type. We say that a vector x lies inside (or outside, or on) the quadric of Q if q(x) < 0 (resp. q(x) > 0, or q(x) = 0). Lemma 3.7. Let Q be at most weakly hyperbolic and let x be on the quadric. Then {y | (x, y) Q = 0, q(y) = 0} are the multiples of x.
Proof. Assume otherwise. Then there exists a point y, which is not a multiple of x, such that q(y) = 0 and (x, y) Q = 0. This means that the plane generated by x and y lies on the quadric q(x) = 0, which is contrary to Lemma 2.3.
Lemma 3.8. Let Q be of weakly hyperbolic type and let x be a nonzero point inside the quadric. Then any nonzero point y with (x, y) = 0 does not lie inside the quadric.
Proof. Let y be a nonzero point with (x, y) = 0. Suppose to the contrary that y lies inside the quadric. Recall that the symmetric matrix A Q has a negative eigenvalue and all the others are positive. The result is easy if n = 2: we have that x T A Q is negative and hence (x, y) = 0 if y = 0. Assume n ≥ 3. We are given two nonzero points x, y with q(x) < 0 and q(y) < 0 such that (x, y) = 0. Consider the hyperplane H x of equation (x, −) = 0. We have a set {v 1 , . . . , v n−1 } of n − 1 orthogonal eigenvectors of A Q corresponding to positive eigenvalues. Let H be the hyperplane generated by all these v i . We see that for 0 = z ∈ H, we have q(z) > 0. Since H = H x , the intersection H ∩ H x is of dimension n − 2 > 0. We claim that there exists a nonzero point y 0 in H x which lies on the quadric. Assume otherwise. Since y ∈ H x and q is continuous, every nonzero point u ∈ H x (and in H ∩ H x ) is such that q(u) < 0. Hence n = 2, a contradiction. Thus, there exists a nonzero point y 0 with (x, y 0 ) = 0 and q(y 0 ) = 0. Let H y0 be the hyperplane of equation (−, y 0 ) = 0. By the dual of Lemma 3.7, the quadratic form restricted to H y0 is negative semi-definite (since H y0 contains x). Since H y0 and H are distinct, the dimension of the intersection H y0 ∩ H is n − 2 and H y0 ∩ H lies on the quadric. Hence, H y0 ∩ H = 0, thus n = 2, a contradiction.
The following corollary is a consequence of Lemma 3.8 and [17, Theorem 4.1]. Its says, in particular, that in the canonical decomposition of a dimension vector supported by a quiver which is at most weakly hyperbolic, at most one imaginary Schur root may occur, up to multiplicity. Corollary 3.9. Let Q be at most weakly hyperbolic. If µ, ν are two imaginary roots appearing in the same Schur sequence, then (µ, ν) < 0. In particular, one of µ, ν , ν, µ is negative.
In the sequel, Derksen-Weyman's algorithm will be used, and the reader is referred to [4] for a description of this algorithm. For convenience, we denote by (DW) this algorithm. We use the same notation and numbering for the steps of (DW): they are numbered from (1) to (6) . Let us just briefly say what the algorithm does by giving the general lines, without details. Let d be a dimension vector. The algorithm starts with any Schur sequence S for d. At every step, the coefficients of d corresponding to a Schur sequence are non-negative. A loop of (DW) just changes a Schur sequence for d to another Schur sequence for d, which may have smaller length. It is the use of steps (5) and (6) once. After each loop (so going from a Schur sequence T 1 for d to another Schur sequence T 2 for d), the sum of the coefficients in c(T 2 , d) is smaller than the sum of the coefficients in c(T 1 , d). The algorithm terminates when the Schur sequence is final. Note that, after a loop, we may have a root with a zero coefficient attached to it. This root is discarded in (DW), so that the length of the Schur sequence decreases by one. Moreover, for a given loop, two Schur roots may be combined to get one imaginary Schur root, which will also have as effect to decrease the length of the Schur sequence by one. At any time, the length of a sequence is bounded by n. More precisely, the number of real Schur roots plus twice the number of imaginary Schur roots is bounded by n.
Lemma 3.10. Let d be a dimension vector and suppose that we have a Schur sequence E such that d is a positive linear combination of the roots in E. If E contains a strictly imaginary Schur root, then the canonical decomposition of d contains a strictly imaginary Schur root.
Proof. Apply the algorithm (DW) for d starting with E. By a careful check at steps (6)(b)(ii), (6)(c)(ii) and (6)(d), we see that after each loop, the Schur sequence produced by the algorithm contains a strictly imaginary Schur root, and the coefficient attached to it is positive. In particular, the canonical decomposition of d contains a strictly imaginary Schur root.
Given a Schur sequence of real Schur roots S, we denote by C(S) the thick subcategory generated by the objects of the corresponding exceptional sequence. It is well known that C(S) is equivalent to the category of representations of an acyclic quiver having the same number of vertices as the length of S. The following lemma explains how to use the refinement theorem in [5] 
Proof. We proceed by induction on n + s(α i ), where n is the number of vertices of the quiver and s(α i ) is the sum of the coefficients in α i . If n = 2, then r = 1 and Q is the Kronecker quiver. In this case, we take β, γ the simple roots of Q such that (β, γ) is a Schur sequence. Assume that n > 2. Of course, s(α i ) ≥ 2. If α 1 is real, then the Schur sequence (α 2 , . . . , α r ) can be seen as a Schur sequence of an acyclic quiver with n − 1 vertices, and we can use induction. So we may assume that α 1 is isotropic, that is, i = 1. Consider σ = − −, δ , where δ = r i=2 α i . As argued in [5, ¸proof of the refinement theorem], α 1 is not σ-stable and hence, we have a non-trivial σ-stable decomposition of α 1 :
where s > 1, and for 1 ≤ i ≤ s, the p i are positive integers and β i are σ-stable Schur roots. The β i can be ordered so that T = (β 1 , . . . , β s ) is a Schur sequence. In particular, we see that T is a Schur sequence for α 1 . As argued in [5, proof of the refinement theorem], the sequence
is a Schur sequence, and hence is a Schur sequence for d. We may start applying loops of the algorithm (DW) starting with the Schur sequence W for d and only care about the subsequence T . Since α 1 is isotropic, by Lemma 3.10, none of the β i is strictly imaginary. Also, since the roots in T are linearly independent by Lemma 3.5, at most one β i is isotropic. After a certain number of loops of (DW), we will have a Schur sequence (µ, ν, α 2 , . . . , α r )
for d where at most one of µ, ν is isotropic and (µ, ν) is a Schur sequence for α 1 . If both µ, ν are real, then consider β, γ the simple roots in C(µ, ν). The sequence (β, γ, α 2 , . . . , α r ) is Schur by Lemma 3.4 and is a desired sequence. Otherwise, one of µ, ν is isotropic. If µ is real, we may use induction for (ν, α 2 , . . . , α r ) since n− 1 < n and s(ν) < s(α 1 ), and we get a Schur sequence (β ′ , γ ′ , α 2 , . . . , α r ) where ν = β ′ + γ ′ and β ′ , γ ′ are real. Since µ is real, by Lemma 3.4, we get that (µ, β ′ , γ ′ , α 2 , . . . , α r ) is a Schur sequence. Since the Schur sequence (µ, ν) is not final, we have that ν, µ < 0 and α 1 = ν − ν, µ µ. Taking the Schur sequence (µ, β ′ , γ ′ ) and reflecting the roots β ′ , γ ′ to the left of µ yields a Schur sequence of real Schur roots (ǫ 1 , ǫ 2 , µ),
We see now that α 1 is a root in C(ǫ 1 , ǫ 2 ). Take φ 1 , φ 2 be the simple roots in C(ǫ 1
The following lemma will be very handy for completing Schur sequences on the "right side".
Proof. If r = 1, then M 1 is unique and it is not projective since otherwise, ⊕ n i=r+1 M i would not be sincere. Consider the category C 1 = C(M r+1 , . . . , M n ) and C 2 = ⊥ C 1 . Since C 2 is generated by an exceptional sequence of length r, C 2 is indeed generated by its simple objects M 1 , . . . , M r . These simple objects may be ordered to form an exceptional sequence and hence, we may assume that (M 1 , . . . , M r , M r+1 , . . . , M n ) is exceptional and C 2 = C(M 1 , . . . , M r ). We claim that the given M r satisfies the property of the statement. Set
By using successive reflections, we get exceptional objects N i , 1 ≤ i ≤ r − 1 such that we have an exceptional sequence (M 1 , . . . , M i−1 , N i , M i , . . . , M r−1 ) for 2 ≤ i ≤ r − 1 and an exceptional sequence (N 1 , M 1 , . . . , M r−1 ). Observe that d Ni = d r + i≤j≤r−1 r j d j where r j is the sum of all the 2 r−j−1 products of the form m r,i1 m i1,i2 · · · m is−1,is m is,j where j < i s < · · · < i 1 < r. Now, N 1 is a projective object in C 2 . By hypothesis, it is not projective in rep(Q). Considering the exceptional sequence
and by reflecting N 1 to the right, we get an exceptional sequence
and where Z has to coincide with τ N 1 . Observe also that Z ∈ C(E), since we can get Z by reflecting M r to the right of M r+1 , . . . , M n . Now, N 1 , Z lie on opposite sides of the hyperplane H in ∆ Q generated by 
Strictly imaginary Schur roots
In this section, we want to study strictly imaginary Schur roots appearing in canonical decompositions. We will show that if a dimension vector d contains a strictly imaginary Schur root in its canonical decomposition, then there is a small neighborhood U of d such that the dimension vectors in U satisfy the same property. The reader is referred to Section 1 for a description of the topology on ∆ Q .
We first start with some new definitions that will simplify the notations. Given a set of vectors α 1 , . . . , α r in R n , denote by H(α 1 , . . . , α r ) the subspace generated by these vectors. For convenience, let H(α 1 , . . . , α r ) ≥0 (or H(α 1 , . . . , α r ) + ) denote the subset of H(α 1 , . . . , α r ) of those vectors that can be written as a non-negative (resp. positive) linear combination of α 1 , . . . , α r . If E = (α 1 , . . . , α r ) is a Schur sequence, then we will simply write H(E) for H(α 1 , . . . , α r ).
If E = (α 1 , α 2 , . . . , α r ) is a Schur sequence, then we may consider the corresponding normalized Schur sequenceĚ = (α 1 , . . . ,α r ). The following lemma gives the relationship between Schur sequences and normalized Schur sequences. Recall that for a nonzero dimension vector d, s(d) denotes the sum of the entries of d. Proof. Assume otherwise. Using the algorithm (DW) in [4] , there exists a final Schur sequence E = (α 1 , . . . , α r ) such that d ∈ H(E) + and none of the α i are strictly imaginary.
We are now ready to prove the main result of this section. Theorem 4.3. Suppose that a strictly imaginary root appears in the canonical decomposition of a dimension vector d. Then there is a small neighborhood U of d such that the canonical decomposition of any dimension vector in U also involves a strictly imaginary Schur root.
Proof. Apply the algorithm (DW) to d, until it yields a Schur sequence of the form (α 1 , . . . , α j , α j+1 , . . . , α r ), where none of the roots are strictly imaginary, α j+1 , α j < 0 and p j α j + p j+1 α j+1 is strictly imaginary where d = p 1 α 1 + · · ·+ p r α r . By Lemma 3.11, consider a Schur sequence T = (β 1 , . . . , β s ), of real Schur roots where each isotropic Schur root α i is replaced by two real Schur roots. The subsequence (α j , α j+1 ) then corresponds to a full subsequence S of length 2, 3 or 4 in T . We have two cases to consider depending on whether d is sincere or not. Suppose first that d is sincere. Using the dual of Lemma 3.12, and using the fact that a Schur sequence of real Schur roots corresponds to an exceptional sequence, we deduce that there is a Schur sequence of real Schur roots (β 1 , β 2 , . . . , β s , . . . , β n ) such that for 1 ≤ i ≤ n − s, β s+i is not the dimension vector of an injective object in C(β 1 , . . . , β s+i ). Observe that any dimension vector f can be written as a linear combination of the β i .
We claim that for any f ∈ Z n , there exists a Schur sequence of real Schur roots E f = (µ 1 , . . . , µ q , β 1 , . . . , β s , γ 1 , . . . , γ t ) of length n such that when writing f as a linear combination of the roots of E f , the coefficients in front of the µ i , γ j are all non-negative. For 0 ≤ j ≤ n − s, denote by C j the category C(β 1 , . . . , β s , . . . , β s+j ) and by G j its Grothendieck group, seen as a subgroup of Z n . More generally, to prove the claim, we will prove by induction on 0 ≤ j ≤ n − s, that for any f ∈ G j , there exists a Schur sequence of real Schur roots E j,f of shape (µ 1 , . . . , µ q , β 1 , . . . , β s , γ 1 , . . . , γ t ) of length s + j in C j such that when writing f as a linear combination of the roots of E j,f , the coefficients in front of the µ i , γ j are all non-negative. The claim is the particular case where j = n − s. If j = 0, then the claim holds trivially. So assume that j > 0. Let f ∈ G j and write f = q 1 β 1 + · · · + q s+j β s+j . If q s+j ≥ 0, then f ′ = f − q s+j β s+j is a vector in G j−1 . By induction, there is a Schur sequence of real Schur roots E j−1,f ′ = (µ 1 , . . . , µ q , β 1 , . . . , β s , γ 1 , . . . , γ t ) of length s + j − 1 in C j−1 such that when writing f ′ as a linear combination of the roots of E j−1,f ′ , the coefficients in front of the µ i , γ j are all non-negative. Then we set E j,f = (µ 1 , . . . , µ q , β 1 , . . . , β s , γ 1 , . . . , γ t , β s+j ). So assume that q s+j < 0. Since β s+j is not the dimension vector of an injective object in C j , β s+j and τ Cj β s+j will be positive. Consider
Cj β s+j which is a vector in G j−1 . By induction, there is a Schur sequence of real Schur roots E j−1,f ′ = (µ 1 , . . . , µ q , β 1 , . . . , β s , γ 1 , . . . , γ t ) of length s + j − 1 such that when writing f ′ as a linear combination of the roots of E j−,f ′ , the coefficients in front of the µ i , γ j are all non-negative. Then we set
Cj β s+j , µ 1 , . . . , µ q , β 1 , . . . , β s , γ 1 , . . . , γ t ). This proves our claim. The proof of the claim also yields a finite set {E 1 , E 2 , . . . , E g } of Schur sequences of real Schur roots such that for each 1 ≤ i ≤ g, E i contains (β 1 , . . . , β s ) as a full subsequence. Moreover, for each f ∈ Z n , there exists i such that we may take E f = E i . For each 1 ≤ i ≤ g, let F i be the set of elements f ∈ Z n such that we may take E f = E i . Of course, d ∈ F i for all 1 ≤ i ≤ g and
. Now, fix i with 1 ≤ i ≤ g and consider f ∈ F i . Consider the coefficients a 1 , . . . a q , b 1 , . . . , b s , c 1 , . . . , c t and a There exists a small neighborhood
By Lemma 4.2, a strictly imaginary root appears in the canonical decomposition of a i=1 p ′ p+i β p+i , and hence, the same happens for f . Since F i is closed under positive integer scaling, we set U = ∪ 1≤i≤g Cone R (F i ) ∩ U i and we see that any dimension vector f ∈ U has a strictly imaginary Schur root in its canonical decomposition.
Consider now the case where d is not sincere. Let E be the support of d. Let E c = Q 0 \E. For i ∈ E c , take V i be the largest submodule of the injective I i such that the support of V i is included in E ∪ {i}. Let A be the thick subcategory of rep(Q) generated by the simple representations S j for j ∈ E. We claim that the V i , i ∈ E c , are the relative simple objects of A ⊥ . We first need to show that V i ∈ A ⊥ for i ∈ E c . Fix i ∈ E c and M ∈ A. Consider a morphism u : M → V i . Since A is closed under quotients, the image of u lies in A. If u = 0, then the image of u has S i as a composition factor, which is a contradiction. Hence, Hom(M,
Otherwise, observe that if R 0 → R 1 is a minimal injective co-presentation of V i , then R 0 = I i and R 1 has a socle whose support lies in E c . In particular, the top of τ −1 V i has a support in E c . This gives 0 = Hom(τ
This proves that V i lies in A ⊥ . Now, any proper quotient of V i lies in A and hence do not lie in A ⊥ . This proves our claim. Let n ′ = |E| and s ′ = n − n ′ . As in the first part of the proof, there exists a Schur sequence of real Schur roots (β 1 , β 2 , . . . , β s , . . . , β n ′ ) such that for 1 ≤ i ≤ n ′ − s, β s+i is not the dimension vector of an injective object in C(β 1 , . . . , β s+i ). Now, we may order the V i to get an exceptional sequence (V i1 , . . . , V i s ′ ). Set β n ′ +j be the dimension vector of V ij . Observe that when writing a dimension vector using the β i , the coefficients in front of β n ′ +1 , . . . , β n are non-negative. This easily follows from the description of the V i . Now, we can use the argument of the case where d is sincere.
Accumulation points
In this section, Q is an acyclic quiver. We study the accumulation points of real Schur roots in ∆ Q . In the first part of this section, we study accumulation points in general. In the second part, we give a complete description of these accumulation points when Q is of weakly hyperbolic type. Recall from Section 1 that ∆ Q has a natural topology which is the one inherited from the Euclidean topology on ∆(1). Recall also that a sequence (α i ) i≥1 of dimension vectors accumulates in ∆ Q if the α i are pairwise distinct as elements in ∆ Q and the sequence (α i ) i≥1 converges in ∆(1).
We first need the following easy well known fact. We give a proof for the sake of completeness.
Proposition 5.1. If r is an accumulation point of real roots, thenř lies on the quadric of Q, that is, q(ř) = ř,ř = 0.
Proof. Let (α i ) i≥1 be a sequence of real roots which is an accumulation point. Thus, we may assume that the α i are pairwise distinct. We have
Hence, we need to show that (s(α i )) i≥1 is not bounded. If it is bounded, then there is a dimension vector d such that α i = d for infinitely many i, a contradiction.
In the following lemma, a preprojective root is any root of the form C −i d Pj for some i ≥ 0 and 1 ≤ j ≤ n; and a preinjective root is any root of the form C i d Ij for some i ≥ 0 and 1 ≤ j ≤ n.
Lemma 5.2. Let (α i ) i≥1 be a sequence of pairwise distinct preprojective (or preinjective) roots. Then the sequence converges to y − (y + , respectively).
Proof. We only prove the preprojective case, the other being dual. Here Q is necessarily of Euclidean type or of wild type. Suppose first that Q is of wild type. Recall (or see [1, 16] ) that the spectral radius of C −1 is ρ(C −1 ) = λ + > 1 and is an eigenvalue of C −1 with geometric multiplicity one. Moreover, there is a corresponding eigenvector y − which is strictly positive. Let X be a preprojective representation. By [15, Theorem in 3.5], we have
where λ X > 0. Hence in ∆ Q , the sequence (α 1 , α 2 , . . .) converges to y − . Suppose now that Q is Euclidean. Then the null root δ is an eigenvector of C −1 whose corresponding eigenvalue is one. We claim that the sequence converges to δ. From Proposition 5.1, any infinite sequence (β 1 , β 2 , . . .) of pairwise distinct real Schur roots accumulates to a ray on the quadric x, x = 0, which contains only one ray, namely the ray of δ. This proves the last case.
By the above lemma, the special eigenvectors y − , y + are accumulation points of real Schur roots. The following result can be found in [15, Theo. 3.5 ].
Lemma 5.3. Let X be an exceptional representation. If X is not preinjective, then the sequence
The following proposition is essentially a consequence of Lemma 3.11.
Proposition 5.4. If d is an isotropic Schur root, then d an isotropic Schur root of a finitely generated rank two tame subcategory of rep(Q).
We now have the following theorem, which gives a description of the rational accumulation points of real Schur roots. (α 1 , . . . , α n ) be a Schur sequence which is the output of (DW)
Since all terms on the right hand side are non-negative, it follows that they all vanish. In particular, α i , α j = 0 for all 1 ≤ i, j ≤ r. This proves the second part.
The following describes the rational accumulation points in case Q is at most weakly hyperbolic. It follows from Theorems 5.5 and 4.3.
Corollary 5.6. Let Q be at most weakly hyperbolic. Then the rational accumulation points are precisely the isotropic Schur roots. Now, let Q be any acyclic connected quiver of wild type. It is clear, using the Coxeter transformation together with Theorem 5.5, that there are infinitely many rational accumulation points of real Schur roots if and only if there is at least one isotropic Schur root for Q. Not all connected quivers of wild type have isotropic Schur roots. For irrational accumulation points of real Schur roots, we clearly have the special eigenvectors y − , y + of the Coxeter matrix C. This is clear that they are irrational, because the determinant of C is ±1, and we know that the special eigenvalues of C are positive and different from one. If Q has more than 2 vertices, we will show that there are infinitely many irrational accumulation points. Let Acc(Q) denote the set of all accumulation points of real Schur roots in ∆ Q . Let Acc 2 (Q) denote the set of all accumulation points of the finitely generated rank two wild subcategories of rep(Q). The rest of this section is devoted to proving that Acc(Q) = Acc 2 (Q) when Q is weakly hyperbolic. The tools developed work for general acyclic quivers but the proof of the main theorem only works when Q is of weakly hyperbolic type.
Recall that if v is a sink or a source vertex in Q, then the reflection at v of Q is the quiver Q ′ obtained from Q by reversing all the arrows attached to v.
Lemma 5.7. Let Q be connected of wild type with at least three vertices. Then there exists a quiver Q ′ which is obtained by a sequence of reflections to Q having the following property. There exists a sink vertex v in Q ′ such that the quiver Q ′ \{v} has a connected component of tame or wild representation type.
Proof. If Q is a tree, then any quiver Q ′ whose underlying graph is the same as that of Q can be obtained by a sequence of reflections applied to Q. Then the result follows by using the fact that there exists a vertex v in Q such that Q\{v} is of infinite representation type. So assume Q has a (non-oriented) cycle. Take any sink vertex v in Q. We may assume that the connected components R 1 , . . . , R s of Q\{v} are all of Dynkin type. Suppose that s > 1. Since Q has a cycle, there exists 1 ≤ i ≤ s such that the quiver generated by the vertices in R i and v has a cycle. Let us choose R j with j = i and u a source vertex in R j . Then u is also a source vertex in Q. Let Q ′ be the quiver obtained by applying a reflection at u to Q. Then u becomes a sink vertex in Q ′ . Clearly, the quiver Q ′ with the sink vertex u satisfy the property of the statement. So assume s = 1. Consider now a vertex u in R 1 which is either a sink or a source vertex for R 1 . If u is a source vertex, then consider Q u the quiver obtained by applying a reflection at u to Q. If u is a sink vertex, then let Q u be the quiver obtained by applying a reflection at v to Q. In both cases u is a sink vertex in Q u , so we may assume that Q u \{u} (and hence Q\{u}) does not contain cycles. Since every cycle in Q passes through v, we see that every vertex of degree one in R 1 has to be connected to v. If R 1 is not of type A, then there are exactly three vertices of degree one in R 1 . So for any such vertex u in R 1 , we see that Q\{u} contains a cycle, a contradiction. Hence, R 1 is of type A. If three vertices of R 1 are connected to v, then again, if u is a vertex of degree one in R 1 , then Q\{u} contains a cycle, a contradiction. This leaves only one possibility: Q is of typeÃ, and this contradicts the fact that Q is of wild type. Now, we need to work with the bounded derived category D(Q) := D b (rep(Q)) of rep(Q). The reader is referred to [11] for more details about the derived category of a finite dimensional k-algebra. We denote the suspension functor by F . We identify rep(Q) with the full subcategory of complexes concentrated in degree 0 in
if X is a representation, then this newly defined d X coincides with the dimension vector of X. It is well known that every indecomposable object in D(Q) is quasiisomorphic to an object of the form F i X, where X ∈ rep(Q) and i ∈ Z. Finally, assume that Q is Euclidean. Assume first that Q is a tree. Then in this case, there exists a vertex v of degree one with an arrow u → v or v → u, and an exceptional representation M not supported at v such that M (u) has dimension two; see [2, Lemma VII 2.6] . By using the reflection functor at v, we may assume that v is a sink vertex. Then, we get the exceptional sequence (P v , M ). We get d M , d Pv = −dim k M (u) = −2, which shows the lemma in this case. So we need only to consider the case where Q is of type A n . Let v be any sink vertex, and consider M to be the unique, up to isomorphism, indecomposable sincere representation of Q\{v}. Then (P v , M ) is an exceptional sequence with the desired properties. 
Suppose that the ith component of Av is non-zero. Consider the curve q(x) = 0. By setting x = (x 1 , x 2 , . . . , x n ), we get ∂q/∂x i = 0 at v. Hence, by the implicit function theorem, x i is a function of the other x j , near v, through the implicit equation q(x) = 0. Write x i = f (x 1 , . . . , x i−1 , x i+1 , . . . , x n ), that is defined in a neighborhood of (v 1 , . . . , v i−1 , v i+1 , . . . , v n ). The condition also yields that ∂f /∂x j exists at the point v for all j = i. In particular, the tangent hyperplane at v exists. The tangent hyperplane to q(x) = x, x = 0 at v is given by x T Av = 0. By hypothesis, there exists λ ∈ R such that for all x ∈ R n , we have
This gives (1 − λ)Ev = λE T v. Since E is invertible and v = 0, λ = 0, 1. Since E is invertible and E −1 E T = −C, we get Cv = λ−1 λ v, which is impossible. Let X be an exceptional representation in rep(Q). We say that X is of finite (or tame, or wild) type if the category X ⊥ if of finite (resp. tame, or wild) representation type. The following says that the type coincides with that of ⊥ X. The proof follows from the Auslander-Reiten formula and is left to the reader.
Lemma 5.11. Let X be exceptional in rep(Q). Then X ⊥ and ⊥ X have the same representation type.
The following lemma says that in order to study accumulation points of real Schur roots other than the special eigenvectors of C, we only need to consider the dimension vectors of the quasi-simple regular representations.
Lemma 5.12. Let (X i ) i≥1 be a sequence of pairwise non-isomorphic exceptional representations such that (d Xi ) i≥1 converges to a point p with p ∈ {y − , y + }. Then all but finitely many X i are regular quasi-simple.
Proof. The fact that all but finitely many X i are regular follows from Lemma 5.2. By [10, Theorem 2], there are finitely many τ -orbits of non-quasi-simple regular exceptional representations. So if the statement of the lemma is not true, it means that there is one such τ -orbit containing infinitely many of the X i . By Lemma 5.3, a subsequence of (d Xi ) i≥1 converges to a point in {y − , y + }, a contradiction.
Let us turn our attention to connected wild quivers with three vertices. As we noticed, they are all of weakly hyperbolic type.
Lemma 5.13. Let Q be a connected wild quiver with three vertices and X be an exceptional wild object in rep(Q). Then there exist pairwise non-isomorphic exceptional representations Y 1 , Y 2 , . . . such that one of the following is satisfied.
Proof. Consider an exceptional sequence (X, Y, Z), where we know that C(Y, Z) is wild. Assume further that Y, Z are the relative-simples in C(Y, Z). Then
Consider the two accumulation points
, seen as points in ∆(1). Assume that the line segment [p 1 ,ď X ] intersects the interior of the quadric or p 1 , d X < 0. Since p 1 is an accumulation point in C(Y, Z), we see that in both cases, there are infinitely many preprojective objects U in C(Y, Z) such that d U , d X is negative. If these numbers are bounded below, let b < 0 be the minimal such number. Then there is a an almost split sequence of the form 0
we know that one of Hom(U 1 , X), Ext 1 (U 1 , X) is zero and one of Hom(E i , X), Ext 1 (E i , X) is zero. Since d U1 , d X is negative, Hom(U 1 , X) = 0 and Ext 1 (U 1 , X) = 0. Since we have a monomorphism U 1 → E i , we get a surjective map Ext 1 (E i , X) → Ext 1 (U 1 , X), and hence Ext 1 (E i , X) = 0 and Hom(E i , X) = 0. Applying Hom(−, X) to the 
Hence, if X is not projective, we may also restrict to the case where
Consider first the case where X is projective. The conditions given in the first paragraph give that the region q(x) ≤ 0 of ∆ (1) is entirely contained in the triangle of vertices p 1 , p 2 ,ď X . Hence, if α is any dimension vector lying on or inside the quadric (so q(α) ≤ 0) but is not a dimension vector in C(Y, Z), then it could be written of the form α = rd X + β where β is strictly imaginary in C(Y, Z) and r > 0. In particular, β is a Schur root. By the above conditions, we have that (d X , β) is a Schur sequence and β, d X ≥ 0. Therefore, the canonical decomposition of α involves d X and hence, α is not a Schur root. Therefore, the only imaginary Schur roots are in C(Y, Z). This is impossible. If X is not projective, then the conditions given in the first paragraph give that the region q(x) ≤ 0 of ∆(1) is entirely contained in the quadrilateral with vertices p 1 , p 2 ,ď X ,τ (d X ). Using a similar argument, one can show that a dimension vector lying in the region q(z) ≤ 0 that is not a dimension vector in C(Y, Z) has either d X or d τ (X) in its canonical decomposition. This gives the same contradiction.
It is well known that a connected wild quiver with at least three vertices has regular exceptional representations. By a result of Strauß [19] , if X is exceptional regular, then X ⊥ is connected if and only if X is quasi-simple. If it is not connected, then X ⊥ has two connected components C 1 , C 2 , where C 1 is equivalent to rep(R 1 ), where the quiver R 1 is acyclic connected of wild type and C 2 is equivalent to rep(R 2 ), where the quiver R 2 , which may be empty, is linearly oriented of Dynkin type A. More precisely, C 2 is the thick subcategory of rep(Q) generated by the quasi-simple composition factors of X, except its quasi-top. In particular, the rank of R 2 is the quasi-length of X minus one. The following theorem extends the previous lemma. In particular, it says that if X is exceptional regular and Q is wild, then X is a relative-simple of a finitely generated rank-two wild subcategory of rep(Q).
Theorem 5.14. Let Q be a connected quiver of wild type and X be exceptional and of wild type (for instance, when X is regular). Then there exist pairwise nonisomorphic exceptional representations Y 1 , Y 2 , . . . such that one of the following is satisfied.
(1) We have exceptional sequences
Proof. We proceed by induction on the rank of rep(Q). Assume |Q 0 | ≥ 3. We know that X ⊥ is wild. By the above observation, the category X ⊥ has at most two connected components C 1 , C 2 , where C 1 is equivalent to rep(R 1 ), where the quiver R 1 is acyclic connected of wild type and C 2 is equivalent to rep(R 2 ), where the quiver R 2 , which may be empty, is of Dynkin type. As observed above, an indecomposable object Z in C 2 lies in the same Auslander-Reiten component as X. We will instead work in the category C := ⊥ C 2 , which is wild and connected by [19] and in which X is a an exceptional wild object, since X ⊥ = C 1 in C. Notice that C is the category of representations of a finite acyclic connected quiver Q ′ . So we may assume that Q = Q ′ and C = rep(Q). If Q = Q ′ has three vertices, then we infer Lemma 5.13. Assume otherwise. Then C 1 is connected of rank at least three and hence there exists an exceptional regular quasi-simple object Y in C 1 . Then Y is also regular in rep(Q). We may assume that X do not lie in the wing generated by Y in rep(Q), because there are infinitely many exceptional regular quasi-simple objects in C 1 . But then ⊥ Y has at most two connected components C 3 , C 4 , where C 3 is equivalent to rep(R 3 ), where the quiver R 3 is connected of wild type and C 4 is equivalent to rep(R 4 ), where the quiver R 4 , which may be empty, is of Dynkin type. By the above observation, since X do not lie in the wing generated by Y , we see that X ∈ C 3 . Now, C 3 is equivalent to rep(R 3 ) with R 3 connected wild and X is an exceptional object in C 3 . Now, since Y is regular in C 1 , X ⊥ ∩ ⊥ Y is wild. Since ⊥ Y is the additive hull of C 3 and C 4 with C 4 of finite type, we see that X ⊥ ∩ C 3 is also wild. Hence, X is a wild exceptional object in C 3 and we may proceed by induction.
Recall that for a dimension vector d, we denote by s(d) the sum of its entries.
Lemma 5.15. Let Q be connected wild with at least 3 vertices. Let (X i ) i≥1 be a sequence of exceptional representations such that (d Xi ) i≥1 accumulates in ∆ Q to a point different from y − , y + . Then there exists a subsequence (X j ) j∈J of (X i ) i≥1 that satisfies one of following. Proof. By assumption, the sequence (d Xi ) i≥1 accumulates in ∆ Q to a point p which is not a special eigenvector of C or of C −1 . By Lemma 5.12, all but finitely many X i are regular. Combining this with Theorem 5.14, we get the wanted result.
We are now ready to prove the main result of this section. Proof. Let p be an accumulation point of real Schur roots in ∆ Q . Hence, there exists a sequence (X i ) i≥1 of pairwise non-isomorphic exceptional representations such that (d Xi ) i≥1 converges to p in ∆ Q . Of course, we may assume that Q has at least three vertices. By Proposition 5.9 and Lemma 5.12, we may assume that all the X i are regular and p ∈ {y − , y + }. By Lemma 5.15, we may further assume that for i ≥ 1, there exists an exceptional representation Y i such that (X i , Y i ) (or (Y i , X i )) is an exceptional sequence, C(X i , Y i ) (resp. C(Y i , X i )) is wild and X i , Y i are the relative simples in C(X i , Y i ) (resp. C(Y i , X i )). Assume that we Q which is regular or preinjective, then from [15 The following proposition holds for any connected acyclic quiver of wild type that has at least three vertices.
Proposition 5.18. Let Q be a connected acyclic quiver of wild type with at least three vertices. Then there are infinitely many irrational accumulation points of real Schur roots. Moreover, if there exists an isotropic Schur root, then there are infinitely many rational accumulation points of real Schur roots.
Proof. By Lemma 5.8, there exists an exceptional sequence (X, Y ) with X projective and Y non-preinjective such that d Y , d X ≤ −3. Then the line ℓ X,Y cuts the quadric at two distinct irrational points ℓ 1 , ℓ 2 which are accumulation points. Let C denote the Coxeter transformation. The points in {C −i (ℓ j ) | j = 1, 2, i ≥ 0} are all irrational accumulation points. We claim that they are all distinct. Otherwise, one of ℓ 1 , ℓ 2 , say ℓ 1 , will be an eigenvector of a power of C −1 , hence an eigenvector of C −1 , since C is non-singular. Now, both τ −i X, τ −i Y converge to y − . This gives ℓ 1 = y − , up to a positive scalar, a contradiction. This proves the first part of the statement. By Proposition 5.4, any isotropic Schur root p is an accumulation point of real Schur roots. So if there exists one isotropic Schur root p, then {C i (p) | i ∈ Z} is an infinite family of isotropic Schur root and we are done. If there is no isotropic Schur root, then there is no rational accumulation point by Theorem 5.5.
Concluding remarks
Observe that when Q is not at most weakly hyperbolic, it seems harder to describe the accumulation points of real Schur roots in terms of subcategories of the form C(X, Y ) where (X, Y ) is an exceptional sequence. For instance, we may have two isotropic Schur roots δ 1 , δ 2 with δ 1 ⊥ δ 2 and δ 2 ⊥ δ 1 and we could have a rational accumulation point of real Schur roots which is a positive linear combination of δ 1 , δ 2 , but without being an isotropic Schur root. We do not know, however, if such a situation can occur. One should look at quivers with four vertices that are not at most weakly hyperbolic.
We were able to prove that the canonical decomposition behaves continuously with the property of having a strictly imaginary Schur root as a summand. We believe that some continuity phenomena also occur for real Schur roots. Let α be a real Schur root and let d be a dimension vector. Let r α (d) be the multiplicity of α in the canonical decomposition of d. By Lemma 4.1, r α (d)s(α)/s(d) is the coefficient ofα when writingď as a convex combination of the normalized Schur roots of its canonical decomposition. Let f α (d) = r α (d)s(α)/s(d). We conjecture that f α is always continuous. It should hold, at least, when the quiver is at most weakly hyperbolic.
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