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Abstract
This is about Curtis conjecture on the image of the Hurewicz map h : 2pi∗Q0S
0 →
H∗(Q0S
0;Z/2). First, we show that if f ∈ 2pi
s
∗ is of Adams filtration at least 3 with h(f) 6= 0
then f is not a decomposable element in 2pi
s
∗. Moreover, it is shown if k is the least positive
integer that f is represented by a cycle in Extk,k+nA (Z/2,Z/2), then (i) if e∗h(f) 6= 0 then
n > 2k − 1; (ii) if e∗h(f) = 0 then n > 2
k− 2t for some t > 1. Second, for S ⊆ 2pi
s
∗>0 we show
that: (i) if the conjecture holds on S, then it holds on 〈S〉; (ii) if h(S) = 0 then h acts trivially
on any extension of S obtained by applying homotopy operations arising from 2pi∗DrS
n with
n > 0. We also provide partial results on the extensions of 〈S〉 by taking (possible) Toda
brackets of its elements. We also discuss how the EHP -sequence information maybe applied
to eliminate classes from being spherical.
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1 Introduction and statement of results
This note is circulated around Curtis conjecture; some of the observations here might be well
known, but we don’t know of any published account. Let Q0S
0 be the base point component of
QS0 = colim ΩiSi corresponding to stable maps S0 → S0 of degree 0. The conjecture then reads
as follows (see [10, Proposition 7.1] and [39] for more discussions).
Conjecture 1 (The Curtis Conjecture). In positive degrees only the Hopf invariant one and
Kervaire invariant one elements survive under the Hurewicz homomorphism h : 2π∗Q0S
0 −→
H∗(Q0S
0;Z/2).
Note that given f, g ∈ 2π∗Q0S
0 with h(f) 6= 0 and h(g) = 0 then h(f + g) = h(f) 6= 0. Also,
note that if α : S0 6−→ S0 is any map of odd degree, then h(αf) = h(f). Finally, note that the
Hurewicz homomorphisms π∗Q0S
0 → H∗(Q0S
0;Z) and 2π∗Q0S
0 → H∗(Q0S
0;Z/2) are Z-module
homorphisms, and not ring homomorphisms (see Theorem 3 below). These hopefully will justify
the way that we have stated our results. The above conjecture has a variant for path connected
CW-complexes due to P. J. Eccles. For X , let QX = colim ΩiΣiX . We may state the conjecture
as follows.
Conjecture 2 (The Eccles Conjecture). Suppose X is a path connected CW-complex of finite
type. If α ∈ 2πnQX, n > 0, maps nontrivially under the Hurewicz homomorphism h : 2π∗QX −→
H∗(QX ;Z/2) then α is either stable spherical or its stable adjoint is detected by a primary operation
in its (stable) mapping cone. Here, stably spherical means that the stable adjoint of α, Sn → X is
detected by homology.
A schematic diagram for the relation between the two conjectures may be state as follows
Curtis conjecture ⇒
Eccles conjecture for
X = Sn, n > 0
Eccles conjecture for
X = RP
⇒ Curtis conjecture
where the passage from the Eccles conjecture to the Curtis conjecture is throughout the Kahn-
Priddy theorem [16, Theorem 3.1] and Lin’s variant of it [23, Theorem 1.1]; the passage from
Curtis conjecture to Eccles conjecture is through the fact the Kervaire invariant one elements map
to square terms in H∗(Q0S
0;Z/2), and consequently are killed by homology suspension, and only
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Hopf invariant one elements do survive.
Here and throughout the paper, we write 〈S〉 for the ideal generated by a set S in a ring
R, π∗ and π
s
∗ for homotopy and stable homotopy respectively, and pπ∗, pπ
s
∗ for their p-primary
components, respectively. We write πs∗>0 for ⊕i>0π
s
i . We shall use f# to denote the mapping
induced in homotopy, and f∗ for the mapping induced in homology, where f is a mapping of
spaces or stable complexes, and Cf will refer to (stable) mapping cone of f . To avoid confusion,
we write
∫
for summation, Σ for the suspension functor on the category of pointed spaces as well
as spectra, and Σ∗ : H˜nX → Hn+1ΣX for the suspension isomorphism. Finally, η, ν, σ will denote
the well known Hopf invariant one elements. We also write e for the evaluation map, and e∗ for
the homology suspension, so that it is not confused with the homology of the Hopf map σ ∈ πs7.
Our fist observation is the following.
Theorem 3. (i) For i, j > 0, consider the composition
πiQ0S
0 ⊗ πjQ0S
0 −→ πi+jQ0S
0 h−→ Hi+j(Q0S
0;Z)
where the first arrow is the product in πs∗. Then h(fg) 6= 0 only if f and g live in the same grading,
and both are detected by the unstable Hopf invariant.
(ii) For i, j > 0, consider the composition
2πiQ0S
0 ⊗ 2πjQ0S
0 −→ 2πi+jQ0S
0 h−→ Hi+j(Q0S
0;Z/2).
Then h(fg) 6= 0 only if f = g with f = η, ν, σ or odd multiples of these elements, i.e. the image
of this composition only consists of Kerviare invariant one elements h(η2), h(ν2), h(σ2). Here, the
first arrow on the left is the multiplication on the stable homotopy ring. Also, the image of the
composite
〈f : f = η, ν, σ〉֌ 2π∗Q0S
0 h−→ H∗(Q0S
0;Z/2)
only consists of the Hurewicz image of the Hopf invariant one elements η, ν, σ, and the Kervaire
invariant one elements η2, ν2, σ2.
(iii) Suppose E is a CW -spectrum, and let Ω∞E = colim ΩnEn. Then for the composition
h◦ : πiQ0S
0 ⊗ πjΩ
∞E → πi+jΩ
∞E −→ H∗(Ω
∞E;Z)
with i > 0, we have
i < j ⇒ h◦(α ◦ f) = 0,
i > j ⇒ ei−j+1∗ h
◦(α ◦ f) = 0.
Moreover, if i = j and h◦(α◦f) 6= 0 then α is detected by the unstable Hopf invariant; in particular
at the prime 2, α ∈ {η, ν, σ}.
Here, ◦ is the product coming from the composition of stable maps Si+j → Sj and Sj → X turning
π∗Ω
∞E into a left πs∗-module.
Note that a part of the statement of (iii) stays valid if we replace HZ/2-homology with any
generalised homology R, obtained from a ring spectrum with unit, for the R-Hurewicz homomor-
phism
hR : π∗Ω
∞E −→ R∗Ω
∞E
if any f : Sn+i → Si, with n > 0, induces a trivial map in R∗-homology, at least after localisation
at 2. At least case i < j of (iii) stays valid for any such homology theory. There exists example
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of computing Hurewicz image in some ‘interesting’ cases (for example see [34]) but we don’t know
if they have been interpreted in terms of homology of infinite loop spaces. Our first application of
this theorem is to provide some necessary conditions for an element f ∈ 2π
s
∗ to map nontrivially
under h which we state as follows.
Theorem 4. Suppose f ∈ 2π
s
∗ is of Adams filtration > 2, and h(f) 6= 0. Then, f is not a
decomposable element in 2π
s
∗.
The proof of the above theorem is very short, so we include it here.
Proof. Suppose f is a sum of decomposable terms. Since f is Adams filtration at least 3, then if
written as a sum of decomposable terms in 2π
s
∗, it cannot involve terms such as η
2, ν2 or σ2. Hence,
by Theorem 3, h(f) = 0.
The above theorem has a variant on the level of ASS due to Hung and Peterson [15, Proposition
5.4]. It states that for the Lannes-Zarati homomorphism ϕk : Ext
k,k+i
A (Z/2,Z/2) → (Z/2 ⊗Dk)
∗
i ,
which is meant to filter the Hurewicz homomorphism πiQ0S
0 → Hi(Q0S
0;Z/2) on the E∞-page
level of the ASS, ϕk does vanish on decomposable classes in the spectral sequence when k > 2.
Unfortunately, the relation between ⊕kϕk and h is not of that linear type, and it is not clear to the
author whether or not if one of these results implies the other. Although, we like to note that the
two conditions of being a decomposable permanent cycle in ASS and representing a decomposable
element in 2π
s
∗ are not necessarily the same; for instance h
2
j in ASS with 3 < j < 7 represents a
Kervaire invariant one element θj where by Theorem 3 the latter is not a decomposable in 2π
s
∗.
Next, together with some detailed calculations on h(κ), the following becomes an immediate
corollary of Theorem 3.
Theorem 5. Suppose that Curtis conjecture holds on S ⊂ 2π
s
∗>0. Then the conjecture also holds
on 〈S〉.
An ad hoc way to verify the conjecture, then is try to choose the set S as large as possible
by feeding in more elements into S. For instance, writing J for the fibre of the Adams operation
ψ3 − 1 : BSO −→ BSO, it is known that the conjecture holds on 2π∗J [40, Theorem 1]. Let
F ⊂ 2π
s
∗>0 be the set of all the elements of 2π
s
∗ which are detected in either 1-line or 2-line of
ASS, and write τi ∈ 2π
s
2i+1+1 for Bruner’s family which live in the 3-line of the ASS. The following
provides an example for applying Theorem 5.
Lemma 6. Consider the composition
〈f : f ∈ F + 2π∗J, or f = τi〉֌ 2π
s
∗ ≃ 2π∗Q0S
0 −→ H∗(Q0S
0;Z/2).
Then, only elements of Hopf invariant one or Kervaire invariant one map nontrivially under the
above composition.
Let’s note that recently Gaudens [13, Theorem 6.5] has used a BV-algebra structure on the
homology of double loop spaces to verify Theorem 5 in the case S is the image of J-homomorphism
2π∗SO −→ 2π∗Q0S
0. Since, at the prime 2, im((JR)#) ⊂ 2π∗J , the above Lemma provides a gen-
eralisation of Gaudens’ results, where we have made no use of string structures.
Next, note that for a given set S in a ring, the ideal 〈S〉 is the largest that we can get from the
ring multiplication. Hence, we have to look for other methods for extending S or 〈S〉 into a larger
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set. Working in 2π
s
∗, we consider Toda brackets and homotopy operations. First we consider Toda
brackets. An ideal result would be to show that “if the conjecture hold on S, then it also holds
on the extension of S, or of 〈S〉, by all (higher) Toda brackets” of course modulo our definition of
a higher bracekt! By a result of J. Cohen [9, Thoerem 4.5], any element of 2π
s
∗ might be written
as a (higher) Toda bracket, as he defined, of 2, η, ν, σ. Hence, such a statement would imply the
Conjecture 1 as by Cohen’s result it is enough to choose S = {2, η, ν, σ}. We don’t have such a
statement. In this direction, (1) we have obtained some necessary conditions for nonvanishing of
the Hurewicz image of elements represented by Toda bracket; (2) we have observed that under
expected stability conditions the Hurewicz image does indeed vanish.
Proposition 7. (i) Let α ∈ 2π
s
iX1, β : X1 → X2 and γ : X2 → S
0 be stable maps with X1 and
X2 being stable complexes of finite type. Suppose that the Toda bracket {α, β, γ} is defined and
represents f ∈ 2π
s
∗ such that h(f) 6= 0. Then, at least one of γ : X2 → QS
0 or α : Si → QX1 is
nontrivial in homology.
(ii) Suppose α ∈ πsiX1. Let β : X1 → X2, γ : X2 → S
0 be stable maps, with X1, X2 being
(stable) complexes, i < 2conn(X1), dimX1 < 2conn(X2), i > dimX1 > dimX2, so that the Toda
bracket {α, β, γ} is defined. Here, conn(X) = n if πstX ≃ 0 for all t < n. Then, the element of
πi+1Q0S
0 represented by Toda bracket {α, β, γ} maps trivially under the Hurewicz homomorphism
h : πi+1Q0S
0 → Hi+1(Q0S
0;Z). In particular, this is true on the 2-component of πs∗.
We have a few comments in order. First, the idea here is that higher Toda brackets of maps
among (wedge of) spheres, can be written as a triple Toda bracket among complexes so that the
complexes somehow encode some of the maps in the higher bracket. Second, note that for the case
(i) of the above theorem, when we chooseX1 andX2 to be suspensions of sphere spectrum, then the
condition α : Si → X1 is stronger than mapping nontrivially under h : 2π∗Q0S
0 → H∗(Q0S
0;Z/2).
More precisely, let α ∈ πsi , β ∈ π
s
j and γ ∈ π
s
k such that the stable composition βα and γβ are
trivial. The we may consider
Si+j+k
α
→ QSj+k
β
→ QSk
γ
→ QS0
to form a Toda bracket representing an element in πi+j+k+1QS
0 ≃ πsi+j+k+1. Now, by the above
proposition, if {α, β, γ} is defined and maps nontrivially into H∗(QS
0;Z/2) then we need α :
Si+j+k → QSj+k and γ : Sk → QS0 to have nontrivial homology, which for α : Si+j+k →
QSj+k is a stronger requirement than just mapping nontrivially under the Hurewicz map πiQS
0 →
Hi(QS
0;Z/2). To see this, note that the Kerviare invariant one elements θj ∈ 2π
s
2j+1−2 map to
square terms p22i−1 ∈ H∗(Q0S
0;Z/2) where p2n+1’s are certain primitive elements in H∗(Q0S
0;Z/2)
[?, Theorem 7.3]. This implies that e∗h(θj) = 0 in H∗(QS
1;Z/2) and consequently, for any
for any nonzero value of j, k, α = θj does not fulfill this condition. Hence, for any choice of
β and γ : Sk → QS0 with γ∗ = 0, the Toda bracket {θj , β, γ}, if defined, maps trivially into
H∗(Q0S
0;Z/2).
Corollary 8. (i) Suppose S ⊂ 2π
s
∗>0 such that for any α : S
i → Q0S
0 belonging to S either α∗ = 0
or e∗h(α) = 0. Then, for any α ∈ S, β ∈ 2π
s
j , and γ : S
k → Q0S
0 with γ∗ = 0, the Toda bracket
{α, β, γ} maps trivially into H∗(Q0S
0;Z/2).
(ii) Suppose S ⊂ 2π
s
∗>0 such that the Curtis conjecture holds on it. Then, the conjecture hold on
the extensions of 〈S〉 obtained by triple Toda brackets {α, β, γ}, with α ∈ S, β ∈ 2π
s
∗ is arbitrary,
such that either one of the following conditions hold:
(1) γ∗ = 0;
(2) γ∗ 6= 0 and α : S
i+j+k → QSj+k is nontrivial in homology.
An examples of a set S for the case (i) of the above corollary is the ideal considered in Lemma
6. The above corollary leaves the cases that α : Si+j+k → QSj+k is trivial in homology, but
γ : Sk → QS0 is not. The proof involves many detailed calculations, some of which we believe to
be new.
Next, we consider the possible extensions by available homotopy operations coming from πs∗DrS
n
for n > 0 where Dr = EΣr ⋉Σr (−)
∧r, with Σr being the permutation group on r elements, is the
r-adic construction. We have the following which is more or less expected.
Proposition 9. Suppose α ∈ 2π
s
mDrS
n and f ∈ 2πnQ0S
0 such that h(f) = 0. Then, for α∗(f)
defined by the composition
Sm
α
−→ DrS
n Drf−→ DrS
0 µ−→ S0
with µ : DrS
0 = BΣr+ → S
0 being induced by the H∞ ring structure of S
0, we have h(α∗(f)) = 0
where h : 2π∗Q0S
0 −→ H∗(Q0S
0;Z/2) is the Hurewicz homomorphism.
Remark 10. Note that, ideally, we would like to show that if the conjecture holds on S ⊆ 2π∗>0,
then conjecture holds on the extension of S by (iterated) application of homotopy operations avail-
able throughout 2π
s
∗DrS
n. By the above theorem if h(α∗(f)) 6= 0 then h(f) 6= 0. If f ∈ S on which
the conjecture holds, then f is either a Hopf invariant one or a Kervaire invariant one element.
The proof will be complete if we show that for any α, h(α∗(θj)) = 0, and h(α
∗(hi)) = 0 unless
α∗(hi) is a Hopf or Kerviare invariant one element. Here, we have used hi for one of the Hopf
invariant one elements, and θj for Kervaire invariant one elements. We do not have a proof of
this latter claim yet.
Next, we consider the relation between dimension of a spherical class and the Adams filtration
of homotopy classes that map to it (compare to [17, Corollary 1.5]). We have the following.
Theorem 11. Suppose f ∈ 2πnQ0S
0 of Adams filtration k, i.e. k is the least positive integer
where f is represented by a cycle in Extk,k+nA (Z/2,Z/2), and h(f) 6= 0 where h : 2πnQ0S
0 →
Hn(Q0S
0;Z/2) is the Hurewicz homomorphism. The following statement then hold.
(i) If e∗h(f) 6= 0 then n > 2
k − 1.
(ii) If e∗h(f) = 0, h(f) = ξ
2t with e∗ξ 6= 0, and h(f) ∈ im(ϕk) then n > 2
k − 2t. Here, ϕk denotes
the Lannes-Zarati homomorphism.
2 Preliminaries
2.1 Iterated loop spaces
We wish to recall some standard facts on iterated loop spaces, and refer the reader to [29] and
[1] for more details. We refer to a space X as a n-fold loop space, or Ωn-space for short, with
n 6 +∞, if there exists a collection of spaces Xi, i = 0, 1, 2, . . . , n, together with homotopy
equivalences Xi → ΩXi+1 such that X = X0. Obviously, an Ω
n-space is also an Ωl-space for l < n.
An Ωn-space X is an En-algebra in the operadic language of [29] and admits a ‘structure map’ or
‘evaluation map’ θn(X) : Ω
nΣnX → X , briefly denoted by θn if there is no confusion; the structure
map itself is an n-fold loop map. The spaces of the form ΩnΣnX are ought to play the role of free
objects in the category of En-algebras so that any map f : Y → X with X being an Ω
n-space,
admits a unique extension to a n-fold loop map ΩnΣnY → X defined by the composite
ΩnΣnY
ΩnΣnf
−→ ΩnΣnX
θn−→ X.
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In the case of Ω∞-spaces, our main focus will be spaces QX = colim ΩnΣnX which by definition
satisfy ΩQΣX = QX .
Adjoints. The functors Σn and Ωn, n > 0, as well as Σ∞ and Ω∞ are adjoint functors. For
f : ΣX → ΣY , a map of spaces, we have its adjoint as a map X → ΩΣY . It follows from the
definition that the adjoint mapping can also be written as the composite
X
EX→ ΩΣX
Ωf
→ ΩΣY
where EX : X → ΩΣX is the suspension map, being adjoint to the identity ΣX → ΣX . It is then
obvious that the extension of both maps to Ω-maps ΩΣX → ΩΣY are the same and agree with
Ωf : ΩΣX → ΩΣY . Similar statement holds for maps f : ΣnX → ΣnY with n < +∞. Moreover,
if X → Y is a map of suspensions spectra, then its stable adjoint X → QY extends to an infinite
loop map QX → QY by the above construction. On the other hand, we may apply Ω∞ to the
above map to obtain an infinite loop map QX → QY . The two constructions, indeed yield the
same map.
2.2 Homology of iterated loop spaces
We recall a description of Z/2-homology of Ωn+1-loop spaces of the form Ωn+1Σn+1X . Let Y be
an Ωn+1-space, 0 6 n 6 +∞ with the convention +∞ + 1 = +∞. Since Y is a loop space,
the homology H∗(Y ;Z/2) then is a ring under Pontrjagin product. Moreover, there are group
homomorphisms [8, Part I, Theorem I] and [8, Part III, Theorem 1.1] (see also [19])
Qi : Hd(Y ;Z/2) −→ Hi+2d(Y ;Z/2)
for i < n+1 with Q0 acting as the squaring operation with respect to the Pontrjagin product, i.e.
Q0ξ = ξ
2. These operations fit into an algebra known as the Dyer-Lashof algebra, often denoted
by R. For a sequence E = (e1, . . . , es) we may abbreviate Qe1 · · ·Qes to QE . For a path-connected
space X , the homology ring H∗(Ω
n+1Σn+1X ;Z/2) is a ring, and as a module of R in the case of
n = +∞, is described by (see [8, Part III, Lemma 3.8], [8, Part I, Lemma 4.10])
H∗(Ω
n+1Σn+1X ;Z/2) ≃ Z/2[QExµ : E nondecreasing, e1 > 0, es < n+ 1]
where {xµ} is an additive basis for the reduced homology H˜∗(X ;Z/2), i.e. symbols as QExµ
are generators of this polynomial algebra. We allow the empty sequence φ to be nondecreasing
with Qφξ = ξ. Sometimes, it is more convenient to work with upper indexed operations, Q
i :
Hd(Ω
n+1Y ;Z/2) → Hd+i(Ω
n+1Y ;Z/2), known as the Kudo-Araki operations, defined by Qiξ =
Qi−dξ. For I = (i1, . . . , is), we say I is admissible if ij 6 2ij+1, and the excess is defined by
excess(QIxµ) = i1 − (i2 + · · · + is + dim xµ). We allow φ to be admissible with Q
φξ = ξ and
excess(Qφxµ) = +∞. Note that if I is admissible for Q
Ixµ = QExµ then E is nondecreasing and
vice versa; also excess(QIxµ) = e1. In the case of the infinite loop space QX , for a path connected
space X , using the upper indexed operations we have
H∗(QX ;Z/2) ≃ Z/2[Q
Ixµ : I is admissble , excess(Q
Ixµ) > 0].
The operations Qi are additive homomorphisms with Qia = a2 if i = dim a and Qia = 0 if
i < dim a; hence excess(QIxµ) = 0 means thatQ
Ix is a square in the polynomial ringH∗(QX ;Z/2).
Write X+ for X with a disjoint base point. If X is path connected, we may describe homology of
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Q0(X+), the base point component of Q(X+), as follows. Write [n] for the image of n ∈ π0Q(X+) ≃
πs0(X+) ≃ Z in H0(Q(X+);Z) under the Hurewicz homomorphism. Then, we have
H∗(Q0(X+);Z/2) ≃ Z/2[Q
Ixµ ∗ [−2
l(I)] : I is admissble , excess(QIxµ) > 0]
where ∗ is the Pontrjagin product in H∗(Q(X+);Z/2) induced by the loop sum. Note that
QIxµ ∗ [−2
l(I)] is not a decomposable in Q0(X+) whereas it is in Q(X+).
If f : X → Y is given, we then obtain a map of Ωn+1-spaces, n 6 +∞, as Ωn+1Σn+1f :
Ωn+1Σn+1X → Ωn+1Σn+1Y . The homology of this map on generators QIx is determined by
(Ωn+1Σn+1f)∗Q
Ix = QIf∗x.
Similarly, for the homology of the induced map Q(X+)→ Q(Y+) we have
(Q(f+))∗(Q
Ix ∗ [−2l(I)]) = QIf∗x ∗ [−2
l(I)].
The action of the Steenrod algebra on the generators H∗(Ω
n+1Σn+1X ;Z/2), on the generators, is
determined by (iterated application of) Nishida relations
Sqa∗Q
b =
∫
t>0
(
b− a
a− 2t
)
Qb−a+rSqt∗ (1)
where Sqi∗ : H∗(−;Z/2)→ H∗−i(−;Z/2) is the operation dual to Sq
i : H∗(−;Z/2)→ H∗+i(−;Z/2).
Moreover, for ξ, ζ ∈ H∗(Ω
n+1Σn+1X ;Z/2), there is a Catran formula [39, Remark 1.9] that
Sqt∗(ξζ) =
∫ t
i=0
(Sqt−i∗ ξ)(Sq
i
∗ζ).
These relations completely determine the action of Steenrod algebra on homology of Ωn+1Σn+1X
and Q0(X+).
2.3 Homology suspension
Let e : ΣΩX → X be the adjoint of 1ΩX : ΩX → ΩX . The homology suspension σ∗ is defined as
H∗ΩX
≃
−→ H∗+1ΣΩX
e∗−→ H∗+1X.
Since OX = ΩQΣX we then may consider the homology suspension e∗ : HnQX −→ Hn+1QΣX ;
in this case e∗ is characterised by the following properties: (1) σ∗Q
Ix = QIΣ∗x for x ∈ H˜∗X ; (2)
σ∗ξ = 0 if ξ is a decomposable class in the polynomial algebra H∗QX . Moreover, by [8, Page
47] the homology suspension H∗(Q0(X+);Z/2) −→ H∗+1(QΣ(X+);Z/2) is characterised by the
following properties: (1) σ∗ acts trivially on decomposable terms; (2) on the generators it is given
by
e∗(Q
Ixµ ∗ [−2
l(I)]) = QIΣ∗xµ.
Similar statements hold for the homology suspension e∗ : H∗Ω
n+1Σn+1X → H∗+1Ω
nΣn+1X .
For a Hopf algebra H , we write DH for the submodule of decomposable elements and Ind(H) =
H/DH for the quotient module of indecomposable elements. The following provides more infor-
mation on the action of homology suspension.
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Lemma 2.1. Let X be a path connected space.
(i) The homology suspension e∗ : HnQX −→ Hn+1QΣX does induce a monomorphism σ∗ :
Ind(HnQX) −→ Hn+1QΣX. In particular, if
∫
QIxµ ∈ ker e∗ where sum runs over some I, xµ
then QIxµ ∈ ker e∗ for all I, xµ in the sum, i.e. excess(Q
Ixµ) = 0.
(ii) The homology suspension e∗ : HnQ0(X+) −→ Hn+1QΣ(X+) does induce a monomorphism
σ∗ : Ind(HnQ0(X+)) −→ Hn+1QΣ(X+). In particular, if
∫
QIxµ ∗ [−2
l(I)] ∈ ker e∗ where sum runs
over some I, xµ then Q
Ixµ ∗ [−2
l(I)] ∈ ker e∗ for all I, xµ in the sum, i.e. excess(Q
Ixµ) = 0.
Proof. (i) Let ξ ∈ Ind(HnQX), a nonzero element, be represented by a nonempty sum
∫
QIxµ of
monomial generators of H∗QX with dim(Q
Ixµ) = n and excess(Q
Ixµ) > 0, modulo decomposable
terms. Hence, as decomposables are killed by e∗, we have
e∗ξ = e∗
∫
QIxµ =
∫
QIE∗xµ
where every term on the right satisfies excess(QIΣ∗xµ) > 0, being distinct monomials in the
polynomial algebra H∗QΣX since Q
Ixµ’s were distinct in H∗QX . Hence, e∗ξ 6= 0 in H∗QΣX
which verifies that σ∗ : Ind(HnQX) −→ Hn+1QΣX is a monomorphisms. In particular, the
equation σ∗ξ =
∫
QIΣ∗xµ shows that a sum
∫
QIxµ ∈ ker σ∗ only if all Q
Ixµ ∈ ker σ∗. This
completes the proof. The proof of (ii) is similar.
Finally, we note that the homology of a map f : X → ΩY and its adjoint f˜ : ΣX → Y are
related through e∗ by the coomutative diagram
H∗X
f˜∗ //
Σ∗(≃)

H∗ΩY
e∗

H∗+1ΣX
f∗ // H∗+1Y.
2.4 Spherical classes
Let k = Z,Z/p with p some prime number. A homology class ξ ∈ Hn(X ; k) is called spherical if
it is in the image of the Hurewicz homomorphism πnX → Hn(X ; k). A spherical class ξ has some
nice properties which follow from its definition and the basic properties of H∗(S
n; k): (1) ξ is a
primitive in the coalgebra H∗(X ; k) where the coproduct is induced by the diagonal X → X ×X ;
(2) ξ pulls back to a spherical class ξ−1 ∈ H∗−1(ΩX ; k) which is not necessarily unique; (3) when
k = Z/p then ξ is annihilated by all Steenrod operations P i∗; we are mainly interested in the case
p = 2 in which the property (3) reads as Sqi∗ξ = 0 for all i > 0.
2.5 Stable splitting of QX
According to May [29] for a space X , QX maybe approximated by a free monoid CX . The monoid
CX also can be obtained throughout simplicial methods as shown by Barratt and Eccles [2],[3],
[4]; in their notation Γ+ stands for C and more precisely for a simplicial space X there is a weak
equivalence between C|X| and |Γ+X| where | | is the geometric realisation functor. We hence-
forth use C and Γ+ interchangeably when we refer to the literature. The approximation then is
described as following. There exists a space CX , which is a free monoid object [2, Proposition],
together with an inclusion i : CX → QX which is a weak equivalence when X is path connected,
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and a group completion in general [3, Proposition 5.1, Corollary 5.4]. A construction of group
completion which is popular is the ΩB functor, with B being the classifying space functor, applied
to associative and not necessarily commutative, monoids [5, Proposition 2.3.4] (see also [1, The-
orem 3.2.1]). Hence, the approximation theorem says that when X is not path connected, there
is a homotopy equivalence ΩB(CX) → QX ; in particular, noting that DrS
0 = BΣr+, this yields
the famous Barratt-Priddy-Quillen theorem that ΩB(BΣ∞) ≃ QS
0 in the case of X = S0. More-
over, by construction of the universal group [5], ΩB, it follows that for a monoid M the natural
inclusion M → ΩBM is a monomorphism in homology; in particular i : CX → QX induces a
monomorphism in homology.
There exist a canonical inclusion ιX : X → CX , and a structure map (or evaluation map)
θCX : CCX → CX which turn (C, ι, θ) into a monad [2, Proposition 3.6]. The space CX ad-
mits a filtration {FrCX} such that the successive quotients FrCX/Fr−1CX are the same as the
r-adic construction on X , DrX = EΣr ⋉Σr X
∧r, with D1X = X , as introduced in Section 1. For
an arbitrary compactly generated space X , which all of the spaces in this paper are of that type,
we have the well-known Snaith splitting [36, Theorem 1.1]
Σ∞CX
≃
−→
+∞∨
r=1
Σ∞DrX
(see also [4, Theorem C]). By projection onto the r-th stable summand and taking stable adjoint,
one obtains a map jr : CX → QDrX known as the r-th stable James-Hopf invariant which is
ought to be an extension of the projection FrCX → DrX [4, Proposition 1.1]. By no means the
map jr is a map of monoids which can be seen by homology computations as in [19]. If X is path
connected, then through the homotopy equivalence CX → QX we have maps jr : QX → QDrX
which we continue to call the r-th stable James-Hopf invariant. We just note that by aid of Milnor
type splitting for spaces QCX [4, Theorem A], that QCX is an E∞ ring space in the sense of [31],
and that the total James-Hopf map CX → QCX enjoys an ‘exponential property’ [7], the stable
James-Hopf maps admit extensions QX → QDrX when X is not necessarily path connected.
Since, we have not used the maps in this case, we then omit technical details on them.
We refer the reader to [18] for a detailed study on geometry of the jr maps. The maps jr show
interesting properties of which we recall the delooped Kahn-Priddy Theorem [19, Corollary 2.14],
[12, Corollary 6.8](see also [20] for a generalisation to all primes); it asserts that there is a choice
for a map λ : QP → Q0S
0 which induces an epimorphism in 2π∗-homotopy, deloops once, and its
right inverse is given by t = Ωj2 with j2 : QS
1 → QD2S
1 = QΣP , i.e. tλ is a 2π∗-equivalence.
Consequently, t is a monomorphism in Z/2-homology.
Finally, we recall that the Dr functor has been generalised to the category of spectra; in
particular for a space X , there is a homotopy equivalence Dr(Σ
∞X) → Σ∞DrX [30, Theorem
A](see also [22]). This allows to apply Dr to maps among suspension spectra. In particular, given
stable maps f : Sn → S0 we obtain a stable map Dr(f) : DrS
n → DrS
0 whose stable adjoint
DrS
n → QDrS
0 extends to an infinite loop map QDrS
n → QDrS
0 = Q(BΣr+). As discussed in
Subsection 2.1 this agrees with the map QDrS
n → QDrS
0 obtained by applying the Ω∞ functor
to the stable map Dr(f) : DrS
n → DrS
0.
2.6 Homology of the Snaith splitting
If X is path connected, throughout the homotopy equivalence CX → QX , the space QX then
stably splits as
∨
rDrX and consequently the homology decomposes as well. There is a filtration
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on homology of QX , called the height filtration (sometimes weight filtrations) ht : H∗QX → N
such that ht(xµ) = 1 for all xµ ∈ H˜∗X , ht(ηξ) = ht(ξ)+ht(η), and ht(Q
iξ) = 2ht(ξ); in particular
h(QIxµ) = 2
l(I). In homology we have
H∗DrX = Z{ξ ∈ H∗QX : ht(ξ) = r}
the Z-module generated by all elements of H∗QX of height r. As jr extends the projection
FrCX → DrX [4, Proposition 1.1], and from the stable splitting, it follows when X is path
connected, (jr)∗ : H∗QX → H∗QDrX acts like projection on elements Q
Ixµ if l(I) = r and that
(jr)∗Q
Ixµ = 0 if l(I) < r (see also [19]).
2.7 Stable adjoint of Toda brackets
The material in here is ought to be well known as the stable adjoint of Toda brackets has been
considered previously, e.g. [28]. But, we include a brief discussion for the references in this paper.
The following provides natural way to represent stable adjoint of a Toda bracket of stable maps
among stable complexes; we believe it generalises to higher brackets in a natural way.
For a moment, given a stable map α : X → Y , we write α˜ : X → QY for its stable adjoint.
Consider the following diagram
X
α
−→ Y
β
−→ Z
γ
−→W
of stable maps and stable complexes where successive compositions are null. This allows to obtain
a commutative diagram
X α // Y
β //
ια

Z
γ //
ιβ

W
Cα
β
==③③③③③③③③
p

Cβ
γ♯
>>⑤⑤⑤⑤⑤⑤⑤⑤
ΣX
α♭
==③③③③③③③③
where the stable composition γ♯ ◦α
♭ represents the triple Toda bracket {α, β, γ} up to the indeter-
minacy in choosing the extension and co-extension maps in the above diagram. The construction
of forming a Toda bracket, is made of taking mapping cones and finding extensions which are stable
under suspension or desuspension. Therefore, we may suspend or desuspend the above diagram
to obtain diagrams which represent the suspension of desuspension of the Toda bracket above, i.e.
represent Σ{α, β, γ} or Σ−1{α, β, γ}.
Next, for an input data as above, we like to consider the stable adjoint of the Toda bracket
ΣX → QW or rather its extension QΣX → QW . First, note that all complexes in the above dia-
gram, are stable complexes (suspension spectra) which allows us to take stable adjoint of everything
in sight which yields
X
α˜ // QY
Ω∞β //
Qια

QZ
Ω∞γ //
Qιβ

QW
QCα
Ω∞β
;;✈✈✈✈✈✈✈✈✈
Qp

QCβ
Ω∞γ♯
;;①①①①①①①①
QΣX
Ω∞α♭
;;✈✈✈✈✈✈✈✈
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On the other hand, by standard property of cofibre sequences, the cone of the adjoint map Cα˜ and
QCα are related through a map Cα˜ → QCα. This allows us to complete the above diagram to a
commutative diagram
X
α˜ // QY
Ω∞β //
Qια

{{✇✇
✇✇
✇✇
✇✇
✇
QZ
✠✠
✠
✠
✠
✠
✠
✠
✠
✠
✠
✠
✠
✠
✠
✠
Ω∞γ //
Qιβ

QW
Cα˜

##●
●●
●●
●●
●●
QCα
Ω∞β
::✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈✈
Qp

CΩ∞β //
(Ω∞γ)♯
88rrrrrrrrrrrrrrrrrrrrrrrrrr
QCβ
Ω∞γ♯
??⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦⑦
ΣX
##❍
❍❍
❍❍
❍❍
❍❍
α˜♭
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
QΣX
Ω∞α♭
::✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉
which shows that the composition α˜♭ ◦ (Qγ)♯ : ΣX → QW , which represents the stable adjoint of
{α, β, γ}, does factorise throughout (Qγ♯) ◦ (Qα
♭) = Q(γ♯ ◦α
♭) : QΣX → QW . Since the inclusion
ΣX → QΣX induces a monomorphism in Z/2-homology, hence in order to show that the stable
adjoint of {α, β, γ} is trivial/nontrivial in homology, it is enough to work with Q(γ♯ ◦α
♭) or rather
with (Qγ♯) ◦ α˜♭ which Q(γ♯ ◦α
♭) is an infinite loop extension of it. We shall use these observations
and their combinations while working with homology of Toda brackets. Let’s note that
(1) by the above diagram, for the sake of homology calculations we may just work with the diagram
obtained from taking adjoints;
(2) as homology is stable under suspension, hence while working with the adjoint diagram, we will
allow ourselves to sue various stable splitting results.
(3) Similar considerations as above, are in place when we decide to work more unstably. That
is, having elements an element in πsi we may think of its pull back to π2i+1S
i+1 and consider its
adjoint maps S2i+1−j → ΩjSi+1 and even consider the extension of this map into a Ωj-map. We
then allow ourselves to form Toda bracket of such maps, which is a quite descent job to do, that
will ease computations.
3 Hurewicz homomorphism and products: Proof of The-
orem 3
We begin with the following.
Lemma 3.1. Let f ∈ πiQ0S
0, g ∈ πjQ0S
0 with i, j > 0 and i 6= j. Then h(fg) = 0.
Proof. The product gf in πs∗ is determined by the composition of stable maps S
i+j f→ Sj
g
→ S0
which we wish to compute homology of its stable adjoint Si+j → QSj → QS0. For i < j the
map Si+j −→ Sj is in the stable range, so it can be taken as a genuine map, i.e. Si+j → QSj
does factorise as Si+j → Sj → QSj where the part Si+j → Sj is not necessarily unique. The
stable adjoint of gf then maybe viewed as Si+j
f
−→ Sj
g
−→ Q0S
0 which is trivial in homology for
dimensional reasons. The indeterminacy in choosing the pull back Si+j → Sj is irrelevant here
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and will not effect the dimensional reason. Hence, h(gf) = 0. The case i > j is similar, noting
that πs∗ = π∗Q0S
0 is commutative.
Note that the above result hold integrally, and consequently on pπ
s
∗ for any prime p. According
to the above lemma, h(fg) 6= 0 may occur if f, g ∈ πnQ0S
0. Note that for f ∈ πsn there exists
f˜ ∈ π2n+1S
n+1, not necessarily unique, which maps to f under the stabilisation π2n+1S
n+1 −→ πsn.
We shall say f is detected by the unstable Hopf invariant, if f˜ is detected by cup-squaring operation
in its mapping cone, i.e. g2n+1 6= 0 in H
∗(Cf˜ ;Z).
Theorem 3.2. Suppose f, g ∈ πnQ0S
0 with h(fg) 6= 0 with h : π∗Q0S
0 −→ H∗(Q0S
0;Z) being the
Hurewicz homomorphism. Then both f and g are detected by the unstable Hopf invariant.
Proof. We are interested in the stable adjoint of S2n
f
−→ Sn
g
−→ S0 given by
S2n
fn
−→ QSn
g
−→ Q0S
0.
As noted above, for dimensional reasons, the mapping fn factors as S
2n+1 f˜n−→ ΩSn+1 −→ QSn
where f˜n, which is not necessarily unique, is the adjoint for an appropriate f˜ ; the map i : ΩS
n+1 −→
QSn is the stablisation map. Hence, the stable adjoint of fg can be seen as a composite
S2n −→ ΩSn+1 −→ QSn −→ Q0S
0.
Now, h(fg) 6= 0 implies that h(f˜n) 6= 0. This shows that h(f˜n) = λg
2
n for some nonzero λ ∈ Z.
This latter implies that h(fn) = λg
2
n. On the other hand, it is well know that h(f˜n) = λg
2
n if and
only if g2n+1 = ±λg2n+2 in H
∗(Cf˜ ;Z), i.e. f is detected by the unstable Hopf invariant (see for
example [14, Proposition 6.1.5]). Similarly, g is also detected by the unstable Hopf invariant.
The result in integral case, implies the p-primary case. In particular, we have the following.
Corollary 3.3. Suppose f, g ∈ 2πnQ0S
0 with h(fg) 6= 0 then both f and g are Hopf invariant
one elements, i.e. f, g = η, ν, σ. Here, h : 2π∗Q0S
0 −→ H∗(Q0S
0;Z/2) is the mod 2 Hurewicz
homomorphism.
In order to complete the proof of Theorem 3 note that by above observations the nontrivial
image of the Hurewicz homomorphism on the the ideal 〈f : f = η, ν, σ〉 can only arise from
elements f, f 2. Moreover, choosing g : S0 −→ S0 to be a stable map of odd degree, f = η, ν, σ,
then fg is an odd multiple of a Hopf invariant one element which we know map nontrivially under
h.
For the case of h◦ we note that given α ∈ πiQ0S
0 and f ∈ πjΩ
∞E the Hurewicz image of f ◦ α is
determined by the homology of the composition
Si+j
α
−→ QSj
f
−→ Ω∞E.
By similar reasons, if i < j then by Fruedenthal’s theorem α doesfactorise through some map
Si+j → Sj, hence h◦(α ◦ f) = 0. If i = j then α admits a factorisation as S2i → ΩΣSi →
QSj → Ω∞E which if is nontrivial in homology which imply that α is detected by the unstable
Hopf invariant, so α ∈ {η, ν, σ}. Finally, for the case i > j, note that (i − j + 1)-th adjoint
of α : Si+j → QSj is a map S2i+1 → QSi+1 which does factorise throughout S2i+1 → Si+1 so
ei−j+1∗ h
◦(α ◦ f) = 0.
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4 Proof of Theorem 5
Suppose S ⊆ 2π
s
∗>0 on which the Curtis conjecture holds, i.e. if f ∈ S and h(f) 6= 0 then f equals
to a Hopf invariant one or Kervaire invariant one element, or an odd multiple of them, modulo
other terms which all vanish under h. We wish to verify that the conjecture holds on 〈S〉.
Since 2π
s
∗ is a graded ring then a typical element in 〈S〉 might be written as
∫
αf with f ∈ S
and α ∈ 2π
s
j where we may arrange terms of this sum according to their grading. Since h is a
Z-module homomorphism, it is then enough to verify the theorem at each grading. Consider a
finite sum
∫
i+j=n,i>0
αjfi with fi ∈ 2π
s
i ∩ S and αj ∈ 2π
s
j such that h(
∫
i+j=n,i>0
αjfi) 6= 0. Then,
there is at least one term αjfi with h(αjfi) 6= 0. We have two cases: j = 0 and j > 0.
Case j > 0. By Theorem 3, fi = αj is a Hopf invariant one element or an odd multiple of these
elements. Therefore, αjfi is one of η
2, ν2, σ2, living in gradings 2, 6, 14 respectively. Note that
2-component of 2-stem and 6-stem are known to be isomorphic to Z/2. Therefore, in these case
the sum
∫
αjfi has only one term which we determined above to be one of the Kervaire invariant
one elements η2, ν2. This proves the theorem for this case. If αjfi = σ
2 then the sum
∫
αjfi lives in
2π
s
14 ≃ (Z/2)
⊕2 generated respectively by σ2 and κ. Consequently, the sum
∫
αjfi can be written
as σ2 + ακ with α ∈ 2π
s
0 which could be a map of even or odd degree. In any case, as h(κ) = 0,
the result follows.
Case j = 0. If j = 0 then αj is a map of odd degree which means h(fi) = h(αjfi) 6= 0. By
assumption f is either a Hopf invariant one element or Kervaire invariant one element or an odd
multiple of these elements, so αjfi is. If αf is a Hopf invariant one element, then the sum
∫
αjfi
lives in one of 1-, 3-, or 7-stems which are generated by η, ν, σ respectively. Hence, the whole sum∫
αjfi must be an odd multiple of these elements. This verifies the theorem in this case. The case
of f being a Kervaire invariant one is verified similar to the above case.
4.1 Computing h(κ) and h(ν)
We begin with ν ∈ 2π
s
8 which is an element of order 2.
Lemma 4.1. Let ν ∈ 2π
s
8 be a generator represented by the Toda bracekt {ν, η, ν}. Then it maps
trivially under h : 2π8Q0S
0 → H8(Q0S
0;Z/2).
Proof. Consider the composition S7
ν
−→ S4
η
−→ S3
ν
−→ Q0S
0 where all maps are genuine maps
of spaces and successive compositions are trivial. This yields extension and co-extension maps
ν♭, ν♯ that we can compose as S
8 ν
♭
−→ Cη
ν♯
−→ Q0S
0 which represents ν : S8 → Q0S
0. Obviously,
(ν♭)∗ = 0 as Cη has its top cell in dimension 5. Hence, h(ν) = 0. Note that the vanishing happens
for dimensional reasons and the indeterminacy in choosing the extension and co-extension maps
is irrelevant here.
Next consider the generator κ ∈ 2π
s
14 which is an element of order 2. According to Toda
[37], it can be represented by a triple Toda bracket {β, α, ν} (our order of maps in the bracket is
opposite to Toda, and we have dropped the suspensions from our notation for simplicity). Here,
α : ΣK → S0 is an extension of η implied by 2η = 0 with K being the stable complex S0 ∪2 e
1,
and β : S9 → K is a coextension of ν ∈ 2π
s
8. Note that ΣK is just RP
2.
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Lemma 4.2. By abuse of notation, write α : Σ3(ΣK)→ S3 for the third suspension of α : ΣK →
S0. Then, for the mapping cone of Γ6α : Γ6(Σ4K)→ Γ6S3 we have
H∗(CΓ6α;Z/2) ≃ H∗(Γ
6S3;Z/2)⊕H∗+1(Γ
6(Σ4K);Z/2)
where Γn = ΩnΣn. Write g3 ∈ H3(Γ
6S3;Z/2) for a generator coming from S3, and Σ3a1,Σ
3a2 ∈
H∗(Γ
6(Σ4K);Z/2) for the 4- and 5-dimensional generators coming from ΣK = RP 2 with the
relation Sq1∗a2 = a1. The action of the Steenrod operations Sq
t
∗ on H∗(CΓ6α;Z/2) then is determined
with its action on Γ6S3, Γ6(Σ4K) and the additional relation
Sq2∗Σ∗(Σ
3a1) = g3
together with Nishida relations where Σ∗(Σ
3a1) ∈ H5(CΓ6α;Z/2) is a generator projecting onto a
generator of H5(ΣΓ
6(Σ4K);Z/2) under the pinch map CΓ6α → ΣΓ
6(Σ4K).
Proof. The mapping α : Σ3(ΣK) → S3 is in the stable range whose homology is trivial for
dimensional reasons. The homology of Γ6α is determined by (Γ6α∗)Q
Ix = QIα∗x where x ∈
H∗Σ
4K is a generator. Consequently, (Γ6α)∗ = 0. Therefore, the homology decomposes as claimed.
For the action of the Steenrod operations, we only need to justify the additional relation and the
others are standard. But, this comes form the fact that α is an extension of η and there is nontrivial
Sq2 action in η, and that, at least stably, there is commutative diagram
Γ6(Σ4K)
Γ6α // Γ6S3
Σ4K
OO
α // S3.
OO
Since, Steenrod operations are stable this then completes the proof.
Lemma 4.3. Let κ ∈ 2π
s
14 be a generator of order 2 given by the a triple Toda bracket {β, α, ν}.
Then h(κ) = 0 for the Hurewicz homomorphism h : 2π14Q0S
0 → H14(Q0S
0;Z/2).
Proof. The Toda bracket representing κ is obtained from considering S13 → Σ4K → S3 → S0
which yields extension and co-extension maps that fit together to represent κ as S14 → Cα → S
0.
In order to work in the level of spaces, we need to realise the stable maps as maps of spaces. We
proceed as follows. We think of ν as a genuine map S3 −→ Q0S
0. Also note that Σ4K → S3 is
already in the stable range, so it can be taken as a map of spaces. For β : S9 → K, as K has
its bottom cell in dimension 0, we need to suspend 10 times which yields S19 → Σ10K. We then
think of β in terms of its 6-th adjoint as S13 → Ω6Σ6(Σ4K). Now, consider the composition
S13
β
−→ Γ6Σ4K
Γ6α
−→ Γ6S3 −→ Q0S
0
where Γ6 = Ω6Σ6 and the map Γ6S3 → Q0S
0 is the extension of S3 → Q0S
0 obtained from the fact
that Q0S
0 is already a 6-fold loop spaces. The successive compositions are trivial. This provides
extension and co-extension maps that we may compose as
S14
β♭
−→ CΓ6α
ν♯
−→ Q0S
0
which represents κ as an element in 2π14Q0S
0. We claim β♭∗ = 0, that is there is no spherical class
in H14CΓ6α. If h(β
♭) 6= 0 then Sqt∗h(β
♭) = 0 for all t > 0. Applying the above lemma, we compute
that H14(CΓ6α;Z/2) has generators
g23(Q
5g3) = (Q
3g3)(Q
5g3), g3Q
8g3, Σ∗((Σ
3a1)
2(Σ3a2)), Σ∗((Q
5Σ3a1)(Σ
3a1)), Σ∗Q
8Σ3a2.
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Hence, if h(β♭) 6= 0 then it could be written as
ǫ1(Q
3g3)(Q
5g3) + ǫ2g3Q
8g3 + ǫ3Σ∗((Σ
3a1)
2(Σ3a2)) + ǫ4Σ∗((Q
5Σ3a1)(Σ
3a1)) + ǫ5Σ∗Q
8Σ3a2
with ǫi ∈ Z/2 and at least one of then is nonzero. First, consider the component coming from
H∗Γ
6S3. Since,
Sq2∗(Q
3g3)(Q
5g3) = (Q
3g3)
2 = g43, Sq
2
∗g3Q
8g3 = g3Q
6g3
we conclude that it is impossible to have ǫ1 + ǫ2 = 1 in Z/2 as if one of ǫ1 or ǫ2 is nontrivial, then
the component of h(β♭) in H∗Γ
6S3 is not annihilated by Sq2∗, so h(β
♭) is not annihilated by Sq2∗
which is a contradiction. Moreover, if ǫ1 = ǫ2 = 1 then
Sq2∗((Q
3g3)(Q
5g3) + g3Q
8g3) = g
4
3 + g3Q
6g3 6= 0.
This shows that if h(β♭) 6= 0, then it cannot have any nontrivial component in H∗Γ
6S3. Therefore,
if h(β♭) 6= 0 then it has to project nontrivially onto H∗(ΣΓ
6(Σ4K);Z/2) under the pinch map, i.e.
h(p ◦ β♭) = ǫ3Σ∗((Σ
3a1)
2(Σ3a2)) + ǫ4Σ∗((Q
5Σ3a1)(Σ
3a1)) + ǫ5Σ∗Q
8Σ3a2 6= 0
where p : CΓ6α → ΣΓ
6(Σ4K) is the pinch map. On the other hand, by the construction of the
Toda bracekt, p ◦ β♭ = Σβ, hence
h(Σβ) = ǫ3Σ∗((Σ
3a1)
2(Σ3a2)) + ǫ4Σ∗((Q
5Σ3a1)(Σ
3a1)) + ǫ5Σ∗Q
8Σ3a2
which implies that
h(β) = ǫ3(Σ
3a1)
2(Σ3a2) + ǫ4(Q
5Σ3a1)(Σ
3a1) + ǫ5Q
8Σ3a2 ∈ H13(Γ
6(Σ4K);Z/2)
has to be nontrivial. Note that the first two terms in the above sum, if nontrivial, are decomposable
classes, so by Cartan formulra for Sqt∗ operations, map to decomposable class under Sq
t
∗. Now, if
ǫ5 6= 0 then we compute that
Sq1∗h(β) = Q
7Σ3a2 + decomposable terms 6= 0
which is a contradiction, hence ǫ5 = 0. Therefore, h(β) consists of decomposable classes in the
Hopf algebra H∗(Γ
6(Σ4K);Z/2). Since h(β) is also primitive, hence by [35, Proposition 4.21] it
has to be a square. But, it is obvious non of the first two terms in h(β) neither their sum is
a square. This is a contradiction as it shows that h(β) = 0 which contradicts the requirement
that h(p ◦ β♭) = h(Σβ) 6= 0. Therefore, h(β♭) = 0. Moreover, our computations do not depend
on a specific choice of β♭, hence the indeterminacy in choosing β♭ is irrelevant here, therefore,
h(κ) = 0.
Let us note that κ can also be represented by a higher Toda bracket which consists only of
the Hopf invariant one maps and 2, namely {ν, ν, 2, η} = {ν, {ν, η, ν}, 2, η}. The above proof then
shows that the Hurewicz image of the element represented by this Toda bracket is trivial, a direct
proof is however more delicate and involves too much detailed computations.
5 Proof of Lemma 6
By [40, Theorem 1] Curtis conjecture holds on 2π∗J . Assuming that the conjecture also holds on
F 2, and that h(τi) = 0, the theorem follows upon applying Theorem 5. Note that the Adams fil-
tration of the elements in 2π∗J , consequently the elements of 〈2π∗J〉, is not bounded [26, Theorem
4.2]. Since the Theorem holds on 〈2π∗J〉 then we see that the Adams filtration of the elements on
which the conjecture hold is not bounded.
Hence, in order to complete the proof we have to verify the conjecture on F 2; we postpone compu-
tation of h(τi) to another section. The elements of F
2 are known: the Hopf invariant one elements
η, ν, σ; the Kervaire invariant one elements θi with i 6 6; elements of Mahowald’s family µi; and the
element ν∗ ∈ 2π
s
18. Note that in the tables of [33, Appendix 3] there is also the element η
∗ ∈ 2π
s
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represented by {σ, 2σ, η}; this is just the element η4 of Mahowald’s family the is been considered
below. The conjecture then is verified on F 2 if we show that h(µi) = 0 and h(ν
∗) = 0. First we
deal with h(µi) which is straightforward.
Lemma 5.1. Let ηi ∈ 2π2iQ0S
0, i > 3, denote Maholwad’s family. Then h(ηi) = 0 where h :
2π2iQ0S
0 −→ H2iQ0S
0 is the Hurewicz homomorphism.
Proof. Mahowald’s ηi family, living in 2π
s
2i for i > 3, is constructed as a composite of maps
[27] S2
i fi
−→ Xi
gi
−→ S0 where Xi := F (R
2, 2i − 3)⋉Σ2i−3 (S
7)∧(2
i−3), with F (R2, 2i − 3) being the
configuration space of 2i−3 distinct points in R2, has its bottom cell is in dimension 2i−2i−3 = 2i−37
and top cell in a dimension less than 2i. Therefore, the complex Xi is a genuine complex and
the mapping fi can be taken as a genuine mapping. The stable adjoint of ηi then is given by
S2
i fi
−→ Xi
gi
−→ Q0S
0 where fi∗ = 0 for dimensional reasons. Hence, ηi∗ = 0.
5.1 Computing h(ν∗)
We begin with a computational result.
Lemma 5.2. Consider σ, 2σ ∈ 2π
s
7 and let σ : Cσ −→ QS
3 be an extension of 2σ implied by
(2σ) ◦ σ = 0. Then σ∗ = 0.
Proof. We want to show that for σ : S17 −→ S10 and 2σ : S10 −→ QS3, then σ∗ = 0. Since σ
extends 2σ, hence its homology on the bottom cell is determined by 2σ which is trivial in Z/2-
homology. For the top cell, σ∗g18 ∈ H18QS
3 which we compute as follows. First, note that the
map σ : S17 → S10 desuspend, at least once, to a map σ−1 : S
16 → S9, hence Cσ ≃ ΣCσ−1 . Taking
adjoint of the (null) composition S17 → S10 → QS3 we obtain S16 → S9 → QS2 which provides a
map σ−1 : Cσ−1 → QS
2 such that
ΣCσ−1
Σσ−1 //
≃

ΣQS2
e

Cσ
σ // QS3
commutes, where e is the evaluation map. This implies that σ∗g18 = e∗σ−1∗g17. Note that e∗ is
just homology suspension H∗QS
2 → H∗+1QS
3. Note that Cσ−1 also desuspends, at least once.
Hence, H∗Cσ−1 has trivial ring structure and H∗Cσ−1 is primitively generated; in particular g17 is
primitive, so σ−1∗g17 ∈ H17QS
2 is primitive. Now, write
σ−1∗g17 =
∫
QIg2 +D
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where the sum could be empty and D denotes a sum of decomposable terms. Since each term
QIg17 is primitive, hence D is also a primitive class which by [35, Proposition 4.23], working at
p = 2, D has to be square term but lives in odd dimensions, so D = 0. Therefore, we may write
σ∗g18 = e∗(
∫
QIg2) =
∫
QIg3.
The only nonzero admissible monomials QIg3 in H18QS
3 are
Q15g3, Q
10Q5g3, Q
9Q6g3 = (Q
6g3)
2.
Hence, if σ∗g18 6= 0 then
σ∗g18 = ǫ1Q
15g3 + ǫ2Q
10Q5g3 + ǫ3Q
9Q6g3
with ǫi ∈ Z/2 such that at least one of them is nonzero. By Nishida relations Sq
1
∗Q
2t = Q2t−1 and
Sq1∗Q
2t+1 = 0 we compute that
Sq1∗σ∗g18 = ǫ2Q
9Q5g3
which, if ǫ2 = 1, then it contradicts the fact that Sq
1
∗σ∗g18 = σ∗Sq
1
∗g18 = 0 as Cσ has cells only in
dimensions 10 and 18. Hence, σ∗g18 = ǫ1Q
15g3 + ǫ3Q
9Q6g3. Now, applying Sq
2
∗ , we obtain
Sq2∗σ∗g18 = ǫ3Q
8Q5g3 = ǫ3(Q
5g3)
2.
Hence, if ǫ3 = 1 then we run into contradiction as by a similar reasoning, since Cσ has no cells in
dimension 16 we must have Sq2∗σ∗g18 = 0. Consequently, the only remaining possibility is
σ∗g18 = Q
15g3.
In order to eliminate this last possibility, we proceed with some unstable computations. The
element 2σ ∈ πs7 ≃ π10QS
3 pulls back to π15S
8, hence 2σ : S10 −→ QS3 pulls back to a map
S10 −→ Ω5S8. The composition S17 −→ S10 −→ Ω5S8 is trivial which provides a map σ1 : Cσ −→
Ω5S8, providing a factorisation of σ as Cσ −→ Ω
5S8 −→ QS3. Hence, if σ∗g18 6= 0 implies that
(σ1)∗g18 6= 0. Now, we may list the elements of H18(Ω
5S8;Z/2) which are
Q10Q5g3, Q
9Q6g3 = (Q
6g3)
2
and can contribute to terms in (σ1)∗g18. But, these are eliminated as similar to above. Moreover,
the class Q15g3 = Q12g3 cannot live in H∗(Ω
5S8;Z/2) as we need at least 13 loops to have Q12.
Therefore, we cannot have σ∗g18 6= 0. This completes the proof.
Now, we may complete computation of h(ν∗).
Theorem 5.3. Let ν∗ ∈ 2π
s
18 be the element determined by Toda bracket {σ, 2σ, ν}. Then it maps
trivially under h : 2π18Q0S
0 −→ H18(Q0S
0;Z/2).
Proof. Consider the stable adjoint of 2σ and the infinite loop extension of the stable adjoint of ν
as
2σ : S10 −→ QS3, ν : QS3 −→ Q0S
0.
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For the composition S17
σ
−→ S10
2σ
−→ S3
ν
−→ S0, the map S17 −→ S10 is in the stable range, hence
the stable adjoint of this composition is the top row in the following diagram
S17
σ // S10
2σ //

QS3
ν //

Q0S
0
Cσ
σ
<<②②②②②②②②
p

C2σ
ν♮
;;✇✇✇✇✇✇✇✇✇
S18
σ♭
<<②②②②②②②②
where the successive compositions (2σ) ◦ σ and ν ◦ (2σ) are trivial, and give rise to the extension
and coextension maps σ♭, ν♮ whose composition is ought to realise ν
∗, i.e.
S18
σ♭
−→ C2σ
ν♮
−→ Q0S
0
represents the Toda bracket {σ, 2σ, ν} for ν∗. Since the map σ : S17 → S10 has trivial homology,
therefore the generator g18 ∈ H18S
18 is in the image of the pinch map Cσ → S
18. Therefore, by
the previous lemma we have
(ν♮ ◦ σ
♭)∗g18 = (ν♮ ◦ σ
♭ ◦ p)∗g18 = ν∗σ∗g18 = 0.
We do not rely on specific choices of σ♭ or ν♮. Therefore, h(ν
∗) = 0. This completes the proof.
6 Hurewicz homomorphism and Toda brackets
Examples such as computing h(κ) and h(ν) show that computing Hurewicz image of an element
represented by a Toda bracket could be very tedious and involved. However, in some cases, it is
possible to use dimensional arguments. We provide two partial results in direction. We first prove
an integral version.
Theorem 6.1. (i) Let α ∈ πsi , β ∈ π
s
j , and γ ∈ π
s
k with i < j + k and j < k so that the Toda
bracket {α, β, γ} is defined. Then the element of πsi+j+k+1 represented by Toda bracket {α, β, γ}
maps trivially under the Hurewicz homomorphism h : π∗Q0S
0 → H∗(Q0S
0;Z).
(ii) Suppose α ∈ πsiX1. Let β : X1 → X2, γ : X2 → S
0 be stable maps, with X1, X2 being
(stable) complexes, i < 2conn(X1), dimX1 < 2conn(X2), i > dimX1 > dimX2, so that the Toda
bracket {α, β, γ} is defined. Here, conn(X) = n if πstX ≃ 0 for all t < n. Then, the element of
πi+1Q0S
0 represented by Toda bracket {α, β, γ} maps trivially under the Hurewicz homomorphism
h : πi+1Q0S
0 → Hi+1(Q0S
0;Z).
Proof. First, we prove (i). The conditions i < j + k and j < k ensure that the maps α : Si+j+k →
Sj+k and β : Sj+k → Sk are in the stale range. Hence, in order to realise the Toda bracket {α, β, γ}
as an element in π∗Q0S
0 it is enough to consider the composition
Si+j+k −→ Sj+k −→ Sk −→ QS0
where the successive compositions are trivial. This leads to extension and co-extension maps
α♭ : Si+j+k+1 → Cβ and γ♯ : Cβ → QS
0 with the composition Si+j+k+1 → Cβ → QS
0 representing
{α, β, γ} in π∗QS
0 up to indeterminacy in choosing the extension and coextension maps. Notice
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that the space Cβ is a genuine complex with its top cell in dimension j + k+ 1. Hence, regardless
the choice of α♭, for dimensional reasons α♭∗ = 0, hence (γ♯ ◦ α
♭)∗ = 0. This implies that the Toda
bracket {α, β, γ} represents an element which acts trivially in homology, i.e. it maps trivially under
the Hurewicz homomorphism h : π∗Q0S
0 → H∗(Q0S
0;Z).
The proof of (ii) is similar. In order to realise {α, β, γ} as an element of π∗Q0S
0, think of γ as
γ : X2 → Q0S
0. The conditions on the connectivity and dimension of the complexes ensure that
the maps α, β are genuine maps among complexes. We then may consider the composite
Si −→ X1 −→ X2 −→ Q0S
0
where the successive compositions are trivial. This yields extension and coextension maps α♭ :
Si+1 → Cβ and γ♯ : Cβ → Q0S
0 with the composition Si+1 → Cβ → Q0S
0 realising {α, β, γ} up
to indeterminacy in choosing extension and coextension maps. However, the condition dimX1 >
dimX2 implies that, regardless the indeterminacy, Cβ has its top cell in dimension dimX1 + 1 <
i+ 1. Therefore, α♭∗ = 0 and consequently (γ♯ ◦ α
♭)∗ = 0. This completes the proof.
The integral case, implies the p-primary case. Next, we provide some necessary condition for
nonvanishing of the Hurewicz image of an elements in 2π∗Q0S
0 which is represented by a Toda
bracket. We have the following.
Proposition 6.2. Let α ∈ 2π
s
iX1, β : X1 → X2 and γ : X2 → S
0 be stable maps with X1 and
X2 being stable complexes of finite type. Suppose that the Toda bracket {α, β, γ} is defined and
represents f ∈ 2π
s
∗. Then the following statements are equivalent.
(i) If α : Si → QX1 is trivial in homology and f maps nontrivially under h : 2π
s
∗ ≃ 2π∗Q0S
0 →
H∗(Q0S
0;Z/2) then γ : QX2 → QS
0 is nontrivial in homology.
(ii) If γ : Si → QX1 is trivial in homology and f maps nontrivially under h : 2π
s
∗ ≃ 2π∗Q0S
0 →
H∗(Q0S
0;Z/2) then α : QX2 → QS
0 is nontrivial in homology.
(iii) If α : Si → QX1 and γ : QX2 → QS
0 are trivial in homology, then f maps trivially under the
Hurewicz homomorphism h : 2π
s
∗ ≃ 2π∗Q0S
0 → H∗(Q0S
0;Z/2).
(iv) If h(f) 6= 0 then either α∗ 6= 0 or γ∗ 6= 0.
Note that the statements (i) to (iv) are logically equivalent, and we have only mentioned them
for the sake of completeness.
Proof. We prove (i). Since the Toda bracket is defined, we may build a commutative diagram as
Si
α // QX1
β //
ια

QX2
γ //
ιβ

QS0
Cα
β
;;①①①①①①①①①
p

Cβ
γ♯
<<①①①①①①①①①
Si+1
α♭
;;✇✇✇✇✇✇✇✇
where the diagonal maps are the extensions implied by βα = 0 and γβ = 0. The composition
γ♯ ◦ α
♭ represents f up the indeterminacy in choosing the extension and co-extension maps. The
assumption h(f) 6= 0, however, will imply that with any choice for α♭ and γ♯ we must have
(γ♯ ◦ α
♭)∗ 6= 0 which implies (γ♯)∗ 6= 0. Since α∗ = 0 then the generator g ∈ Hi+j+kS
i+j+k belongs
to the image of p∗. The commutativity of the diagram then implies that (γ♯ ◦ ιβ ◦ β)∗ 6= 0 which
shows that γ∗ = (γ♯ ◦ ιβ)∗ 6= 0.
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Note 6.3. Proposition 6.2 leaves us with the cases α∗ 6= 0. The assumption h(f) 6= 0 implies
that α♭∗ 6= 0. Since (Σα)∗ 6= 0 then q : Cβ → ΣQS
j+k is nontrivial in homology and in particular
q∗α
♭
∗(g) 6= 0. This latter means that α
♭
∗(g) ∈ H∗Cβ on which (γ♯)∗ acts nontrivially does not come
of the image of (ιβ)∗. Hence, in this case γ could be trivial or nontrivial in homology.
By definition of higher Toda brackets (see [38] for a modified version of Cohen’s definition)
it seems that a long Toda bracket of maps among spheres will reduce into a triple Toda bracket
of three maps among complexes. Unfortunately, we do not have more detailed result in this
direction, as in such cases the complexity of the complexes in the triple Toda bracket seems to
increase which enforces to use more delicate and detailed computation such as those one appearing
in the computation of h(κ).
6.1 Proof of Corollary 8
We break the proof into small lemmata. First, we deal with the case (i) of the corollary.
Lemma 6.4. Suppose S ⊂ 2π
s
∗>0 such that for any α : S
i → Q0S
0 belonging to S either α∗ = 0
or e∗h(α) = 0. Then, for any α ∈ S, β ∈ 2π
s
j , and γ : S
k → Q0S
0 with γ∗ = 0, the Toda bracket
{α, β, γ} maps trivially into H∗(Q0S
0;Z/2).
Proof. If α∗ = 0, then together with γ∗ = 0, applying Proposition 7 proves the claim. So, suppose
α∗ 6= 0. Then, by the assumption e∗h(α) = 0, for any j, k > 0 the triple Toda bracket obtained
from Si+j+k → QSj+k → QSk → QS0 has the condition that Si+j+k → QSj+k is trivial in
homology. So, with γ∗ = 0, applying Proposition 7 proves the claim. The only possibility for
{α, β, γ} mapping nontrivially into H∗(QS
0;Z/2) is that j = k = 0, and we have
Si
α
→ QS0
β
→ QS0
γ
→ QS0
giving rise to a triple Toda bracket {α, β, γ}. Note that for a nontrivial Toda bracket, none of
the maps can be null. In this case, for the bracket to be defined, we need β, γ ∈ πs0 which are
nontrivial, but their composition is. However, πs0 ≃ Z has no zero divisors. Hence, this case will
cannot arise. This completes the proof.
Before proceeding further, we recollect some well-known facts which we shall use below (see
[33, Chapter 1 and Appenix 3], [32, Chapter 16 and Chapter 18] for more details). First, for
α : Sn → QS0 then its k-th adjoint is Sn+k → QSk which by Freudenthal’s suspension theorem,
provided k > n, it does factorise as a composite Sn+k → Sk → QSn+k implying that ek∗h(α) = 0
for k > n. Second, we recall that for the Hopf invariant one elements we have
e∗h(η) = g
2
1 ∈ H2(QS
1;Z/2), e3∗h(ν) = g
2
3 ∈ H6(QS
3;Z/2), e7∗h(σ) = g
2
7 ∈ H14(QS
7;Z/2)
which, as quoted earlier, follows from [14, Proposition 6.1.5](this also follows from [11, Proposition
3.4] by iterated application of homology suspension). Third, we recall 2πi for i 6 15, ignoring the
values of i with trivial group, is determined by
i 0 1 2 3 6 7 8
2π
s
i Z{1} Z/2{η} Z/2{η
2} Z/8{ν} Z/2{ν2} Z/16{σ} Z/2{ησ, ε}
and
i 9 10 11 14 15
2π
s
i Z/2{ν
3, η2σ, µ9} Z/2{ηµ9} Z/8{ν1} Z/2{σ
2, κ} Z/2{ηκ} ⊕ Z/32{σ1}
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where we have written ν1, σ1, and η9 for generators coming from 2π∗J . Finally, note that the
degree 2 map S0 → S0 or in general 2r : S0 → S0 does induce a translation in
H∗(QS;Z/2) ≃ Z/2[Q
I [1] ∗ [−2l(I)] : I admissible ]
sending QI [1]∗[−2l(I)] to QI [1]∗[−2l(I)+r]. However, it induces multiplication by 2 in H∗(QS
n;Z/2)
for n > 0 which is just the trivial in Z/2-coefficients.
Finally, recall that at p = 2 we have the well known James fibration Sn → ΩΣSn → ΩΣS2n whose
associated Serre exact sequence
· · · −→ πiS
n E−→ πi+1S
n+1 H−→ πi+1S
2n+1 P−→ πi−1S
n −→ · · ·
is known as the EHP -sequence.
Before proving part (ii) of the corollary, we proceed with some calculations which we will need
later.
Lemma 6.5. (i) The triple Toda brackets {ν, 2ν, 4}, {ν, η2, 2}, and {ν, 8, η2}, if defined, map
trivially under the Hurewicz homomorphism h : 2π∗QS
0 → H∗(QS
0;Z/2).
(ii) The Toda brackets {σ, ν2, 2}, {σ, 2ν, ν}, {σ, ν, 2ν}, and {σ, 16, ν2} map trivially under the
Hurewicz homomorphism h : 2π∗Q0S
0 → H∗(Q0S
0;Z/2).
Proof. Case of {ν, 2ν, 4}. This bracket, if defined, represents an element in 2π
s
7. We show that the
Hurewicz image of this element in H7(Q0S
0;Z/2) belongs to the kernel of homology suspension e∗ :
H∗(Q0S
0;Z/2)→ H∗+1(QS
1;Z/2). Hence, by Lemma 2.1 the image of {ν, 2ν, 4} in H7(Q0S
0;Z/2),
being a decomposable primitive as to be a square, but living in odd dimension. This will show
that h({ν, 2ν, 4}) = 0 in H7(Q0S
0;Z/2). To evaluate e∗h({ν, 2ν, 4}) consider
S7
ν // S4
2ν //

QS1
4 //

QS1
Cν
p

==③③③③③③③③
C2ν
4♯
<<①①①①①①①①
S8
ν♭
<<③③③③③③③③
where 4♯◦ν
♭ does represent {ν, 2ν, 4} as an element of 2π8QS
1. Since, ν and 4 in the above diagram
induce zero homomorphisms in homology, hence the composition 4♯ ◦ ν
♭ is trivial in homology by
Proposition 7. Moreover, this does not depend on the choice of 4♯ and ν
♭, hence we have shown
that the above Toda bracket, if represents a nontrivial element, has zero image in H∗(QS
1;Z/2).
The proof then is complete by the above arguments.
The other Cases. The remaining cases of {ν, η2, 2}, and {ν, 8, η2} as well as the cases of {σ, ν2, 2},
{σ, 2ν, ν}, {σ, ν, 2ν}, and {σ, 16, ν2} fall into the same pattern. We, henceforth, deal with one case
and leave the rest to the reader. Let’s consider {σ, 2ν, ν} which we wish to evaluate its Hurewicz
image in H∗(Q0S
0;Z/2). To do this, we proceed with some unstable calculations. Note that if this
bracket is defined, it then will determine an element of 2π
s
14 ≃ Z/2{σ
2}. By the Hopf invariant
one result we know that σ pulls back to S15 → S8 and ν, 2ν pull back to S7 → S4. Hence, we may
think of σ as a genuine map S13 → Ω2S8, 2ν as a genuine map S6 → Ω3S6, and ν as S3 → ΩΩ4S4.
22
In order to compose these, we consider the extension of 2ν into an Ω2-map Ω2S8 → Ω3S6, and the
extension of ν into an Ω3-map Ω3S6 → Ω4S4. Now, for the Toda bracket {σ, 2ν, ν}, we have
S13 σ // Ω2S8 2ν //

Ω3S6

ν // Ω4S4
Cσ

::✈✈✈✈✈✈✈✈✈✈
C2ν
ν♯
::✈✈✈✈✈✈✈✈✈
S14
σ♭
::✈✈✈✈✈✈✈✈✈
with the composition ν♯ ◦ σ
♭ representing the Toda bracekt {σ, 2ν, ν} as an element of 2π
s
14 ≃
Z/2{σ2}. Now, if h({σ, 2ν, ν}) 6= 0 then {σ, 2ν, ν} = σ2. However, this is a contradiction. To see
this, note that σ2 has the James-Hopf invariant H(σ2) = σ, i.e. in the EHP sequence
· · · −→ π21S
7 E−→ π22S
8 H−→ π22S
15 P−→ π20S
7 −→ · · ·
we have H(σ2) = σ which is nontrivial, hence it does not pull back further, even to π21S
7, where
as the above Toda bracket represents an element in 2π14Ω
4S4 ≃ 2π18S
4. This contradiction, shows
that h({σ, 2ν, ν}) = 0.
Remark 6.6. The unstable equalities H(η2) = η, H(ν2) = ν and H(σ2) = σ are ought to be well
known. But, they are also quite easy to deduce from homology computations. For instance, H(ν2)
is determined by the composite
S9
ν
−→ S6
ν
−→ ΩS4
H
−→ ΩS7
where H : ΩΣX → ΩΣ(X ∧X) is the second James-Hopf map. Since ν has Hopf invariant one,
hence the map S6 → ΩΩS4 in homology sends g6 ∈ H6S
4 to g23 ∈ H6ΩS
4 which then is mapped
to g6 ∈ H6ΩS
7. An easy cohomology computation, using naturality of these operations, and that
ν : S9 → S6 is detected by Sq4 on g6 ∈ H6S
6 in its mapping cone, then shows that the above
composition is detected by Sq4 on g6 ∈ H6ΩS
7 in its mapping cone. Hence, it has to be ν or an
odd multiple of it.
Now, we are ready to deal with the case (ii) for the corollary.
Lemma 6.7. Suppose S ⊂ 2π
s
∗>0 such that the Curtis conjecture holds on it. Then, the conjecture
holds on the extensions of 〈S〉 obtained by triple Toda brackets {α, β, γ}, with α ∈ S, β ∈ 2π
s
∗ is
arbitrary, such that either one of the following conditions hold:
(1) γ∗ = 0;
(2) γ∗ 6= 0 and α : S
i+j+k → QSj+k is nontrivial in homology.
Proof. By Theorem 5 〈S〉 is also a set on which the ideal holds. Hence, it is enough to prove that
the lemma holds on S. Note that we know that Hopf invariant one and Kervaire invariant one
elements maps nontrivially under h : 2π∗Q0S
0 → H∗(Q0S
0;Z/2). Hence, we have to show other
cases map trivially.
For the case (1) if α∗ = 0 then applying Proposition 7 proves the claim. Moreover, if α : S
i → QS0
is nonzero then by the assumption, α is either a Hopf invariant one element of or α = θj is a
Kerviare invariant one element. First, suppose α = θj is a Kerviare invariant one element. Then,
as quoted previously, by Madsen’s result [?, Theorem 7.3] we have e∗h(α) = 0. This case then has
23
been dealt with in the previous lemma. Hence, we only have to resolve the cases with α being
a Hopf invariant one element. From now on, we collect the computations in a table which will
resolve both the rest of case (1) as well as case (2). By the above, we start with
Si+j+k
α
→ QSj+k
β
→ QSk
γ
→ QS0
in order to form {α, β, γ}.
Case α = η. We have i = 1 and by the above comments, in order for S1+j+k → QSj+k to be
nontrivial in Z/2-homology, we need j + k 6 1. The following table collects the possible cases
j + k j k β γ {α, β, γ}
1 1 0 η 2 {η, η, 2} not defined as η2 6= 0
1 0 1 2 η {η, 2, η} = 2ν + ǫ4ν for some ǫ ∈ Z/2
0 0 0 2 x there is no zero divisor x in 2π
s
0 ≃ Z with 2x = 0
Note that {η, 2, η} = 2ν modulo η3 = 4ν which allows to write 2ν + ǫ4ν for some ǫ ∈ Z/2. In any
case, we may write 2ν or 6ν as S3
2
→ S3
ν
→ QS0 by commutativity of πs∗ where the map on the
left induces a multiplication by 2. Hence, the only possible case in the above table maps trivially
under h : 2π3QS
0 → H3(QS
0;Z/2). The case for j + k = 0 is eliminated for the same reasons in
the other cases. Hence, we shall not include them in the other two tables.
Case α = (2m + 1)ν, that is α is an odd multiple of ν ∈ 2π
s
3. Lets note that for j + k = 1 then
{α, β, γ}, if defined, represents an element of 2π
s
5 ≃ 0. Hence, we do not include this case in our
table. We only consider the case α = ν and the case of α being other odd multiples of ν, at the
prime 2, are similar. We have the following
j + k j k β γ {α, β, γ}
3 3 0 2ν 4 {ν, 2ν, 4}
3 2 1 η2 η {ν, η2, η} not defined as η3 6= 0
3 1 2 η η2 {ν, η, η2} not defined as η3 6= 0
3 0 3 8 ν {ν, 8, ν} = 8σ
2 2 0 η2 2 {ν, η2, 2}
2 1 1 η η {ν, η, η} not defined as η2 6= 0
2 0 2 8 η2 {ν, 8, η2}
Among the possible nontrivial brackets in the above table, {ν, 8, ν} = 8σ maps trivially under
h : 2π7QS
0 → H7(QS
0;Z/2) for reasons, similar to the case of 2ν. The remaining cases of
{ν, 2ν, 4}, {ν, η2, 2}, and {ν, 8, η2}, if defined, map trivially into H∗(QS
0;Z/2) by Lemma 6.5.
Case α = (2m+ 1)σ. For j + k = 4, 5, if {α, β, γ} is defined then it represents an element either
in 2π
s
12 ≃ 0 or 2π
s
13 ≃ 0. We then have excluded these cases, as well as the case j + k = 0.
Moreover, for j + k = 7, 6 we have possible values such as j = 5, k = 2 so that we have to choose
β ∈ 2π
s
5 ≃ 0. Hence, in such cases, we cannot have a nontrivial Toda bracket {α, β, γ}. We then
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have also excluded these cases. We have the following table
j + k j k β γ {α, β, γ}
7 7 0 2σ 8 {σ, 2σ, 8}
7 6 1 ν2 η {σ, ν2, η}
7 1 6 η ν2 {σ, η, ν2} not defined as ησ 6= 0
7 0 7 8 σ {σ, 16, σ}
6 6 0 ν2 2 {σ, ν2, 2}
6 3 3 2ν ν {σ, 2ν, ν}
6 3 3 ν 2ν {σ, ν, 2ν}
6 0 6 16 ν2 {σ, 16, ν2}
3 3 0 ν 8 {σ, ν, 8}
3 2 1 η2 η {σ, η2, η} not defined as η2σ 6= 0
3 1 2 η η2 {σ, η, η2} not defined as ησ 6= 0
3 0 3 16 ν {σ, 16, ν}
2 2 0 η2 2 {σ, η2, 2} not defined as η2σ 6= 0
2 1 1 η η {σ, η, η} not defined as ησ 6= 0
2 0 2 16 η2 {σ, 16, η2}.
The brackets {σ, 2σ, 8}, {σ, ν2, η}, and {σ, 16, σ}, if defined, represent an element in 2π
s
15 ≃
Z/2{ηκ} ⊕ Z/32{σ1}. The element ηκ maps trivially under the Hurewicz homomorphism by
Theorem 3. The element σ1, coming from 2π∗J , also maps trivially into H∗(QS
0;Z/2) by [40,
Theorem 1]. The brackets {σ, ν, 8}, {σ, 16, ν}, if defined, represent an element of 2π
s
11 ≃ Z/8{ν1}
with ν1 being a generator coming from 2π∗J which we know maps trivially under h : 2π∗Q0S
0 →
H∗(Q0S
0;Z/2) by [40, Theorem 1]. For {σ, 16, η2}, if it is defined, it will represent an element of
2π
s
10 ≃ Z/2{ηµ9} where by Theorem 3 we have h(ηµ9) = 0. Lemma 6.5 then will take care of the
remaining cases of {σ, ν2, 2}, {σ, 2ν, ν}, {σ, ν, 2ν}, and {σ, 16, ν2}. This completes the proof.
7 Hurewicz homomorphism and the EHP -sequence
The only observation of this section, is a mere generalisation of the technique used Lemma 6.5.
The result may look a little more than a triviality, but we have already applied it to eliminate
some Toda brackets from giving rise to spherical classes in H∗(Q0S
0;Z/2). By Theorem 3 our main
focus is on the elements of 2π
s
∗ which are not decomposable, and represented by derived products,
of which in this section we consider triple Toda brackets. For f ∈ 2π
s
n we know that it pulls back to
an element in 2π2n+1S
n+1. As we work at the prime p = 2, then we may apply the EHP -sequence
in an iterative manner to see how far f does pull back. We define hf ∈ N to be the least positive
integer such that f pulls back to f ∈ 2πn+1+hfS
1+hf , and it does not pull back to 2πn+hfS
hf , that
is f maps nontrivially under the James-Hopf invariant H , which is different from the stable Hopf
invariant as noted in Remark 6.6, in the EHP -sequence
· · · → 2πn+hfS
hf E→ 2πn+1+hfS
1+hf H→ 2πn+1+hfS
2hf+1 P→ 2πn+hf−1S
hf → · · ·
i.e. H(f) 6= 0. For instance, we have
hη = hη2 = 1, hν = hν2 = 3, hσ = hσ2 = 7.
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As another example, take η3 ∈ 2π
s
2i which we know both ση ∈ 2π16S
8 and ησ ∈ 2π15S
7 map to
it under the stablisation map which implies that hη3 = 6. Note that, by Freudenthal suspension
theorem, for f ∈ 2π
s
i we have hf 6 i. Using this notation, we state our observation as follows.
Proposition 7.1. Suppose α ∈ 2π
s
i , β ∈ 2π
s
j and γ ∈ 2π
s
k are given, so that the triple Toda
bracket {α, β, γ} is defined and its image under the Hurewicz homomorphism 2πi+j+k+1Q0S
0 −→
Hi+j+k+1(Q0S
0;Z/2) is nontrivial. Then
h{α,β,γ} 6 max{hα, hβ, hγ}.
Such an observation becomes useful, once we have some information on 2π
s
i+j+k+1 and the un-
stable behaviour of its generators in the EHP -sequences, or EHP -spectral sequence. For instance,
in the proof of Lemma 6.5 the fact that if h({σ, ν, 2ν}) 6= 0 we deduced that {σ, ν, 2ν} has to be
the same as σ2. The latter implies that h{σ,ν,2ν} = 3 whereas hσ2 = 7. This then allowed us to
eliminate the possibility of h({σ, ν, 2ν}) 6= 0.
Proof. We consider one of the cases, and the other cases are similar. Suppose hα 6 hγ 6 hβ.
We think of α as Si+j+k → Ω1+hαΣ1+hαSj+k, β as Sj+k → Ω1+hβΣ1+hβSk, and γ as Sk →
Ω1+hγΣ1+hγS0. In order to form an unstable Toda bracket, we have to be able to compose these
maps. To compose γ and β, we think of γ as the extension of the composite
Sk → Ω1+hγΣ1+hγS0
E
hβ−hγ
−→ Ω1+hβΣ1+hβS0
to an Ω1+hβ -map Ω1+hβΣ1+hβSk → Ω1+hβΣ1+hβS0 where Ehβ−hγ is the iterated suspension map.
Similarly, we think of β as its extension to an Ω1+hβ -map Sj+k → Ω1+hβΣ1+hβSk. Finally, we
consider α as the composite Si+j+k → Ω1+hαΣ1+hαSj+k
E
hβ−hα
−→ Ω1+hβΣ1+hβSj+k. We then may
form the diagram
Si+j+k
α // Ω1+hβΣ1+hβSj+k
β //

Ω1+hβΣ1+hβSk
γ //

Ω1+hβΣ1+hβS0
Cα
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦

Cβ
γ♯
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
Si+j+k+1
α♭
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
with the composition γ♯◦α
♭ representing {α, β, γ} as an element of the unstable group 2πi+j+k+1Ω
1+hβΣ1+hβS0,
up to the indeterminacy in choosing the extension and co-extension maps. The homology of
the composite γ♯ ◦ α
♭ for any of such choices, determines h({α, β, γ}). The assumption that
h({α, β, γ}) 6= 0 implies that this Toda bracket represents an element of 2πi+j+k+hβ+1S
hβ+1 as a
pull back of the element of 2π
s
i+j+k+1 represented by the stable Toda bracket. This then tells us
that the unstable element {α, β, γ} at least is born on S1+hβ which may pull back or no. In any
case, this shows that
h{α,β,γ} 6 hβ = max{hα, hβ, hγ}.
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8 Hurewicz homomorphism and homotopy operations
The motivation for this section is again provided by Theorem 3 and Theorem 5. Given S ⊂ πs∗>0,
we consider extensions of S by applying homotopy operations. The operations that we consider
here, are of specific type; writing Dr for the r-adic construction (EΣr) ⋉Σr (−)
∧r, then a given
element α ∈ πmDrS
n determines an operation α∗ : πsn → π
s
m which sends f ∈ π
s
n to the element
given by the composite
Sm −→ DrS
n Drf−→ DrS
0 = BΣr+ −→ S
0
where DrS
0 −→ S0 is induced by the multiplication of S0 as an H∞ spectrum. Of course, it is not
guaranteed that such operations always will exist or give rise to new elements. But, when they are
defined then we can ask about their Hurewicz image. First, we record the following.
Lemma 8.1. Let f : X → Y be a stable map, i.e. a map of suspension spectra, between path
connected complexes such that Ω∞f : QX → QY is trivial in homology. Then Ω∞Drf : QDrX →
QDrY is trivial in homology.
Proof. Since X and Y are path connected, then by [21, Theorem 2.7] we have a factorisation of
Drf as
Drf : Σ
∞DrX → Σ
∞QX
Σ∞Ω∞f
−→ Σ∞QY → Σ∞DrY.
Hence, upon applying Ω∞ we have a factorisation for Ω∞(Drf) as
Ω∞(Drf) : QDrX → QQX
Q(Ω∞f)
−→ QQY → Σ∞QDrY
Now, the map at the middle, Q(Ω∞f), is induced by applying Q to the map of spaces Ω∞f :
QX → QY , then (Ω∞f)∗ = 0 implies that Q(Ω
∞f)∗ = 0 and consequently (Ω
∞Drf)∗ = 0. This
completes the proof.
The following then is more or less expected.
Proposition 8.2. Let α ∈ πmDrS
n with n > 0. Suppose f ∈ 2π
s
n such that it maps trivially under
h : 2π∗Q0S
0 → H∗(Q0S
0;Z/2). Then h(α∗(f)) = 0.
Proof. In order to compute h(α∗(f)) ∈ H∗(Q0S
0;Z/2) we need to compute the homology of the
stable adjoint of Sm −→ DrS
n Drf−→ DrS
0 = Q(BΣr+) −→ S
0 given by
Sm −→ QDrS
n Ω
∞Drf
−→ QDrS
0 = Q(BΣr+) −→ QS
0
noting that f : Sn → S0 is a map of suspension spectra with Sn being path connected. By Kahn
Priddy theorem, we may factorise f as a composite of stable maps Sn
f
→ P
λ
→ S0. For a moment,
writing f s : Sn → Q0S
0 for the stable adjoint of f , a choice for f , up to an automorphism of
2π
s
n, is obtained by considering t ◦ f
s : Sn → QP and then taking its stable adjoint which yields
a stable map Sn → P . Now, by Kahn-Priddy theorem, for such a choice of f , we have λf = f ,
up to an automorphism of 2π
s
n, and that (Ω
∞f)∗ = 0. Now, for computing hα
∗(f) we consider the
composition
Sm −→ QDrS
n Ω
∞Drf
−→ QDrP
Ω∞Drλ−→ QDrS
0 = Q(BΣr+) −→ QS
0.
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Since f : Sn → P is stable map between connected complexes, then by the above lemma, the
equality (Ω∞f)∗ = 0 implies that (Ω
∞Drf)∗ = 0, and consequently the above composition is trivial
in homology. Since the composition tλ is a 2-local equivalence, then it induces an isomorphism in
Z/2-homology. So, the result in the above computations, remains unchanged after multiplying by
an automorphism of 2π
s
n. This then completes the proof.
As an application, let τi denote Bruner’s family which is constructed using homotopy operation
∪1 as τi := ∪1(ηi)− ηηi+1 [6]. We have the following.
Lemma 8.3. The τi elements of Bruner family, map trivially under the Hurewicz homomorphism
2π2i+1+1Q0S
0 → H2i+1+1Q0S
0.
Proof. By the above proposition, since h(ηi) = 0 then h(∪1(ηi)) = 0. Moreover, since η and ηi+1
are not in the same grading, then by Theorem 3 h(ηηi+1) = 0. Hence, h(τi) = 0.
9 Hurewicz homomorphism and Adams filtration
This section is devoted to obtain a numerical conditions on the elements of 2π
s
∗ which map non-
trivially. Let Dk be the Dickson algebra on k variables and A be the mod 2 Steenrod algebra.
Recall the Lannes-Zarati homomorphism
ϕk : Ext
k,k+i
A (Z/2,Z/2) −→ (Z/2⊗A Dk)
∗
i
where its domain is the E2-term of the Adams spectral sequence. By [25, Corollary 3.3, Proposition
3.5], and decomposition of Steenrod sqaures into composition of Sq2
t
, the target of ϕk is the R-
submodule ofH∗(Q0S
0;Z/2) generated by elements of length k, (see [?] for more detailed discussion
as well as [17, Theorem 1.6]). Moreover, we know by Kuhn’s work [17, Corollary 1.7] that such a
statement holds after replacing S0 with Σ∞X for any space X , and that if X itself is a suspension,
then we may consider a map, analogue to ϕk, which at the prime p = 2 looks like
Exts,tA (H
∗X,Z/2)→RsH∗X ⊂ H∗(D2sX)
which we continue to denote by ϕk, and is induced by the Hurewicz homomorphism 2π∗QX →
H∗QX . We shall use
H∗(Q0S
0;Z/2) ≃ Z/2[QI [1] ∗ [−2l(I)] : I admissible]
so the image of a cycle in Extk,k+iA (Z/2,Z/2) under ϕk, modulo decomposable terms, will be a linear
combination of classes QI [1] ∗ [−2l(I)] with l(I) = k. Here, the action of the homology suspension
on the generators is determined by
e∗(Q
I [1] ∗ [−2l(I)]) = QIg1
where g1 ∈ H1S
1 is a generator. We then have the following.
Lemma 9.1. Suppose f ∈ 2πnQ0S
0 of Adams filtration k, i.e. k is the least positive integer where f
is represented by a cycle in Extk,k+nA (Z/2,Z/2), and h(f) 6= 0 where h : 2πnQ0S
0 → Hn(Q0S
0;Z/2)
is the Hurewicz homomorphism. The following statement then hold.
(i) If e∗h(f) 6= 0 then n > 2
k − 1.
(ii) If e∗h(f) = 0, h(f) = ξ
2t with e∗ξ 6= 0, and h(f) ∈ im(ϕk) then n > 2
k − 2t.
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Proof. (i) Since h(f) 6= 0 with e∗h(f) 6= 0 then we may write
h(f) =
∫
ǫI∈Z/2
ǫIQ
I [1] ∗ [−2l(I)] + decomposable terms
where the sum runs over admissible sequences I such that there exists at least one I with ǫI = 1.
Consider the adjoint of f : Sn → Q0S
0 as f1 : S
n+1 → QS1. Together with Kuhn’s result quoted
above, since h(f1) ∈ im(ϕk), we may write
e∗h(f) =
∫
l(I)>k,ǫI∈Z/2
ǫIQ
Ig1.
Let l(f) := max{l(I) : ǫI = 1}, and note that l(f) > k. Write j2l(f) for the 2
l(f)-th stable James-
Hopf invariant QS1 → QD2l(f)S
1; it acts like projection on the elements of height 2l(f) such as
QIg1 with l(I) = l(f), and all term Q
Jg1 with l(J) < l(f) are killed under this map. Hence,
(j2l(f))∗h(f) =
∫
l(I)=l(f),ǫI∈Z/2
ǫIQ
Ig1 6= 0.
Here, QIg1 denotes the image of Q
Ig1 in H∗D2l(f)S
1. The space D2l(f)S
1 has its bottom cell in
dimension 2l(f), and the homology of H∗QD2l(f)S
1 vanishes in dimensions below 2l(f). Hence, a
necessary condition for h(f) 6= 0 is that n + 1 > 2l(f) > 2k. This proves the desired inequality.
(ii) By Proposition 2.1, e∗h(f) = 0 implies that h(f) is a decomposable. Hence, being a primitive
decomposable, h(f) is a square term. Since, h(f) ∈ im(ϕk) hence
h(f) =
∫
ǫI∈Z/2,l(I)>k,excess(I)=0
ǫIQ
I [1] ∗ [−2l(I)] +D
where D is a sum of terms each of which is a finite product of elements of the form QJ [1] ∗ [−2l(J)]
with l(J) > k. Since, h(f) is a square, we may assume that h(f) = ξ2
t
for some t > 0 where
ξ =
∫
excess(I˙)>0
ǫIQ
I˙ [1] ∗ [−2l(I˙)] +D′
where D′ is a sum of decomposable terms. This means that e∗ξ 6= 0. Now, we may apply
the same technique as in part (i) to show that dim ξ + 1 > 2l(f)−t > 2k−t. Hence, noting that
dim h(f) = 2t(dim ξ), h(f) 6= 0 implies that
dim ξ > 2k−t − 1⇒ dimh(f) > 2t(2k−t − 1) = 2k − 2t.
This completes the proof.
10 Final comments
The aim of this note was to collect some relatively quick observations on the type of spherical
classes in H∗(Q0S
0;Z/2) that one could derive from using the internal structure of the stable ho-
motopy ring as well as the unstable homotopy groups of spheres. We have not considered using
spectral sequence arguments. As pointed out by Peter May, Wellington’s Chicago thesis [39], is a
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very rich source for such computations. We believe that our computations on the EHP -sequence
sheds light on the possible applications of the EHP -spectral sequence arguments to the problem.
We liked to see if there is any result on generating the stable homotopy ring by using homotopy
operations, as suggested to the author by Gerald Gaudens. But we were not able to find any
structural result in this direction. We hope to come back to some of these points later on.
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