rainfall intensity, and the timing and method of application of the solute (Coles and Trudgill, 1985; Flury et al., Macropore flow is a key factor determining pesticide fate, but Magesan et al., 1995; Kä tterer et al., 2001). This models accounting for this process need parameters that cannot be knowledge and understanding has underpinned the de- approach has been to divide the total pore space into 
tions. In recent years, dual-permeability models have conditions. These models divide the soil porosity into calculated model efficiencies, MACRO-SUFI gave generally good one part characterized by a large storage capacity and predictions of water movement and tracer and pesticide transport, small flow capacity (matrix) and another part (macalthough some errors were attributed to difficulties in simulating the ropores) with a small storage capacity and a large flow effects of soil moisture on degradation and the timing of water outcapacity (Gerke and van Genuchten, 1993; Jarvis, 1994) .
flows. Even after calibration, significant uncertainties remained for
This type of model has shown promise in recent field some key parameters controlling macropore flow. Nevertheless, the tests (Larsson and Jarvis, 1999) , and is now starting to parameter estimates were significantly different between landscape be used for management purposes. For example, one positions and could also be related to basic soil properties. The posterior uncertainty ranges could probably be reduced with a more exhauswidely tested dual-permeability model (MACRO; Jar- I n structured soils, water flowing in macropores may Nevertheless, there are some unresolved issues that quickly bypass the less permeable soil matrix. Preferhamper the widespread adoption of dual-permeability ential movement of water and solutes in macropores is models in the policy and management arena even a key process for the fate of agrochemicals such as though the critical importance of macropore flow for pesticides, because it reduces the residence time of the pesticide leaching is generally acknowledged. One diffisolute in the topsoil, where the chemical reactivity and culty is the general lack of acceptable and reliable methbiological activity is the greatest. Consequently, a fracods for estimating model parameters regulating maction of the pesticide moves faster and to greater depths ropore flow [Forum for the Coordination of Pesticide in soils affected by macropore flow and the risk of Fate Models and Their Use (FOCUS), 1995], especially ground water contamination usually increases (Jarvis, since several of these cannot easily be directly measured. 2002).
Fitting to solute breakthrough curves measured under In recent years, experimental work investigating the steady state flow from soil columns is a widely used mechanisms that generate and sustain preferential technique to estimate the parameters of the mobilemovement of water and pesticides has resulted in signifiimmobile model . However, this cant improvements in our understanding of these commethod cannot provide information on the parameters plex processes. For example, the extent of preferential of dual-permeability models that simulate macropore flow and transport in soil macropores is known to be flow under unsaturated, transient conditions in the field. influenced by factors such as the initial water content, Transient experiments performed in microlysimeters characterized by a short column length (e.g., Ͻ30 cm) maintain the advantages of experiments performed on Department of Soil Sciences, SLU, Box 7014, 750 07 Uppsala, Sweden.
undisturbed soil under controlled conditions, and also tion to measured properties of individual soil horizons.
MATERIALS AND METHODS

Analytical solutions are available for solute transport
Soil Properties, Sampling, and Experimental Setup models based on steady water flow, whereas numerical
The soil columns used for this study came from Nä sbygå rd, "inverse" modeling is required to derive the parameters an intensively instrumented and studied experimental field of dual-permeability models from transient microlysilocated in the Vemmenhö g catchment (Kreuger, 1999) where they were saturated with filtered natural rainwater by Another unresolved issue is the lack of information slowly raising the water Shaw et al. (2000) showed that solute potential evaporation was 132 mm, and the total amount of transport was related to the texture and structural develrainfall at the end of the first stage of the experiment was opment of contrasting soil horizons and developed sim-173 mm (Fig. 1) . The summer and the beginning of the autumn ple estimation routines for the parameters of the mowere rather dry, with only small rainfall events in August bile-immobile model based on clay content, cation ( Fig. 1) , whereas most of the rain (151 mm) came in October exchange capacity, and structural development.
and in the first half of November. The columns were then moved to the laboratory on 15 November, and a second dose
The objectives of this study were twofold: (i) to furof KCl (314 mL at 5000 mg L Ϫ1 Cl Ϫ ϭ 500 kg ha Ϫ1 ) and MCPA ther investigate the feasibility of using inverse modeling, (3.14 mL at 5000 mg L Ϫ1 a.i. ϭ 5 kg ha
Ϫ1
) was applied to the specifically the procedure proposed by Roulier and Jarsoil surface. The columns were then irrigated with filtered rain vis (2003) , to derive estimates for key parameters govwater using a hand-held sprayer. Each irrigation consisted of erning the strength of macropore flow and pesticide 8 to 9 mm of water applied every third day, given in intermitleaching in dual-permeability models, and (ii) to see the tent 3-min pulses during a 5-h period, each pulse consisting extent to which these derived parameters can be related (Ͻ2, 2-20, 20-60, 60-200, 200-600, 600-2000 m, and against the measured data. Differences in the estimated 2001) are used to "validate" the estimates where possible.
Analyses
Chloride was extracted from the excavated soil samples by end-over-end shaking in distilled water for 24 h, followed by filtration. Chloride in the water samples was measured by flow injection analysis (FIAstar 5010; FOSS Tecator, Hö ganä s, Sweden).
The MCPA was extracted from soil samples first by acetone and dichloromethane (1:2) with addition of 4% phosphoric acid and water solution (1:1) and then by an additional 50 mL of dichloromethane. An internal standard of 0.6 g 2,4,5-TP was added to each sample and to standard solutions to ensure the accuracy and precision of the analytical procedure. After acidification to pH of Ͻ2, the solution was extracted by solidphase extraction (SPE), centrifuged, and filtered before final analysis by liquid chromatography-mass spectrometry (LC-MS). The MCPA analyses were made for samples from only three columns, one representative column from each landscape position. This selection was based on an inspection of the results of the chloride breakthrough for each column.
Simulation Model
The MACRO model (Jarvis, 1994; Larsson and Jarvis, 1999) was used to simulate and analyze the experiments. The MACRO model is a comprehensive physically based dualpermeability model, where the porosity is divided in two domains, characterized by different flow rates and solute concentrations. Only brief descriptions of the most relevant aspects of the model are given here.
The division between the two flow domains is defined by a given "boundary" water potential b (m) and the corresponding saturated micropore water content b (m 3 m Ϫ3 ), and saturated micropore hydraulic conductivity K b (m s Ϫ1 ). Water flow in the micropores is governed by the Richards' equation: 
where the subscript mi refers to micropores, is the water the diffusion problem (set to 0.8; for details see Jarvis, 1994 ). content (m 3 m Ϫ3 ), t is the time (s), z is depth (m), K is the Water "flow" in the reverse direction (micropores to machydraulic conductivity (m s Ϫ1 ), is the soil water potential ropores) occurs instantaneously if the micropores become (m), and S w is a source-sink term for lateral water exchange oversaturated. between micro-and macroporosity (s Ϫ1 ). In the micropores, Solute transport in micropores is calculated using the conthe water retention characteristic ( mi ) is given by the Brooks vection-dispersion equation with source-sink terms representand Corey (1964) function, whereas the hydraulic conductivity ing mass exchange between flow domains U e and biodegrada-K mi () follows Mualem's (1976) model. Water flow in the maction U d : ropores is modeled with a modified kinematic wave approach (Germann and Beven, 1985) , where macropores are assumed
to drain by gravity, and the macropore hydraulic conductivity K ma (and hence flow rate) is expressed as a power law function of the degree of saturation S ma :
where K s is the saturated hydraulic conductivity of the total where C and S are the solute concentrations in the liquid (kg pore system (m s Ϫ1 ) and n* is an empirical "kinematic" expom Ϫ3 ) and solid phases (kg kg Ϫ1 ), is the bulk density (kg m Ϫ3 ), nent accounting for pore size distribution and tortuosity in f is the fraction of sorption sites in contact with water in the macropores. macropores, q is the water flow rate (m s
Ϫ1
), and D is the Water exchange from macro-to micropores is treated as a dispersion coefficient (m 2 s
), calculated as the sum of an first-order approximation to the water "diffusion" equation effective diffusion coefficient and a dispersion term that is that results from Richards' equation when the influence of linearly dependent on the pore water velocity. An equivalent gravity is neglected: expression is used for the macropores, except that dispersion is not explicitly considered.
The mass transfer term U e (kg m Ϫ3 s Ϫ1 ) between the macroand micropores accounts for both diffusion and mass flow: where d is an effective diffusion pathlength (m), D w is an effective water diffusivity (m 2 s Ϫ1 ), and ␥ w is a scaling factor
introduced to match the approximate and exact solutions to (m) (Jarvis, 1994) .
Pesticide degradation is assumed to follow first-order kinet- a modified form of the Arrhenius equation (Boesten and van der Linden, 1991) and a soil moisture response function F w this basis can be grouped into three classes: (i) hydrological given by a modified form of Walker's function (Walker, 1974) :
parameters related to partitioning of the flow between macropores and micropores and macropore flow itself (saturated micropore hydraulic conductivity K b ; saturated micropore vol-
umetric water content b ; kinematic exponent n*), (ii) parameters related to solute transport (dispersivity D v ; mixing depth where B is an empirical exponent. An instantaneous sorption z d ; effective diffusion pathlength d ), and (iii) parameters reequilibrium is assumed and a Freundlich isotherm is used to lated to pesticide fate and mobility (degradation rate coeffipartition the pesticide between solution and adsorbed phases. cient ref ; the fraction of sorption sites in the macropores f; However, in this study, the Freundlich exponent n was fixed the sorption coefficient k d ). at unity, because a literature survey suggested that MCPA The inverse modeling procedure was used to estimate the sorption from batch experiments may often be described by values of these parameters for each column, by calibrating a linear isotherm (e.g., Helweg, 1987; Riise et al., 1994; Socías- against the measured accumulated water percolation, and the Viciana et al., 1999) and because Roulier and Jarvis (2003) measured tracer and pesticide resident and flux concentrashowed that the two parameters describing the Freundlich tions. For this purpose, the simulation model MACRO was adsorption isotherm could not be uniquely identified from linked to the inverse modeling program SUFI (Abbaspour et flux concentrations and a single resident concentration profile.
al., 1997). The SUFI program is a forward, sequential, and The linear isotherm is given by:
iterative parameter estimation procedure. It is Bayesian in nature, since the procedure starts with user-defined prior un-
certainty domains for the parameters to be fitted. Each uncerwhere k d is the sorption coefficient (m 3 kg Ϫ1 ). tainty domain is divided into equidistant strata and parameter values are defined by the first moment of each stratum. In
Initial and Boundary Conditions
this study, four strata were used, based on practical considerations, in particular the number of runs it was possible to For the first phase of the experiment in the lysimeter station, achieve bearing in mind the execution speed of the model. hourly rainfall data recorded close to the site (approximately The MACRO model was then run for all combinations of 300 m) were used as driving data in the model, together with parameter values (exhaustive stratified sampling), and the redaily air temperatures and potential evaporation calculated sults of the simulations compared with observed variables. The with the Penman equation. In the laboratory phase of the deviation between the observed and corresponding simulated experiment, evaporation and air temperature were assumed values is quantified by a user-defined objective or goal funcconstant at 0.5 mm d Ϫ1 and 20ЊC, respectively, while the irrigation. A critical value of the goal function, or tolerance, is also tion regime was reproduced exactly in the model simulations.
defined. Any parameter combination that gives values of the In accordance with the experimental setup, the initial condiobjective function larger than the tolerance is eliminated. This tion was defined in the model as a drainage equilibrium with results in reduced uncertainty domains for each parameter. the water table at the basis of the soil profile, while a "lysime-
The next iteration consists of repeating the above steps with ter" bottom boundary condition was used (zero pressure head, the reduced uncertainty domains. The procedure stops either with no inflow).
when the goal function reaches a global minimum, or when it is not possible to reduce the uncertainty domains for the
Model Parameterization and Calibration
next iteration. The SUFI program is a preferred method to estimate paThe values of nine key parameters in the model were estimated by inverse modeling (Table 1) . These parameters were rameters in MACRO, as it employs a global search of the parameter uncertainty domains, and is therefore less likely selected on the basis of fulfilling one or more of the following criteria: (i) difficulty and/or impossibility of direct measureto fall into local minima of the goal function, an important consideration for highly complex simulation models. Poorly ment, (ii) large uncertainty in deriving parameter values from highly variable measured data, and/or the uncertainty involved constrained (ill-posed) problems simply leave the prior uncertainty domain for nonsensitive or correlated parameters unin extrapolating laboratory derived values to the field (e.g., degradation and sorption parameters) (Boesten, 2000) , and changed (Roulier and Jarvis, 2003) . The way SUFI was applied in this study followed the proce-(iii) large inherent model sensitivity to the parameter (Dubus and Brown, 2002) . The parameters selected for calibration on dure described in detail by Roulier and Jarvis (2003) , and is therefore only briefly explained here. Parameters related to size distribution index was derived from fitting the van Genuchten (1980) equation to the accumulative particle size macropore flow and nonreactive solute transport were first calibrated simultaneously on the accumulated water percoladistribution measured in each column (Haverkamp and Parlange, 1986 ). Finally, the saturated hydraulic conductivity K s tion and the tracer resident and flux concentrations. In a second step, the pesticide flux and resident concentrations were was estimated from the macroporosity as: used to derive estimates of the parameters related to MCPA
sorption and degradation. The root mean square error was used as the goal function, calculated separately for each type of where k ϭ 24 300 mm h Ϫ1 is an empirical constant calculated measurement (e.g., water outflow, flux concentration, resident from the soil database for the Vemmenhö g catchment (Linconcentration) and then combined by multiplication.
dahl, 2001). The saturated conductivity K s was updated for each new value of b for each simulation in the inverse procedure. The measured soil characteristics and the results of the Response Surface Analysis model parameterization exercise using the pedotransfer funcConstructing response surfaces is a useful way to investigate tions are shown in Table 2 . parameter sensitivity and the uniqueness of the solution in
To simplify the parameterization problem, the boundary inverse modeling problems. Theoretically, the diffusion pathwater potential b was fixed at Ϫ10 cm, a pragmatic choice length d and the dispersivity D v might show positive correlabased on experience. Both Seyfried and Rao (1987) and Jartion, since both parameters will tend to increase dispersion. dine et al. (1993) demonstrated that steady state solute breakConversely, d and the kinematic exponent n* might show through experiments performed at pressure heads larger than negative correlation since they have opposing effects on mac-Ϫ10 cm showed early breakthrough and "tailing," while experropore flow and transport. As this can affect the reliability of iments run at pressure heads less than or equal to Ϫ10 cm the parameter estimates, we decided to investigate in more did not. Also, in applications of dual-permeability models to detail the behavior of these three parameters using response field data collected under natural rainfall boundary conditions, surfaces of the objective function in the (n*, d ) and (D v , d ) we have obtained best results when setting b in this range planes. The analysis was performed for the data from one (i.e., Ϫ10 cm) rather than closer to saturation at, for example, hilltop column (the one that showed the strongest evidence Ϫ3 or Ϫ4 cm (e.g., Larsson and Jarvis, 1999) . Other parameters of macropore flow). The prior uncertainty domains of d, n*, also assumed to be constant are shown in Table 3 . and D v (Table 1) were divided into 100, 40, and 35 discrete intervals, respectively. The model was then run for each combi-
Model Evaluation
nation of d and n*, and d and D v , keeping the remaining parameters constant at the values estimated from the inverse The model efficiency EF (Loague and Green, 1991) was procedure. The goal function was calculated as before.
used to evaluate the performance of the model:
Local pedotransfer functions derived from a database of hydraulic properties and soil characteristics for the Vemmenhö g catchment (Lindahl, 2001 ) were used to estimate those parameters deemed to be less sensitive for the kind of column where N is the number of observations, O i and P i are the experiment performed in this study, and easier in principle to observed and simulated values, respectively, and O is the measure directly. The bulk density (g cm Ϫ3 ), the saturated volumetric water content s , and the Brooks-Corey pore size ) is the particle density and the particle entire outflow was observed after the beginning of October. The total amount of percolation was well simulated by MACRO. Nevertheless, the model failed to predict the water outflows from the slope and hollow columns following two large rain events in the beginning of October, perhaps because of an overestimation of soil evaporation during the preceding dry period.
The high content of fine material (clay plus silt) in the hilltop columns (Table 2 ) suggested a soil prone to macropore flow. Indeed, the flux concentrations for the tracer in the hilltop columns (Fig. 3a) highlighted behavior typical of macropore flow. The concentration peak on 16 November, just after the second application of KCl, and the subsequent rapid decrease of concentrations are characteristic of a flow regime dominated by the macroporosity. The tracer resident concentrations also showed distinct evidence of nonequilibrium preferential flow, in that the tracer was detected throughout the profile, but with the largest amounts retained near the surface (Fig. 3b) . The slope columns showed a weaker effect of macropore flow: the initial tracer breakthrough was also rapid after the second application of KCl, but the maximum concentration was much smaller, and was only attained following the third water application (Fig. 3c) . The resident concentration profile for the tracer was more consistent with convective-dispersive transport, with a maximum concentration at the 8-to 12-cm depth. In the hollow columns, preferential flow behavior was even less evident. The tracer eluted gradually from the columns, with the flux concentration increasing with time throughout the experiment (Fig. 3e) .
The simulations of water flow and tracer concentrations were globally in good agreement with the measured data. The model efficiencies shown in Table 4 were all positive, except for the resident concentration in one hilltop column (Fig. 3b) , where MACRO failed to predict the shape of the profile of chloride content in soil (EF ϭ Ϫ0.63), and the tracer flux concentrations in one hollow column (EF ϭ Ϫ1.2). The dynamics of the flux concentration were otherwise generally well simulated, especially in the case of strong macropore flow (i.e., the hilltop columns) where MACRO matched well the maximum concentration peak after the second peaks (Fig. 3a) . The model also accurately matched the small flux concentrations measured in all three columns average value of the observations. If all observed and prein mid-October to early November resulting from leachdicted values are identical, EF will be one (maximum and ing of the first chloride dose (Fig. 3a,c,e) . The inability ideal value), while a negative value of EF indicates a poor fit, of MACRO to predict the breakthrough of chloride meaning that the average value of the observations is a better at the beginning of October for the hollow and slope predictor than the model estimations.
columns (Fig. 3c,e) was due to the fact that no percolation was simulated at this time (Fig. 2) . Figure 4 shows the results of the response surface As the replicate columns from each landscape posianalysis for the parameters d, n*, and D v for one hilltop tion showed rather similar behavior, only the results for column. The goal function showed a good sensitivity to the columns where the pesticide data were available are the diffusion pathlength d, in both the (n*, d) and (D v , d) shown graphically in this paper. The accumulated water planes, and the response surfaces showed no evidence percolation from the columns is shown in Fig. 2 . As a consequence of the dry summer (Fig. 1a) almost the of parameter correlation, converging toward a minimum in both cases. For the (n*, d) response surface, the inverse modeling procedure. This was related to the stratification used to build the response surfaces (40 minimum lay within the estimated uncertainty domain, although its location did not exactly match with the strata for n* and 100 for d), which gave more accurate results than the one used in the inverse modeling procevalues estimated from the inverse modeling procedure (Fig. 4a) . In addition, the value of the goal function dure (four strata for each parameter and iteration). Using a finer stratification in the inverse procedure would corresponding to the minimum in the (n*, d) plane was 40% smaller than the minimum obtained from the allow a better estimation of the global optimum and reduce the posterior uncertainty domain of the paramethis column (n* ϭ 5.65, d ϭ 186 mm) than for the other ters. This is especially true for the last few iterations of three replicates (mean values of 3.13 and 26.1 mm for the procedure, where the uncertainty domain for each n* and d, respectively, Table 5 ). The very large estimate parameter becomes small. At this stage, the number of for d seemed particularly suspicious, as the pattern of strata should be larger to maintain the sensitivity of the tracer flux concentrations for this column did not indigoal function to the parameters to be estimated and to cate any evidence of macropore flow (results not increase the accuracy of these estimates. Alternatively, shown). Thus, a (n*, d) response surface was also built the posterior uncertainty domains could be used to defor this specific column, using the same procedure as fine initial values in a subsequent gradient-type optimidescribed previously. The calculated minimum was obzation procedure to obtain true local minima (Vrugt et tained for n* ϭ 4.25 and d ϭ 3.5 mm, a result that al., 2001).
RESULTS AND DISCUSSION
Response Surfaces
Water Flow and Tracer Leaching
contrasts strongly with the outcome of the SUFI proceIn the (D v , d) plane, the prior uncertainty domain dure (Fig. 5) , but is much more in accordance with the apparently did not cover the entire area of the minimum subjective impression of the absence of macropore flow of the goal function (Fig. 4b) . This problem was also gained from an inspection of the data. The (n*, d) surnoted by Roulier and Jarvis (2003) who showed that a face showed several minima, which may explain why large range of values in the (D v , d) plane could provide the inverse procedure apparently failed for this column. a reasonably good prediction of the data. It is also apparThe reason for this is unclear, but the results from this ent that D v was not such a sensitive parameter under column have been excluded from further analysis. This these experimental conditions, where macropore flow is a useful reminder that expert judgement must never dominated the transport process. A different experibe neglected when using inverse modeling procedures, mental setup (i.e., changed boundary conditions) might even for global search procedures such as SUFI. be needed to improve the identifiability of this parameter.
Parameter Values and Their Uncertainty Despite an excellent fit to the data (Table 4) , the The estimated water flow and solute transport paramresults obtained by inverse modeling for one of the four eters are shown in Table 5 , while an impression of the replicate slope columns appeared to be questionable: uncertainty of these estimates is given in Table 6 , which the estimated values of the kinematic exponent n* and the diffusion pathlength d were considerably larger for presents the average posterior uncertainty domain for values (Table 5) , which gives confidence in the inverse procedure used to estimate K b in this study. ), which will lead to a more frequent activation of the macropores. This is presumably related to the finer texture at the hilltop landscape position. Both Smettem and Bristow (1999) and Jarvis et al. (2002) have demonstrated relationships between near-saturated hydraulic conductivity measured by tension infiltrometer and the fraction of finer soil particles. Furthermore, the hilltop columns also showed large values for the diffusion pathlength (mean d ϭ 96 mm), which implies a slow exchange of solute between the tant result, implying that soil texture exerts a significant control on soil structural development and thus maceach parameter expressed in dimensionless form (i.e., ropore flow and transport. Similarly, Shaw et al. (2000) relative to the mean value). A preliminary check confound a significant negative relationship between clay firmed that this normalized uncertainty domain was incontent and the first-order mass transfer coefficient in dependent of the parameter estimate, which means that the mobile-immobile solute transport model and attribthis measure can be used to compare the level of unceruted this to stronger grades of structure in clayey soil horizons. In contrast to the hilltop columns, the hollow tainty of different parameters. Table 6 shows that large columns had smaller values of the diffusion pathlength differences exist between parameters that are relatively (mean d ϭ 13.2 mm) and larger values of the saturated well identified by the inverse procedure (e.g., b with micropore hydraulic conductivity (mean K b ϭ 2.4 mm an average coefficient of uncertainty of 14%) and those h Ϫ1 ), both of which will reduce the significance of macthat are poorly defined (e.g., the mixing depth z d with ropore flow. Student's t test showed that the values of an average coefficient of uncertainty of 197%). It was these two key parameters controlling the strength of impossible to reduce the prior uncertainty domain for macropore flow (d and K b ) were significantly different the mixing depth in one of the hilltop columns. Large (P ϭ 0.05) between the hilltop and hollow columns. posterior uncertainty domains result from either a poor Holman and Hollis (2001) reported a similar result. In sensitivity or parameter correlation. In some cases the their study, measured K b was significantly smaller at the insensitivity may be inherent (Dubus and Brown, 2002) hilltop location (0.4 mm h Ϫ1 ) than at the slope and holwhile in others it may result from inadequacies in the low locations (1.11 and 0.82 mm h Ϫ1 respectively; experimental design. Relatively large uncertainties in Table 5 ). the saturated matrix conductivity K b and the effective Interestingly, the estimated average dispersivity was diffusion pathlength d (Table 6 ) are of particular conalso largest in the hilltop columns (4 cm) and was significern in this respect because they are generally thought cantly larger than in the hollow columns (P ϭ 0.05). to be sensitive for long-term leaching losses (e.g., Dubus
Relationships with Fundamental Soil Properties
One speculative explanation is that the larger content and Brown, 2002). Holman and Hollis (2001) reported of fines has not only induced stronger macropore strucvalues of K b directly measured by tension disc infiltrotures and therefore macropore flow (as noted above) meter at Nä sbygå rd, close to the sampling locations of but also a better developed secondary mesopore system, the columns. These values are similar to the calibrated which results in a greater solute dispersion in the matrix. The saturated matrix water content b was much larger the derived estimates were very similar to independent direct measurements made at the site (Table 5 ). The The macropore flow in the hilltop columns highlighted by the tracer data also resulted in a rapid transfer † Defined as the posterior uncertainty domain divided by the parameter estimate.
of the pesticide through the column, with a large peak flux concentration observed just after the application Although the pattern of leaching was similar, the maximum pesticide flux concentrations in leachate from the of the second dose of pesticide followed by a marked decrease in the rate of pesticide leaching (Fig. 6a) . Moreslope columns were more than 10 times smaller than from the hilltop columns (see Fig. 6c ). This suggests over, the resident concentration profile also suggests macropore flow, with maximum concentrations near the that macropore flow was weaker, in accordance with the results from the tracer experiment. In contrast to the surface, while some residues of MCPA were also found in the lower layers of the column (Fig. 6b) . Despite hilltop and slope columns, very little pesticide leached through the hollow columns during the experiment, with dry antecedent soil conditions, heavy rainstorms on two occasions during the first phase of the experiment in flux concentrations less than 2 g L Ϫ1 observed during the laboratory phase of the experiment following the late August and early October also resulted in large flux concentrations of MCPA (500-1000 g L
Ϫ1
) but in second MCPA dose (Fig. 6e) . This is probably due to the combined effects of the absence of macropore flow, relatively small amounts of outflow ( Fig. 2 and 6a) . as shown by the tracer experiments, and a more effective of sorption sites in the macropores was more uncertain indicating a greater inherent degree of insensitivity for sorption resulting from the significantly larger organic carbon content in the hollow columns (Table 1) . A this parameter, as also highlighted by Roulier and Jarvis (2003) . strong adsorption was also indicated by the fact that no MCPA residues were detected below 4 cm in the hollow
The fit between measured and simulated concentrations of pesticide was generally good (Fig. 6) . However, column (Fig. 6f) . A maximum flux concentration of 4 g L Ϫ1 was observed in the small outflow event in early two main failures of MACRO were noted. First, the model was not able to match the observed leaching October during the field phase of the experiment following the first MCPA dose, which might be explained of pesticide through the hollow column at small flux concentrations (Ͻ4 g L
, EF ϭ 0; Fig. 6 ), especially by the presence of shrinkage cracks in the dry soil at this time.
the leaching taking place during the last days of the experiment. The reason for this was that it was not The pesticide parameters estimated by the inverse procedure are shown in Table 7 . Despite significant possible to simulate both the presence of MCPA in the leachate and an absence of pesticide residues in the differences in organic carbon content and texture (Table 1) , the estimated degradation rates were similar bottom layers of the hollow column (Fig. 6e,f) . This apparent contradiction in the observed values is due in the three columns, although, of course, no definite conclusions can be drawn because of lack of replication.
to the detection limit in the measurement of pesticide concentrations, which is more than one order of magniDegradation was very fast in all columns with the derived rate coefficients being equivalent to first-order tude larger for the measurement of the resident concen-
) than for half-lives of between 1 and 2 d (Table 7) . Widely varying degradation half-lives in the range from 2 to 60 d have the flux concentration (0.1 g L Ϫ1 ). In the future, it is recommended that the influence of the detection limit been reported for MCPA (e.g., Wauchope et al., 1992; Nicholls, 1994) . The relatively fast dissipation in our should be accounted for in the inverse procedure. Second, MCPA leaching due to macropore flow occolumns can probably be explained by microbial adaptation, a phenomenon that is often reported for MCPA curred on a few occasions during the first phase of the experiment, which could not be predicted by the model. and other phenoxy-acid herbicides (e.g., Helweg, 1987; Smith and Aubin, 1991) . The estimated degradation rate
In some cases, this was due to a failure to accurately simulate the commencement of water outflow at the coefficients are similar to those obtained from direct incubation experiments on soil samples collected at Nä sbeginning of autumn, as already noted. However, even when water outflows were simulated, the model could bygå rd in early 2002 (average "pseudo" half-life of 3. 5 d, unpublished data, 2002) . This gives confidence in the not predict large transient peak MCPA flux concentrations in late August and early October, especially in results of the inverse procedure adopted in our study. As expected, the organic-rich hollow column had a sorption hilltop and slope columns (see Fig. 6a ; note that small water outflows of Ͻ2 mm were simulated on these two coefficient approximately 12 and 2 times larger than the hilltop and slope columns, respectively (Table 7) .
occasions, but these are not visible in Fig. 2a ). This is probably attributable to differences in degradation rate Adsorption of the weak acid MCPA is affected by soil pH (Riise et al., 1994; Shang and Arshad, 1998) . Howof MCPA between the first and second doses. With a ever, since the variation in soil pH was small (Table 1) reference half-life of 1 to 2 d, the first dose of MCPA and pH was much higher than the compound pK a (3.07; is predicted to be completely dissipated by late August. Nicholls, 1994) , this effect was ignored and effective
The degradation rate coefficient estimated by the ink oc values were estimated from the calibrated sorption verse procedure is dominated by the observed rate of coefficient k d and the organic carbon content f oc in the dissipation of the second dose, both because leaching columns, following the relation: losses were much larger and because the observed resident concentration profile results primarily from the , which is 115 d) was needed to be able to match the leaching within the range of values reported for MCPA in the observed in August and early October. It is possible literature (Helweg, 1987; Riise et al., 1994; Shang and that microbial adaptation to the second MCPA dose Arshad, 1998; Socías-Viciana et al., 1999) . Encouragoccurred resulting in very fast degradation (half-life of ingly, the degradation rate coefficient seemed to be well 1-2 d) while the potential degradation rate of the first identified by the procedure, with the smallest coefficient dose was much smaller. The second dose of MCPA in of uncertainty of all estimated parameters (mean of 6.6%). In contrast, the parameter related to the fraction our study was five times larger than the first, which may also have been a contributing factor. Helweg (1987) these could be checked by independent measurements. showed that fast metabolic degradation of MCPA ocSome failures of the model to match the observed data curred at high doses on previously untreated soil, but were attributed to errors in simulating the timing of smaller doses failed to trigger this response. However, recommencement of water outflows on rewetting dry a reference degradation rate of 0.006 d Ϫ1 does not seem soil and in the effects of soil moisture on MCPA degraat all reasonable for MCPA, even for previously undation. A failure to account for analytical detection limtreated soil (Wauchope et al., 1992; Nicholls, 1994) . Furits also introduced small errors when calculating the fit thermore, as noted earlier, independent incubation exbetween model simulations and measurements in one periments on soil sampled from Nä sbygå rd in early 2002 column. In some cases, the uncertainties in the estimates confirmed the potential for fast degradation even for for some of the key parameters controlling macropore the first dose, since the field had not been treated with flow remained large even after conditioning MACRO-MCPA since spring 1999 (unpublished data, 2002) . A SUFI against the measured data. This may have been likelier explanation for this apparent anomaly is related partly due to inherent parameter insensitivity but a more to the water response function for degradation (Eq. [7] ) exhaustive sampling of the parameter space (i.e., more in the model (Walker, 1974; Jarvis, 1994) . The soil was sampling strata) would probably have reduced the unvery dry during the first phase of the experiment due certainty. It is also suggested that further research is to a large excess of potential evaporation over rain, but needed to identify improved experimental designs that the soil was maintained close to saturation during the would facilitate estimation of parameters regulating second (laboratory) phase. A default value of Walker's macropore flow and pesticide sorption with less uncerexponent (B ϭ 0.7) was assumed throughout. It is possitainty. This might include sampling outflows at a higher ble that a larger B value (i.e., a greater sensitivity to temporal resolution, the use of multiple tracers of difdrought) would have been more appropriate. Boesten fering characteristics, and successive destructive sam-(1986) reported an average value of 0.7 for this exponent pling of replicate soil columns. It would also be imporfrom a large number of experiments although he also tant to extend this work in the future to test other types reported many values larger than unity and one extreme of preferential flow and transport models. value of 2.8. Another explanation is that the form of Parameters controlling nonequilibrium macropore the moisture response function may be inappropriate.
flow appeared strongly related to the soil texture and Helweg (1987) reported that degradation of MCPA was landscape position. The links demonstrated here beessentially zero at water contents below wilting point, tween the observed variability in leaching characteristics an observation that cannot be reproduced by Eq. [7] .
(and the associated key model parameters) and fundaIn addition to uncertainty in the parameterization, for mental soil properties suggest that some potential exists numerical reasons the model may also have failed to to develop pedotransfer functions for the estimation of predict sufficiently dry soil in the critical zone at and parameters in dual-permeability models that regulate very close to the soil surface where the pesticide resides macropore flow. soon after application (Boesten, 2000) and thus overestimated degradation. Clearly, more research is needed
