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a b s t r a c t
This paper deals with the problems of robust stochastic stabilization and H∞ control for
uncertain stochastic systems with time-varying delay and nonlinear perturbation. System
uncertainties are assumed to be norm bounded and time delay is assumed to be bound
and time varying with delay-derivative bounded by a constant, which may be greater
than one. First, new delay-dependent criterion is proposed by exploiting delay-partitioned
Lyapunov–krasovskii functional and by employing tighter integral equalities to estimate
the upper bound of the stochastic differential of Lyapunov–krasovskii functional without
ignoring some useful terms. Second, based on the criterion obtained, a delay-dependent
criterion for the existence of a state feedback H∞ controller that ensures robust stochastic
stability and a prescribedH∞ performance level of the closed-loop system for all admissible
uncertainties is proposed. These developed results have advantages over some previous
ones, in that they involve fewer matrix variables but have less conservatism and they
also enlarge the application scope. New sufficient conditions are presented in terms of
linear matrix inequality. Numerical examples are used to illustrate the effectiveness and
feasibility of the proposed method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In practical control problem, because of controlled object modeling error and external disturbance, uncertainty and
time-delay exist in large amounts of actual systems widely. Since time-delay and parameters’ uncertainty are often the
sources of instability and poor performance in many engineering systems, considerable attention has been devoted to the
problemof stability analysis and controlled synthesis for uncertain time-delay systems; see [1–6]. In [7],H∞ guaranteed cost
control problem formode-dependent time-delay jump systemswith norm-boundeduncertain parameterswas investigated.
By converting the nonlinear uncertainty to an equivalent linear uncertainty, the problem of delay-dependent robust
disturbance attenuation for a class of state-delayed systems with norm-bounded nonlinear uncertainties was discussed
and the memoryless state-feedback law was derived in [8].
Stochastic systems have received much attention since stochastic modeling plays an important role in many branches
of science in recent years; see [9–22]. An area of particular interest has been control of stochastic delay systems. In [15],
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the problems of robust stochastic stabilization and robust H∞ control for uncertain neutral stochastic time-delay systems
were studied. The robustH∞ control problem for stochastic systemswith norm-bounded parameter uncertainties and time-
varyingdelays hadbeen investigated in [18]. In [22], theMoon’s inequalities approachwas applied to investigate theproblem
of robust stochastic stabilization and H∞ control for stochastic systems with norm-bounded uncertainties and state delay.
However, there have been the restrictions that the criterion was delay-independent or the time-derivative of time-varying
delay must be less than one, which limits the application scope of the existing results. Therefore, there is room for further
investigation. It is worth pointing out that, up until now, there have been few results considering delay-dependent robust
H∞ control for uncertain stochastic nonlinear systemswith time-varying delay and parameter uncertainties, which remains
open but challenging.
In this paper, the problems of robust stochastic stabilization and H∞ control for uncertain stochastic systems with
time-varying delay and nonlinear perturbation are studied. The time-delay is unknown and time-varying with known
bound. The parametric uncertainties are time-varying as well as norm-bounded. Our aim is to design a memoryless
state feedback control law such that the closed-loop system is robustly stochastically stable and the effect of the
disturbance input on the controlled output is less than a prescribed level for all admissible parameter uncertainties. By
constructing delay-partitioned Lyapunov–Krasovskii functional and estimating theupper boundof the stochastic differential
of Lyapunov–Krasovskii functional less conservatively, a delay-dependent criterion for the solvability of robust H∞ control
design problem is proposed in terms of linear matrix inequality. It is noted that the improved criterion is derived
without resorting to any model transformations, free-weighting matrices and bounding techniques for some cross terms.
The main contribution of this paper is that a tighter upper bound of the stochastic differential of Lyapunov–Krasovskii
functional is obtained, and especially, the criteria developed in this paper depend on the least number of matrix variables,
which are simple and favorable for the improvement of computational efficiency. The criteria can be easily checked by
resorting to available software packages. Numerical examples are given to demonstrate the effectiveness of the proposed
techniques.
Notation. Through this paper, Rn and Rm×n denote the n-dimensional Euclidean space and the set of allm×n real matrices,
respectively. The superscript ‘‘T ’’ represents the transpose and the asterisk ‘‘∗’’ in a matrix is used to represent the term
which is induced by symmetry. ∥ · ∥ refers to the Euclidean vector norm and I is the identity matrix with appropriate
dimension. The notation X–Y (respectively, X > Y ) is positive semi-definite (respectively, positive definite), where X
and Y are symmetric matrices. L2[0,∞) represents the space of square-integrable vector functions over [0,∞). For h >
0, C([−h, 0]; Rn) denotes the family of continuous functions ϕ from [−h, 0] to Rn with the norm ∥ϕ∥ = sup−h≤θ≤0 |ϕ(θ)|.
(Ω, F , P) is a complete probability space with a filtration {Ft}t≥0 containing all P-null sets and being right continuous.
L2F0([−h, 0]; Rn) denotes the family of all F0-measurable C([−h, 0]; Rn)-valued random variables ξ = {ξ(θ) : −h ≤ θ ≤ 0}
such that sup−h≤θ≤0 E|ξ(θ)|2 < ∞. E{·} stands for the mathematical expectation operator with respect to the given
probability measure P . Matrices, if their dimensions are not explicitly stated, are assumed to be compatible for algebraic
operations.
2. Problem formulation
In this paper, we consider a class of uncertain stochastic nonlinear time-delay systems, which can be represented by the
following state equations:
dx(t) = [A(t)x(t)+ A1(t)x(t − τ(t))+ B(t)u(t)+ B1v(t)+ f (t, x(t), x(t − τ(t)))]dt
+ [E(t)x(t)+ E1(t)x(t − τ(t))+ E2v(t)]dω(t)
z(t) = Cx(t)+ Du(t)
x(t) = ϕ(t), ∀t ∈ [−h, 0]
(1)
where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control input, v(t) ∈ Rp is the disturbance input which belongs to
L2[0,∞), z(t) ∈ Rq is the controlled output. ω(t) is a scalar Brownian motion defined on a complete probability space
(Ω, F , P) and satisfies E{dw(t)} = 0, and E{dw2(t)} = dt . ϕ(t) ∈ L2F0([−h, 0]; Rn) is the continuous vector valued initial
condition. τ(t) is time-varying bounded delay time satisfying 0 ≤ τ(t) ≤ h, τ˙ (t) ≤ d, where h and d are known constants. In
the system (1), B1, E2, C and D are known real constant matrices with appropriate dimensions, while A(t), A1(t), B(t), E(t)
and E1(t) represent the parameter uncertainties of the system, which are of the following form
A(t) = A+1A(t), A1(t) = A1 +1A1(t), B(t) = B+1B(t),
E(t) = E +1E(t), E1(t) = E1 +1E1(t), (2)
where A, A1, B, E, E1 are known real constant matrices with appropriate dimensions, and1A(t),1A1(t),1B(t),1E(t) and
1E1(t) are time-varying parameter uncertainties.We assume that the uncertainties are norm-bounded and can be described
as
[1A(t)1A1(t)1B(t)1E(t)1E1(t)] = MF(t)[L1 L2 L3 L4 L5] (3)
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where M, Li (i = 1, . . . , 5) are known real constant matrices with appropriate dimensions and F(t) is the time-varying
uncertain matrix satisfying
F T (t) · F(t) ≤ I. (4)
f (t, x(t), x(t − τ(t))) ∈ Rn is the unknown nonlinear perturbation with respect to the state x(t) and the delayed state
x(t − τ(t)), which is assumed to be bounded with the following form
∥f (t, x(t), x(t − τ(t)))∥ ≤ ∥F1x(t)∥ + ∥F2x(t − τ(t))∥, (5)
where F1, F2 are known matrices of appropriate dimensions.
Remark 1. As far as we know, many practical systems parameter uncertainties which can be either exactly modeled or
overbounded by (4). On the other hand, the stochastic disturbance term, [E(t)x(t) + E1(t)x(t − τ(t)) + E2v(t)]dω(t), can
be regarded as stochastic perturbations on the states and delay states and disturbance input.
Throughout this paper, we will use the following concepts of robust stochastic stability and robust performance for
system (1).
Definition 1. The system (1) with u(t) = 0 and v(t) = 0 is said to be robustly stochastically stable if there exists a positive
constant ρ such that
lim
T→∞ E
 T
0
xT (t)x(t)dt ≤ ρ sup
s∈[−h,0]
E∥ϕ(s)∥2
for all admissible uncertainties satisfying (3).
Definition 2. Given a scalar γ > 0, the unforced stochastic system (1) with u(t) = 0 is said to be robustly stochastically
stable with disturbance attenuation γ , if it is robustly stochastically stable in the sense of Definition 1 and under zero
initial conditions ∥z(t)∥2 < γ ∥v(t)∥2 is satisfied for all nonzero v(t) ∈ L2[0,∞) and all admissible uncertainties,
where
∥z(t)∥2 =

E
 ∞
0
∥z(t)∥2dt
1/2
.
This paper is concerned with the problems of robust stochastic stabilization and robust H∞ control for uncertain
stochastic nonlinear time-delay system (1), that is, our attention is focused on the following two problems:
(1) Robust stochastic stabilization problem: Design a memoryless state feedback controller
u(t) = Kx(t) (6)
for system (1) with v(t) = 0 such that the closed-loop system
dx(t) = [(A(t)+ B(t)K)x(t)+ A1(t)x(t − τ(t))+ f (t, x(t), x(t − τ(t)))]dt
+ [E(t)x(t)+ E1(t)x(t − τ(t))]dω(t)
z(t) = (C + DK)x(t)
x(t) = ϕ(t), ∀t ∈ [−h, 0]
(7)
is robustly stochastically stable. In this case, system (1) with v(t) = 0 is said to be robustly stochastically stabilizable.
(2) Robust stochasticH∞ control problem: Given a constant scalar γ > 0, design a state feedback control law (6) for system
(1) such that, for all admissible uncertainties, the closed-loop system
dx(t) = [(A(t)+ B(t)K)x(t)+ A1(t)x(t − τ(t))+ B1v(t)+ f (t, x(t), x(t − τ(t)))]dt
+ [E(t)x(t)+ E1(t)x(t − τ(t))+ E2v(t)]dω(t)
z(t) = (C + DK)x(t)
x(t) = ϕ(t), ∀t ∈ [−h, 0]
(8)
is robustly stochastically stable with disturbance attenuation level γ . In this case, system (1) is said to be robustly
stochastically stabilizable with disturbance attenuation level γ .
Before concluding this section, we give the following lemmas which will be used in the proof of our main results.
Lemma 1 (Schur Complement). Given constant matrices Σ1,Σ2 and Σ3 with appropriate dimensions, where ΣT1 = Σ1 and
ΣT2 = Σ2, then
Σ1 +ΣT3Σ−12 Σ3 < 0
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if and only if
Σ1 Σ
T
3
Σ3 −Σ2

< 0 or
−Σ2 Σ3
ΣT3 Σ1

< 0.
Lemma 2 ([7]). For any positive definite matrix R, scalar γ > 0, vector function f : [0, γ ] → Rn such that the integrations
concerned are well defined, the following inequality holds: γ
0
f (s)ds
T
R
 γ
0
f (s)ds

≤ γ
 γ
0
f T (s)Rf (s)ds.
Lemma 3 ([11]). For given matrices M,N and F with F T F ≤ I and scalar ε > 0, the following inequality holds:
MFN + NT F TMT ≤ εMMT + ε−1NTN.
Lemma 4 (S-Procedure Lemma [23]). Define the set Z = {z}, and f (z), y1(z), y2(z), . . . , yk(z) are some functionals or functions.
Further define domain D as
D = {z ∈ Z : y1(z) ≥ 0, y2(z) ≥ 0, . . . , yk(z) ≥ 0},
and the following two conditions:
(1) f (z) > 0, ∀z ∈ D,
(2) There exist ε1 ≥ 0, ε2 ≥ 0, . . . , εk ≥ 0 such that
S(ε, z) = f (z)−
k
i=1
εiyi(z) > 0, ∀z ∈ Z .
3. Main results
In this section, we are interested in solving the robust stochastic stabilization problem formulated in the previous
section, and formulate a delay-dependent stability condition for the uncertain stochastic nonlinear time-delay system
given by (7). Then, we consider the robust H∞ control for uncertain stochastic nonlinear time-delay system (1), that is,
to determine the controller gain matrix K , which will guarantee the closed-loop system (8) is robustly stochastically stable
with disturbance attenuation level γ . Based on the Lyapunov–Krasovskii stability theorem and stochastic analysis method,
the followingmain theorems are formulated in terms of LMIs, which can be easily checked by resorting to available software
packages.
3.1. Robust stability and stabilization
First, we establish delay-dependent criterion for robust stochastic stability of system (1) with u(t) = 0 and v(t) = 0.
Theorem 1. Consider uncertain nonlinear stochastic time-delay system (1) with u(t) = 0 and v(t) = 0. If there exist
scalars ε1 > 0, ε2 > 0, δ > 0, symmetric positive-definite matrices P,Q1,

Q2 Q3∗ Q4

, R1, R2 such that the following LMIs
hold:
Γi =

Λi Γ12
∗ Γ22

< 0, i = 1, 2, 3, 4 (9)
where
Λ1 = Λ−

0 −I I 0 0T R1 0 −I I 0 0 ,
Λ2 = Λ−
−I I 0 0 0T R1 −I I 0 0 0 ,
Λ3 = Λ˜−

0 −I 0 I 0T R2 0 −I 0 I 0 ,
Λ4 = Λ˜−

0 −I I 0 0T R2 0 −I I 0 0 ,
Γ12 =

P ETP PM 0
0 ET1 P 0 0
0 0 0 0
0 0 0 0
P 0 PM 0
 , Γ22 =
−δI 0 0 00 −P 0 PM0 0 −ε1I 0
0 0 0 −ε2I

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with
Λ =

Λ11 Λ12 Q3 0 ATP
∗ Λ22 R1 0 AT1P∗ ∗ Q4 − Q2 − R1 − R2 −Q3 + R2 0
∗ ∗ ∗ −Q4 − R2 0
∗ ∗ ∗ ∗ Λ55
 ,
Λ˜ =

Λ11 Λ˜12 R1 + Q3 0 ATP
∗ Λ22 R2 R2 AT1P∗ ∗ Q4 − Q2 − R1 − R2 −Q3 0
∗ ∗ ∗ −Q4 − R2 0
∗ ∗ ∗ ∗ Λ55
 ,
Λ11 = PA+ ATP + Q1 + Q2 − R1 + ε1LT1L1 + ε2LT4L4 + 2δF T1 F1, Λ12 = PA1 + R1 + ε1LT1L2 + ε2LT4L5,
Λ22 = −(1− d)Q1 − 2R1 + ε1LT2L2 + ε2LT5L5 + 2δF T2 F2, Λ˜12 = PA1 + ε1LT1L2 + ε2LT4L5.
Then the system (1) with u(t) = 0 and v(t) = 0 is robustly stochastically stable.
Proof. Define a new vector
y(t)dt = dx(t), y(t) = ϕ(t), t ∈ [−h, 0]. (10)
From the Leibniz–Newton formula, we have t
t−τ(t)
y(s)ds = x(t)− x(t − τ(t)).
We divide the delay [0, h] into two segments: [0, h2 ] and [ h2 , h]. Choosing the following delay-partitioned
Lyapunov–Krasovskii functional
V (t) = xT (t)Px(t)+
 t
t−τ(t)
xT (s)Q1x(s)ds+
 t
t− h2
 x(s)
x

s− h
2
T Q2 Q3∗ Q4
 x(s)
x

s− h
2
 ds
+ h
2
 0
− h2
 t
t+θ
yT (s)R1y(s)dsdθ + h2
 − h2
−h
 t
t+θ
yT (s)R2y(s)dsdθ (11)
where P,Q1,

Q2 Q3∗ Q4

, R1, R2 are symmetric positive-definite matrices to be chosen.
Using Itô’s formula, the stochastic derivative of V (t) along the closed-loop system (7) can be obtained as
dV (t) = LV (t)dt + 2xT (t)Pg(t)dω(t) (12)
where
LV (t) = 2xT (t)Ph(t)+ gT (t)Pg(t)+ xT (t)Q1x(t)− (1− τ˙ (t))xT (t − τ(t))Q1x(t − τ(t))
+
 x(t)
x

t − h
2
T Q2 Q3∗ Q4
 x(t)
x

t − h
2
−
xt − h2

x(t − h)
T Q2 Q3∗ Q4
xt − h2

x(t − h)

+ h
2
4
yT (t)(R1 + R2)y(t)− h2
 t
t− h2
yT (s)R1y(s)ds− h2
 t− h2
t−h
yT (s)R2y(s)ds (13)
with
h(t) = A(t)x(t)+ A1(t)x(t − τ(t))+ f (t), g(t) = E(t)x(t)+ E1(t)x(t − τ(t)),
f (t) = f (t, x(t), x(t − τ(t))).
Since τ(t) ∈ [0, h], that is τ(t) ∈ [0, h2 ] or τ(t) ∈ [ h2 , h]. Now, we consider the case of τ(t) ∈ [0, h2 ]. According to
Lemma 2, we have
− h
2
 t− h2
t−h
yT (s)R2y(s)ds ≤
xt − h2

x(t − h)
T −R2 R2
R2 −R2
xt − h2

x(t − h)
 . (14)
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On the other hand, set
β = 2τ(t)/h− h
2
 t
t− h2
yT (s)R1y(s)ds
= −h
2
 t
t−τ(t)
yT (s)R1y(s)ds− h2
 t−τ(t)
t− h2
yT (s)R1y(s)ds
= −τ(t)
 t
t−τ(t)
yT (s)R1y(s)ds− h2 (1− β)
 t
t−τ(t)
yT (s)R1y(s)ds
−

h
2
− τ(t)
 t−τ(t)
t− h2
yT (s)R1y(s)ds− h2β
 t−τ(t)
t− h2
yT (s)R1y(s)ds
≤

x(t)
x(t − τ(t))
T −R1 R1
R1 −R1
 
x(t)
x(t − τ(t))

+
x(t − τ(t))
x

t − h
2
T −R1 R1
R1 −R1
x(t − τ(t))
x

t − h
2

− (1− β)[x(t)− x(t − τ(t))]TR1[x(t)− x(t − τ(t))]
−β

x(t − τ(t))− x

t − h
2
T
R1

x(t − τ(t))− x

t − h
2

. (15)
Note that for any positive scalar δ ≥ 0, it follows from (5) that
2δxT (t)F T1 F1x(t)+ 2δxT (t − τ(t))F T2 F2x(t − τ(t))− δf T (t)f (t) ≥ 0. (16)
From Eq. (10), for matrix P , we have
2yT (t)P{[A(t)x(t)+ A1(t)x(t − τ(t))+ f (t)− y(t)]dt + g(t)dω(t)} = 0. (17)
Adding the left side of (17) to (12) yields
dV (t) = LV˜ (t)dt + 2(xT (t)P + yT (t)P)g(t)dω(t) (18)
where
LV˜ (t) = LV (t)+ 2yT (t)P[A(t)x(t)+ A1(t)x(t − τ(t))+ f (t)− y(t)]. (19)
Taking the mathematical expectation of both sides of (18), combining (13)–(19) and applying S-procedure, we obtain
ELV˜ (t) ≤ E

ξ T (t)Σξ(t)− (1− β)[x(t)− x(t − τ(t))]TR1[x(t)− x(t − τ(t))]
−β

x(t − τ(t))− x

t − h
2
T
R1

x(t − τ(t))− x

t − h
2

= E{ξ T (t)[βΣ1 + (1− β)Σ2]ξ(t)} (20)
where
ξ T (t) =

xT (t) xT (t − τ(t)) xT

t − h
2

xT (t − h) yT (t) f T (t)

,
Σ1 = Σ −

0 −I I 0 0 0T R1 0 −I I 0 0 0 ,
Σ2 = Σ −
−I I 0 0 0 0T R1 −I I 0 0 0 0 ,
Σ =

Σ11 Σ12 Q3 0 AT (t)P P
∗ Σ22 R1 0 AT1(t)P 0∗ ∗ Q4 − Q2 − R1 − R2 −Q3 + R2 0 0
∗ ∗ ∗ −Q4 − R2 0 0
∗ ∗ ∗ ∗ −2P + h
2
4
(R1 + R2) P
∗ ∗ ∗ ∗ ∗ −δI

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with
Σ11 = PA(t)+ AT (t)P + Q1 + Q2 − R1 + ET (t)PE(t)+ 2δF T1 F1,
Σ12 = PA1(t)+ R1 + ET (t)PE1(t), Σ22 = −(1− d)Q1 − 2R1 + ET1 (t)PE1(t)+ 2δF T2 F2.
It remains to show that βΣ1 + (1 − β)Σ2 < 0. Since β ∈ [0, 1], βΣ1 + (1 − β)Σ2 < 0 is a convex combination of
Σ1,Σ2, the inequality βΣ1 + (1− β)Σ2 < 0 is equivalent toΣi < 0, 1 = 1, 2.
Using Schur complement formula, we find thatΣ1 < 0 if and only if
Φ =

Φ11 Φ12 Q3 0 AT (t)P P ET (t)P
∗ Φ22 2R1 0 AT1(t)P 0 ET1 (t)P∗ ∗ Q4 − Q2 − 2R1 − R2 −Q3 + R2 0 0 0
∗ ∗ ∗ −Q4 − R2 0 0 0
∗ ∗ ∗ ∗ −2P + h
2
4
(R1 + R2) P 0
∗ ∗ ∗ ∗ ∗ δI 0
∗ ∗ ∗ ∗ ∗ ∗ −P

< 0
where
Φ11 = PA(t)+ AT (t)P + Q1 + Q2 − R1 + 2δF T1 F1,
Φ12 = PA1(t)+ R1, Φ22 = −(1− d)Q1 − 3R1 + 2δF T2 F2.
From the above (2)–(4), using Lemmas 1 and 3, we have
Φ =

Φ˜11 PA1 + R1 Q3 0 ATP P ETP
∗ Φ22 2R1 0 AT1P 0 ET1 P∗ ∗ Q4 − Q2 − 2R1 − R2 −Q3 + R2 0 0 0
∗ ∗ ∗ −Q4 − R2 0 0 0
∗ ∗ ∗ ∗ −2P + h
2
4
(R1 + R2) P 0
∗ ∗ ∗ ∗ ∗ δI 0
∗ ∗ ∗ ∗ ∗ ∗ −P

+

PM
0
0
0
PM
0
0
 F(t)

L1 L2 0 0 0 0 0
+

LT1
LT2
0
0
0
0
0
 F(t)

MTP 0 0 0 MTP 0 0

+

0
0
0
0
0
0
PM
 F
T (t)

L4 L5 0 0 0 0 0
+

LT4
LT5
0
0
0
0
0
 F
T (t)

0 0 0 0 0 0 MTP

≤

Φ˜11 PA1 + R1 Q3 0 ATP P ETP
∗ Φ22 2R1 0 AT1P 0 ET1 P∗ ∗ Q4 − Q2 − 2R1 − R2 −Q3 + R2 0 0 0
∗ ∗ ∗ −Q4 − R2 0 0 0
∗ ∗ ∗ ∗ −2P + h
2
4
(R1 + R2) P 0
∗ ∗ ∗ ∗ ∗ δI 0
∗ ∗ ∗ ∗ ∗ ∗ −P

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+ ε−11

PM
0
0
0
PM
0
0


PM
0
0
0
PM
0
0

T
+ ε1

LT1
LT2
0
0
0
0
0


LT1
LT2
0
0
0
0
0

T
+ ε−12

0
0
0
0
0
0
PM


0
0
0
0
0
0
PM

T
+ ε2

LT4
LT5
0
0
0
0
0


LT4
LT5
0
0
0
0
0

T
=

Γ11 Φ˜12 Q3 0 ATP P ETP PM 0
∗ Φ˜22 2R1 0 AT1P 0 ET1 P 0 0∗ ∗ Q4 − Q2 − 2R1 − R2 −Q3 + R2 0 0 0 0 0
∗ ∗ ∗ −Q4 − R2 0 0 0 0 0
∗ ∗ ∗ ∗ Γ55 P 0 PM 0
∗ ∗ ∗ ∗ ∗ δI 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ −P 0 PM
∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε1I 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε2I

= Γ
where
Φ˜11 = PA+ ATP + Q1 + Q2 − R1 + 2δF T1 F1, Γ11 = Φ˜11 + ε1LT1L1 + ε2LT4L4,
Φ˜22 = Φ22 + ε1LT2L2 + ε2LT5L5, Φ˜12 = PA1 + R1 + ε1LT1L2 + ε2LT4L5, Γ55 = −2P +
h2
4
(R1 + R2).
From above inequality, we know that if Γ < 0, thenΣ1 < 0, which is equivalent to (9) with i = 1.
Similarly, it can be concluded thatΣ2 < 0 is equivalent to (9) with i = 2. Therefore, if LMIs (9) with i = 1, 2 are satisfied,
one can show that βΣ1+ (1−β)Σ2 < 0. Nowwe are in a position to prove that the system (1) with u(t) = 0 and v(t) = 0
is robustly stochastically stable. Set λ = λmin[−(βΣ1 + (1− β)Σ2)], then λ0 > 0. By (20) and Itô’s formula,
EV (t)− EV (h) = E
 t
h
LV (s)ds ≤ −λE
 t
h
∥x(s)∥2ds.
This implies that E
 t
h ∥x(s)∥2ds ≤ 1λEV (h).
By system (1) with u(t) = 0 and v(t) = 0 and the definitions of V (t), it is easy to prove that there exists a scalarε ≥ 0
such that limT→∞ E{
 T
0 ∥x(t)∥2dt} ≤ ε sup−h≤s≤0 E∥ϕ(s)∥2, which means that system (1) with u(t) = 0 and v(t) = 0 is
robustly stochastically stable by Definition 1.
When τ(t) ∈ [ h2 , h], defining β = (2τ(t)− h)/h and using Lemma 2 results in
−h
2
 t
t− h2
yT (s)R1y(s)ds ≤
 x(t)
x

t − h
2
T −R1 R1
R1 −R1
 x(t)
x

t − h
2
− h
2
 t− h2
t−h
yT (s)R2y(s)ds
= −h
2
 t− h2
t−τ(t)
yT (s)R2y(s)ds− h2
 t−τ(t)
t−h
yT (s)R2y(s)ds
= −

τ(t)− h
2
 t− h2
t−τ(t)
yT (s)R2y(s)ds− (h− τ(t))
 t− h2
t−τ(t)
yT (s)R2y(s)ds
− (h− τ(t))
 t−τ(t)
t−h
yT (s)R2y(s)ds−

τ(t)− h
2
 t−τ(t)
t−h
yT (s)R2y(s)ds
≤
xt − h2

x(t − τ(t))
T −R2 R2
R2 −R2
xt − h2

x(t − τ(t))

+

x(t − τ(t))
x(t − h)
T −R2 R2
R2 −R2
 
x(t − τ(t))
x(t − h)

− (1− β)

x

t − h
2

− x(t − τ(t))
T
R2

x

t − h
2

− x(t − τ(t))

−β[x(t − τ(t))− x(t − h)]TR2[x(t − τ(t))− x(t − h)].
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Then, using a similar method as above process, we can obtain the condition (9) with i = 3, 4, which ensure the robust
stochastic stability of the system (1) with u(t) = 0 and v(t) = 0. Therefore, we arrive at the condition (9) holds for
τ(t) ∈ [0, h]. This completes the proof. 
The result of Theorem 1 can be reduced to the case of f (t, x(t), x(t−τ(t))) = 0 in system (1) with u(t) = 0 and v(t) = 0,
i.e.
dx(t) = [(A(t))x(t)+ A1(t)x(t − τ(t))]dt + [E(t)x(t)+ E1(t)x(t − τ(t))]dω(t). (21)
Corollary 1. Consider the system (21). If there exist scalars ε1 > 0, ε2 > 0, δ > 0, symmetric positive-definite matrices
P,Q1,

Q2 Q3∗ Q4

, R1, R2 such that the following LMIs hold:
Γˆi =

Λˆi Γ˜12
∗ Γ˜22

< 0, i = 1, 2, 3, 4
where
Λˆ1 = Λˆ−

0 −I I 0 0T R1 0 −I I 0 0 ,
Λˆ2 = Λˆ−
−I I 0 0 0T R1 −I I 0 0 0 ,
Λˆ3 = Λ¯−

0 −I 0 I 0T R2 0 −I 0 I 0 ,
Λˆ4 = Λ¯−

0 −I I 0 0T R2 0 −I I 0 0 ,
with
Λ =

Λˆ11 Λ12 Q3 0 ATP
∗ Λˆ22 R1 0 AT1P∗ ∗ Q4 − Q2 − R1 − R2 −Q3 + R2 0
∗ ∗ ∗ −Q4 − R2 0
∗ ∗ ∗ ∗ Λ55
 , Γ˜12 =

ETP PM 0
ET1 P 0 0
0 0 0
0 0 0
0 PM 0
 ,
Λ¯ =

Λˆ11 Λ˜12 R1 + Q3 0 ATP
∗ Λˆ22 R2 R2 AT1P∗ ∗ Q4 − Q2 − R1 − R2 −Q3 0
∗ ∗ ∗ −Q4 − R2 0
∗ ∗ ∗ ∗ Λ55
 , Γ˜22 =
−P 0 PM
∗ −ε1I 0
∗ ∗ −ε2I

Λˆ11 = PA+ATP+Q1+Q2−R1+ ε1LT1L1+ ε2LT4L4, Λˆ22 = −(1−d)Q1−2R1+ ε1LT2L2+ ε2LT5L5, andΛ12, Λ˜12 are defined
in Theorem 1. Then the system (21) is robustly stochastically stable.
Next we present a solution to the delay-dependent robust stabilization problem for the system (1) with v(t) = 0.
Theorem 2. Consider uncertain nonlinear stochastic time-delay system (1) with v(t) = 0. This system is robustly stochastically
stabilizable if there exist scalars ε1 > 0, ε2 > 0, µ > 0, symmetric positive-definite matrices X, Z1, Z2, Z3, Z4, S1, S2, and
matrices Y , such that the following LMIs hold:
Ωi =

Πi Ω12
∗ Ω22

< 0, i = 1, 2, 3, 4 (22)
where
Π1 = Π −

0 −I I 0 0T S1 0 −I I 0 0 ,
Π2 = Π −
−I I 0 0 0T S1 −I I 0 0 0 ,
Π3 = Π˜ −

0 −I 0 I 0T S2 0 −I 0 I 0 ,
Π4 = Π˜ −

0 −I I 0 0T S2 0 −I I 0 0 ,
Ω12 =

µI XET XLT1 + YLT3 XLT4 XF T1 0
0 XET1 XL
T
2 XL
T
5 0 XF
T
2
0 0 0 0 0 0
0 0 0 0 0 0
µI 0 0 0 0 0
 ,
Ω22 = diag

−µI,−X + ε2MMT ,−ε1I,−ε2I,−12µ,−
1
2
µ

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with
Π =

Π11 A1X + S1 Z3 0 Π15
∗ −(1− d)Z1 − 2S1 S1 0 XAT1∗ ∗ Z4 − Z2 − S1 − S2 −Z3 + S2 0
∗ ∗ ∗ −Z4 − S2 0
∗ ∗ ∗ ∗ Π55
 ,
Π˜ =

Π11 A1X S1 + Z3 0 Π15
∗ −(1− d)Z1 − 2S2 S2 S2 XAT1∗ ∗ Z4 − Z2 − S1 − S2 −Z3 0
∗ ∗ ∗ −Z4 − S2 0
∗ ∗ ∗ ∗ Π55
 ,
Π11 = AX + XAT + BY + Y TBT + Z1 + Z2 − S1 + ε1MMT ,
Π55 = −2X + h
2
4
(S1 + S2)+ ε1MMT , Π15 = XAT + Y TBT + ε1MMT .
That is, the system in (7) is robustly stochastically stable when a stabilizing state feedback controller can be chosen by u(t) =
YX−1x(t).
Proof. The result for system (7) with state feedback law follows immediately by Theorem 1. Applying delay-partitioned
Lyapunov–Krasovskii functional (11) to closed-loop system (7) and replacing A(t) by A(t) + B(t)K in Φ , then pre- and
post-multiplying Φ by diag(P−1, P−1, P−1, P−1, P−1, δ−1, P−1}, setting X = P−1, Y = KX, XQiX = Zi (i = 1, 2, 3), δ−1 =
µ, XRjX = Si (j = 1, 2), and using analogous arguments as in the proof of Theorem1,we can obtain LMIs (22). This completes
the proof. 
If there is no nonlinear perturbation, that is f (t, x(t), x(t − τ(t))) = 0, the system (1) reduces to the following
system:
dx(t) = [A(t)x(t)+ A1(t)x(t − τ(t))+ B(t)u(t)+ B1v(t)]dt
+ [E(t)x(t)+ E1(t)x(t − τ(t))+ E2v(t)]dω(t)
z(t) = Cx(t)+ Du(t)
x(t) = ϕ(t), ∀t ∈ [−h, 0].
(23)
For system (23), we have the following conclusion, which can be obtained directly from Theorem 2.
Corollary 2. Consider the uncertain stochastic time-delay system (23) with v(t) = 0. This system is robustly stochastically
stabilizable if there exist scalars ε1 > 0, ε2 > 0, µ > 0, symmetric positive-definite matrices X, Z1, Z2, Z3, Z4, S1, S2, and
matrices Y , such that the following LMIs hold:
Θi =

Πi Θ12
∗ Θ22

< 0, i = 1, 2, 3, 4
where
Θ12 =

XET XLT1 + YLT3 XLT4
XET1 XL
T
2 XL
T
5
0 0 0
0 0 0
0 0 0
 , Θ22 = diag{−X + ε2MMT ,−ε1I,−ε2I},
and Πi is defined in Theorem 2. That is, the system (23) with v(t) = 0 is robustly stochastically stable when a stabilizing state
feedback controller can be chosen by u(t) = YX−1x(t).
3.2. Robust stochastic H∞ control
Now, we consider the robust H∞ control for uncertain nonlinear stochastic time-delay system (1).
Theorem 3. Consider uncertain nonlinear stochastic time-delay system (1). For a given scalar γ > 0, if there exist scalars
ε1 > 0, ε2 > 0, µ > 0, symmetric positive-definite matrices X, Z1, Z2, Z3, Z4, S1, S2, and matrices Y , such that the following
LMIs hold:
Ψi =

Πi Ψ12 Ψ13
∗ Ψ22 0
∗ ∗ Ψ33

< 0, i = 1, 2, 3, 4 (24)
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where
Ψ12 =

µI B1 XET
0 0 XET1
0 0 0
0 0 0
µI B1 0
 , Ψ13 =

XCT + Y TDT XLT1 + YLT3 XLT4 XF T1 0
0 XLT2 XL
T
5 0 XF
T
2
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ,
Ψ22 =
−µI 0 0∗ −γ 2I ET2
∗ ∗ −X + ε2MMT
 , Ψ33 = diag−I,−ε1I,−ε2I,−12µ,−12µ

,
and Πi is defined in Theorem 2. Then this system is robustly stochastically stabilizable with disturbance attenuation level γ .
Moreover, the controller u(t) = YX−1x(t) robustly stochastically stabilizes system (1).
Proof. Since τ(t) ∈ [0, h], that is τ(t) ∈ [0, h2 ] or τ(t) ∈ [ h2 , h], we start the case of τ(t) ∈ [0, h2 ]. Applying Lyapunov–
Krasovskii functional (10) to the closed-loop system (8) and using the same technique as in the proof of Theorem 1, we get
ELV (t) ≤ E{ηT (t)[βΞ1 + (1− β)Ξ2]η(t)}
where
ηT (t) = [ξ T (t) vT (t)], Ξ =

Σ Σ˜
∗ ET2 (t)PE2(t)

,
Σ˜ = ET2 (t)PE(t) ET2 (t)PE1(t) 0 0 BT1P 0T ,
Ξ1 = Ξ −

0 −I I 0 0 0 0T R1 0 −I I 0 0 0 0 ,
Ξ2 = Ξ −
−I I 0 0 0 0 0T R1 −I I 0 0 0 0 0 .
If v(t) = 0, based on Theorem 1, we have ELV (t) < 0, which ensures robust stochastic stability of the closed-loop system
(8). Nowweproceed to prove that system (8) verifies disturbance attenuation γ . Set J(t) = E{ t0 [zT (s)z(s)−γ 2zT (s)z(s)]ds}.
Under zero initial condition, we have E{V (0)} = 0 and E{V (t)} > 0. By Itô’s formula, it is easy to show that
J(t) = E
 t
0
[zT (s)z(s)− γ 2zT (s)z(s)+ LV (s)]ds

− E{V (t)}
≤ E
 t
0
[zT (s)z(s)− γ 2zT (s)z(s)+ LV (s)]ds

≤ E{ηT (t)[βΓ1 + (1− β)Γ2]η(t)}
where
Γ = Ξ +

(C + DK)T (C + DK) 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 −γ 2I

Γ1 = Γ −

0 −I I 0 0 0 0T R1 0 −I I 0 0 0 0 ,
Γ2 = Γ −
−I I 0 0 0 0 0T R1 −I I 0 0 0 0 0 .
Following the similar line as in the proof of Theorem 1, we can show that LMIs (24) with i = 1, 2 is equivalent to
βΓ1 + (1− β)Γ2 < 0, which implies J(t) < 0 for t > 0, therefore, we have ∥z(t)∥2 < γ ∥v(t)∥2.
If τ(t) ∈ [ h2 , h], similar to the above process, we also obtain the result J(t) < 0, when the LMIs (24) with i = 3, 4 hold.
So far, we arrive at the condition (24) holds for τ(t) ∈ [0, h]. The proof is complete.
Similarly, the results of Theorem 3 can also be reduced to the case of f (t, x(t), x(t − τ(t))) = 0 and yields the delay-
dependent criterion as follows. 
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Corollary 3. Consider uncertain nonlinear stochastic time-delay system (23). For a given scalar γ > 0, if there exist scalars
ε1 > 0, ε2 > 0, symmetric positive-definite matrices X, Z1, Z2, Z3, Z4, S1, S2, and matrices Y , such that the following LMIs
hold:
Ψ˜i =
Πi Ψ˜12 Ψ13∗ Ψ˜22 0
∗ ∗ Ψ33
 < 0, i = 1, 2, 3, 4
where
Ψ12 =

BT1 0 0 0 B
T
1
EX E1X 0 0 0
T
, Ψ22 =
−γ 2I ET2
∗ −X + ε2MMT

.
Then this system is robustly stochastically stabilizable with disturbance attenuation level γ . Moreover, the controller u(t) =
YX−1x(t) robustly stochastically stabilizes system (23). We omit the same matrices expressions as Theorems 2 and 3.
Remark 2. Our results can be applied to both slow and fast time-varying delays only if d is known. When the information
of the derivative of delay in unknown, all above results obtained in this paper can be easily extended to rate-independent
results by choosing Q1 = 0, which are omitted here for saving space.
Remark 3. For uncertain stochastic systems with time-delay, Theorem 1, Corollary 1 and Theorem 2, Corollary 2 and
Theorem 3, Corollary 3 present delay-dependent robust stochastic stability, robust stabilization and robust H∞ control
criteria, respectively. It is seen that our obtained results extend the constant case in [18] to the time-varying case, and
also extend the time-varying case with the restriction as the upper bound of delay derivative should be smaller than
one to the case that the time-derivative of delay may be more than one. Under the assumption that the time delay is
time varying, delay-independent and delay-dependent conditions have been proposed respectively in [18,22] in which the
time-derivative of delay must be smaller than one, which limits the application of those results. Our results are delay-
dependent, which can be seen as an improvement from previous related research [19–22]. Therefore, our results are
more general than the existing ones in the literature. Examples below show that our approach yields less conservative
results.
Remark 4. When estimating the stochastic differential of V (t), we have not introduced any free weightingmatrices as [16],
thusmaking our obtained criteria only involve thematrix variables in the Lyapunov–Krasovskii functional candidate. From a
mathematical point of view, it is simple. On the other hand, in theprevious related research [21], the term−  tt−h yT (s)Ry(s)ds
is enlarged as −  tt−τ(t) yT (s)Ry(s)ds; however, the term −  t−τ(t)t−h yT (s)Ry(s)ds is ignored. This may lead to considerable
conservativeness. In this paper, to reduce conservatism, − h2
 t
t− h2 y
T (s)R1y(s)ds or − h2
 t− h2
t−h yT (s)R2y(s)ds is not simply
enlarged as − h2
 t
t−τ(t) y
T (s)R1y(s)ds or − h2
 t−τ(t)
t−h y
T (s)R2y(s)ds, but − h2
 t−τ(t)
t− h2
yT (s)R1y(s)ds or − h2
 t− h2
t−τ(t) y
T (s)R2y(s)ds
is retained as well. What is more, the latter is not over bounded with −( h2 − τ(t))
 t−τ(t)
t− h2
yT (s)R1y(s)ds or −(τ (t) −
h
2 )
 t− h2
t−τ(t) y
T (s)R2y(s)ds, but rather −τ(t)
 t−τ(t)
t− h2
yT (s)R1y(s)ds or −(h − τ(t))
 t− h2
t−τ(t) y
T (s)R2y(s)ds is taken into account,
which is again dealtwith Lemma2.Moreover, it is also seen from the proof that neithermodel transformations to the original
system nor bounding techniques for some cross terms are employed, which have the potential to yield less conservative
results. Therefore, our results have advantages over those in the existing literature.
4. Numerical examples
In this section, we provide numerical examples and compare our results with the previous ones to demonstrate the
effectiveness of the method proposed in this paper.
Example 1. Consider the uncertain stochastic system with time-varying delay described as follows:
dx(t) = [(A+1A(t))x(t)+ (A1 +1A1(t))x(t − τ(t))]dt + [1E(t)x(t)+1E1(t)x(t − τ(t))]dω(t)
where
A =
−1 1
1 2

, A1 =

1 0
0.8 1

, M = I, L1 = L2 = L4 = L5 = 0.2I.
Using Corollary 1 in this paper, the upper bounds of h for various d are listed in Table 1. From Table 1, one can see that our
results give much better results than those obtained by [21]. However, the method in [19,20] do not work for this system.
This example shows that Corollary 1 can provide less conservative results than the existing ones.
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Table 1
Maximum allowable delay bound h for different values d.
d 0 0.5 0.9 ≥1
Chen et al. [21] 1.7075 1.1398 0.7678 0.6769
Corollary 1 2.2754 1.1837 0.8191 0.8191
Table 2
Maximum allowable delay bound h for different values γ (d = 0.5).
γ 0.5 0.8 1.2 1.5
Lu et al. [16] 0.2787 0.2827 0.2849 0.2857
Corollary 3 0.5678 0.6099 0.6290 0.6359
Table 3
Maximum allowable delay bound h for different values d(γ = 1.8).
d 0 0.3 0.6 0.9
Lu et al. [16] 0.3099 0.2949 0.2804 0.2688
Corollary 3 0.6943 0.6043 0.6043 0.6043
Table 4
Minimum allowed γ for different values d(h = 0.3).
d 0 0.3 0.6 0.9
Lu et al. [16] 0.7134 +∞ +∞ +∞
Corollary 3 0.2147 0.2264 0.2264 0.2264
Example 2. Consider the uncertain stochastic time-delay system with parameters
A =

0 0
0 1

, A1 =
−1 −1
0 −0.9

, B =

0
1

, B1 =

0
0

,
E = E1 =

0 0
0 0

, E2 =

0.1
0.2

,
C = 0 1 , D = 0.1, M = 0.20.2

, L3 =

0
0

, L1 = L2 = L4 = L5 = I.
Our purpose is to find themaximumallowable value h on the time delay τ(t), which guarantees that, under the controller
u(t) = Kx(t), the considered system is robustly asymptotically stabilizable and satisfies ∥z(t)∥2 ≤ γ ∥v(t)∥2 for all nonzero
v(t) ∈ L2[0,∞).
For given d = 0.5, and different values of γ , we apply Corollary 3 to calculate the upper bound of h. Table 2 illustrates
the numerical results for different γ , d = 0.5. It can be seen from Table 2 that the maximum allowable delay h increases as
γ increases. In addition, it is easy to see that our criterion gives much less conservative results than those in [16].
Tables 3 and 4 give the comparison results on the maximum allowed delay h and the minimum allowed γ , respectively,
via themethod in [16] and Corollary 3 in our paper, which shows that the proposed criterion in [16] ismore conservativeness
than ours.
When B1 =

1
1

, we compare the results in this paper with those in [22]. Note that the delay-independent method in [18]
cannot applied to this system. For given d = 0, using Theorem 2 in [22] for h = 0.39, the minimum γ = 4.86 is calculated.
While for the same case d = 0, applying Corollary 3, it has been found that for delay h satisfying 0 ≤ h ≤ 0.6307, and
the minimum value of γ for which the above system is robustly stochastically stabilizable with disturbance attenuation γ
is γ = 4.86. The corresponding stabilizing control law is given by u(t) = −0.2996 −1.3361 x(t). When γ = 1.65,
using Theorem 2 in [22], the maximum h = 0.3 is obtained, while according to Corollary 3, the upper bound of h for which
the above system is robustly stabilizable is h = 0.4445. The corresponding stabilizing control law has been found to be
u(t) = −0.3453 −1.5017 x(t). Clearly, our results yields less conservative than those in [22].
5. Conclusions
In this paper, we have studied the problems of robust stabilization and H∞ control for a class of uncertain nonlinear
stochastic systems with time-varying delay. The effects of time delay and parameter uncertainties are taken into account
in the proposed approach. Some improved delay-dependent robust stability and H∞ control criteria have been established
in terms of LMIs by constructing delay-partitioned Lyapunov–Krasovskii functional and estimating the upper bound of the
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stochastic differential of Lyapunov–Krasovskii functional less conservatively. A memoryless robust H∞ controller has been
constructed, which not only guarantees the robust stochastic stability of the closed-loop system for all admissible parameter
uncertainties but also reduces the effect of the disturbance input on the controlled output to a prescribed level. Numerical
examples have demonstrated the benefits and effectiveness of the proposed method.
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