Fairness Emergence in Reputation Systems by Adam Wierzbicki & Radoslaw Nielek
ﾩCopyright JASSS
Adam Wierzbicki and Radoslaw Nielek (2011)
Fairness Emergence in Reputation Systems
Journal of Artiﬁcial Societies and Social Simulation 14 (1) 3
<http://jasss.soc.surrey.ac.uk/14/1/3.html>








Reputation systems have been used to support users in making decisions under uncertainty or risk
that is due to the autonomous behavior of others. Research results support the conclusion that
reputation systems can protect against exploitation by unfair users, and that they have an impact on
the prices and income of users. This observation leads to another question: can reputation systems
be used to assure or increase the fairness of resource distribution? This question has a high
relevance in social situations where, due to the absence of established authorities or institutions,
agents need to rely on mutual trust relations in order to increase fairness of distribution. This question
can be formulated as a hypothesis: in reputation (or trust management) systems, fairness should be
an emergent property. The notion of fairness can be precisely deﬁned and investigated based on the
theory of equity. In this paper, we investigate the Fairness Emergence hypothesis in reputation
systems and prove that , under certain conditions, the hypothesis is valid for open and closed
systems, even in unstable system states and in the presence of adversaries. Moreover, we
investigate the sensitivity of Fairness Emergence and show that an improvement of the reputation
system strengthens the emergence of fairness. Our results are conﬁrmed using a trace-driven
simulation from a large Internet auction site.
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 Introduction
In distributed, open systems (ODS), where the behavior of autonomous agents is uncertain and can
affect other agents' welfare, fairness of resource or cost distribution is an important requirement. An
example of such a situation are Peer-to-Peer systems that rely on the sharing of peers' resources.
Unfair distribution of the provided resources can occur if some peers free-ride on others. While some
systems (like Bittorrent) combat free-riders, they usually cannot achieve fair distributions of
resources. In particular, peers who have provided many resources in the past may not receive a
similar amount of resources when they need them. Another example are grid systems, where the
scheduling of tasks should take into account the fair distribution of available computational
resources.
Assuring fairness of resource distributions in a system without centralized control is difﬁcult. On the
other hand, in such systems, trust management (TM) is widely used. Examples of practical use of
trust management are (among others) reputation systems in online auctions and Peer-to-Peer ﬁle
sharing systems. Trust management is aimed to provide procedural fairness: to ensure that peers
who violate rules or norms of behavior are punished.
The question considered in this paper is whether or not TM systems can also be used to assure or
increase fairness of resource distribution. While this is different (and more difﬁcult) from procedural
fairness, the two concepts are related. Norms and rules of behavior are often deﬁned with the
fairness of resource or cost distribution in mind. As an example, consider the laws that oblige all
citizens to pay taxes. Enforcing procedural fairness (abiding by the tax laws) has the goal of enabling
efﬁcient resource redistribution by the government (among its other duties). Such a resource
redistribution should result in increased fairness of income distribution.
The research problem described in this paper can be formulated as the following hypothesis: in
successful reputation (or trust management) systems, fairness should be an emergent property[1].
We shall refer to this hypothesis as the Fairness Emergence (FE) hypothesis. In this paper, the FE
hypothesis has been veriﬁed.
We will use a simulation approach to verify the FE hypothesis. However, our goal is not just to see
whether the hypothesis applies in an abstract model, but to verify the validity of the FE hypothesis in
realistic conditions. In order to realize this goal, we need to study the behavior of a popular, well
understood trust management system. The natural candidate for such a system is the reputation
system used by Internet auctions. Previous studies have established that the use of reputation
systems increases the total utility of agents (Pollock 1992; Resnick 2002), and investigated the
sensitivity of reputation systems to selﬁsh or malicious user behavior (Dellarocas 2000). This study








The goal of verifying the FE hypothesis under realistic conditions can be fulﬁlled by a study of
Internet auction systems under non-stationary conditions, and in the presence of selﬁsh and
malicious users. Reputation systems used in other applications, such as P2P networks, are
vulnerable to the same effects (Wierzbicki, 2010). Therefore, our model of a reputation system is
sufﬁciently general to apply to different applications, while at the same time we are able to draw on
the well-known properties of reputation systems used in Internet auctions in order to increase the
realism of our model. This is done at the risk of drawing conclusions that will apply mostly to Internet
auctions. The realism of our study of reputation systems for Internet auctions is increased further by
the use of trace-driven simulation (to our knowledge, this is the ﬁrst such study described in the
literature). We have obtained a large trace from a Polish Internet auction provider that is used in the
second group of simulations to realistically model agent presence in the system. However, the
results from our ﬁrst group of simulations are sufﬁciently general to warrant drawing conclusions
about the FE hypothesis in other applications domains. An example of such a domain is the division
and scheduling of tasks in collaborative P2P applications.
Also, the fairness of distributions of users' utilities in Internet auctions is an important goal in its own
right. Buyers or sellers in Internet auctions expect that if they behave as fairly as their competitors,
they should have a similarly high reputation. In other words, the users of a reputation system expect
that the reputation system give a fair distribution of reputations. In the absence of other differentiating
factors, this should also ensure a fair distribution of utilities. This expectation of users is a
consequence of the general social norm: people expect fair treatment from many social and business
institutions, like a stock exchange, or an Internet auction site.
The questions considered in this work are therefore the following: is the FE hypothesis universally
true? Does the FE hypothesis apply under realistic conditions? How sensitive is fairness emergence
to the performance of a TM system? What are the conditions that can lead to a lack of fairness
emergence due to the use of a TM system? Does fairness emergence occur if agents are
infrequently unfair? Does fairness emergence occur if agents have a low sensitivity of to reputation?
Does fairness emergence occur if agents employ discrimination? These and like questions can lead
to a better understanding of the ability of trust management systems to increase fairness of
distribution of costs or resources in an open, distributed system without central control.
In order to evaluate distributional fairness, it becomes necessary to deﬁne it precisely. In this work,
fairness is deﬁned based on a strong theoretical foundation: the theory of equitable optimality
(Kostreva 1999, 2004). The concept and criteria of fairness in trust management systems, based on
the theory of equitable optimality, are discussed in the next section. Section 2 also discusses the
chosen approach to test the FE hypothesis by laboratory evaluation of reputation systems. Section 3
describes the simulator used for verifying the FE hypothesis, along with the trace-driven simulation
approach which is a major contribution of this work (to our knowledge, it is the ﬁrst trace-driven
simulation of a reputation system of an Internet auction site). Section 4 describes the results of a
simpler experiment with a closed system, and the sensitivity of fairness emergence to various
aspects of a reputation system. Section 5 describes the results of the trace-driven simulation that
partially support the FE hypothesis. Section 6 concludes the paper.
 Related work
Reputation systems have usually been studied and evaluated using the utilitarian paradigm that
originates from research on the Prisoner's Dilemma. Following the work of Axelrod (1984), a large
body of research has considered the emergence of cooperation. The introduction of reputation has
been demonstrated as helpful to the emergence of cooperation[2]. In the Prisoner's Dilemma, the sum
of payoffs of two agents is highest when both agents cooperate. This fact makes it possible to use
the sum of payoffs as a measure of cooperation in the iterated Prisoner's Dilemma. This method is
an utilitarian approach to the evaluation of reputation systems (Mui 2003; Dellarocas 2000;
Wierzbicki 2006). In most research, a reputation system is therefore considered successful when
the sum of utilities of all agents in the distributed system is highest. Note that the utilitarian paradigm
is used even if the simulation uses a more complex model of agent interaction than the Prisoner's
Dilemma.
The use of Prisoner's Dilemma allows for an implicit consideration of agent fairness, while the sum of
utilities is considered explicitly. Yet, in a more realistic setting, the assumptions of the Prisoner's
Dilemma may not be satisﬁed, and it is possible to point out cases when the utilitarian approach fails
to ensure fairness: in an online auction system, a minority of agents can be constantly cheated, while
the sum of utilities remains high. A notable example of explicit consideration for fairness of reputation
systems is the work of Dellarocas (2000). An attempt to demonstrate that explicit consideration of
fairness leads to different results in the design and evaluation of reputation systems has been made
in Wierzbicki (2007).
This paper extends the preliminary results published in Wierzbicki (2009). The new contributions of
this paper are the consideration of an open reputation system by the means of trace-driven
simulation that controls the roles and activity of agents, which considerably improves the realism of
conditions used to evaluate the FE hypothesis. Moreover, a better measure of inequality—the area
below the Lorenz curve—is used in this paper (the previous work used the Gini coefﬁcient which is
less suitable for evaluation of fairness; see next section). The sensitivity of fairness emergence is
studied in more detail because of the consideration of an improved reputation algorithm.
Distributional Fairness and the Theory of equitable optimality
Much of the research on fairness has been done in the area of the social sciences, especially social
psychology. The results of this research allow to understand what are the preference of people
regarding fairness, and how people understand fair behavior. Interestingly, much of the research in
that area has been inﬂuenced by the seminal work of Deutsch, who is also an author of one of the






us begin with three general kinds of fairness judgements identiﬁed by social psychology (Tyler 1998):
distributive fairness, procedural fairness and retributive fairness. Distributive fairness is usually
related to the question of distribution of some goods, resources or costs, be it kidneys for
transplantation, parliament mandates, or the costs of water and electricity. The goal of distributive
fairness is to ﬁnd a distribution of goods that is perceived as fair by concerned agents. Procedural
fairness focuses on the perceived fairness of procedures leading to outcomes, while retributive
fairness is concerned with rule violation and the severity of sanctions for norm-breaking behavior. It
is possible to think of distributive fairness as a special kind of procedural fairness. If a distribution
problem can be solved fairly, then a fair procedure would require all agents to take a fair share of the
distributed good or cost. Procedural fairness, however, is also applied in the case when a fair
solution cannot be found beforehand or cannot be agreed upon. Both distributional fairness and
procedural fairness aim to ﬁnd fair solutions of distribution problems.
The most abstract deﬁnition of fairness used in this paper is therefore as follows. Fairness means
the satisfaction of justiﬁed expectations of agents that participate in the system, according to rules
that apply in a speciﬁc context based on reason and precedent [3]. This general deﬁnition applies to
distributive, procedural or retributive fairness. However, for the purpose of testing the Fairness
Emergence hypothesis, we have decided to use the concept of distributive fairness, since people
care most about the fairness of outcomes, not procedures (distributive fairness is a concept closely
related to social justice (Rawls 1971) ). Although extensively studied (Young 1994), distributive
fairness is a complex concept that depends much on cultural values, precedents, and the context of
the problem. Therefore, a precise and computationally tractable deﬁnition is needed to use it in
research.
The understanding of the concept of distributional fairness in this paper is based on the theory of
equitable optimality [4] as presented in Kostreva (1999, 2004). Before we introduce the theory
formally, let us attempt to give a more intuitive understanding.
In a fair distribution problem, all agents' outcomes must be taken into consideration. The problem of
optimizing the outcomes of all agents can be formulated as a multicriteria problem. We shall refer to
this as the efﬁcient optimization problem. Efﬁcient optimization of agent's outcomes need not have
any concern for fairness. The outcomes can be the shares of goods or costs received by agents in
an ODS. Let y=[y1,…,yn] be an outcome vector of the efﬁcient optimization problem (assuming there
are n agents that maximize their outcomes, and yi is the outcome of agent i)[5].
Note that this formulation of the distribution problem does not use subjective agent utilities, but rather
uses objective criteria that are the same for all agents (for example, if the problem is a distribution of
goods, than an objective criterion could be the monetary value of the goods at a market price;
although it is possible that agents would subjectively value some goods higher in spite of a lower or
equal monetary value). However, the theory of equitable optimality can also be formulated using
subjective utilities, under the assumption that these utilities are comparable (Lissowski 2008; Sen
1970). The following explanation of the theory of equitable optimality applies in both cases, but we
have chosen to present it using objective criteria because of increased simplicity.
Note that we assume that all agents are equally entitled or capable of achieving good outcomes. We
shall call such agents similar agents. The theory of equitable optimality can be extended to take into
account various priorities of agents, but this makes the deﬁnition considerably more complex
(Ogryczak 2009). If the agents are not similar because they have different levels of expenditure or
contribution and are therefore entitled to different outcomes, a common practice is to transform every
agent's outcome by dividing them by the agent's contribution (Wierzbicki 2009). After such a
transformation, it is possible to think of the agents as similar, because they are equally entitled to
receive a unit of outcome per unit of contribution. If some agents are not similar for other reasons (in
an Internet auction, the reason can be that various sellers have various quality of goods or services,
and various marketing), then it is still possible to consider the fairness for a subset of agents that are
similar according to these criteria. A system should be able to at least provide fairness to this subset
of similar agents. This approach is equivalent to a ceteris paribus assumption from economics: when
all other factors can be excluded and all agents are equally entitled, the theory of equitable optimality
can be used for testing distributional fairness. In a laboratory setting, such conditions can be
satisﬁed and we can design systems that realize the goal of fairness, even in the presence of
adversaries that do not act in a procedurally fair manner.
The Lorenz Curve Two incomparable distributions
Figure 1. Examples of Lorenz curves






curve. The Generalized Lorenz curve is obtained by taking the outcomes of all agents that participate
in a distribution and ordering them from worst to best (the Generalized Lorenz curve is usually
divided by the number of agents, n (Shorrocks 1983). In this paper, we use a rescaled version that is
not divided by n). Let us denote this operation by a vector function ʸ(y) = [ʸ1 (y),…, ʸ n (y)] of the
outcome vector y.
Then, the cumulative sums of agents' utilities are calculated: starting from the utility of the worst
agent (ʸ1), then the sum of utilities of the worst and the second worst (ʸ2), and so on, until the sum
of all agents' utilities. This sum is denoted on the ﬁgure as ʸn. The second line on the ﬁgure, the
equal distribution line, is simply a straight line connecting the points (1, ʸ1) and (n, ʸn). The area
between the two curves, denoted by S, can be seen as a measure of inequality of the agent's
utilities. The objective of distributive fairness is to reduce this inequality, bringing the Lorenz curve
closer to the equal distribution line, while at the same time keeping in mind the total efﬁciency (sum of
all agents' utilities), which is represented by the right end of the Lorenz curve at a value of ʸn. Note
that these two objectives frequently form a trade-off (for example, if the distribution is constrained by
a budget).
The right part of the Figure 1 shows two Lorenz curves that correspond to different distributions
among the same agents. The ﬁrst distribution has a higher ʸn, but also a higher inequality, while the
second distribution has a lower total of agents' utilities, but is more fair. In terms of equitable
optimality, the two distributions on the right part of the Figure 1 are incomparable—the choice of one
of them depends on the preferences of a decision maker[6]. However, the most desirable goal of the
theory of equitable optimality is ﬁnding solutions that are equitably optimal. For any solution that is not
equitably optimal, we can ﬁnd another solution such that its Lorenz curve is at every point above the
Lorenz curve of the equitably dominated solution.
The area between the Lorenz curve and the equal distribution line can be simply calculated and used
as a computable measure of inequality. The Gini coefﬁcient (frequently used in economics) is the
area S normalized by ʸn : Gini=S/2ʸn. Note that minimizing the Gini coefﬁcient can lead to worse
total outcomes (sums of all agent's utilities). This drawback can be overcome by taking into account
the Gini coefﬁcient and the sum of all utilities at the same time. When two distributions are compared,
if one of them has a smaller Gini coefﬁcient and a larger sum of all utilities, then it should be more
equitable (although this is not a sufﬁcient condition).
It is also possible to use a different inequality measure: the area below the Lorenz curve (equal to
BLC=(nʸn/2)-S ). In this paper, we have chosen to use the BLC as an inequality measure. The
reason for this choice is that an improvement in terms of the theory of equitable optimality (a new,
equitably dominating solution) always causes an increase of the BLC. On the other hand, an
equitably dominating solution can have a larger Gini than a dominated solution (consider for example
a solution that just increases the outcome of the best-off agent. This solution may dominate another,
but will have a larger Gini and a larger BLC). Therefore, the area below the Lorenz curve is the best
criterion of inequality, according to the theory of equitable optimality. However, note that even if the
area below the Lorenz curve increases, the distribution does not always become more equitable. An
increase of the BLC and the total sum of outcomes gives a better assurance that the distribution is
indeed more equitable, although it is still not a sufﬁcient condition (only by considering all partial sums
that form the generalized Lorenz curve are we able to verify equitable domination with certainty).
It is necessary to use all fairness criteria with caution, since ﬁnding equitably optimal solutions is a
multi-criteria problem that cannot be simply reduced to the comparison of single or two criteria.
According to the theory of equitable optimality, an equitably optimal solution (or simply equitable
solution) is any Pareto-optimal solution of the equitable optimization problem, which is obtained from
the efﬁcient optimization problem by the transformation ʸ of cumulative ordered sums. The criteria of
the equitable optimization problem are simply the vector ʸy. The theory of equitable optimality allows
not only to deﬁne fairness with precision, but also to search for equitable solutions by applying
standard methods of multi-criteria optimization to the equitable optimization problem.
The theory of equitable optimality also has an axiomatic expression (Kostreva 2004). The axioms of
the theory of equitable optimality deﬁne a preference relation on the outcome vectors of the efﬁcient
optimization problem. An equitable preference relation is any symmetric and transitive relation
satisfying the following axioms (Kostreva 2004):
Impartiality - The ordering of the outcome values is ignored (e.g. a solution y=[4, 2, 0] is equally
good as a solution y=[0, 2, 4]). First of all, fairness requires impartiality of evaluation, thus
focusing on the distribution of outcome values while ignoring their ordering. That means, in the
efﬁcient optimization problem we are interested in a set of outcome values without taking into
account which outcome is taking a speciﬁc value. Hence, we assume that the preference
model is impartial (anonymous, symmetric). In terms of the preference relation it may be
written as the following axiom
for any
permutation
˄ of I (1)
which means that any permuted outcome vector is indifferent in terms of the preference
relation.
Monotony - An outcome improving the value of one of the objectives is preferred, if the values
of other objectives are not deteriorated (e.g. y=[4, 2, 0] is preferred to y=[3, 2, 0]). This axiom is
actually a repetition of the requirement of efﬁciency. It guarantees that only efﬁcient solutions
will be chosen as equitable solutions. Another way of looking at it is that the monotony axiom







downwards", or making outcomes worse (and more equal, but not more equitable) for
everyone. The same phenomenon could also occur if agents can cheat on effort, such as
freeriders in P2P systems. The monotony axiom assures that a system that is dominated by
freeriders will not be considered as good as a system where some peers provide content. The
axiom can be expressed as follows:
(2)
Where ei is a unit vector that has coordinate i equal to 1 and all other coordinates equal to 0.
Principle of transfers - A transfer of any small amount from an outcome to any other relatively
worse-off outcome results in a more preferred outcome vector (e.g. y=[3, 2, 1] is preferred to
y=[4, 2, 0]). Fairness requires equitability of outcomes which causes that the preference model
should satisfy the (Pigou-Dalton) principle of transfers. The principle of transfers states that a
transfer of any small amount from an outcome to any other relatively worse--off outcome
results in a more preferred outcome vector. As a property of the preference relation it
represents the following axiom
(3)
It can be shown that any equitably optimal solution (a Pareto-optimal solution of the problem max{ʸy})
is not dominated by any other solution in the equitable preference relation (Kostreva 2004). Thus, the
concept of distributive fairness as expressed by the theory of equitable optimality is well understood
by considering the three above axioms. These axioms show, among other things, that the theory of
equitable optimality avoids the pitfall of preferring more equal, but less globally efﬁcient solutions.
According to the axiom of monotony, increasing any objective without worsening the others improves
the overall solution in terms of the equitable preference relation.
Using the theory of equitable optimality, the Fairness Emergence hypothesis can be reformulated as
follows: if a good trust management system is used by agents, then distribution of similar agents'
utilities should become more equitable. The inequality criteria described in this section, such as the
Gini coefﬁcient or the area below the Lorenz curve (BLC), can be used together with the total
efﬁciency ʸn to check whether a distribution has become more equitable (in rare cases, these two
criteria may not be sufﬁcient to guarantee equitable domination, but that can be done only by
checking all criteria of the equitable optimization problem). Taking into account the total efﬁciency
alongside with BLC or Gini will allow us to check whether the reputation system is capable of ﬁnding
equitable solutions that are also good in the utilitarian sense.
Note that while the theory of equitable optimality has been expressed here for agents that have equal
entitlements to shares of distributed goods or costs, this limitation may be removed. Agents can have
various entitlements expressed by weights (for example, integer weights). The theory of equitable
optimality is simply extended for such a case as follows: every weighed agent is cloned into a
number of agents with weight 1. The number of cloned agents is equal to the weighed agent's integer
weight. The outcome of the weighed agent is equal to the sum of outcomes of his clones. The theory
of equitable optimality (and methods for ﬁnding equitable solutions) may be applied to the cloned
agents that are equally entitled. For a more detailed introduction to the theory of equitable optimality,
see (Wierzbicki, 2010).
 Design of Simulation Experiments
To test the Fairness Emergence hypothesis, we have used simulation experiments. The FE
hypothesis would hold if we could establish that the reputation system causes an increase of the
equity of the distribution of utilities. In particular, we will be interested to study the impact of the quality
of the reputation system on the equity of utility distributions.
The simulator is based on the Repast 3.1 platform (Repast 2003) and resembles a reputation system
of Internet auctions. In the design of the simulator, we had to make a decision about a sufﬁciently
realistic, yet not too complex model of the auction system, of user behavior, and of the reputation
system. We chose to simulate the reputation system and the behavior of its users as faithfully as
possible (the only simpliﬁcation is that we use only positive and negative feedbacks). The reputation
system is always available and provides complete information based on available feedbacks (we do
not take into account the incompleteness of results of searches for feedbacks, but this effect is
similar to the lack of available feedback from the point of view of the agent). The provided information
is processed by a reputation algorithm (in our simulations, we do not specify where this algorithm is
executed—it could be done by the reputation system or by the agents themselves). In this paper, we
consider two reputation algorithms: a simple ratio of positive feedbacks and an algorithm that takes
into consideration implicit negative feedbacks.
The auction system, on the other hand, has been simpliﬁed. We simulate the selection of users using
random choice of a set of potential sellers. The choosing user (the buyer) selects one of the sellers
that has the highest reputation in the set.
After the buyer has selected a seller, a transaction between the two agents may occur. However, this
is not always the case in our simulations, because the chosen seller may have a reputation that is
too low for the buyer. If the chosen seller has a reputation below the buyer's acceptance threshold,
no transaction will occur. Still, we count the number of such transaction attempts in our simulation.
The number of transaction attempts is used as a measure of time in our simulation (since we assume
that each transaction attempt would consume some time and effort on behalf of a buyer, the number
of such transaction attempts is limited). Furthermore, the granularity of transaction attempts in our









transaction attempts into one turn. The turn is used as a measure of time for the demonstration of
simulation results.
In this paper, we describe two sets of simulation results. The ﬁrst set was obtained from simulations
of a closed system of agents—the set of agents was kept ﬁxed for the duration of the simulation.
This approach has been used initially to reduce the number of factors that could impact the results,
and to study fairness emergence in a simpler setting. The second set of simulation results was
obtained from a trace-driven simulation approach that was used to control the presence of sellers in
the system. This allowed for a more realistic simulation of an open system of buyers and sellers,
where the time a buyer or seller could spend in the system was controlled by the trace. The second
set of simulation results takes into account more complex factors, but was used to verify the results
from the ﬁrst set.
Agent behavior
In our simulator, a number of agents interact with each other. There are two types of agents in the
system: fair and unfair agents. Unfair agents model adversaries. To test the FE hypothesis, we shall
be interested in the fairness of utility distributions of fair agents. The total payoffs of fair and unfair
agents will also be compared.
In the closed system simulations, all agents are similar. In the trace-driven simulations that will be
discussed in more detail below, agents can be buyers or sellers (this separation is a consequence of
the separation of roles in real auction systems, where users mostly either buy or sell). This additional
distinction makes the simulations more realistic.
When an agent wants to carry out a transaction, it must make three decisions. The ﬁrst decision
concerns the choice of a transaction partner (seller) and whether or not to engage in the transaction.
The agent chooses his partner from a randomly selected set of k other agents (in the simulations of
the closed system, k has been equal to 3 or 1). From this set, the agent with the highest reputation is
chosen. However, if the highest reputation is lower than a threshold pminchoice (in the closed system
simulations, fair agents choose partners with reputation at least 0.45, and unfair agents: 0.3), then the
choosing agent will not engage in any transaction. If the best agent's reputation is sufﬁciently high,
the choosing agent will engage in the transaction with a certain probability p (in the simulations
presented here, this probability was 1).
The second decision concerns the agent's behavior in the transaction. This decision can be based
on a game strategy that can take into consideration the agent's own reputation as well as the
reputation of his partner, the transaction history and other information. We decided to use the famous
Tit-for-tat strategy developed by Rapaport but extended with using a reputation threshold: if two
agents meet for the ﬁrst time and the second agents' reputation is below pmingame, the ﬁrst agent
defects. The strategy used in the simulations presented here has also been based on the threshold
pmincheat. In the case when the partner's reputation is higher than pmincheat, the agent would act
fairly; otherwise, it would cheat with a certain probability c. In the simulations presented here, fair
agents never cheat, while unfair agents had a cheating probability of 0.2 and a reputation threshold of
0—meaning that unfair agents cheated randomly with a probability of 0.2. Both agents in a
transaction can cheat (in an Internet auction, the seller can cheat the buyer by not sending goods,
and the buyer can cheat by not paying the agreed amount after winning the auction).
The third decision of the agent concerns the sending of reports. For positive and negative reports, an
agent has separate probabilities of sending the report. In the simulations presented here, the
probability of sending a positive report, prep+ was 1.0, while the probability of sending a negative
report prep-varied from 0 to 1. This choice is based on the fact that in commonly used reputation
systems (Wierzbicki 2006), the frequency of positive reports is usually much higher than of negative
reports. In the simulation it is also possible to specify a number of agents that never send reports.
This behavior is independent of the honesty or dishonesty of agents.
The strategies of agents in our simulations do not evolve, but remain ﬁxed for the duration of
simulation. In this respect our work is different from the research on evolution of cooperation or
indirect reciprocity (Wilson 1975, 1985). Our research is focused on verifying the effect of trust
management on fairness, without considering how the strategy of using trust management or
reputation has evolved—that is the concern of related and future work (Pollock 1992, Castelfranchi
1998).
Note here that the presented model of agent behavior with respect to the reputation system matches
many kinds of applications. The model has been described using Internet auctions as an example.
Another kind of realistic application is a Peer-to-Peer system. A transaction in such a system is an
exchange of data or services (resources). Unfair behavior in such a system is called free-riding:
peers use resources of others, but do not reciprocate. A P2P application can use reputation to
combat free-riding. The reputation system in a P2P application is distributed, in contrast to the
reputation system used in Internet auctions. However, the discovery of proofs by the P2P reputation
system is affected by the quality of the distributed search algorithms and by the presence of
adversaries, who can attempt to drop negative proofs. A result is a smaller availability of negative
reports, which has been modeled in the simulator by varying the probability prep- from 0 to 1. This
type of adversary has been discussed frequently in the literature (Liu 2004; Lee 2003; Kamvar 2003).
The ﬁrst set of our simulations presents results that can apply also to P2P applications that use a
reputation system.
Reputation system warm-up
A real reputation system has a large initial history that can be used to evaluate infrequently present





each simulation, the ﬁrst 20 turns have been used to warm-up the reputation system by acquiring an
initial history of agent behavior. This means that the payoffs have not been recorded, but an agents'
reputation has been modiﬁed by positive and negative reports. This method has been used to model
the behavior of a real reputation system, where the system has available a long history of
transactions. Simulating the reputation system without a warm-up stage would therefore be
unrealistic.
In a closed system, it is possible to warm-up the reputation of all agents at the same time, at the
beginning of the simulation. In the open, trace-driven approach, the trace represents a period of time
taken from the operation of a real Internet auction site. Agents present in the trace could have been
present in the system before the beginning of the trace. As this information is not available, it is also
not realistic to simulate the system without a warm-up. However, this warm-up can be done
separately for each seller. If a buyer would select a seller that was in the warm-up stage, the results
of the transaction were not recorded in the utility of the buyer and the seller. The seller's reputation
was updated. A ﬁxed number of l transactions was used as a warm-up. This ensured that the
reputation system had some initial information about each seller, before the buyers utilities were
recorded. In the simulation results presented below, l=5. Reducing the length of the warm-up had a
strong effect on emergence: emergence was not observed for l=0, for any other setting of simulation
parameters.
Trace-driven simulation of an Internet auction system
Trace-driven simulation allows to overcome two main drawbacks of simpler simulation approaches.
The utilities of agents in the system will depend on the time that agents spend in the system. The
simplest approach would be to simulate a closed system of agents; however, such an approach may
not be sufﬁciently realistic, as agents in real ODS tend to join and leave the system frequently. This
limitation may be removed by allowing agents to be in the system for a random number of rounds.
This time of an agents' activity can chosen from a distribution that is similar to empirical data (for
example, a Pareto distribution). Yet, this method of simulating an agent's activity is still not sufﬁciently
realistic. For that reason, we have decided to use trace-driven simulations.
We have obtained a trace from the largest Polish Internet auction site. The trace includes
approximately 200 000 seller transactions from 6 months. In the trace, there were about 10000
sellers randomly selected from the auction house. The weekly number of seller transactions in the
trace is shown on Figure 2. The trace was used to control the times spent by sellers in the simulated
system. In other words, using trace-driven simulations allowed us to simulate an open system and to
preserve the real processes of seller activity in the system. Figure 3 shows the distribution of the
number of transactions made by a seller. It can be seen that this distribution resembles a heavy-
tailed distribution.
The behavior of sellers was not recorded in the trace, and it is therefore simulated as described in
the previous section. Moreover, the buyers are not trace-driven. Buyers initiate transactions with
sellers who are present in the system at a given time (in the trace-driven simulations, one turn is
equivalent to one day of the trace. During this turn, only the sellers who offered auctions on that day
are present in the system). Buyers choose sellers in the same way as in the simulations of the
closed system, choosing a seller with the highest reputation from a random set of k sellers that are
active in this turn. Buyers are also able to reject transactions if a chosen seller's reputation is below
a threshold.
The second drawback of simple simulation approaches is related to the lack of roles of agents. In the
trace driven simulation, it was possible to divide agents into two sets of buyers and sellers, which
allowed the simulations to resemble real Internet auctions. The proportions and activity distributions
of buyers and sellers were preserved.






Figure 3. Distribution of number of transactions of a seller
 Fairness emergence in a closed system
Experiment setup
In simulations of the closed system, there was a total of 1500 agents, out of which 1050 where fair
and 450 were unfair. While the proportion of unfair agents is high, they cheat randomly and at a low
probability—so a unfair agent is really a "not totally fair agent". Also, considering that frauds in
Internet auctions are among the most frequent digital crimes today, and considering that cheating in a
transaction may be more frequent than outright fraud—it may be sending goods that are of worse
quality than advertised—this proportion of unfair agents seems realistic.
The simulator can compute reputations using all available feedbacks. The results of the simulation
include: the reputations of individual agents and the total utilities (payoffs from all transactions) of
every agent. In the simulations presented here, an agent's reputation is computed as the proportion
of the number of positive reports about the agent to the number of all reports.
All simulations were made using pseudo-random numbers, therefore the Monte Carlo method is used
to validate statistical signiﬁcance. For each setting of the simulation parameters, 50 repeated runs
were made, and the presented results are the averages and 95% conﬁdence intervals for every
calculated criterion. The conﬁdence intervals were calculated using the Student-t distribution.
We decided to use transaction attempts instead of the number of successful transaction as a stop
condition because we believe that an agent would consider each transaction attempt as an expense
of time and effort. In most presented simulations for each turn, 500 transaction attempts have been
made.
Closed System Simulation Results
To verify the Fairness Emergence hypothesis, we have been interested to investigate the impact of a
reputation system on the equity of the agents' utility distribution. Equity of utility distributions has been
measured using fairness criteria based on the theory of equitable optimality; however, other criteria
such as the sum of agent utilities are considered as well. The simulations revealed that the Fairness
Emergence hypothesis holds in several cases, but not universally; therefore, we have investigated
the sensitivity of fairness emergence to various factors that inﬂuence the quality of the reputation
system.
Fairness Emergence in the Long Term
The ﬁrst studied effect has been the emergence of fairness in the long term. In the simulation
experiment, we have measured the area under the Lorenz curve (BLC) and have run the simulation
until the BLC stabilized. This experiment has been repeated using three scenarios: in the ﬁrst one,
the agents did not use any reputation system, but selected partners for transactions randomly. In the
second experiment, the reputation system was used, but agents submitted negative reports with the




Figure 4. Fairness Emergence in the long term
The results of the three experiments are shown on Figure 4. The Figure plots the average BLC of fair
agents from 50 simulation runs against the number of turns of the simulation. It can be seen that
when agents do not use the reputation system, the BLC stabilizes for a value that is almost twice
smaller than the value of BLC that is obtained when reputation is used. Furthermore, there is a clear
effect of increasing the frequency of negative feedbacks: the BLC increases faster and stabilizes at
a higher value when prep-=1 . The initial decrease of the BLC from 1 is due to the fact that at the
beginning of the simulation, the distribution of fair agent utilities is equal (during the warm-up stage,
utilities of agents are not recorded. All agents start with a zero utility after warm-up completes.)
The result of this experiment seems to be a conﬁrmation of the FE hypothesis. The distributions of
fair agents' utilities have a higher BLC (and a higher total sum of utilities) when the reputation system
is used. Yet, the problem here is that in realistic auction systems, most agents only have a small
number of successful transactions, because they use the system infrequently. In our simulation, new
agents did not join the system (although the number of agents was large). The average number of
successful transactions of an agent has been about 270, which is much lower than the number of
agents; this means that as in a real auction system, the chance of repeated encounters was low.
However, this number is still large. The simulations were continued until a stable state was reached;
in practical reputation systems, such a situation would not be likely to occur because of the inﬂux of
new agents and the inactivity of old ones. For that reason, we have decided to investigate the FE
hypothesis in the short term, or in unstable system states.
Fairness Emergence in the Short Term
The simulation experiments used to study short-term system behavior have been about 8 times
shorter than the long-term experiments. For these experiments, the number of successful
transactions of an average agent was about 60. Figure 5 shows the BLC of the distributions of fair
agents' utilities. On the x axis, we show the number of turns. The ﬁgure shows two lines
corresponding to different frequencies of sending negative reports by fair agents (unfair agents
always sent negative reports). The results show that for low negative report frequencies fairness
emerges more slowly. Increasing the available negative reports reduces the time needed for fairness
emergence. This effect is apparent very quickly, even after 50 turns of simulation.
Figure 5. Fairness Emergence in the short term
From now on, fairness emergence in the short term is studied more closely to verify whether the
improvement of reputation system quality will strengthen fairness emergence. In other words, until
now we considered fairness emergence with time, and now we shall consider the sensitivity of
fairness emergence to the reputation system's quality. All further experiments have been made in the4.11
4.12
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short term, outside of the stable state of the system.
Effect of Better Usage of Reputation
The usage of reputation by agents had a particularly strong inﬂuence on the emergence of fairness.
In our simulations, during a transaction attempt, agents chose a seller with the highest reputation
from a set of k candidates. The chosen candidate needed to have a reputation that was higher than
the buyer's threshold. If k=1, then the transaction partner was chosen at random and only the
threshold pmingame was used to consider reputation. If k=3, it was less likely that an agent with
lower reputation would be chosen as a transaction partner. These two scenarios correspond to the
real life situation of buyers who are able to select sellers from a larger set, based on their reputation;
on the other hand, it could be possible that the choice is low, because only one seller has the
required goods or services.
Figure 6. Effect of increased choice on BLC
Figure 7. Effect of increased choice on sum of utilities
We have considered the two scenarios while investigating the impact of the frequency of feedbacks
on the reputation system. It turns out that increasing the choice of agents is necessary for the
emergence of fairness. Figure 6 shows the effect of increasing the frequency of negative feedback
on the BLC of fair agents. The ﬁgure shows two lines that correspond to the scenarios of k=1 and
k=3. It can be seen that if the choice of agents on the basis of reputation is possible (k=3), then the
increase in the number of feedbacks leads to an increase of BLC. On the other hand, if the choice is
limited (k=1), then the increase in the number of negative feedbacks does not have a statistically
signiﬁcant effect on the BLC. This effect is best explained by the fact that if choice is available,
honest agents have a better chance at avoiding dishonest agents while at the same time they do not
waste transaction attempts. If agents do not have choice, they can still avoid transactions with
dishonest agents, but they will waste transaction attempts and have a lower utility.
Figure 7 shows the effect of increased choice and varying negative feedback frequency on the sum
of fair agents' utilities. It can be seen that once again, enabling the choice of partners based on
reputation has a positive effect on the welfare of fair agents. For k=3, fair agents overall had a higher
sum of utilities than for k=1, and this sum increased when the frequency of negative reports
increased. This also explains why the BLC of fair agents for k=1 was higher than for k=3. Since the
sum of utilities was lower for k=1, the BLC could also be lower, although this does not mean that the
distribution of utilities for k=1 was more equitable than for k=3.





Better feedback is a prerequisite for increasing the quality of a reputation system. For that reason,
we have chosen to investigate the effect of increased feedback on the emergence of fairness. As
has been explained previously, the frequency of negative feedback has been varied from 0 to 1. We
have also varied the frequency of positive feedbacks and negative feedbacks simultaneously;
however, for the simple reputation algorithms considered in this paper, the only signiﬁcant parameter
is the proportion of negative to all feedbacks. For that reason, varying negative feedbacks' sending
frequency is sufﬁcient to evaluate the system's sensitivity to feedback availability. Another issue
related to feedbacks is the possibility that agents send false feedbacks. Our studies indicate that a
small amount of false feedbacks does not impact the results, but a signiﬁcant amount of false
feedbacks will confuse any reputation system. For this reason, in this analysis we disregard the
possibility of sending false feedbacks by the agents.
Figure 8. Effect of increased feedback on sum of utilities of all agents
Figure 8 shows the effect of increasing the frequency of sending of correct negative feedback on the
sum of utilities of all agents. If the frequency of sending negative feedback is 1, then the reputation
system receives all information relevant to the computation of correct reputations. If the frequency is
low, then the reputation system is missing important information that could decrease the reputations
of unfair agents.
It turns out that the total sum of all agents' utilities was not affected by the increase of negative
feedback frequency. This seems to be a paradox, since we are using the iterated Prisoner's Dilemma
as a model of our auction system. Increasing negative feedbacks from 0 to 1 should result in
decreasing the ability of unfair agents to cheat, and should therefore increase the payoffs received
by both agents in a transaction. However, the number of transactions may be affected, as well, and
this can explain the apparent paradox.
Figure 9. Effect of increased feedback on fair and unfair agents' utilities
This experiment also shows that even assuming the use of a Prisoner's Dilemma as a model of a
transaction, the use of the sum of all agents' utilities (the utilitarian paradigm) would lead to a wrong
conclusion that the system behavior is not affected. From the utilitarian point of view, the reputation
system works equally well when the frequency of negative reports is 0, as when it is equal to 1.
Figure 9 shows that this is not the case. The sum of utilities of fair agents increases, as negative
feedbacks are sent more frequently. On the other hand, the sum of utilities of unfair agents drops.
The reason for this fact is that with higher frequencies of negative feedback, the reputations of unfair
agents decrease, and therefore these agents have fewer successful transactions. On the other
hand, fair agents manage to avoid unfair ones, and do not waste transaction attempts (therefore they
have more successful transactions and higher payoffs in these transactions).4.19
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Figure 10. Effect of increased feedback on BLC
Figure 10 shows effect of increased negative feedback frequency on the BLC. Clearly, increased
negative feedback frequency leads to an increased BLC of honest agents' utilities. Note that the
effect is statistically signiﬁcant for the variation of from 0 to 1 (also from 0.4 to 1). Note that these
simulations have been made in the short term and that together with the results about the sum of
utilities, they prove the FE hypothesis: increasing the quality of the reputation system does indeed
lead to more equitable distribution of fair agents' utilities, as the hypothesis suggested.
Effect of Improved Reputation Algorithm
Fairness emergence could be sensitive to a change in the algorithm that is used to calculate
reputations. With better algorithms, perhaps it would be possible to improve fairness. That would be
equivalent to fairness emergence with improved trust management system's operation.
Algorithm of implicit negative feedbacks
The algorithm described in this section has been introduced in Wierzbicki (2006). Most online auction
sites use a simple feedback-based reputation system (Resnick 2002). Typically, parties involved in a
transaction mutually post feedbacks after the transaction is committed. Each transaction can be
judged as 'positive', 'neutral', or 'negative'. The reputation of a user is simply the number of distinct
partners providing positive feedbacks minus the number of distinct partners providing negative
feedbacks (possibly normalized by the number of all distinct partners). As pointed out in (Malaga
2001), such a simple reputation system suffers from numerous deﬁciencies, including the subjective
nature of feedbacks and the lack of transactional and social contexts. Yet another drawback of
feedback-based reputation systems is that these systems do not account for psychological
motivation of users. Many users refrain from posting a neutral or negative feedback in fear of
retaliation, thus biasing the system into assigning overestimated reputation scores. This
phenomenon is manifested by high asymmetry in feedbacks collected after auctions and, equally
importantly, by high number of auctions with no feedback provided. Many of these missing feedbacks
may convey implicit and unvoiced assessments of poor seller's performance which should be




Figure 11. Effect of improving reputation algorithm on BLC
As described in (Wierzbicki 2006), there can be many ways of identifying implicit feedbacks in a real-
world reputation system, based on the observation of behavioral patterns. To evaluate the
effectiveness of using implicit feedback, we have identiﬁed a simpler reputation algorithm that can be
simulated and compared to the algorithm of most Internet auction houses.
Consider a user u with a history of n auctions. Let us assume that only m ≤ n of these auctions have
a feedback. Out of these m feedbacks m+ are positive or neutral feedbacks (in practice, neutral
feedbacks in reputation systems have a meaning almost similar to negative feedbacks and are very
rare), m- are negative feedbacks, while m* = n-m is the amount of missing feedbacks (transactions
that had no feedback). Thus, m+ ≤ m ≤ n. The reputation ˁu of the user u will be calculated as
follows:
where 0 ≤ ʱ ≤ 1.
Thus, if ʱ=0, the above reputation score becomes a simple ratio of the number of positive feedbacks
received by the user u. In the case when the user has had no auctions, the above formula is
undeﬁned. In such case we set the reputation ￾u to an initial value, ￾0. The coefﬁcient ʱ is used to
control the importance of implicit negative feedbacks.
Figure 12. Effect of improving reputation algorithm on utility sum
To be precise, in our simulations we use a slightly more complex version of the above algorithm.
Since agents in the simulator choose whom they want to interact with on the basis of reputation
scores, it is necessary to avoid that the reputation would drop suddenly to a low level. This can
happen in the initial phase of the simulation, when the reputation score has not yet stabilized (initially,
a single negative feedback could decrease the initial reputation by a large degree). Therefore, we use





where t is time, and
(the smoothed reputation is initialized by the initial reputation value). Note that over time, the impact of
the initial reputation decreases exponentially.
The results of increasing ʱ from 0 to 0.2 on the BLC of honest agents' utility distribution and on the
sum of honest agents' utilities are shown on Figure 11 and 12, respectively. The ﬁgures show several
lines that correspond to various frequencies of negative reports. Increasing the role of implicit
negative feedbacks clearly increases fairness, and the effect is strong and statistically signiﬁcant.
This behavior is a conﬁrmation of the FE hypothesis in an unstable state, in the presence of
adversaries, and when the probability of negative reports is low. The sum of honest agents' utilities
also increases when ʱ is increased.
The observed effect can be explained similarly as the effect of increasing frequencies of sending
negative feedback. Note that the effect of varying ʱ from 0 to 0.2 is similar to the effect of increasing
the probability of negative feedbacks. Larger values of ʱ have been found to lead to a decrease of
the Gini coefﬁcient in our previous research (Wierzbicki 2007) but this effect has been obtained for a
different, speciﬁc version of the simulations system and need to be studied further to allow
generalization.
 Fairness emergence in the open system
In the previously described simulations scenarios, all agents were treated equally (although we have
referred to the agent who initiated a transaction attempt as a ''buyer'', all agents had an equal chance
to become a ''buyer'' in the described simulations). Moreover, all agents had a similar level of activity
in the system. Agents could not leave the system during the simulation and were chosen over and
over again for transaction attempts. New agents could not join the system. This approach had an
impact on the evaluation of the reputation system. In a realistic reputation system, the amount of
information available about new agents would be considerably less than the amount of information
available about agents that have been active for some time in the system. In the closed system, in
the long term, the reputation system would have very good information about agents. Considering the
operation of the reputation system in the short term partially reduces that problem, but does not fully
solve it.
Figure 13. Fairness emergence in the open system
The reason for the use of the closed system is that without additional information or assumptions, it
was not possible to specify how active the agents should be in the system. In this section, we are
going to remove this limitation, based on the trace-driven approach described in section 3. On the
other hand, the previously described results were more general and could apply to a variety of
applications of reputation systems.
To test the FE hypothesis in an open system, we have measured the utilities of two kinds of agents:
the buyers and the fair sellers. By the FE hypothesis, the distribution of both kinds of utilities should
become more equitable with an improvement of the reputation system. The results of the
experiments partially support that hypothesis: the distributions of buyers become more equitable, but
the BLC of the distributions of fair sellers does not vary signiﬁcantly. We attribute this result to the
chosen simulation scenario. Varying the probability of negative reports had an impact on a seller's




Figure 13 shows the effect of increasing the probability of negative reports on the sum of utilities of all
buyers and on the BLC of the distribution of buyers' utilities. Since both BLC and the utility sum
increase, it can be concluded that the distribution of buyer's reputation indeed becomes more
equitable. The effect becomes statistically signiﬁcant for an increase of the probability of negative
reports from 0 to 0.8. Thus, the FE hypothesis is partially conﬁrmed in a realistic open system.
Figure 14. Utilities of unfair sellers in the open system
The reputation system effectively prevents unfair sellers from exploiting buyers. Figure 14 shows the
sum of utilities of all unfair sellers that decreases with the increasing probability of negative reports.
Once again, the effect becomes statistically signiﬁcant for an increase of the probability of negative
reports from 0 to 0.8.
Figure 15. Sensitivity of Fairness Emergence to unfair seller behavior
We have investigated the sensitivity of Fairness Emergence to the behavior of unfair sellers
(adversaries). To observe this effect, the probability of cheating by a unfair seller was varied. The
results are shown on Figure 15. As expected, the Fairness Emergence was strongest for the case
when unfair sellers cheated with probability 1. This meant that the reputation system could easily
spot adversaries. Decreasing the probability of cheating weakens Fairness Emergence, with the







observed. This result can be explained by the simple reputation algorithm used in our simulation
scenario (recall that reputation is a simple ratio of the number of fair transactions to the number of all
transactions).
Table 1: Comparison of simple and discriminating adversary strategies











0.8461 27781 30674 31182
Discrimination
strategy
0.778 28361 31358 30184
Another, sophisticated adversary behavior is discrimination. An adversary seller that uses a
discrimination strategy will cheat only a selected minority of buyers. His selection strategy could be
based on the number of transactions that a buyer participated in: the discriminating seller would
cheat only inexperienced buyers. In contrast, a simpler adversary would cheat all buyers with an
equal probability. Discriminating sellers are harder to detect by the reputation system, because the
information about them comes from a minority of buyers. Our simulations have shown that when
discriminating strategies are used, fairness emergence is no longer statistically signiﬁcant. Moreover,
the differences in the total sum of utilities are also not statistically signiﬁcant, while there is a strong
increase in the Gini coefﬁcient when a discriminating strategy is used instead of a simple adversary
strategy. This result demonstrates the need of explicit consideration for fairness in the evaluation of
reputation and TM systems. A comparison of results for discriminating and simple adversary
strategies is shown on Table 1.
More advanced types of reputation algorithms that attempt to recursively weigh received reports with
the reputation of reporting agents would be even more vulnerable to discrimination strategies. These
types of algorithms, proposed frequently in the literature (Kamvar 2003;Guha 2004), would
erroneously overvalue the reputation of discriminating agents, if these act unfairly only towards a
minority of discriminated agents.
 Conclusion
The Fairness Emergence hypothesis may be viewed as a theoretical concept that is similar to the
well-known "evolution of cooperation". The theoretical implications of the FE hypothesis are for
example the possibility of emergence of distributive fairness in a society or social group that does not
have trusted authorities or central institutions who can impose a fair solution to the distribution
problem. Such societies could be primitive or extremely sophisticated (like groups of authors on
Wikipedia). The central conclusion is that distributive fairness can emerge in such a society if there
is a sufﬁcient degree of mutual trust among the social agents. In the presented research, this
condition has been assured by a successful reputation system that made the existence of such
mutual trust possible.
On the other hand, the presented research has an inherent practical value. First, if the FE hypothesis
holds, then the problem of ensuring fairness in an open, distributed system without centralized
control may have found a practical solution: it would sufﬁce to use a good trust management system
in order to provide fairness. Second, if the FE hypothesis would not be true in realistic conditions,
then a reputation (or trust management) system would allow the existence of a degree of unfairness
between similar agents. Such a situation would be highly undesirable from the point of view of users
of trust management systems, leading to a disincentive of their usage.
We have shown that the Fairness Emergence hypothesis applies in realistic conditions: in the
presence of adversaries and in an unstable state of the system, and also in an open system where
the presence of sellers was controlled by a trace from a real Internet auction site. Yet, this work also
shows that the FE hypothesis does not apply universally. In particular, fairness emergence does not
occur (or is very weak) if very few negative feedbacks are received by the reputation system. The
FE hypothesis does not hold if the users of a reputation system are not sufﬁciently sensitive to
reputation or do not have enough choice of transaction partners with a good enough reputation (this
implies that if unfair agents would be a large fraction of the population, fairness could not emerge).
Fairness Emergence among buyers was not observed in the open system if the system was not
warmed up. The reason for this is that in the open system, some sellers are present only for a few
transactions. If the reputation system does not have sufﬁcient information about these sellers, the
buyers cannot determine whether they are fair or unfair. It would be possible to initialize the
reputations of sellers with a small value, but that would effectively exclude them from the system
since it would make it impossible for a new seller to earn a higher reputation. There exists a practical
way out of this difﬁculty: the transactions of new agents could be insured, until their reputation
reaches a sufﬁciently high value. There also exists a practical threat that can lead to a lack of
sufﬁcient information about agents: if agents who have a low reputation can assume a new identity
(an approach known as whitewashing), then fairness emergence would not occur. This behavior can
only be prevented by using stronger authentication of agents.
We have studied the sensitivity of fairness emergence to discrimination attacks. While fairness
emergence can still be observed when sellers discriminate a minority of buyers, it is not statistically
signiﬁcant. In simulations when the discriminating agents formed a majority of the population, the FE
hypothesis does not hold.6.6 From these results we can draw the following conclusions:
1.  trust management (reputation) systems can improve distributional fairness in ODS,
2.  trust management systems should explicitly consider fairness in their evaluation (also in the
evaluation of their correctness),
Further research is necessary to establish the sensitivity of the FE hypothesis to more sophisticated
attacks on reputation systems. Furthermore, it would be desirable to investigate the emergence of
fairness in more general trust management systems, for example in systems that make use of risk in
decision support. Another possibility would be the use of transaction insurance together with a
reputation system. Last but not least, the use of reputation in practical fair procedures would require
a redesign of these procedures—in the light of our results, this is a promising direction of future
research.
 Appendix: Flow graph of the simulation
The following ﬂow graph is intended to give the reader an understanding of the sequence of agents
behaviors and actions performed in the simulation.
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 Notes
Our ABM was written in Java and use Repast 3.1 framework. To access to the codes or for further
detail, please visit http://nielek.pl/fairness/ or write to the authors.
1 By emergence we understand the arising of a complex property (fairness) out of simpler system
behavior (the use of a reputation system by agents).
2 However, note that the existence of reputation information is a modiﬁcation of the original Prisoner's
Dilemma. Axelrod has explicitly ruled out the existence of reputation information in his deﬁnition of the
game.3 According to the Oxford English Dictionary, the word "fair" means: equitably, honestly, impartially,
justly; according to rule.
4 The term theory of equitable optimality may be applied to various axiomatizations of equity
described in the literature (Feurbaey 2008), as well as to work in ethics following the seminal work of
Rawls. In this paper, we apply this term to a simple axiomatization that has a direct relation to the
fairness criteria used in the Generalized Lorenz curve.
5 An optimal solution of this problem is any Pareto-optimal solution: a solution with the property that it
is not possible to improve any of its outcome values without worsening another.
6 Incomparable distribution can also have identical total efﬁciencies ʸn.
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