Abstract-
II. IMAGE CLASSIFICATION
The intent of the classification process is to categorize all pixels in a digital image into one of several land cover classes, or "themes". This categorized data may then be used to produce thematic maps of the land cover present in an image. Normally, multispectral data are used to perform the classification and, indeed, the spectral pattern present within the data for each pixel is used as the numerical basis for categorization. The objective of image classification is to identify and portray the features occurring in an image in terms of the object or type of land cover these features actually represent on the ground as shown in (Figure 1 There are two main classification methods Supervised Classification and Unsupervised Classification [3] .
Fig-1:-classification image
A. Supervised Classification [3] With supervised classification, we identify examples of the Information classes (i.e., land cover type) of interest in the image. These are called "training sites "as shown in (Fig-2) . The image processing software system is then 
B. Unsupervised Classification
Unsupervised classification is a method which examines a large number of unknown pixels and divides into a number of classed based on natural groupings present in the image values as shown in (Fig-3) . Unlike supervised classification, unsupervised classification does not require analyst-specified training data. The basic premise is that values within a given cover type should be close together in the measurement space (i.e. have similar gray levels),
whereas data in different classes should be comparatively well separated (i.e. have very different gray levels).
The classes that result from unsupervised classification are spectral classed which based on natural groupings of the image values as shown in (Fig-3) ,the identity of the spectral class will not be initially known, must compare classified data to some form of reference data (such as larger scale imagery, maps, or site visits) to determine the identity and informational values of the spectral classes. III. SEGMENTATION [17] In computer vision, segmentation refers to the process of partitioning a digital image into multiple segments (sets of pixels, also known as super pixels)as shown in (Figure 4) . 
IV. METHODOLOGY

A. Color Quantization
In this paper, firstly, main image segmentation algorithm are quantized color in the image in order to obtain edges that can be used to differentiate multi scale in the image where a threshold value of quantization which it could be a dynamic value. As shown in Figure- 
D. Region growing
The calculation is performed on J-image to perform multi scale from it. In the beginning the J-image is converted to gray scale level . Then find maximum pixel value and minimum pixel value for each class then make all the pixels in that class white then convert the path between maximum and minimum pixels to black color in order to obtain the multi sacle from image as shown in 
E. Valley Growing
The new regions are then grown from the valleys. It is slow to grow the valleys pixel by pixel. A faster approach is used in the implementation:
1. Remove "holes" in the valleys. 
F. Region Merge
After region growing, an initial segmentation of the image is obtained. It often has over-segmented regions.
These regions are merged based on their color similarity.
The quantized colors are naturally color histogram bins.
The color histogram features for each region are extracted and the distances between these features can be calculated.
Since the colors are very coarsely quantized, in our algorithm it is assumed that there are no correlations between the quantized colors [8] . as shown in Figure 11 .
Figure11. Region Merge
G. Classification (Unsupervised Classification)
The last step is to classify the image by calculate mean for each window and find maximum and minimum 
