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Abstract 
When the finite-difference method is used to solve initial- or boundary value problems with smooth data 
functions, the accuracy of the numerical results may be considerably improved by acceleration techniques like 
Richardson extrapolation. However, the success of such a technique is doubtful in cases where the right-hand side or 
the coefficients of the equation are not sufficiently smooth, because the validity of an asymptotic error expansion - 
which is the theoretical prerequisite for the convergence analysis of the Richardson extrapolation - is not a priori 
obvious. In this work we show that the Richardson extrapolation may be successfully applied to the finite-difference 
solutions of boundary value problems for ordinary second-order linear differential equations with a nonregular 
right-hand side. We present some numerical results confirming our conclusions. 
Key words: Finite-difference method; Richardson extrapolation; Trapezoidal rule; Euler-Maclaurin formula; Green 
function 
1. Introduction 
When the finite-difference method is used to solve initial- and boundary value problems for 
linear differential equations with smooth data functions, the accuracy of the numerical results 
may be considerably improved by acceleration techniques like Richardson extrapolation [9]. 
The theoretical prerequisite for the convergence analysis of the Richardson extrapolation is the 
existence of an asymptotic expansion of the approximation solution (~~1 in a power series with 
respect to the stepsize h: 
m-1 
uh = u + c ckhk + O(hm). 
k=l 
It was proved that such expansions are valid in cases where the right-hand side and the 
coefficients of the equation are sufficiently smooth functions [7,8]. However, the accuracy of the 
numerical results obtained by some authors [5], who used the Richardson extrapolation in a 
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case where the right-hand side of the differential equations had singularities, was higher than 
could be expected, according to the nature of the problem. In the present work we give a 
contribution to the theoretical explanation of this fact, using as a model problem the second- 
order differential equations. 
In Section 2 we define some classes of functions (F”, km and H”), whose derivatives are 
piecewise continuous and may be unbounded at the endpoints of the interval [a, b], and we 
give some generalizations of the Euler-Maclaurin formula for functions of these classes. In 
Section 3 we consider the finite-difference solution of boundary value problems for second-order 
ordinary differential equations when the coefficients and the right-hand side are functions of 
the classes defined in Section 2. According to classical results concerning this problem, the 
validity of an asymptotic expansion with a remainder term of the form O(/Z~~> is guaranteed if 
the function f on the right-hand side belongs to C2m([a, b]), m = 0, 1,. . . . In the present work 
we show that such an asymptotic error expansion is valid if f~ H2”(]a, b[, Y> (in this case the 
2mth and the (2m - 11th derivatives of f may be unbounded at the endpoints). Some 
generalizations are also made concerning the coefficients of the equation. Finally a numerical 
method is proposed for the evaluation of the integral /,bu(x)f(x> dx, where ~4x1 is the 
solution of the considered boundary value problem. Combining the results of Sections 2 and 3, 
an asymptotic error expansion is obtained for this method. 
2. Preliminary results 
We begin by giving some generalizations of the Euler-Maclaurin formula for the error of the 
trapezoidal rule [2,3]. In Section 3 we shall use these formulas for analysing the finite-dif- 
ference solution of differential equations. 
Definition 2.1. Let A = [a, bl, la, b[, [a, b[ or la, bl and let Y= lyl, y2,. . . , yN] be a finite set 
of numbers, such that Y CA c R. For each m E N,, let F”( A, Y > denote the class of real 
functions f(x) such that 
(1) f(x) E CrnL4 \Y>; 
(2) for each y, E Y the left- and right-hand side limits of fck’(~), for k = 0,. . . , m, exist and 
are finite when x + y,: 
lim f@‘(x) =f<“‘(y,), Xlm,f(k)(X) =fik’(y,), k=O,...,m. 
X’Y, Y 
For fLk)( y,) # fik’( y,,), we define 
f’k’(y,)=~(f!k’(~V)+f~k)(~V)), k=O,...,m. 
If f(x) E F”(A, Y) for every m E N, then we say that f(x) E F”(A, Y). 
Example 2.2. If Y = {i}, we have 
f(x) = sign(x - +) EFm([O, 11, Y), 
gk(X) = 1 x - +lk+1’2 Gk([O, 11, Y), k=O, l,... . 
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Lemma 2.3. Let f(x) E F*“([a, b], Y) and let X,, be a uniform grid with stepsize h in [a, bl, i.e., 
X,, = (xi: xi = a + ih, i = 0, 1,. . . , n), where h = (b - a)/n. Then, if Y c X,,, the following for- 
mula is true: 
/ () 
“f x dx = S&4, f) - m&2ah2a + 0(h2m), (2.1) 
a a=1 
where 
n-l 
$,(A> f) = +h(f(a) +f(b)) +h c f(xi) 
i=l 
and 
B,, being the Bernoulli numbers. 
Proof. We just have to use the Euler-Maclaurin formula over the subintervals [a, y ,I, 
LYE, Y~I,...,[Y~, bl, and then add all the contributions. •I 
Asymptotic expansions of the error of the trapezoidal rule in the case of singular integrands 
have been obtained in many works (see, e.g., [4,6]). Here we shall not look for the form of the 
asymptotic expansion for a specific singular function, but we shall just show that the Euler- 
Maclaurin formula is valid for a wider class of functions than it is usually assumed. 
Definition 2.4. Let A =]a, b], [a, b[ or ]a, b[. We shall denote by fi”(A, Y) the class of 
functions g(x) such that 
g(x) EV(A, Y), /blg’“‘(x)I dx <co. 
a 
Throughout the text, the integral /,“f<x) d x must be understood as the Riemann integral, 
if it exists, or the limit lim,,,limd,b/cdf(x> dx, if f( ) . x IS unbounded at the endpoints. 
It may easily be shown that fi”(A, Y) c(F”(A, Y> nF”-‘([a, bl, Y>>, if m 2 1. 
Example 2.5. If g(x) E F”([O, 11, Y) and p E R, the following functions will belong to 
tii”(]O, l[, Y): 
fi(X) =x@(l -x)“g(x), /.L > m - 1, 
f2(x) =x*(1 -x)~ In x g(x), P > m - 1, 
g(x), p>2m-1. 
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Lemma 2.6. Let f(x) E k2”Y]a, b[, Y), with m 2 1. Then, if Y CXh, 
/ (1 “f x dx=S,([a, b], f)-m~1Cz~h2U+R(h), a a=1 (2.3) 
where R(h) = 0(h2m> and C,, are constants independent of h, defined by (2.2). 
Proof. Let us first assume that f(x) E ~?~‘?‘(]a, b], Y>. Then it may be represented as 
f(x) =P2m-1(4 +gc4 
where P,,_,(x) is a polynomial of degree 2m - 1, and g(x) is a function of ti2”(]a, b], Y) 
which satisfies 
g(a) =g’(a) = . *. =g’2”-‘)(a) = 0. (2.4) 
Since Lemma 2.6 is obviously true for polynomials, we only need to show that it is true for 
functions satisfying (2.4). We shall thus assume that f(x) satisfies that condition. 
Let 0 > 0 be a real number such that a + 8 E X,. We may write 
Z(f)=4(f)+Z,(f), (2.5) 
where Z,(f) = /~+‘f(x) dx, Z2( f I= /,“,,f<x> dx. 
Since f(x) E F2”([a + 8, b], Y), Lemma 2.3 may be applied to the second integral, yielding 
m-l 
Z,(f) =$,([a +0, b], f) - c c2ah2u+R’(h), 
a=1 
where 
E2n = c,, _ B,,(f I’“-“‘;;a;; -f (2a-1Y4) ) 
with the coefficients C,, defined by (2.21, for cr = 1,. . . , m - 1, and 
P-6) 
(2.7) 
where B2,Jx) is the periodic extension of the Bernoulli polynomial B,,(x) (see [2]). Since 
/“I fC2”+)I dx < 03, 
a 
by assumption, we may assume that R’(h) = 0(h2m), as h + 0, ‘de. Moreover, since .f(x) E 
fi’“(]a, b], Y), using a Taylor expansion and taking account of (2.41, we can easily see that 
f @a-‘)@ + h) = /‘+‘f ‘2”‘(x) dx = 
a 
with ,$~]a, a +h[. 
(a + h - 5) 
2m-2C? 
(2m -2a)! / 
a+hf(2m)(x) dx, 
a 
(2.8) 
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Hence 
f(20-“(a + h) = c)( h2”2”[a+hf(2”‘(X) dx) = o(/+-2’Y), 
when h-0, fora=O, l,..., m. 
Now, set 8 = h in (2.6) and (2.7). Using (2.4) and (2.81, we obtain 
m-1 
I,(f) = &([a, b], f) - c C,,h2” + 0(h2’?. 
a=1 
(2.9) 
On the other hand, the evaluation of Ii(f) with 8 = h, using (2.4) and (2.8) (with cy = 01, gives 
us 
Ii(f) = /a+hf(x) d  = (u + h - 5)‘” 
a 
ja+hf(2m)(~) dx = 0( h2”/a+hf(2”)(x) dx), 
(2m)I a a 
when h +O. (2.10) 
Combining (2.9) and (2.10) with (2.5) gives (2.31, in the case where f~ Ei2”Yla, bl, I’>. 
If f’fi2”&z, b[, Y>, an identical result may be obtained exactly in the same way. If 
f~ fi2”(]a, b[, Y), then we may write 
I(f) = /‘f(x) dx + l%(x) dx, where c EX~. 
a c 
Since f~ $“(]a, c], Y) and f~ fi2m([~, b[, Y), formula (2.3) will hold for each of these 
integrals. Therefore it is valid for their sum, and this concludes the proof of Lemma 2.6. 0 
We shall now define a new class of functions. 
Definition 2.7. Let A =]a, b], A = [a, b[ or A =]a, b[. We shall denote by H”(A, Y>, 
m =o, 1,. ‘*, the class of functions f(x) such that 
(a> f(x) E F”(A, Y); 
(b) /bj’lf’m’(t)I dt dx < 03, Vc ~]a, b[ . 
a c 
(2.11) 
Remark 2.8. Note that if f(x) EH~(]u, b[, Y), its derivatives f’“-“(x> and f’“‘(x) may be 
unbounded or not have a limit as x + a+ or x + b-. In the case m 2 1, the absolute 
integrability of f (m-1) follows from (2.11). 
Remark 2.9. For m 2 0, the following equalities hold: 
lim (x-a)/‘if@)(t)l dt= lim /x/*If(m)(t)I dt d,$=O, 
x+a+ c x-a+ a c 
lim (ix - b)lxjfcm)(t)j dt = ,!I$_ /bj”jf(m)(t)l dt d< = 0. 
x-tb- c x c 
(2.12) 
(2.13) 
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Remark 2.10. It is not difficult to verify that, if m > 2, 
Hrn(A, Y) cP(A, Y) nP-2([,, b], Y). 
Actually, if f~H”c.4, Y), we have 
lim f(m-2) 
x-a+ 
(x) =f(“-*)(x0) - ,I:+ /Xuf(m-1)(5_) d&, x0 ~]a, b[. 
x 
(2.14) 
From (2.11) it follows that the integral on the right-hand side of (2.14) is convergent. 
Therefore the limit on the left-hand side exists. Exactly in the same way we can show that 
lim erai ~ b-f(m-2)(~) exists. Hence f E F “-2([a, b], Y). We should note, however, that, in gen- 
7 
Hm(A, Y) #F”(A, Y) nF”-2([a, b], Y). 
Consider for example the function f(x) =x sin(l/x). It is evident that f(x) E F2(]0, 11, Y) n 
F’([O, 11, Y). But f(x) @ H*(]O, 11, Y>, because the integral 
/l/“l f”(t) 1 dt dx > /‘I f’(x) -f’(c) 1 dX 
0 c 0 
does not converge. 
Example 2.11. If g(x) E F”([O, 11, Y> and p E R, the following functions will belong to 
H”(10, l[, Y): 
fI(X) =xc”(l -x)“g(x), /..l >m - 2, 
f2(x) =xP(l -x)I* In x g(x), p > m - 2, 
1 
f3(x) =xcL sin - g(x), 
i 1 
p > 2m - 2. 
X 
If p > - 1 and g(x) E F’([O, 11, Y 1, 
&(x) =xP ctg(x)g(x) 
belongs to HotlO, l[, Y). 
An important relation between H”(A, Y) and G”(A, Y) is given by the following lemma. 
Lemma 2.12. Let f(x) and g(x) be two functions such that 
(1) f(x) EH’Y la, b[, Y 1, where m = 0, 1, . . . ; 
(2) g(x) E F”( la, b[, Y 1 n F’([a, bl, Y), g(a) = 0, g(b) = 0. 
Let k(x) = f(x)g(x). Then k(x) E l?“(]a, b[, Y). 
(2.15) 
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Proof. From the conditions it follows immediately that k(x) E F”(]a, b[, Y). It remains to show 
that 
/“I k’“‘(x) ( dx < ~0. 
a 
(2.16) 
Let us first consider the case m = 0. In this case we must verify that 
/“i&)1 dx = /blf(x)g(x)l d  < 00. 
a a 
Using (2.15) and Lagrange’s theorem, we obtain, for every h > 0, 
/,+‘I f(x)g(x) 1 dx G 
a 
~F~~+hllg~(*)lja+h(X-~)lf(T)l dx 
a 
< xt~~+hllgl(x)lh/a+hlf(x)l dx. 
a 
(2.17) 
Let h -+ 0 in (2.17); using (2.121, we have 
Iim /a%Wd~)l d*~lg’(a)l~~~+hja+hlf(x)l 
h+O+ a a 
In the same way, using (2.15) and (2.13), we can show that 
lim /” If(x)g(x)] dx = 0. 
h-O- b-h 
(2.18) dx=O. 
(2.19) 
Since the only singularities of k(x) are at the endpoints, in the case m = 0, (2.16) follows 
immediately from (2.18) and (2.19). 
Let us now consider the case m 2 1. We have 
k’“‘(x) = 5 (T)f(‘)(x)g’“‘)(x) =f’“‘(x)g(x) +mf@-‘)g’(x) + . . . ) 
i=o 
where the omitted terms are obviously continuous at the endpoints. Thus we may assure that 
(2.16) is satisfied if 
/“I f”=)(x)g(x) 1 dx < ~0 
a 
(2.20) 
and 
/“If’“-“(x)s’(x)I dx < ~0. 
a 
Using (2.151, we obtain 
(2.21) 
/,+,I f (m-l)g’(x)I dx < a ti~~hllg’(f)IIa+hlf’~-l’(x)I dx. a (2.22) 
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Therefore, when h + 0, by (2.11), 
a+h 
lim 
/ If h+O+ a 
(m-l)g’(~)I d~~lg’(a)lh~~+la+hlf(sl)(X)l dx=O. 
a 
Identically we obtain 
lim /” if(mplk’(x)l dx~ln’(b)lh~~+~~hlf(m-l)(x)l dx=O. 
h-o+ b-h 
(2.23) 
(2.24) 
From (2.23) and (2.24), Eq. (2.21) follows. The validity of (2.20) may be verified in the same way 
as in the case m = 0. 0 
3. Second-order differential equations 
In this section we shall consider a boundary value problem for a second-order linear 
differential equation. This problem has been discussed in many works and it may be formulated 
as follows: 
IA(x) = ; (P(x);) - 4+4-4 = -f(x), x qo, l[\K (3.1) 
u(0) = U(1) = 0. (3.2) 
For a given m E No and finite set Y CA, we shall assume that the functions p and 4 
appearing in (3.1) satisfy the conditions 
p(x) 6 Fzm+l ([OJ]J), P(-+Cc,>O, ~XqOJ], (3.3) 
4(x)EF2y[%1]J), 9(x)d, VxE[O,l]. (3.4) 
One of the simplest finite-difference schemes for the considered problem is given by the 
equations 
(L,u”)i=~(~~+l(U~+~-U~)-pi(U~-“h_l))-qiu~= -fjY =1,2 )...) n-l, (3.5) 
Uh = Uh = 0 
0 n 3 (3.6) 
where pi =p(xj - ih), qi = q(xj) and fi = f(xi>; xi = ‘h 1 are the knots of a grid X, with stepsize 
h: x, = {Xi]i=,,, _,., n. Let us suppose that all the elements of Y (point of discontinuity) are grid 
points. We should remember here that the values of f, p and q at these points are defined as 
the arithmetic means of the left- and right-hand side limits (see Definition 2.1). 
Our purpose is to obtain an asymptotic expansion of the error of the solution uh of the 
finite-difference scheme (3.5), (3.6), valid when the coefficients of (3.1) satisfy the conditions 
(3.31, (3.4) and the right-hand side belongs to H2’?]0, l[, Y). We shall follow the method 
proposed in [7,8]. According to that method, the validity of such an asymptotic expansion 
depends on the following three conditions. 
(A) Existence and unicity of the solution of the boundary value problem. 
(B) Stability of the finite-difference scheme. 
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(C) Validity of an asymptotic expansion for the local discretization error when using the 
finite-difference operator L,. 
We shall now verify each of these conditions in detail for the specific case of our problem. 
(A) Let f<x> ~fJ*~(10, 11, Y>, with 0 <k G m. We shall now show that there is a unique 
solution u(x) of problem (3.11, (3.2) belonging to H2k+2([0, 11, Y>, such that u(x) and u’(x) 
are continuous at each y, E Y. As is well known (see, e.g., [l,lO]), when f is continuous, the 
solution u(x) may be obtained by means of the Green function G(x, y): 
u(x) = julc(x> Y)~(Y) dy, (3 7 
where 
G(x, Y) = 
I 
a(x)P(y) 
4) ’ 
if x <y, 
4 yM4 
a(l) ’ 
if x>y; 
here 0 <x, y < 1, (Y and p are the solutions of the following Cauchy problems: 
La(x) = 0, x E [O, l] \Y, (Y(0) = 0, p(O)cX’(O) = 1, (3 *g> 
LP(x) = 0, x E [O, l] \Y, P(l) = 0, p(l)P’(l) = -1. (3.9) 
These results may be easily generalized for the case where f~ H’(lO, 11, Y). First we should 
note that the initial-value problem (3.8) has one unique solution (Y E F2m+2([0, 11, Y). This 
follows from the theorem about the existence and unicity of solution for the Cauchy problem, 
attending to the conditions (3.3), (3.41, satisfied by p and 4. This solution is constructed in such 
a way that cy and (Y’ are continuous at each y, E Y. Analogously the initial-value problem (3.9) 
has one unique solution p E F 2mt2([0, 11, Y> and this solution is continuously differentiable at 
each y, E Y. Let us assume that f~ H’(]O, l[, Y> and introduce the following norm in this 
space: 
IlflL= p -x)lf(x)l dx. (3.10) 
From Lemma 2.12 it follows that ]I f I] 1 is finite for every f~ H’(]O, l[, Y). Now let us rewrite 
(3.7) in the form 
Using (3.8) and (3.91, we obtain 
max 
x=K411 
and 
max 
x~[O,ll 
(3.11) 
4~)i/~lf(t)lt(l -t) dt (3.12) 
0 
PW$llfWb(l -t) dt. (3.13) 
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From (3.111, using (3.12) and (3.13), we obtain that 
(3.14) 
Since a’(x) and p’(x) are continuous, and cu(1) > 0, it follows from (3.14) that the solution 
u(x) exists and is bounded for every f~ H’(]O, l[, Y). From (3.11) it follows that u E C([O, 11) 
and U’ E C(]O, l[). Moreover, we can easily obtain from (3.11) that 
Therefore we may assure that u E H*(]O, l[, Y). In the same way it may be shown that if 
f~H*“(]o, l[, Y), then u EH*“+*(]O, l[, Y), for k = 1, 2 ,... . 
(B) We shall now analyze the stability of the finite-difference scheme (3.51, (3.6). The 
solution of that scheme may be obtained using the Green grid function G$ and the formula 
n-l 
uf = h c G;.fj, (3.15) 
j=l 
where the function Gi; is given by 
( ff”pi” 
cY,h ’
if i <<j, 
G;= ( 
cY”pi” 
\ cY,h ’ 
if i>j, 
ah and ph being the solutions of the finite-difference equations which approximate (3.8) and 
(3.9): 
h 
( Lhcqi = 0, i=l,2 ,..., agh=O, plalma oh 
h 
=l, 
(LhPh)i=O, i=l,2 ,..., n-l, p,“=O, jnpnh-hPhP1 
(3.16) 
= -1. (3.17) 
In order to analyse the stability of the finite-difference scheme (3.51, (3.61, we shall introduce 
norms in the space of grid functions. For every grid function uh let 
n-l 
IIUhIIlh =h iz I uiIxi(l -Xi), 11 Uhl12h = oTt?-n 1 ui 1% 
. . 
Let fEH’(]O, l[, Y> and [ flh be a grid function such that ([flhji = f(xi), 0 < i < n. For 
every E > ‘0, there exists ho, such that, for each h <ho, we have 
/~[f]h~~Ih~jllf(X)IX(X-l)dX+E=Ilf~/~+t’ 
0 
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Since f~ H’(]O, l[, Y), this means that II * II Ih is finite for every grid function in the right-hand 
side of the finite-difference scheme (3.5). We shall establish the stability of this finite-difference 
scheme by showing that for every grid function f” the solution uh will satisfy 
bhl12h <M(IfhIl& (3.18) 
for some positive constant M. 
Eq. (3.15) may be written in the form 
From (3.19) we obtain 
(3.19) 
(3.20) 
Furthermore, due to the well-known stability of the finite-difference schemes (3.16) and (3.17) 
(whose coefficients are bounded), we may write 
max 
I4 -4-11 <M 
h “’ 
max lP,h -Pa 
lgkgn lgk<n h 
GM2, 
where M, and M, are constants, independent from h. On the other hand, it may easily be 
shown that 
Therefore, from (3.20) it follows that the condition (3.18) is satisfied and the finite-difference 
scheme (3.51, (3.6) is stable for the considered class of problems. 
(C) It remains to show the validity of an asymptotic expansion for the local discretization 
error, when using the difference operator Lh. Let u E H2kf2(10, l[, Y>, 1 G k G m, and let [ulh 
be a grid function such that ([u]~>~ = u(x~), 0 < i < II. We shall show that 
k-l 
(Lh[U]h)i-(Lr/)(Xi)= c 12a(Xi)h2a+rh(Xi), tlX,E&, 
a=1 
(3.21) 
where I,, EH~~-~~(]O, l[, Y) and 
It rh illh < C2kh2k, (3.22) 
with C,, independent from h, as h + 0. 
Actually, if we use the Taylor expansions for u and p and xi and substitute them in the 
expression of L,, after some transformations we shall obtain (3.21) with the I,, coefficients 
given by 
2a+1 U(2a+2-yX)pw(X) 
z2a(X)=2 iFo (za+2_i)! i! 2i 9 VxElo~ ‘[’ (3.23) 
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Since, by hypothesis p@)(x) E F 2k+1-i([0, 11, Y) and u(*~+*-~) E H2k-2”+i(]0, l[, Y), for i = 
0, 1,. . . ) 2cu + 1, we obtain from (3.23) that I,, E H2k-2”(10, l[, Y), (Y = l,..., k. Furthermore, 
it is clear that 
where E + 0, as h -+ 0. Since I,, E H’(lO, l[, Y), I] I,, ]I 1 is finite and condition (3.22) is 
satisfied. 
Finally we can formulate the main result of this work. 
Theorem 3.1. Let us be the solution of problem (3.11, (3.2) 
finite-difference scheme (3.9, (3.6). Suppose that all the elements 
f E H*“(]O, l[, Y 1, with m > 1, the following asymptotic expansion 
m-l 
U(Xi) = Llf + c 72k(xi)h2k +P*~(x~), i = 1, 2,. . ., n - 1, 
k=l 
and uh the solution of the 
of Y are grid points. Then, if 
is valid: 
(3.24) 
where II p2,,, II 2h G Ch2m, for some positive constant C, when h + 0. Functions Tag are 
independent of h and belong to H2m+2-2k(]0, l[, Y), k = l,..., m - 1. 
Proof. The validity of formula (3.24) for the given class of problems results from a well-known 
theorem [7], since the conditions discussed in (A), (B) and (C) are satisfied. q 
Remark 3.2. Although the existence of solution of the boundary value problem was proved for 
every f E Ho, the convergence of the finite-difference method is not proved in the case m = 0, 
because in this case the remainder p2m, in (3.241, may not approach 0, as h + 0. The numerical 
results obtained for some examples (one of which is presented in Table 1) suggest that in the 
case m = 0 the method converges, but very slowly. A more detailed analysis of this case will be 
done elsewhere. 
In many practical problems we are concerned about linear functionals of the solution of a 
certain boundary value problem. Approximations of these functionals may be obtained using 
the solution of the finite-difference scheme. We shall now show that an asymptotic expansion, 
similar to (3.241, is valid for such approximations. Consider, for example, the linear functional 
Q(f) = ilf(x)u(x) dx, 
Table 1 
Numerical values of Qh, obtained by the finite-difference method when solving the problem of Example 3.4, with 
m = 0, 1, 2, 3 and different stepsizes 
n m=O m=l m=2 m=3 
20 -0.152444889.10’ -0.514597155~10-* -0.3527823605.10-3 -0.6202265353.10-4 
40 -0.200307679.10’ -0.513776178.10-* -0.3520841890.10-3 -0.6185194639.10-4 
80 - 0.239 931854.10’ -0.513564050.10-* -0.3519089760.10-3 - 0.618 083 635 3.10 -4 
160 -0.270408022.10’ -0.513510130~10-* -0.3518651308.10-3 -0.6179741226.10-4 
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where f(x) is the function on the right-hand side of the problem (3.1), (3.2) and U(X) is the 
exact solution of that problem. 
Let Qh(f) be the finite-difference approximation to Q(f), given by the formula 
n-l 
@h(f) = h C f<xi>uF~ 
i=l 
where u; is a component of the solution of the finite-difference scheme (3.5), (3.6). 
Corollary 3.3. Let f E H2Y]0, l[, Y), with m > 1. If the conditions of Theorem 3.1 are satisfied, 
then 
m-l 
Q(f) -@h(f) = c m2ah2a + O(h*“), 
a=1 
(3.25) 
where the constants 0201 are independent of h. 
Proof. We have 
@(f)-@Jf)=/1u(x)f(x)dx-h’&;f(xi)=S1+S2, 
0 i=l 
where 
(3.26) 
6, = ju’u(x)f(x) dx - hn&(xi)f(xi) (3.27) 
i=l 
and 
n-1 n-l n-l 
62=h ,Fl u(xi)f(xi) -h iFl Uhf(Xi) =h ,Fl (‘(‘i) -‘i”)f(‘i)* (3.28) 
By hypothesis, f E H2”(]0, l[, Y), and therefore u E H 2mf2(]0, l[, Y). Furthermore, u(0) = 
u(1) = 0. Hence, by Lemma 2.12, uf E fi2”(]0, l[, Y). Now, if we apply Lemma 2.6 to evaluate 
the right-hand side of (3.27), we obtain 
6, = c C2,h2” + 0(h2m), 
a=1 
(3.29) 
where the constants C,, do not depend on h. 
The asymptotic expression for 6, may be obtained from (3.28) by using Theorem 3.1: 
s*=h~~‘(u(Xi,-~:)f(Xi)= m~l (h’j~‘~2~(Xi)f(Xi))h*~+O(h’..), (3.30) 
i=l a=1 i=l 
where Tag belongs to H2mf2-201 (IO, l[, Y) and ~~~(0) = ~~~(1) = 0, (Y = 1,. . . , m - 1. Since 
f(x) belongs to H*“(]O, l[, Y), we obtain, by Lemma 2.12, that T2c,(x)f(x) l fi*“-*~(]O, l[, Y). 
Then, by Lemma 2.6 we have 
n-1 
h C Tza(xi)f(xi) = L”~u(x)f(x) dx + m~“~2p,2nh28 +‘,(h), 
i=l p=1 
(3.31) 
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where v2p,2a does not depend on h and R,(h) = 0(h2m-201), a = 1,. . . ,m - 1. Substituting 
(3.31) into (3.301, we obtain the required asymptotic expansion for 6,. 
Combining (3.30) and (3.29) with (3.261, we obtain (3.25). q 
Example 3.4. As an illustration let us consider the case when 
p(x) = 1+1x-0.51, (3.32) 
4(x) = 
1 
0, if x < 0.5, 
0.5, if x=0.5, f(x) =x2m-1 In X, m = 0, 1, 2 ,... , (3.33) 
1, if x > 0.5, 
In this case, f(x) EH~“(]O, 11, Y), for each m > 0; p(x) and q(x) EFY[O, 11, Y), where Y 
consists only of the point y, = 0.5. Therefore, the grid for the finite-difference equations must 
be chosen so that it includes this point. 
Then, according to Corollary 3.3, formula (3.25) for Qh is valid, if m 2 1. In order to verify 
these facts we carried out the following numerical experiment. 
(1) For m = 0, 1, 2, 3, we solved the finite-difference equations (3.51, (3.6) and obtained the 
values of @,, with twelve different values of h: 1 L 1 L L L L L L L L L (it is 207 40, 807 1607 24, 48, 96, 192, 30, 607 120, 240 
clear that y, = 0.5 belongs to all the corresponding grids). 
(2) Using sets of four results, we carried out the Richardson’s extrapolation [9] and obtained 
approximate values of @, for m 2 1; we also computed the values of OZa, (Y = 1, 2, 3, which 
approximate w2cr in (3.251, when the remainder of the expansion is of order greater than 2a. 
(3) We repeated the extrapolation with different sets of results and compared the obtained 
values. 
From Table 1 we can see that, except for the case m = 0, the values of @, corresponding to 
different stepsizes, have three common significant digits. This corresponds to an error with the 
order of 0(h2). In Table 2 we can see the results of extrapolation, for m = 1, 2, 3. 
In the case m = 1, the asymptotic expansion (3.25) becomes 
@ - Qh = 0(h2). (3.34) 
In this case, the extrapolated values of @ have six common digits. The values of the coefficient 
W2, obtained by the different extrapolations, have two common digits, while the values of &, 
are completely different, and so are the values of We. This should be expected, since the 
corresponding coefficients do not exist in the asymptotic expansion (3.34). 
In the case m = 2 formula (3.25) takes the form 
@ - Qh = 02h2 + 0(h4). 
In this case we obtained the values of W2, which approximate 02, with six common digits and 
the values of G4 with two. Here, the values of @, obtained by the different extrapolations, have 
ten common digits. 
Finally, as we could expect, the best results of the extrapolation are obtained in the case 
m = 3. Here, according to (3.251, we have an asymptotic expansion with the form 
@ - Qh = w2h2 + o,h4 + 0( h6). 
T
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Analysing the results, we can see that the values of t,, &, and 06, obtained by the different 
extrapolations, are consistent. In this case, all the digits of @ coincide in the different 
approximations. 
4. Conclusions 
The numerical experiment confirms the validity of the asymptotic expansion (3.25) for this 
example. Moreover, the fact that for f~ H*” we obtained close values of OZm, in different 
extrapolations, suggests that in this case a more refined expansion should be valid: 
m 
Q(f) - Q,(f) = c a_r2ah2a + o(h*“). 
a=1 
Finally, we should remark that the Richardson extrapolation is not applicable in the case 
m = 0 and gives poor results in the case m = 1. In these cases better results should be probably 
obtained using other acceleration methods, such as the E-algorithm. 
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