The article is devoted to different aspects of the question: "What can be done with a matrix by a low rank perturbation?" It is proved that one can change a geometrically simple spectrum drastically by a rank 1 perturbation, but the situation is quite different if one restricts oneself to normal matrices. Also the Jordan normal form of a perturbed matrix is discussed. It is proved that with respect to the distance d(A, B) = rank(A−B) n (here n is the size of the matrices) all almost unitary operators are near unitary.
Introduction
The article is devoted to different aspects of the question: "What can be done with a matrix by a low rank perturbation?" Theorem 1 shows that one can change a geometrically simple spectrum drastically by a rank 1 perturbation, but the situation is quite different if one restricts oneself to normal matrices, see Theorem 2. We think that Theorem 2 may be considered as a finite dimension analogue of the continuous spectrum conservation under compact perturbations in Hilbert spaces.
Theorem 3 is about the Jordan normal form of a perturbed matrix. It looks like the theorem is related to the works [6, 7] as it explained in Section 3.
is equivalent to the following: "close to any pair of almost commuting self-adjoint matrices there exists a pair of commuting self-adjoin matrices (with respect to the distance dn(·, ·)). It is interesting that there are almost commuting (with respect to dn(·, ·)) matrices, close to which there are no commuting matrices, [2, 3, 8] ). The similar question have been studied for operators in Hilbert spaces (Calkin algebras, [4] ). In Hilbert spaces the operator a is called to be essentially normal iff aa * − a * a is a compact operator. In contrast with Theorem 5, there exists an essentially unitary operator which is not a compact perturbation of an unitary operator (just infinite 0-Jordan cell). There is a complete characterization of compact perturbations of normal operators, see [4] and the bibliography therein.
We think that low rank perturbations of matrices are related to sofic groups. The following question seems to be interesting from this point of view. One can show that all solutions of equation
in finite unitary matrices are trivial in A (A = E). Is it true that for any
Note. All linear spaces are supposed to be finite dimensional in the rest of the article...
On spectrum of low rank perturbations.
Let C n×n denote the set of all n × n complex matrices. Proof. W.l.g. we may suppose A to be in Jordan normal form. To warm up, let us start with diagonal A with n different eigenvalues. It is enough to show that det(λE − A − B) can be equal to any polynomial of the form λ n + a n−1 λ n−1 + ... + a 0 . For the proof of Theorem 1 we need the following
Proof. The proof follows from the multilinearity.
Let B be a matrix of rank one with all its rows equal to
, the characteristic polynomial of A. By proposition 1 we have
Let P (λ) be any polynomial of the form λ n + a n λ n−1 + · · · + a 0 . We have to solve the equation
, withP (λ) of order n − 1. This is the Lagrange interpolation problem, see [1] , and b j =P (λj ) Pj (λj ) solves it. Now let us continue the proof of Theorem 1, considering the general case -matrix A is in the Jordan normal form with r Jordan cells of size n 1 , n 2 ...n r , corresponding to different eigenvalues. 
We will need two more propositions. 
Proof. 1) We compute the determinant expansion in cofactors A i,j :
For i=j the cofactor of b i is equal to A i,i = (−1) 2i λ n−1 , because when we eliminate the i row and the i column we obtain a matrix with two (if i > 1) λ-Jordan cells of size i − 1 and n − i.
2) case 2: For j < i
When j < i, the minor matrix M i,j is a low triangle matrix with i − j zeros on the main diagonal.
(The submatrix defined by rows (j, ..., i − 1) and columns (j + 1, ..., i) "goes down"). So, the cofactor of b j is equal to zero.
3) case 3: j > i
In this case the minor matrix M i,j is block-diagonal with two Jordan cells of size i − 1 and n − j and
of size j − i. (The submatrix defined by rows (i + 1, ..., j) and columns (i, ..., j − 1) "goes up"). So,
Proposition 3.
Proof. The proof is very similar to the proof of Proposition 2: if the element is below the Jordan blocks, then we have a low triangular matrix with zeros on the main diagonal; if the element is above the Jordan blocks, then we have block-diagonal matrix, but the analogue of matrix (1) have zero on the main diagonal (where the Jordan blocks changing). Now, by Proposition 2, one can represent
The equation corresponds to the general Hermite interpolation, see [1] , namely, the problem of finding a unique polynomial P (λ) of degree n = n 1 + · · · + n r − 1 satisfying
The general Hemite problem could be solved, finding b l i of equation 2 inductively, starting with minimal n i .
We said that the vector x is an α-eigenvector if Ax = αx. We will denote by R(A, λ, ǫ) the space generated by all the α-eigenvectors of A with |λ−α| ≤ ǫ. For the case of normal matrices, the following theorem shows that the difference between the dimension of R(A, λ, ǫ)) and the dimension R(B, λ, ǫ) is bounded by the rank of the difference matrix A − B.
Theorem 2. If A and A ′ are normal matrices, then for any λ, and for any ǫ ≥ 0,
Let X ⊥ be the orthogonal complement of subspace X and P X be an orthogonal projection on X.
normal operator, and X is a subspace of L such that (N −λ)x ≤ ǫ x
for any x ∈ X, then (we will write R(λ, ǫ) for R(N, λ, ǫ))
1. P R(λ,ǫ) x = 0 for any x ∈ X, x = 0.
P R(λ,aǫ)
x ≥ 1 − 1 a 2 x for any x ∈ X.
dim(R(λ, ǫ) ≥ dim(X)
Proof. It is clear that (1) implies (3).
(1) Let e 1 , e 2 , ..., e n be a diagonal orthonormal basis for N , and λ 1 , λ 2 , ...λ n corresponding eigenvalues (N e i = λ i e i ). Let x = α 1 e 1 + α 2 e 2 + ... + α n e n ∈ X and
where x 1 ∈ R(λ, ǫ) and
(2) Similarly,
Now we a ready to prove Theorem 2. Let rank(A − A ′ ) = r then there exists X = R(A, λ, ǫ) ∩
By symmetry, we get Theorem 2.
3 On Jordan structure unchanged. The results of [7, 6] shows that this, indeed, happens for a generic rank r perturbation B. In some sense, our Theorem 3 is a generalization of Theorem 1 of [7] . We think that Theorem 3
gives all restrictions on "what can be done with Jordan structure by low rank perturbations".
For X, Y being linear spaces X ≤ Y will denote "X is a subspace of Y ".
Lemma 2. Let A : X → Y be an injective linear operator, and Y
Proof. The map A| X : X → A(X) is an isomorphism. Take
Now we can proof Theorem 3.
Proof. W.l.g. we can assume λ = 0. Let A (′) denote either A or A ′ . With 0-Jordan sell of A (′) we can associate the system of subspaces (k is the maximum size of the 0-Jordan cells in A and A ′ ):
where
Where
. We want to construct subsystem of (3) which lies in X:
(independent on primes). So we have a system
First of all we can represent K k as a direct sum, respecting X, namely:
an injection. It follows that j dim(Z j ) ≤ k. Now using Lemma 2 we can refine the presentation
, so the result follows. The following theorems says that "near" to any α-self-adjoint matrix there exists a self-adjoint matrix S, and that "near" to any α-unitary matrix there exists an unitary matrix U (for small α).
Theorem 4.
For any A ∈ C n×n there exists a self-adjoint matrix
Proof. Take S = 1 2 (A + A * ).
Theorem 5. For any A ∈ C n×n there exists a unitary matrix U (U
The good illustrations for this theorem are 0-Jordan cells: Question: If we define α-normal matrices in similar form to self-adjoint and unitary matrices, the equivalent of theorems 4 and 5 are true for normal matrices?
