Abstract. We discuss the general combinatorial, topological, algebraic, and dynamical issues underlying the enumeration of postcritically finite rational functions, regarded as holomorphic dynamical systems on the Riemann sphere. We present findings from our creation of a census of all degree two and three hyperbolic nonpolynomial maps with four or fewer postcritical points. Our data is tabulated in detail at
A central theme in the study of one-dimensional discrete holomorphic dynamical systems f : C → C is that the behavior under iteration of the finite set of critical points determines, to a remarkable extent, the dynamics on the whole sphere. A well-known example is the fact that if each critical point converges under iteration to an attracting periodic cycle, then so does almost every point in the sphere-the Julia set has measure zero. The simplest possible behavior for the critical points is for the union of their forward orbits to be finite, i.e. the postcritical set of f
•n (C f ), C f = {critical points of f } is finite. By a rigidity result due to Thurston [5] , apart from a special and highly restrictive family known as the Lattès examples, a postcritically finite rational map f is determined up to Möbius conjugacy by purely combinatorial data. This data consists of the map f viewed as a topological branched covering of the two-sphere S 2 to itself, up to a notion of equivalence which, loosely, is conjugacy up to isotopy relative to the postcritical set.
In the case of postcritically finite polynomials f , there is an explicit normal form for the associated combinatorial data of the map f viewed as a branched covering coming from the associated Hubbard tree. Indeed, by the main result of [17] there is a bijective correspondence between Hubbard trees and conjugacy classes of postcritically finite polynomials, and so the problem of classifying such maps reduces to the enumeration of Hubbard trees.
However, for rational maps which are not polynomials, no nice normal form is known in general for the corresponding branched coverings, making the problem of their classification more difficult. A possible avenue of approach to this classification problem is to develop a combination and decomposition theory for such maps, akin to the Haken theory of three-manifolds. Another intriguing problem is to attempt to deduce topological, dynamical, and geometric information about the map directly from its combinatorics as a branched covering, which by Thurston rigidity is a priori possible.
What has heretofore been missing is an explicit, exhaustively created list of examples with which to test theorems and generate conjectures. The goal of this work is to list, up to Möbius conjugacy, exactly one representative from each class of postcritically finite, nonpolynomial, hyperbolic rational map of degree 2 and 3 with four or fewer points in the postcritical set. Before a discussion of the data, which is specific to this class of maps, we discuss in full generality the various combinatorial, topological, algebraic, and dynamical issues involved in this enumeration.
Somewhat surprising for us was the breadth of mathematical ideas involved in this undertaking when one attempts to embed the discussions into a general framework. While we attempt to formulate results and methods which are applicable to any degree, the complexity of the problem increases dramatically as the degree and size of the postcritical set increases. However, our methods should allow for partial generalizations to, e.g., restricted families of more complicated maps.
Our approach to this project is guided by the dictionary between rational maps and Kleinian groups, developed by Lyubich, McMullen, Minsky, Sullivan, Thurston, and many others. For example, Thurston's rigidity theorem for rational maps may be construed as a loose analog of Mostow rigidity for closed hyperbolic threemanifolds. We were motivated in particular by the existing Census of hyperbolic three-manifolds [3] , [9] .
Rather than tabulating a list of our data here in print, we exploit the electronic nature of this publishing format by presenting our data in full detail on the web-see "A Census of rational maps" at the URL:
http://www.umr.edu/~pilgrim/Research/Census/WebPages/Main/Main.html A summary of our findings appears in §1. 3 and an overview of our web-tabulated data is presented in §5.
1.2.
Outline of this paper. Our enumeration proceeds as follows. §2. Combinatorics and topology. Fix a degree d ≥ 2. Let f : P 1 → P 1 be a postcritically finite rational map of degree d with Z f = C f ∪ P f . Then f |Z f : Z f → Z f determines an abstract, directed, graph X with weighted edges which we call (following [11] ) a mapping scheme. The vertices of X are the points of Z f , and for x, y ∈ X, we join x to y by a directed edge of weight ω(x) if f (x) = y and the local degree of f at x is ω(x). These mapping schemes must satisfy certain obvious relations imposed by the Riemann-Hurwitz formula and the fact that the degree of f is d.
We first enumerate all possible abstract mapping schemes which are topologically realizable, i.e. arise from a postcritically finite branched covering F : S 2 → S 2 . Their realizability is equivalent to realizing the associated, nondynamical branch data, which is the data F : C F → V F together with the local degrees of F at points of C F . In degrees ≤ 5 there is a classification of realizable branch data. In higher degrees, however, a precise characterization of topologically realizable branch data is still unknown; see [6] and §2. 3 . Given the branch data, we enumerate the possible mapping schemes with this branch data by brute-force computation.
Returning to dynamics, we discuss Thurston's characterization of rational maps in terms of postcritically finite branched coverings, and prove (Proposition 2.12) that there exist mapping schemes realized by infinitely many inequivalent branched coverings of the sphere to itself.
§3. Algebra and Galois theory. Given a topologically realizable mapping scheme X, we turn to the problem of its rational realizability, i.e. the existence of a rational map f whose critical points map under iteration according to the given mapping scheme. We first add to the abstract mapping scheme X the additional information of a normalization X * which is a labelling of three distinct vertices of X as zero, one, and infinity. Assuming that such a map f exists, we assume we have conjugated f so that the corresponding points in Z f are zero, one, and infinity, and we record the most general form of such a map. The unknowns in the definition of f will be the set {z 1 , z 2 , . . . , z l } of points in Z f (with the normalized vertices omitted) and some unknown coefficients in the numerator and denominator of f , yielding a total of say N unknowns. Each edge of weight ω(x) in the mapping scheme then yields ω(x) polynomial equations in these variables. We obtain a system E of polynomial equations with integer coefficients to be solved in C N , subject 38 E. BREZIN, R. BYRNE, J. LEVY, K. PILGRIM, AND K. PLUMMER to certain nondegeneracy conditions D which can be explicitly written down. If the associated orbifold is not the (2, 2, 2, 2) orbifold, we invoke Thurston rigidity to conclude (Theorem 3.6) that the solution set Rat × (X * ) we are looking for is precisely the zero-dimensional affine variety V (E) − V (D), and hence that there are finitely many solutions. This variety consists of marked rational maps, and hence may yield maps which are identical (i.e. differ only in marking) or are Möbius conjugate. We give a theoretical upper bound (Theorem 3.8) on size of Möbius conjugacy equivalence classes of maps in Rat × (X * ). In particular, we show that if the mapping scheme has trivial automorphism group, then no two points in our variety yield conjugate maps. However, given a normalized mapping scheme, we know of no means of reasonably estimating a priori the number of points in Rat × (X * ). As an aside, we prove (Corollary 3.4) that Möbius conjugacy classes of maps for which |X| = 3 are classified by their mapping schemes. This allows us to assume that, after normalizing three vertices to zero, one, and infinity, that there are additional points
After imposing an ordering on the variables and monomials in these variables, we use the factorizing Gröbner basis algorithm in Maple to solve the system E subject to the nondegeneracy constraints D; see §3. 4 . This had to be implemented somewhat carefully to guarantee that the output consisted of a basis for precisely the set of nondegenerate solutions. An alternative approach using saturations of ideals was attempted in Macaulay 2 but with inconsistently reasonable run times, even working over finite fields.
The general theory of Gröbner bases guarantees that, up to a general linear change of coordinates with rational coefficients, there is a basis for the ideal corresponding to V (E) − V (D) in a simple triangular form where the last equation is a polynomial q l in a single unknown z l and all other unknowns are polynomials of degree < deg(q l ) in z l . In all except one of the quadratic and cubic examples we consider, this triangular form is achieved without the change of coordinates, and the unique exception (cubic example #71; see §5.3) can be remedied by an alternative choice of variable ordering.
In §3.5 we discuss when two roots α, β of q l yield maps f α , f β which are Möbius conjugate. We show that apart from certain trivial cases, this can only occur when the mapping scheme itself admits an automorphism, ruling out the vast majority of cases. The remainder we examine by hand. We introduce the conjugacy invariant Q(χ(Z fα )), regarded as a subfield of Q, where χ(A) denotes the collection of all possible cross-ratios of four distinct points in A. We show that this invariant is equal to Q(α), and use some elementary Galois theory to develop other coarse invariants. To define finer, more useful invariants, we specialize to the case when there is a set of four dynamically distinguished points (which is always the case for quadratic and cubic maps) and the triangular form is achieved without a change of coordinates. We conclude with Theorem 3.29 which gives, in this special case, necessary and sufficient conditions for maps f α , f β to be Möbius conjugate. These conditions can be checked without explicit knowledge of the roots and without significant new computations.
§4. Dynamics. To obtain numerical approximations for our maps f α , we use Maple to numerically solve for the roots of the last polynomial q l and then back-substitute.
To obtain a picture of the Julia set we need a window in the complex plane, which we take to be a square centered at the origin. We choose the radius of the window by taking four levels of preimages of a repelling fixed point and recording the largest modulus of such a preimage. Multiplying this by some comfort factor like 1.5, we take the resulting number as radius. This is quick and generally works well. One can usually see the large-scale features of the Julia set and distinguish certain qualitative features, like when Fatou components have intersecting closures or nonJordan curve boundaries. Finally, by visual inspection, we infer certain qualitative features about these Julia sets. While certain theoretical tools are available to prove that certain Julia sets are, e.g., Sierpinski carpets [15] , their application depends on precise knowledge of the combinatorics of the map, which is difficult to algorithmically implement. Thus, our findings of this kind should be regarded as empirical observations. We include in Section 4.2 a discussion of some motivation from the theory of hyperbolic three-manifolds and Kleinian groups. In particular, we discuss the notion of a cylinder for a rational map, and how our investigations show that the situation for rational maps differs from that for Kleinian groups. §5. The data. We take advantage of the electronic format of this journal and refer the reader to the above URL for the full details of the data. In §5. 1 we outline what data is tabulated. In §5.2 we discuss mapping schemes with nontrivial automorphism groups. In §5. 3 we give details of a worked example.
1.3. Summary of findings. We assign to each quadratic and cubic mapping scheme a reference number; see the list on the web at the above URL. Some highlights:
Combinatorics. There are 8 quadratic and 134 cubic possible mapping schemes which might arise from nonelementary (i.e. not realized by z → z ±d ), hyperbolic, nonpolynomial rational maps with four or fewer postcritical points. Among these, exactly one quadratic (#8) and two cubic (#'s 42, 43) mapping schemes fail to be rationally realizable. However, these exceptions can be excluded by counting numbers of periodic cycles and appealing to the Holomorphic Index Formula; see the remarks in §2.3. Among the seven rationally realizable quadratic examples, exactly one (#7) is symmetric; among the 132 rationally realizable cubic examples, exactly 16 are symmetric.
1.3.2. Algebra. For quadratics, the varieties are all irreducible over the rationals. For cubics, 16 varieties split into two components over the rationals, and the remainder are irreducible. The quadratic examples yield varieties with at most three points; the cubics yield at most nine but typically around five or six. The Galois groups of q l are typically the full symmetric group; 17 of the realizable cubic examples yield q l whose galois group is not the full symmetric group. Of these, four arise from mapping schemes admitting automorphisms. Thus there does not appear to be a simple relationship between symmetries of the mapping schemes and nontypical galois groups.
Up to conjugacy there are 12 quadratic and 451 cubic hyperbolic, nonpolynomial, nonelementary rational maps with four or fewer postcritical points.
Dynamics.
Topology of Julia sets. We found that Fatou components for quadratic maps can have closures which intersect in previously unknown ways. An analysis of quadratic Example #7 (see Figure 6) shows that this map has a cycle of four periodic basins meeting exactly in a common fixed point, with two of these basins meeting in an additional point which is a preimage of this fixed point. This example can be constructed by the operation of "blowing up an arc" [16] . This phenomena violates the classification of such intersections in [1] , and thus leaves open the questions of just how the closures of such basins can intersect.
Exactly one quadratic map (#3.2) has Julia set which appears to be a Sierpinski carpet. None of these quadratic maps are matings of quadratic polynomials due to the required size of the postcritical set and the assumption that the maps are hyperbolic.
There seems to be no obvious relationship between Galois conjugacy of rational maps and the topology of the Julia set. For example (Figure 1 ), in cubic example #12, there is a pair of Galois conjugate maps, one with three Fatou components whose closures appear to intersect in a common point, and another whose Julia set appears to be a Sierpinski carpet. This is perhaps not too surprising, given that this phenomena already occurs in the quadratic family f c (z) = z 2 + c where the critical point is of period three: the unique real such map has attracting basins whose closures are disjoint, whereas the two complex maps have attracting basins meeting in a common fixed point.
Among the cubic examples considered, most Fatou basins appear to be Jordan domains (though not all), but their closures can intersect in quite complicated ways. Thus it seems as if a classification of such intersections is apt to be vastly more complicated than for quadratic maps. In particular, as pointed out by example in [13] , it is possible for the pattern of cut points of a Fatou basin boundary to fail to have the backward-invariance properties possessed by basins of infinity for polynomials; see e.g., cubic Examples 26.2, 27.1, 28.2, and 29.1. Cubic Example 28.2 is illustrated in Figure 2 . The basin of infinity maps to itself by local degree two. Note how the preimages of certain cut points of the boundary of this basin fail to be cut points.
Many (we estimate about one-third) appear to have Sierpinski carpet Julia sets; the remainder are candidates for being combinatorially cylindrical in the sense of [15] ; see §4 for definitions. The geometric deployment of the Fatou components varies quite a lot within the Sierpinski carpet examples, e.g., contrast the geometry Figure 2 . Preimages of cut points of the boundary of the basin of infinity need not be cut points In §3 we give a complete combinatorial classification of conjugacy classes of maps whose mapping scheme has exactly three points. Such maps are in fact determined by their mapping scheme, and all may be constructed by the operation of blowing up an arc in a Möbius transformation. This technique of blowing up an arc given in [16] provides a way to produce new rational maps from ones of lower degree. For example, starting with z 2 − 1 one may produce six such cubic maps. However, the cubic map Example 5.2 ( Figure 4 ) appears to be related somehow with the map z 2 + i, but we do not believe this can be obtained by the blowing up construction. Is there some other operation which explains the similarity? 1.4. Notation and conventions. We list below some standing assumptions and notation:
• P 1 -the complex projective line.
• C-the Riemann sphere, where ∞ plays a distinguished role.
• z, z i -points in P 1 or C.
• f, g-postcritically finite rational maps of degree at least two.
• M -a Möbius transformation, i.e. an element of Aut( C).
• d f , or d where f is understood-the degree of f .
• deg(f, z)-the local degree of f near z.
• C f -the set of critical points of f .
• V f -the set of critical values of f , i.e. f (C f ).
• P f -the postcritical set of f , i.e.
∞ n=1 f
•n (C f ), which we assume throughout is finite.
• Z f -C f ∪ P f . Again, this will be assumed finite.
• S 2 -the oriented topological two-sphere.
• F, G-orientation-preserving branched covers of S 2 to itself.
• d F -the degree of F .
• deg(F, x)-the local degree of F near x.
• C F , V F , Z F -defined analogously for branched coverings. When considered as dynamical objects, we will assume throughout that these sets are finite.
• S X -the symmetric group on the set X.
• |A|-the cardinality of a set A.
Combinatorics and topology
In this section, we introduce the notions of branch data, mapping scheme, realizability, and combinatorial equivalence of branched coverings viewed as dynamical objects.
2.1. Branch data. Let F : S 2 → S 2 be an orientation-preserving branched covering of degree d ≥ 2, where domain and range are not considered identified. For each v in the set V = V F of critical values of F , the unordered set of local degrees
is a partition of the integer d. The set BD of these partitions is called the branch data of F . The Riemann-Hurwitz formula implies that
Conversely, given a set of partitions BD of d satisfying (2.1), one may ask if BD is realizable, i.e. if there is branched covering F : S 2 → S 2 with BD as branch data. This is an old problem of Hurwitz whose complete solution is still not known (though in the polynomial case a result of Thom implies that each set of branch data is realizable); see [6] and the references therein. The following results of I. Berstein and A. Edmonds, compiled from [6] and restricted to the setting of maps between two-dimensional spheres, provide a partial answer. Theorem 2.1.
Later, we will also need the following result: Though this result is explicitly contained in [2] , we now give a constructive proof based on the idea of "blowing up an arc"; see [16] . Given a branched covering F 0 and an arc α mapped homeomorphically under F 0 , blowing up α consists of slitting the sphere along α, inserting a disc, and defining a new map F defined as F 0 off of this disc, and which maps the disc homeomorphically to the complement of F 0 (α). 
Proof
• the image of a critical point under τ is called a critical value;
• cycles of τ containing critical points are attractors;
• τ (X) is the postcritical set.
For convenience, we will often denote a mapping scheme by simply X. We think of a mapping scheme as a directed graph with vertex set X and with weighted edges
An automorphism is an isomorphism from a mapping scheme to itself; the group of all such automorphisms we denote by Aut(X).
Thus an automorphism of a mapping scheme is naturally an element of S X , the symmetric group on X. Definition 2.5. Let f be a rational map or a branched covering. The mapping scheme associated to f is the mapping scheme (X, τ, ω) where
and ω is the function which associates, to each z ∈ Z f , the local degree of f at z.
Notation.
While the eye easily captures pictures of mapping schemes drawn as graphs, this is less convenient for computing and tabulation. We will therefore represent mapping schemes by choosing more or less arbitrarily a labelling of the vertices by X = {x 0 , x 1 , . . . , x n−1 }, representing a weighted edge as above by a triple
and encoding the mapping scheme by recording a set of such triples. For example, the abstract mapping scheme associated to the polynomial z 2 −1 with
When tabulating the data on our web site, we label points of X by letters p i and use the alternative notation
Definition 2.6. A topological (respectively, rational) realization of a mapping scheme X is a branched covering (respectively, rational map) whose associated mapping scheme is isomorphic to X. Given a realization f of X, a marking of f is a choice of a mapping scheme isomorphism ψ :
Attributes of mapping schemes. Given a mapping scheme, there is an obvious associated branch data satisfying the Riemann-Hurwitz equations: given a critical
The collection of all such partitions where v ranges over the set of critical values gives the associated branch data.
The following other attributes of mapping schemes will be useful in their enumeration. Let (X, τ, ω) be a mapping scheme. It is said to be of
The only rational realizations of such mapping schemes are conjugate to z ±d . To avoid repeat mention of these as special cases, we omit these types from further consideration.
• polynomial type if there is an element x ∈ X with τ (x) = x and ω(x) = d.
The mapping scheme associated to a rational map f is of polynomial type if and only if f is conjugate to a polynomial.
• hyperbolic type if for each critical point x ∈ X, there exists a critical point y ∈ X and an integer k for which τ •k (x) = y. The mapping scheme associated to a rational map f is of hyperbolic type if and only if f is hyperbolic (i.e. expanding on a neighborhood of its Julia set with respect to, e.g., the Poincaré metric on C − P f ).
• Belyi type if the postcritical set has three points.
A rational map f whose mapping scheme is of Belyi type has the property that all iterates g of f have at most three critical values; such functions g are called Belyi morphisms and arise in number theory through the theory of dessins d'enfants; see [14] for an explicit connection of complex dynamics and the theory of dessins. • algebraic type if each attractor contains a unique critical point which is simple, and no other critical point lands in this cycle under iteration of τ . If f is a rational map and its associated mapping scheme is of algebraic type, then the subspace H(f ) in the space Rat d of degree d rational maps consisting of all maps g which are obtained as quasiconformal deformations of f near J f should be determined by real algebraic inequalities. For example, consider a quadratic rational map whose critical points (necessarily simple) are contained in two disjoint cycles of period m and n, respectively. The set H(f ) is then the hyperbolic component containing f . H(f ) is a connected component of the subspace of Rat 2 , the space of degree two rational maps, consisting of maps with two periodic points z of period m and w of period n whose multipliers λ, µ are less than one in modulus, and these conditions are real-algebraic. In contrast, if one critical point maps onto another, the hyperbolic component should be an inherently transcendental object.
• The signature is the set
where N (x) is defined as the least common multiple, over all directed paths of any length joining y to x, of the product of the weights of edges along this path.
If X is the mapping scheme associated to a branched cover or rational map, its signature is the signature of the associated orbifold; see [5] . Also, N (x) = ∞ for all attractors x and all of their iterated preimages.
• The cycle type of a mapping scheme is the set of cyclically ordered lists of weights along the cycles. (Thus in the example above, the cycle type is {(2), (1, 2) = (2, 1)}.) • An attractor of a mapping scheme X is a cycle containing a critical point.
If X is the mapping scheme associated to a rational map f , the attractors of f correspond to attractors of X. Thus the Julia set of f is the whole sphere if and only if X has no attractors.
• A nonempty subset E of a mapping scheme X is called dynamically distinguished if, for every automorphism η of X, η(E) = E. A point x ∈ X is dynamically distinguished if it is fixed by every automorphism. Clearly, the image of any dynamically distinguished set is also dynamically distinguished. Hence, for example, if X contains a set of dynamically distinguished points whose union of orbits is all of X, then Aut(X) is trivial. If X is the mapping scheme associated to a rational map f , an automorphism of f must send a dynamically distinguished set to itself. Similarly, a conjugacy between two rational maps with isomorphic mapping schemes must send dynamically distinguished sets to dynamically distinguished sets.
Remark 2.7. The classification, up to isomorphism, of mapping schemes of degree at most three, of expanding type, and with four or fewer postcritical points is tabulated at the above URL and was obtained by brute-force enumeration. We are not aware of any explicit formula for the number of such mapping schemes. Remark 2.10. In [11] mapping schemes are defined in a less restrictive fashion, and a reduced mapping scheme is defined and shown to classify, up to biholomorphism, hyperbolic components in spaces of polynomial maps. Poirier ([11] , Appendix) has shown that every reduced mapping scheme is realizable by a postcritically finite hyperbolic polynomial. The rational realizability question in our setting is more subtle, as the following discussion shows. The degree three mapping scheme consisting of four fixed simple critical points is not rationally realizable, since such a map f has 3 + 1 = 4 fixed points, at least one of which must be nonattracting by the Holomorphic Index Formula:
Thus one is tempted to add restrictions on the number of periodic points of a given period and their multipliers. However, the degree three mapping scheme
would satisfy all these conditions, and is nonetheless still not the mapping scheme of any cubic rational map. Let us suppose X is isomorphic to the mapping scheme of a cubic rational map f . Let Z f = {z 0 , z 1 , z 2 , z 3 } ⊂ P 1 be the corresponding four critical points of f and let M : P 1 → P 1 be the involution which simultaneously interchanges z 0 with z 1 and z 2 with z 3 . Then M • f : P 1 → P 1 is a cubic rational map with four fixed simple critical points, which is impossible. Similarly, the degree two mapping scheme
cannot be be realized by a quadratic rational map, which can have at most two points of period two.
Curiously, among expanding quadratic and cubic mapping schemes with four or fewer critical points, these are the only nonrealizable examples. Recently, A. Epstein [7] found further relations between multipliers which must hold for rational maps with a given mapping scheme; perhaps imposing such more general conditions could shed light on when a mapping scheme is rationally realizable.
2.4.
Branched coverings from the sphere to itself. Two postcritically finite branched covers F, G : S 2 → S 2 are combinatorially equivalent if there are homeo-
The following rigidity result was proved by considering iteration on Teichmüller space; see [5] . Thurston [5] found necessary and sufficient combinatorial criteria for such a branched covering to be combinatorially equivalent to a rational map. Thus an alternate route to this enumeration would be to enumerate first the equivalence classes of branched coverings and then check the conditions. This is impractical, as we shall show. First, these criteria involve a priori checking a countably infinite set of conditions. Next, the following proposition shows that it is possible for a given mapping scheme to admit infinitely many combinatorially inequivalent topological realizations. Finally, Theorem 3.6 will show that the number of rational realizations, up to conjugacy, is finite. Proof. It is easy to find an example of postcritically finite branched covering F with the following properties:
1. There is a compact subsurface S ⊂ S 2 − P F homeomorphic to a four-holed sphere, bounded by four Jordan curves.
F |S = id. 3. Each complementary component of S contains at least two points of P F . The mapping class group M (S) is the quotient group Homeo
+ (S)/Homeo 0 (S), where Homeo + (S) is the group of all orientation preserving homeomorphisms of S to itself, endowed with the compact-open topology, and Homeo 0 (S) is the subgroup consisting of maps isotopic to the identity through maps which fix the boundary setwise, not pointwise. Thus M (S) is isomorphic, via collapsing boundary components to points, to the mapping class group of the four-times punctured sphere. Let h ∈ Homeo + (S) be the identity on ∂S representing α ∈ M (S) (i.e. α is in the pure mapping class group P M(S)), and define F α to be the postcritically finite branched covering obtained from F by replacing F with h on S. By standard topological techniques, the combinatorial equivalence class depends only on α and not on h. Moreover, F and F α have the same mapping scheme.
The definition of combinatorial equivalence implies that if α, β ∈ P M(S) and if F α , F β are the corresponding branched coverings, then F α is combinatorially equivalent to F β only if α and β are conjugate in M (S). But the subgroup P M(S) of M (S) contains infinitely many distinct M (S)-conjugacy classes-e.g., one may take powers of a pseudo-Anosov α. Hence there are infinitely many combinatorially inequivalent maps realizing the mapping scheme of F . Remark 2.13. The maps constructed above all contain a Levy cycle (a collection of disjoint, essential, nonperipheral, simple closed curves mapped homeomorphically to itself up to isotopy relative to the postcritical set). We know of no such family of examples which do not contain Levy cycles.
Algebra and Galois theory
In this section, we assume we are given a mapping scheme X = (X, τ, ω). The main result of this section (Theorem 3.6) is that X, together with a normalization, defined below, determines uniquely a system of algebraic equations with integer coefficients to be solved over C, and whose solution set is, up to a finite amount of duplication, the set of all Möbius conjugacy classes of rational maps f whose associated mapping scheme is isomorphic to X. The extent of this finite duplication is somewhat subtle. In Theorem 3.8 we give a bound on this ambiguity.
Recall that given a mapping scheme X = (X, τ, ω), a rational realization of X is a rational map f whose mapping scheme is isomorphic to f , and that a marking of f is a choice of isomorphism ψ : X → Z f .
3.1. The mapping scheme Z f ⊂ P 1 determines f . The following proposition shows that the locations of points of Z f and the abstract isomorphism class of a nonelementary mapping scheme of Z f determines the function f uniquely.
and
• the restriction of the identity function id
Note that the conclusion says that f = g, not that f is conjugate to g.
1 with its image under this chart. Let R : P 1 → P 1 be defined using coordinates from this chart by
. Then R is a rational map of degree at most 2d. If R is nonconstant, then R has at most 2d zeros, counted with multiplicity. By construction, each point z ∈ Z is a zero of R of multiplicity
where we have used the Riemann-Hurwitz condition (2.1) for the last equality. Hence if |Z| ≥ 3, the map R must be constant, i.e. f = g. Proof. Injectivity follows from Proposition 3.1 and the fact that Aut(P 1 ) is triplytransitive. To prove surjectivity, suppose X is any such mapping scheme. The Riemann-Hurwitz and local degree conditions imply that τ : X → X is a bijection. It suffices to consider the case when τ = id X , for by postcomposing a rational realization of this form of a mapping scheme with a Möbius transformation we can realize the case when τ is an arbitrary bijection. Theorem 2.2 shows that X is topologically realizable, and geometric realizability follows either by appealing to Thurston's characterization, or to the rigidity of the conformal structure on the triply-marked sphere.
3.2.
Normalizations. Recall that we are now assuming all mapping schemes have at least three vertices.
Definition 3.5 (Normalized mapping schemes).
• A normalization X * of a mapping scheme X = (X, τ, ω) is an injection {0, 1, ∞} → X, i.e. a labelling of three distinct vertices as zero, one, and infinity. We often denote the points labelled by zero, one, infinity as 0, 1, ∞.
The notion of isomorphism and automorphism extends obviously to the setting of normalized mapping schemes: such functions must send zero to the corresponding zero, one to one, and infinity to infinity.
• Let f : C → C be a rational map for which Z f ⊃ {0, 1, ∞}. Such a map is said to be normalized. Let Z * f denote the mapping scheme Z f equipped with the obvious labelling of three points by zero, one, and infinity. Z * f is called the normalized mapping scheme associated to f .
• A rational realization of a normalized mapping scheme X * is a normalized rational realization f : C → C of X whose associated mapping scheme Z * f is isomorphic to X * . Given a rational realization f of X * , a marking of f is a choice of isomorphism ψ :
• The set of all rational realizations of a normalized mapping scheme we denote by Rat(X * ). The set of all Möbius conjugacy classes of rational realizations of X * (which of course coincides with the set of conjugacy classes of realizations of X) is denoted by Mod(X). The set of all marked rational realizations of X * is denoted by Rat × (X * ).
We emphasize that Rat × (X * ) consists of marked maps; thus in particular,
since once a base marking φ of a realization is fixed, any other marking ψ determines uniquely an automorphism ψ −1 φ, and this correspondence is bijective. We will prove Theorem 3.6. Given a mapping scheme X whose signature is not (2, 2, 2, 2) and a normalization X * of X, there is an injection ι : Rat Proof. Let f be any such map. By conjugating f with a Möbius transformation, and choosing a marking ψ arbitrarily, we may arrange so that (f, ψ) ∈ Rat × (X * ). The latter set is finite, by the Theorem. The last statement follows since, given a fixed degree and size of postcritical set, there are at most finitely many mapping schemes.
The relationship between X and the number of conjugacy classes of realizations of X is mysterious. The next theorem, however, we will use to bound the number of elements of V (I) which yield conjugate rational maps. Below, recall that the automorphism groups of any pair of conjugate maps are isomorphic (though not canonically so). 
In particular, since |Rat
Corollary 3.9. Proof. 1. This is clear from the Theorem; alternatively, once a marking of f is chosen, there is a homomorphism Aut(f ) → Aut(X) which is injective.
|Aut(ξ)| ≤ |Aut(X)
2. The groups Aut(X) and Aut(X * ) coincide, and Aut(ξ) is trivial. Hence #Rat × ξ (X * ) = 1. 3. Obvious, from the Theorem.
Proof of Theorem 3.8. Let ξ ∈ Mod(X). We first show that the set Rat ξ (X * ) is finite. Fix a basepoint f ∈ Rat ξ (X * ), and consider the set whose fiber over f ∈ Rat ξ (X * ) is the group of automorphisms of f . Let T ξ denote the total space of the fiber product of these two bundles. Clearly, T ξ is finite, and has cardinality equal to the left-hand side of the first inequality in the Theorem. We shall show that T ξ injects into Aut(X).
To do this, fix arbitrarily an element f ∈ Rat ξ (X * ), and for each g ∈ Rat ξ (X * ), including f , choose arbitrarily an isomorphism ψ g : X * → Z * g and a Möbius trans-
), and A g ∈ Aut(g), the correspondence
defines a bijection between T ξ and the set
g } which one may think of as the set of all elements in Rat ξ (X * ) equipped with an isomorphism of mapping schemes from X * to Z * g and a conjugacy from f to g. The map
Since φ g , φ g : X * → C are isomorphisms between normalized mapping schemes, they both send vertices labelled zero to 0, one to 1, etc. Hence as triples
) and so N g = N g , whence g = g and φ g = φ g .
3.
3. Proof of Theorem 3.6. Before proceeding with the proof of Theorem 3.6, we present a heuristic argument. Suppose (f, ψ) ∈ Rat × (X * ) is a normalized marked rational realization of X * . Enumerate the elements X * = {x i }, Z * f = {z i } so that ψ(x i ) = z i . The unknowns are the 2d + 1 coefficients of f and the |X| − 3 locations of points z i , a total of 2d − 2 + |X| unknowns.
For each x i ∈ X, the condition τ (x i ) = x j and the prescribed local degree ω(x i ) means that f must satisfy
for a total of ω(x i ) equations. Hence the total number of such equations is
where we have again used the Riemann-Hurwitz condition 2.1. The number of unknowns is the number of equations. Therefore, if the equations are sufficiently generic, the solution set should be finite.
To make this more precise, fix an enumeration of X * , Z * f as above, and for convenience set d i = ω(x i ). Define
f − {∞} and f (z n ) = 0} and
Then any normalized rational realization f may be written uniquely in the form
where
and
with r and s chosen so that
Remark 3.10. The map ι is injective, since from the image vector ι(f, ψ) we may uniquely reconstruct f and the marking ψ. We emphasize that the function ι is a function on marked normalized rational realizations.
Let R denote the polynomial ring over the integers in indeterminates a 0 , . . . , a r , b 0 , . . . , b s−1 , z i (i ∈ I * ). We will first show Next, we establish using Thurston's Rigidity Theorem Lemma 3.12. If the signature of X is not (2, 2, 2, 2), then V (I) − V (J) is a finite set of points.
Next, we invoke a well-known result from algebraic geometry:
Lemma 3.13. We have
where I = I : ∆ ∞ is the saturation ideal of I with respect to ∆.
The proof of Theorem 3.6 concludes as follows. By Lemma 3.12, V (I) − V (J) is finite, so it is equal to its Zariski closure. By Lemma 3.13 it is equal to the zero-dimensional variety associated to the ideal I. Moreover, a basis for this ideal can be algorithmically computed ( [4] , §4.4, Exercise 9).
Proof of Lemma 3.11. Suppose first that (a, b, z)
Nondegeneracy conditions. The coordinates (a, b, z) must satisfy certain necessary nondegeneracy conditions. First, the map f must have the correct degree, d. This occurs if and only if the following two conditions occur:
Furthermore, by the definition of rational realization, we must also have
Note that there may be some redundancy in conditions (3.5)-(3.11). Let ∆ 1 ∈ R be the product of the left-hand sides of Inequalities (3.5)-(3.11). The polynomial ∆ 1 often contains many linear factors raised to high powers. For computational convenience, we therefore let ∆ be the polynomial obtained from ∆ by removing duplications of linear factors. Finally, let J = ∆ denote the principal ideal in R generated by ∆ and let V (J) denote the corresponding variety in C N . Then
Defining equations. Let x i ∈ X * , and suppose τ (x i ) = x j , ω(x i ) = d i . We now translate these conditions into conditions on (a, b, z) . By the definition of rational realization, we must have that the τ i,j equation
holds, and also that the ω(x i ) equation
is satisfied. Here, the condition on derivatives is to be interpreted as the derivative of f as a function from the complex manifold C to itself; its vanishing is independent of chart. Note that the form (3.1) for our map f and conditions (3.2)-(3.4) imply that the τ i,j equations (3.12) and the ω(x i )-equations (3.13) are automatically satisfied when x j = 0, when x j = ∞, and when x i = ∞ and x j = 0 or x j = ∞. We now extract equations in the remaining cases. 
be the kth-fold derivative of f (z), calculated formally using the Quotient Rule.
Note that the left-hand sides of (3.14), (3.15) are elements of R. 
. Again, the left-hand sides of (3.16), (3.17) are elements of R.
Finally, for each i let E i denote the set of of polynomials on the left-hand sides of (3.14)-(3.17), E = i E i , I = E ⊂ R be the ideal of R generated by E, and let V (I) ⊂ C N be its corresponding variety. Then
Conversely, suppose (a, b, z) ∈ V (I)−V (J). Since the nondegeneracy conditions are satisfied, the rational map f defined by Equation (3.1) has degree d = deg(X). Also, the numbers z i are all distinct and not equal to zero or one. Hence the correspondence 
defines a bijection between X and a subset Z ⊂ C. Using the fact that the nondegeneracy conditions are satisfied, the arguments given above imply that the τ i,jand ω(x i )-equations (3.14)-(3.17) are all satisfied. Hence
Proof of Lemma 3.12. For convenience, let us identify Rat × (X * ) with V (I)−V (J). Then Rat × (X * ) ⊂ C N is either finite, or contains a subset U of positive dimension which we may take to be path-connected. Suppose the latter case occurs. Choose a nonconstant continuous one-parameter family v t ⊂ U, t ∈ [0, 1]. Let f t ∈ Rat × (X * ) denote the corresponding marked maps. The underlying sets Z * ft vary isotopically in the Riemann sphere C. This implies that the maps f t are all combinatorially equivalent, by a reformulation of the definition of combinatorial equivalence [18] . By Thurston Rigidity, for all t ∈ [0, 1], each of the maps f t is Möbius conjugate to f 0 . Hence the map
is not finite-to-one, violating Theorem 3.8.
Gröbner bases.
To find the maps in Rat(X * ), we use Gröbner bases to compute a convenient basis for I. In theory, this will reduce the problem to approximating the roots of a univariate polynomial. For relevant background, see e.g., [4] . Recall that by the Hilbert Basis Theorem, every ideal in R is finitely generated.
Definition 3.1 (Gröbner basis). A basis
G = {g 1 , . . . , g t } for an ideal I is called a Gröbner basis if LT (g 1 ), . .
. , LT (g t ) = LT (I) .
The Gröbner basis is said to be reduced if for all g i in G, 1. LC(g i ) = 1, and 2. no monomial of g i lies in LT (G − {g i }) .
Once a monomial ordering has been fixed, the reduced Gröbner basis for any nonzero ideal is unique ( [4] , Prop. 2.7.6, p. 90).
Recall that given an ideal I ⊂ R, its radical √ I is defined as
and that if k is algebraically closed, the correspondence between affine varieties and radical ideals is bijective and inclusion-reversing. The following proposition is well-known: 
. . .
where the q i are univariate, deg(q i ) < deg(q N ) for i < N, and q N is monic and has distinct roots. Furthermore, this change of coordinates may be taken to be in
Geometrically, triangular means that projecting onto the N th coordinate is injective on V . If the last coordinates x N of points in V are all distinct, the result follows by Lagrange interpolation. Otherwise, choose a suitably generic line on which to project.
The change of coordinates can be taken over Q since we can alter the line of projection slightly by rational perturbations into a suitably generic position. The example of V = V (x 2 +y 2 −4, x 2 −y 2 −1), the four-point intersection of a hyperbola and a circle, shows that this change of coordinates is sometimes necessary. Our desire to keep the change of coordinates defined over the rationals will become clear in the next section, where we will use extension fields of Q generated by roots of q N as conjugacy invariants. Definition 3.15. Given an ordering of variables and monomials, we say that a variety V (equivalently, a radical ideal defining V ) is clean if this general linear change of coordinates is not necessary.
Perhaps surprisingly, all of the varieties ι(Rat × (X * )) arising in our investigations are clean, except one factor of cubic example #71. However, this example can be made clean by a reordering of the variables; see §5.3.
Determining a basis for Rat
× (X * ). To avoid complications in the statements of the following theorems, we first dispense with the case when |X| = 3, i.e. the variables z i do not appear.
Proposition 3.16. Suppose X
* is a normalized mapping scheme for which |X| = 3. Then the unique normalized rational realization of X * has rational coefficients, and indeed the defining equations E may be taken to be linear.
Proof. A priori the coefficients must be rational, for otherwise twisting with a field automorphism would result in a different function with the same mapping scheme, violating Proposition 3.1. To prove the second part, consider the special case when zero maps to one by local degree d 1 , one to infinity by local degree d 2 , and infinity maps to zero by local degree d 3 . The general form of such a map is
where the degrees of N 1 , D 1 are chosen appropriately. The only condition which must be satisfied is the condition that zero maps to one by local degree d 1 , i.e. that zero is a zero of order d 1 of the function N 1 /((z − 1) d2 D 1 ) − 1. But this condition is equivalent to the condition that
which is linear in the coefficients of N 1 and D 1 .
Hence, we now assume that |X| > 3. By Theorem 3.6 and Lemma 3.11, we may identify Rat × (X * ) via the map ι with the variety V (I). Fix an ordering of the variables so that (3.18) where the subscripts on the z's are taken from I * . Next, choose one of the many useful monomial orderings for variables. Given this ordering, we assume that we have computed a Gröbner basis for I = I : ∆ ∞ ( [4] , §4.4, Exc. 8,9). If the resulting ideal is not radical, we compute a basis for
2). We believe, however, that a suitable infinitesimal interpretation of Thurston rigidity would in fact imply that this ideal is always radical. Denote the resulting reduced Gröbner basis by G.
Let C denote the subspace of C N spanned by the coordinate vectors  a 1 , a 2 , . . . , b 1 , b 2 , . . . and Z the subspace spanned by z 1 , z 2 , . . . so that C N = C ⊕ Z. In our setting, the general linear change of coordinates required to achieve the above triangular form can be taken to be the identity on C, i.e. the "coefficients" remain the same. 
where the polynomials q a,· , q b,· , q z,i are univariate with rational coefficients,
, the polynomial q l is monic, and the roots of q l are distinct.
Proof. The computation of the basis for the radical ideal preserves the field over which one is working, so the coefficients are rational. That the triangular form can be achieved follows from the previous proposition, so it remains only to show that this change of coordinates can be taken to fix C. Let π Z denote projection onto the subspace Z.
) is clean. Let I C denote the identity, and set A = I C ⊕ A Z : C ⊕ Z → C ⊕ Z. We claim that the image of Rat × (X * ) under A is clean. It suffices to prove that π l • A is injective on Rat × (X * ), where π l is projection onto the last coordinate. We have
However, Proposition 3.1 implies that π Z is injective on Rat × (X * ), and (
Note that the Theorem 3.17 says that at least in theory, the problem of finding elements of Rat × (X * ) can be reduced to a univariate problem.
Remark 3.18. We were unable to implement the theoretical method outlined above.
With assistance from M. Stillman, Cornell University, we attempted to use Macaulay 2 to compute the basis G using its algorithm to compute ideal saturations. Even with some assistance, such as removing factors of E i which would yield "obviously" degenerate solutions, we obtained inconsistently reasonable run times, even when the computations were done in Z p . While some examples finished in seconds, others failed to terminate at all, even after several hours. We therefore relied on the factorizing Gröbner basis algorithm gsolve in Maple V R 5. Applying this to the system E, this routine returns a collection C (often as many as 70) of bases for simpler systems, the union of whose solution sets is equal to V (I). Not surprisingly, most systems in C possessed solution sets consisting entirely of solutions lying in the degeneracy locus J. We were unable to justify theoretically the observation that for every system C ∈ C, either all solutions were in the degeneracy locus, or none were. Due to this fact, we took each remaining system C and added degeneracy conditions, one at a time, testing for consistency. In no case was a system found to consist of both degenerate and nondegenerate maps.
Our run times with Maple's algorithm were significantly better: "niced" on a Sparc server, computation of the entire collection of 135 cubic examples took about five minutes.
Remark 3.19. In (3.18) we have defined a variable ordering so that z 1 > . . . > z l , i.e. the ordering agrees with the indices. Our choice of indices, i.e. of enumeration of the elements of X * , and of the ordering of the variables z 1 , . . . , z l , is more or less arbitrary. We obtained better results (i.e. faster computation times) choosing lower indices to be periodic vertices, and the highest index to correspond to a tail vertex, i.e. an x ∈ X for which τ −1 (x) = ∅. Also affecting computation was the choice of normalization; generally, choosing zero and infinity to be points with as many preimages as possible seemed to be desirable, since this typically yields systems with fewer unknowns. For example (see §5.3) computation of the basis (5.1) took ten times as long as computing the two bases (5.2) and (5.3).
3.5. Detecting conjugacies and automorphisms. In this subsection, we assume that we have computed a basis G defining Rat × (X * ) as in the previous subsection. Here, we take up the problem of determining when two roots α, β of q l yield rational maps f α , f β which are Möbius conjugate. We do this by describing several successively finer invariants. One possibility is that f α = f β ; from §3.2 this can only occur when Aut(X * ) is nontrivial. Among the realizable quadratic and cubic mapping schemes we considered, and with the normalizations we have chosen, there are four such examples, all cubic with |Aut(X * )| = 2: numbers 34, 36, 37, and 38. In each of these cases, the normalized points are each dynamically distinguished, hence there are no nontrivial conjugacies. It then follows from Theorem 3.8 that the number of conjugacy classes is precisely |Rat × (X * )|/2. Hence for simplicity we assume that Aut(X * ) is trivial. In this case, the forgetful map Rat × (X * ) → Rat(X * ) is a bijection, so we may identify Rat × (X * ) with Rat(X * ). Next, recall from §3.1 that if |X| = 3, then all maps in Rat(X * ) are conjugate. We therefore assume |X| > 3, so that Theorem 3.17 applies. By Theorem 3.8 we know that if Aut(X) is trivial, then the map Rat × (X) → Mod(X) is also a bijection. Hence we may also assume that Aut(X) is nontrivial.
In the following, we take as our definition of cross-ratio of four distinct points
A coarse invariant. We now describe our first invariant. let z 1 , . . . , z 1 , . . . be the corresponding values given by Theorem 3.17. This Theorem implies that
where the last equality follows since (a) χ(0, 1, ∞, z) = z; (b) Z * fα ⊃ {0, 1, ∞}, and (c) changing labels of points in the calculation of cross-ratio changes the cross-ratio by a function whose coefficients are rational. The inclusion
Recall that the last polynomial q l in Theorem 3.17 is separable, i.e. has distinct roots. It may factor over Q. Let Q 1 , Q 2 , . . . be the irreducible factors of q l over Q. The following corollaries are just a sampling of possible results, and represent those which we most often used in practice. To set up the next statements, let Q be a degree m irreducible factor of q l over Q, R its set of roots, E the splitting field of Q over Q, and G = Gal(E/Q). G acts transitively on R. Thus by Theorem 3.17, G acts transitively on the set Rat × Q (X * ) of elements of Rat × (X * ) lying over the roots of Q by sending (a 0 , a 1 , . . . , b 0 , b 1 , . . . ) → (σ(a 0 ), σ(a 1 ), . . . , σ(b 0 ), σ(b 1 ), . . . ) . Also, G acts transitively on Rat Q (X * ) by twisting the coefficients of the rational functions themselves, which are polynomials in the a's and b's. We denote the action of G by twisting coefficients of functions by σ(f α ) = (f α ) σ . Thus
This action descends to an action of G on the set Mod Q (X) of conjugacy classes of maps obtained from roots of Q. We thus have a transitive action of G on R preserving the following three successively finer equivalence relations:
For a given equivalence relation, the number of elements of R in each equivalence class is the same, since G acts transitively on R preserving these equivalence relations. Let n 1 , n 2 , n 3 denote respectively the number of elements of R in a ∼, ≈, and ≡ equivalence class, and let N 1 , N 2 , N 3 denote respectively the number of distinct ∼, ≈, and ≡ equivalence classes. Thus,
and since the equivalence relations are successively finer, In our setting, the group G and its faithful action can often be computed. Hence N 1 can be computed as well, and so this gives useful bounds on the number of conjugate maps. For Q an irreducible factor of q l , we denote by Mod Q (X * ) the set of conjugacy classes of maps f α where α ranges over the roots of Q. We know of no examples for which there exist factors Q 1 , Q 2 of q l with Mod Q1 (X) = Mod Q2 (X).
Corollary 3.25. For any pair of factors
Finer invariants. Next, we develop finer invariants which apply in more restricted settings. The analysis will yield effective ways of computing the integer n 2 defined above. We assume:
(1) there is a dynamically distinguished set of four points E = {x i1 , x i2 , x i3 , x i4 } in X; (2) a normalization is chosen so that x i1 = 0, x i2 = 1, x i4 = ∞ and Aut(X * ) is trivial (and hence that Rat × (X * ) → Rat(X * ) is a bijection); (3) a variable and monomial ordering is chosen so that (a) the last variable z l corresponds to x i3 , i.e. l = i 3 , and (b) with this ordering, the resulting system of equations is clean, i.e. no change of coordinates is required to yield a triangular form for the basis G. In our setting, assumption (1) is not much of a restriction, as a quadratic or cubic map with #X f ≥ 4 always possesses such a set of points-take e.g., a subset of the set of critical points and critical values. If (1) holds, then (2) can often be arranged by choosing suitably E and a normalization. Assumption (3)(a) can always be arranged; (3)(b) seems to hold quite often in practice. However, we know of no way to predict when this will be satisfied.
Let S 4 denote the symmetric group on {1, 2, 3, 4}, M 0 the group of six Möbius transformations
permuting the set {0, 1, ∞}, and K < S 4 the subgroup K = {id, (12)(34), (13)(24), (14)(23)}.
For an arbitrary set {z 1 , z 2 , z 3 , z 4 } ⊂ P 1 the group S 4 acts on the set χ ({z 1 , z 2 , z 3 , z 4 }) of all possible cross-ratios formed by this set of points by permuting indices, i.e. for τ ∈ S 4 ,
In this way, we obtain a surjective homomorphism
with kernel K such that
Under the above assumptions, we obtain a homomorphism
given by η → η|E, hence we obtain a homomorphism Φ : 
and so α and β lie on an orbit of Φ(Aut(X)).
Corollary 3.27. Under assumptions (1) , (2) Proof. The polynomials Q 1 and Q 2 have the same degree, say m. By the Theorem, α = A(β) for some A ∈ Φ(Aut(X)) < M 0 . The polynomials Q 1 and A.Q 2 are both monic irreducible (over Q) polynomials of degree m with a common root α. They must coincide since minimal polynomials are unique.
The above Corollary provides a checkable necessary criterion which must be satisfied if two roots α, β of q l yield conjugate maps f, g.
Sufficient criteria.
We turn now to the problem of determining sufficient criteria on two roots α, β of q l to yield conjugate maps f α , f β . We assume conditions (1)- (3) above still hold.
For α = 0, 1, ∞ let E α = {0, 1, α, ∞} and Aut(E α ) be its conformal automorphism group, i.e. 4.1. Drawing the images. Our approach is naive: for hyperbolic maps, normalized as we have done, infinity lies in the Fatou set. Hence the Julia set is a bounded subset of the plane. To draw the Julia set in the plane, we need a window size so as to see the entire Julia set at once, and hence its large-scale features. To accomplish this, we numerically locate a repelling fixed point, and take several successive inverse images. We take our window to be centered at the origin and of radius equal to the largest modulus of any of our inverse images, multiplied by a comfort factor. This works reasonably well for many of the maps.
For maps arising from complex roots of q l , only the images for roots with positive imaginary parts are drawn, since the complex conjugate root will yield simply the mirror-image.
Dynamical properties.
Our discussion here is motivated by the following aspects of the analogy between the theory of rational maps and Kleinian groups; see [15] and [10] . For an expanding (i.e. convex cocompact), nonelementary, finitely generated Kleinian group Γ with connected limit set Λ = C and domain of discontinuity Ω, the following conditions are known to be equivalent:
(1) M = (H 3 ∪ Ω)/Γ is acylindrical, i.e. π 1 (M ) does not split over Z; (2) the manifold obtained by doubling M over its boundary admits a hyperbolic structure; (3) AH(M ), the space of all hyperbolic structures on M , equipped with the algebraic topology, is compact; (4) the limit set Λ is a Sierpinski carpet. A cylinder in M is a proper, essential map of an annulus into M which is not homotopic into ∂M . Thus, a cylinder is a combinatorial object whose presence is an obstruction to the geometric realizability of a topological combination theorem, a source of noncompactness of the deformation space AH(M ), and a cause of "touching" of the boundaries of components of the domain of discontinuity.
The implications (1) =⇒ (3) =⇒ (2) follow from difficult results of Thurston [19] . That (2) =⇒ (1) is clear, since a cylinder in M yields an essential, nonperipheral torus in DM , which is an obstruction to realizing DM as a hyperbolic manifold. The equivalence of (1) and (4) are folklore.
Motivated by this, a definition of cylinder is given in [15] . The goal was to prove variants of the above results for rational functions, and some partial results were obtained. However, the relationship between the topology of the Julia set, the combinatorics of the map, combination theorems, and compactness properties of the corresponding deformation space (hyperbolic component) are more complicated than the situation for Kleinian groups. In the following paragraphs, we discuss some of the issues which have arisen after tabulation of our examples.
For For such maps, it is possible for the Julia set to not be a Sierpinski carpet. For example, the "rabbit" mated with the "basilica" yields a quadratic rational map whose Julia set appears in Figure 5 . In this example, however, it is not possible to draw a curve in the sphere which separates points of the Julia set and which passes through the Julia set in only finitely many points. One might hope to recover a purely topological characterization of cylindrical by saying that a rational map is topologically cylindrical if such a curve exists. For quadratic example #7, such a curve does exist-see Figure 6 , where we have used a different normalization. However, we conjecture that its hyperbolic component is bounded. Computer studies by Milnor [12] and Hubbard (personal communication) provide some evidence for this. Epstein's proof of the above theorem relies heavily on the essential algebraic nature of the problem. For this example, however, the hyperbolic component is an essentially transcendental object, and his arguments do not apply. Thus, it seems likely that there is not a characterization of boundedness of hyperbolic components purely in terms of the topology of the Julia set, and that the dynamics of the map must be considered as well.
For a postcritically finite rational map f , each component of the Fatou set is conformally isomorphic to a disc with a preferred center point corresponding to the origin such that the map f between components is of the form z → z k for some k ≥ 1. The closures of the images of radial lines are topological arcs called internal rays. In [15] the following definition of a cylinder is given, and a purely combinatorial characterization of cylinders is established: Definition 4.2. A combinatorial cylinder for a rational map f is a finite collection R of internal rays of f satisfying:
(1) f (R) = R; (2) the union of the internal rays in R separates the sphere; (3) no proper subset of R satisfies (1) and (2). Clearly, if f is combinatorially cylindrical, then f is topologically cylindrical. While the latter property is detectable by looking at pictures and trusting the images, the former cannot since it depends on the combinatorics of the map. For example, quadratic Example #7 drawn above is topologically, but not combinatorially, cylindrical. In [15] it is conjectured that H(f ) is compact if and only if f is combinatorially cylindrical. Our hope is that the tabulation of examples here, together with future analysis, will shed light on the validity of this assertion.
5. The data 5.1. Overview. Even the most elementary combinatorial and algebraic data for cubic maps would occupy some 30 dense pages of tables. In the absence of further detailed algebraic and dynamical information, this information is not particularly illuminating. For this reason, we refer the reader to "A Census of rational maps" which may be accessed directly at http://www.umr.edu/~pilgrim/Research/Census/WebPages/Main/Main.html We now briefly outline the contents of the data tabulated at the above URL. First, we give a list of quadratic and cubic mapping schemes potentially realizable by a nonelementary hyperbolic nonpolynomial rational map with four or fewer postcritical points. We organize this list by tabulating branch data, cycle type, whether the mapping scheme is symmetric, and the size |X| of the set X. For compatibility with some other custom software, points of X are denoted p n where n ∈ {0, 1, 2, . . . }. Also, for ease of reading, a triple [p 0 , p 1 , 2] corresponding to an edge of the mapping scheme in which z 0 maps to z 1 by local degree 2 is recorded as p 0 (2)p 1 .
Clicking on the key number, one obtains a list of further combinatorial information. Anticipating the eventual expansion of this data to include nonhyperbolic and polynomial maps, we include:
• the signature of the associated orbifold, • whether this orbifold is Euclidean, • the sizes of X and of the postcritical set P , • whether the map is polynomial or hyperbolic, • whether the Julia set is the entire sphere, • a list of attractors.
Followed by this combinatorial information is some algebraic data, including:
• the normalization used, • the general form (see Equation (2)) of the map, • the variables in the equations to be solved, • the reduced Gröbner basis or bases found and the corresponding minimal last polynomials Q i , factors of q l , • the total number of solutions, • the total number of Möbius conjugacy classes of solutions realizing this mapping scheme.
The page concludes with a list of links to the images of Julia sets, one for each solution. To save space, when q l has complex roots, images are drawn only for maps corresponding to α a root of q l with positive imaginary part. A detailed list of Maple-readable data is available. Clicking on a link to an image yields a color jpeg image, numerical approximations to the map f and to points in Z f , and some comments about the dynamics of the map. A runfile containing the commands used in the drawing of the image is also available.
5.2.
Mapping schemes with symmetries. By Theorem 3.8, when the mapping scheme admits no automorphisms, distinct roots of q l yield distinct Möbius conjugacy classes of maps. In this subsection, we tabulate symmetric mapping schemes by their reference number, list the degrees of each factor Q i of q l , and give the number of Möbius conjugacy classes of realizations arising from each factor. We conclude with a sketch of the arguments involved in this computation, and give full details in a particular example.
Quadratic maps. The only realizable symmetric mapping scheme on our list is Quadratic #7:
where we have chosen a normalization with p 1 = 0, p 0 = 1, p 3 = ∞.
In this setting, E = X is dynamically distinguished, and the image of the group Aut(X) under the homomorphism Aut(X) → S 4 is contained in K. Hence by Corollary 3.27, the roots α of q l = p 2 2 + p 2 + 1 are complete conjugacy invariants. Thus there are two conjugacy classes of maps realizing this mapping scheme. In #40, q l is a sextic, irreducible over the rationals with Galois group G of order 18 generated by (1 2 3) and (1 4)(2 5)(3 6). Applying Corollary 3.23 one finds [G : N G (H)] = 2, so there are either two or six distinct conjugacy classes. An application of Theorem 3.29 implies that the map z → 1/(1 − z) yields a conjugacy between two maps, ruling out the possibility of there being six distinct conjugacy classes. Hence there are two conjugacy classes of maps with this mapping scheme.
The remaining four mapping schemes, with the normalizations we have used, all yield q l with two irreducible factors.
In #39, there are two quadratic factors whose splitting fields are distinct. Theorem 3.29 shows that z → z/(z − 1) yields conjugacies between the two maps within a given factor. Hence by Theorem 3.20 there are two conjugacy classes of maps with this mapping scheme. #41 is similar, with the conjugacy of the form 1/z. #124 is also similar, with q l a product of one linear and one quadratic factor. The two roots of the quadratic factor yield maps conjugate by z → 1 − z. Observing that if we let E = {p 3 , p 2 , p 4 , p 5 }, then Aut(X) maps into K, we choose first a normalization with p 3 = 0, p 2 = ∞, p 5 = 1. Unfortunately, using the variable ordering (3.18) and plex ordering on monomials yields the following basis G for one 
