Measurement of data network transmission parameters by Haško, Juraj




Brno, 2016 Juraj Haško
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA ELEKTROTECHNIKY
A KOMUNIKAČNÍCH TECHNOLOGIÍ
FACULTY OF ELECTRICAL ENGINEERING AND COMMUNICATION
ÚSTAV TELEKOMUNIKACÍ
DEPARTMENT OF TELECOMMUNICATIONS
MĚŘENÍ PŘENOSOVÝCH PARAMETRŮ DATOVÝCH SÍTÍ








doc. Ing. Václav Zeman, Ph.D.
BRNO 2016
Fakulta elektrotechniky a komunikačních technologií, Vysoké učení technické v Brně / Technická 3058/10 / 616 00 / Brno
Bakalářská práce
bakalářský studijní obor Teleinformatika
Ústav telekomunikací
Student: Juraj Haško ID: 164276
Ročník: 3 Akademický rok: 2015/16
NÁZEV TÉMATU:
Měření přenosových parametrů datových sítí
POKYNY PRO VYPRACOVÁNÍ:
Práce je zaměřena na analýzu možných metod měření přenosových parametrů datových sítí. Výstupem bude
srovnání jednotlivých metodik měření, určení vhodnosti jejich použití pro určitý typ sítě. Jednotlivé přenosové
parametry  specifikujte  a  popište  metodiky  využívané  pro  jejich  měření.  Na  základě  nabytých  zkušeností
navrhněte pracoviště, které umožní komplexní měření datových sítí z hlediska přenosových parametrů.
DOPORUČENÁ LITERATURA:
[1] FEIBELl, W. Encyklopedie počítačových sítí, Computer Press, 1996, ISBN 80-85896-67-2.
[2] BRADNER, S. RFC 2544 - Benchmarking Methodology for Network Interconnect Devices, IETF, 1999.
Termín zadání: 1.2.2016 Termín odevzdání: 1.6.2016
Vedoucí práce:     doc. Ing. Václav Zeman, Ph.D.
Konzultant bakalářské práce:     
doc. Ing. Jiří Mišurec, CSc., předseda oborové rady
UPOZORNĚNÍ:
Autor bakalářské práce nesmí při vytváření bakalářské práce porušit autorská práva třetích osob, zejména nesmí zasahovat nedovoleným
způsobem do cizích autorských práv osobnostních a musí si být plně vědom následků porušení ustanovení § 11 a následujících autorského
zákona č. 121/2000 Sb., včetně možných trestněprávních důsledků vyplývajících z ustanovení části druhé, hlavy VI. díl 4 Trestního zákoníku
č.40/2009 Sb.
ABSTRAKT
Táto bakalárska práca je zameraná na analýzu možných metód merania prenosových
parametrov dátových sietí, porovnanie jednotlivých metodík merania a určenie vhodnosti
ich použitia pre určitý typ siete. Jej súčasťou je návrh pracoviska pre meranie prenosových
parametrov.
KĽÚČOVÉ SLOVÁ
meranie v dátových sietiach, metódy merania prenosových parametrov, meranie rýchlosti,
meranie rýchlosti sťahovania, meranie rýchlosti odosielania, šírka pásma, priepustnosť,
oneskorenie, kolísanie oneskorenia
ABSTRACT
This bachelor thesis focuses on the analysis of possible methology description of met-
hods for measuring transmission parameters of data networks, and comparison of the
measuring methodology for determining the appropriateness of use before a certain type
of network. It includes a proposal workplace for measurement of transmission parameters.
KEYWORDS
measurement in data networks, the measurement methods of transmission parameters,
speed measurement, measurement of measurement of speed, measurement of downs-
tream speed, upstream speed, bandwidth, throughput, latency, jitter
HAŠKO, Juraj Měření přenosových parametrů datových sítí: bakalárska práca. Brno:
Vysoké učení technické v Brně, Fakulta elektrotechniky a komunikačních technologií,
Ústav telekomunikací, 2015. 62 s. Vedúci práce bol doc. Ing. Václav Zeman, Ph.D
PREHLÁSENIE
Prehlasujem, že som svoju bakalársku prácu na tému „Měření přenosových parametrů
datových sítí“ vypracoval(a) samostatne pod vedením vedúceho bakalárskej práce, využi-
tím odbornej literatúry a ďalších informačných zdrojov, ktoré sú všetky citované v práci
a uvedené v zozname literatúry na konci práce.
Ako autor(ka) uvedenej bakalárskej práce ďalej prehlasujem, že v súvislosti s vytvo-
rením tejto bakalárskej práce som neporušil(a) autorské práva tretích osôb, najmä som
nezasiahol(-la) nedovoleným spôsobom do cudzích autorských práv osobnostných a/nebo
majetkových a som si plne vedomý(-á) následkov porušenia ustanovenia S 11 a nasledu-
júcich autorského zákona č. 121/2000 Sb., o právu autorském, o právoch súvisejúcich
s právom autorským a o zmeně niektorých zákonov (autorský zákon), vo znení neskor-
ších predpisov, vrátane možných trestnoprávnych dôsledkov vyplývajúcich z ustanovenia
časti druhé, hlavy VI. diel 4 Trestného zákoníka č. 40/2009 Sb.
Brno . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
podpis autora(-ky)
POĎAKOVANIE
Rád by som sa poďakoval vedúcemu bakalárskej práce pánovi doc. Ing. Václavovi Zema-
novi, Ph.D. za odborné vedenie, konzultácie, trpezlivosť a podnetné návrhy k práci.
Brno . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
podpis autora(-ky)
POĎAKOVANIE
Výzkum popsaný v tejto bakalárskej práci bol realizovaný v laboratóriách podporených
projektom SIX; registračné číslo CZ.1.05/2.1.00/03.0072, operačný program Výzkum a
vývoj pro inovace.
Brno . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
podpis autora(-ky)
Faculty of Electrical Engineering
and Communication
Brno University of Technology





1 Služby a technológia v Telekomunikácií 14
1.1 Technológia bezdrôtových sietí . . . . . . . . . . . . . . . . . . . . . . 14
1.2 Technológia pevných sietí . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3 Model TCP/IP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2 Stanovenie základných parametrov a meranie kvality služby prí-
stupu k sieti internet 19
2.1 Pôvodný zámer Úradu . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Vybrané parametre pre sledovanie kvality . . . . . . . . . . . . . . . . 19
2.3 Spôsob overovania parametrov kvality . . . . . . . . . . . . . . . . . . 20
2.4 Kvalita služby QoS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.1 Oneskorenie . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.2 Kolísanie oneskorenia . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.3 Šírka pásma . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.4 Priepustnosť . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.5 Chybovosť . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.6 Stratovosť . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3 Metodiky merania prenosových parametrov sietí 24
3.1 Odporučenie RFC 2544 . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1.1 Meranie priepustnosti . . . . . . . . . . . . . . . . . . . . . . . 24
3.1.2 Back-to-Back Test . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1.3 Meranie stratovosti paketov . . . . . . . . . . . . . . . . . . . 25
3.1.4 Meranie oneskorenia . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.5 Zotavenie po preťažení . . . . . . . . . . . . . . . . . . . . . . 25
3.1.6 Výhody testov podľa RFC 2544 . . . . . . . . . . . . . . . . . 26
3.1.7 Nevýhody testov podľa RFC 2544 . . . . . . . . . . . . . . . . 26
3.1.8 Základná metodika testov . . . . . . . . . . . . . . . . . . . . 26
3.1.9 Ďalšie nastavenie testov . . . . . . . . . . . . . . . . . . . . . 27
3.1.10 Typy a veľkosti rámcov . . . . . . . . . . . . . . . . . . . . . . 27
3.1.11 Priebeh merania . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.1.12 Záver k RFC 2544 . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Odporučenie RFC 6349 . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.1 Meranie cesty MTU . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.2 Meranie Round-Trip Time . . . . . . . . . . . . . . . . . . . . 29
3.2.3 Meranie úzkeho hrdla . . . . . . . . . . . . . . . . . . . . . . . 30
3.2.4 Meranie TCP priepustnosti . . . . . . . . . . . . . . . . . . . 30
3.2.5 TCP Metriky . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2.6 Uskutočňovanie TCP testov priepustnosti . . . . . . . . . . . 31
3.2.7 Záver k RFC 6349 . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3 Odporučenie ITU-T Y.1564 . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.1 Nová metodika podľa Y.1564 . . . . . . . . . . . . . . . . . . 31
3.3.2 Kontrola nastavenia sieťovej konfigurácie služieb . . . . . . . . 32
3.3.3 Kontrola nastavenia parametrov kvality služieb QoS . . . . . . 32
3.3.4 Záver k Y.1564 . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.3.5 Kvalita služby a zmluva SLA . . . . . . . . . . . . . . . . . . . 33
3.4 Testovanie dátových sietí s technológiu Ethernet . . . . . . . . . . . . 33
3.5 Meranie bitovej chybovosti Ethernetu . . . . . . . . . . . . . . . . . . 33
4 Meranie parametrov pomocou TCP protokolu 34
4.1 Meracie strany a prenosové trasy . . . . . . . . . . . . . . . . . . . . 34
4.2 Identifikácia MTU . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2.1 Meranie RTT . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2.2 Meranie BB . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2.3 Potrebné výpočty . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2.4 Meranie prietoku TCP dát . . . . . . . . . . . . . . . . . . . . 37
4.2.5 Ďalšie odporúčania . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3 Problematika merania v sieťach s IPv6 alebo NAT . . . . . . . . . . . 39
4.3.1 IPv4 vs. IPv6 . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3.2 Problematika merania v prostrediach neverejných IP adries
a stavových firewallov . . . . . . . . . . . . . . . . . . . . . . 39
4.4 Fyzické a technologické parametre pripojenia a merania . . . . . . . . 39
4.5 Výpočet TCP metrík . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.6 Vyhodnotenie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5 Meranie pomocou webových aplikácií 43
5.1 Meranie rýchlosti sťahovania . . . . . . . . . . . . . . . . . . . . . . . 43
5.2 Meranie rýchlosti odosielania . . . . . . . . . . . . . . . . . . . . . . . 43
5.3 Meranie odozvy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.4 Porovnanie rôznych webových aplikácií . . . . . . . . . . . . . . . . . 43
6 Softwérové utility 46
6.1 Iperf 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6.2 NetStress . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.3 NetWorx . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.4 Connection Meter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.5 Ukážkové merania pomocou SW utilít . . . . . . . . . . . . . . . . . . 49
7 Návrh pracoviska pre meranie prenosových parametrov siete 54
7.1 Konfigurácia pracoviska s routerom . . . . . . . . . . . . . . . . . . . 54
7.2 Konfigurácia pracoviska so switchom . . . . . . . . . . . . . . . . . . 55
7.3 Nastavenie siete pre meranie prenosových parametov . . . . . . . . . 55
7.4 Postup merania . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
8 Záver 57
Literatúra 59
Zoznam symbolov, veličín a skratiek 61
ZOZNAM OBRÁZKOV
3.1 Spôsoby zapojenia pri testoch DUT . . . . . . . . . . . . . . . . . . . 27
5.1 Ukážka priebehu merania na serveri rychlost.sk . . . . . . . . . . . . 44
5.2 Ukážka priebehu merania na serveri speedtest.net . . . . . . . . . . . 44
5.3 Ukážka preibehumerania na serveri swan.sk . . . . . . . . . . . . . . 44
5.4 Ukážka priebehu merania na serveri lupa.cz . . . . . . . . . . . . . . 45
5.5 Ukážka priebehu merania na serveri dsl.cz . . . . . . . . . . . . . . . 45
6.1 Topológia siete pre meranie pomocou Iperf 3 s routerom . . . . . . . 50
6.2 Topológia siete pre meranie pomocou NetStress s routerom . . . . . . 50
6.3 Topológia siete pre meranie pomocou NetWorx s routerom . . . . . . 51
6.4 Topológia siete pre meranie pomocou ConnectionMeter s routerom . . 51
6.5 Topológia siete pre meranie pomocou Iperf 3 so switchom . . . . . . . 51
6.6 Topológia siete pre meranie pomocou NetStress so switchom . . . . . 52
6.7 Topológia siete pre meranie pomocou NetWorx so switchom . . . . . 52
6.8 Topológia siete pre meranie pomocou ConnectionMeter so switchom . 53
7.1 Zapojenie pracoviska pre meranie pomocou iperf s routerom . . . . . 54
7.2 Zapojenie pracoviska pre meranie pomocou iperf3 so switchom . . . . 55
ZOZNAM TABULIEK
1.1 Štruktúra ISO/OSI . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2 Štruktúra TCP/IP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1 Odporučená veľkosť rámcov pre technológiu Ethernet . . . . . . . . . 28
5.1 Porovnanie meraní jednotilvými servermi . . . . . . . . . . . . . . . . 44
6.1 Tabuľka nameraných hodnôt Iperf 3- router . . . . . . . . . . . . . . 49
6.2 Tabuľka nameraných hodnôt NetStress- router . . . . . . . . . . . . . 50
6.3 Tabuľka nameraných hodnôt NetWorx- router . . . . . . . . . . . . . 51
6.4 Tabuľka nameraných hodnôt ConnectionMeter- router . . . . . . . . . 51
6.5 Tabuľka nameraných hodnôt Iperf 3- switch . . . . . . . . . . . . . . 52
6.6 Tabuľka nameraných hodnôt NetStress- switch . . . . . . . . . . . . . 52
6.7 Tabuľka nameraných hodnôt NetWorx- switch . . . . . . . . . . . . . 52
6.8 Tabuľka nameraných hodnôt ConnectionMeter- switch . . . . . . . . 53
ÚVOD
Vzhľadom k aktuálnemu nárastu zdieľania dát medzi veľkým množstvom počítačov,
počítačových sietí a množstvom ďalších zariadení. Z toho dôvodu nevyhnutné zaistiť
kvalitu a rýchlosť prenosu dát. Vo veľkom množstve užívatelia využívajú možnosť
pozerania videa vo vysokom rozlíšení a iné služby, ktoré zaťažujú sieť výraznejšie
ako predtým a tým aj nároky na ňu.
Túto problematiku treba riešiť na celej šírke siete, pretože ak nastane porucha
alebo preťaženie siete v jednom bode, prejaví sa to v celej sieti, čoho následkom
môže byť spomalenie rýchlosti alebo strata prenášaných paketov.
V práci budú definované jednotlivé prenosové parametre sieti a vysvetlené akým
spôsobom ovplyvňujú na prevádzku siete, a metódy, ktorými ich možno merať. Po-
písané budú jednotlivé štandardy, ktoré sú určené pre rôzne typiy sietí. V ďalšej
časti sú popísané niektoré webovvé aplikáccie a suoftvérové utility pre meranie pre-
nosových parametrov sietí.
V ďalšej časti budú realizované skúšobné merania pomocou rôznych softvéro-
vých nástrojov v rôznych typoch sietí. Na základe nadobudnutých poznatkov bude
navrhnuté pracovisko pre meranie prenosových parametrov.
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1 SLUŽBY A TECHNOLÓGIA V TELEKOMU-
NIKÁCIÍ
Telekomunikačná služba je služba, sprostredkovávajúca prenos užívateľskej informá-
cie telekomunikačnou sieťou prostredníctvom elektromagnetických vĺn ako prenos
informácie. Je špecifikovaná súborom technických, prevádzkových a organizačných
opatrení, ktoré musia byť telekomunikačným systémom zaistené pre ich úspešné
prevádzkovanie. Typickým príkladom služby je hovorová služba, videokonverzačná
služba, faximílna služba, služba elektronického prenosu správ, služba okamžitej vý-
meny správ, distribučné služby typu prenosu televízneho a rozhlasového vysielania,
video a audio streaming z video a audio serverov, hry po sieti a ďalšie, ale stále
viac a viac sa rozširujú služby www. Ďalej predos databázových dát z jedného cen-
tra do druhého, diaľkový zber nameraných dát, sťahovanie dátových súborov a veľa
ďalších [15].
Telekomunikačná služba v reálnom čase je služba, kedy informácia určená k pre-
nosu nie je pevne predpripravená a uložená na pamäťovom médiu, ale vzniká v zdro-
joch informácia komunikujúcich uzlov až v priebehu vedenia relácie. Po vzniku je
informácia prenášaná k cieľu, u prijímateľa je informácia počas relácie spracovaná
a vygenerovaná odpoveď, ktorá je zaslaná späť k odosielateľovi, kde v závislosti
na obdržanej informácií je aktivovaná odpovedajúca relácia, a to všetko v takých
časových reláciach ktoré odpovedajú časovým požiadavkám daného typu služby.
Príkladom je hovorová služba, ktorá vyžaduje, aby pre jej hladký priebeh bolo one-
skorenie prenosu hlasu telekomunikačným systémom menšie ako 150 ms v jednom
smere [15].
Použité prenosové médium má zásadný vplyv na kvalitu služieb. Rýchlosť a kva-
litu prenosu taktiež ovplyvňuje spôsob, ktorým sú dáta prenášané. Môžeme ich pre-
nášať vzduchom (WiFi), metalickým vedením (ethernet) alebo optickým vedením.
Každý z týchto spôsobov má svoje výhody a nevýhody.
1.1 Technológia bezdrôtových sietí
Bezdrôtové siete fungujú na rádiovom prenosovom prostredí, čo z fyzikálneho prin-
cípu prináša veľké množstvo nevýhod, pretože vektor šírenia takéhoto signálu nie je
zameraný na jeden bod, ale šíri sa viacerými smermi. Táto vlastnosť spôsobuje viac
problémov:
• intenzita elektromagnetického poľa je nerovnomerne rozložená v prostredí, túto
nerovnomernosť spôsobuje sčítanie vĺn, ktoré sú priamo vysielané zo zdroja
a odrazené vlny. S takýmto problémom sa často stretávame v bežnom živote
14
na sídliskách alebo autobusoch, kde sa veľmi rýchlo a často mení intenzita
signálu mobilných zariadení a vplyvom mnohých ďalších sietí vzniká rušenie.
Ak je intenzita poľa veľmi nestabilná a nastáva rýchly únik o frekvencií rádovo
Hz, hovoríme o Rayleigovom úniku a vplyvom Dopplerovho efektu aj posun
nosnej frekvencie signálu
• veľká nestabilita rôznych prenosových charakteristík daného kanálu
• absolútne stratenie alebo selektívne zoslabenie časti spektra signálu. Táto sku-
točnosť najmä pri vysokorýchlostnom prenose dát spôsobuje značné kompli-
kácie
• prijímaný vysokofrekvenčný signál má často veľmi nízku úroveň, čo spôsobí
riziku zachytenia rôznych rušení.
Pozitívnou vlastnosťou takéhoto prenosového prostredia je možnosť pripojenia
mobilného zariadenie v ktoromkoľvek bode sieti, kde je jej intenzita vyššia ako pra-
hová, minimálna hodnota signálu a vyhovujúcej kvalite.
Naskytuje sa možnosť tento problém mierne zmenšiť pri prenose signálu medzi
dvoma pevnými zariadeniami tým, že použijeme vhodne umiestnené smerové antény.
1.2 Technológia pevných sietí
Takýto typ siete používa pre prenos dát metalické alebo optické prenosové prostre-
die. Tento typ prenosového prostredia sprevádza mnoho výhod oproti bezdrôtovým
sieťam. Významné sú:
• vysoká prenosová rýchlosť (až Gb/s). Táto vlastnosť sa využíva pri prenose
veľkého množstva dát
• príjemná stabilita signálu a útlmu kanála
• vektor šírenia signálu je sústredený na presný bod jednou cestou a teda nešíri
sa voľne do okolitého prostredia.
Podobne ako mobilné siete môžeme aj pevné deliť na nízkorozmerné lokálne
siete, metropolitné a chrbtové siete. Je to rozdelené na základe technológie, ktorú
konkrétna sieť podporuje. Príklad siete ktoré prepájajú okruhy sú ATM a ISDN.
Charakteristickou vlastnosťou, ktorá vyplýva už z názvu, spojov orientovanej siete je,
že funguje spojovo. Charakter prenosu je prúdový alebo blokový. Základné vlastnosti
prenosu sú malé oneskorenie, garantovaná kvalita prenosu.
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Lokal Area Network
Miestna alebo lokálna sieť spája mobilné zariadenia a počítače v menšej oblasti ako
napríklad, škola, firma alebo rôzne podniky ako sú napríklad reštaurácie. Jednotlivé
zariadenia, ktoré sú v tejto sieti vytvoria uzol. Základnou požiadavkou na každé
zariadenie prepojené v sieti je jeho schopnosť pracovať na tretej vrstve modelu ISO,
pretože je nevyhnutná ich schopnosť komunikácie so zariadeniami v inej podsieti.
V súčasnosti sa zvyšuje rýchlosť technológií Ethernet alebo LAN odvodené z IEEE
802.3.
Metropolitan Area Network
Takáto sieť pokrýva približne oblasť o rozlohe mesta a tvorí ju viac sietí typu LAN,
ktoré sú navzájom poprepájané hraničnými uzlami. Pre uskutočnenie prepojenia sa
využívajú optické vlákna alebo bezdrôtová technológia.
Wide Area Network
Sú globálne siete na rozlohe niekoľko stoviek až tisíc kilometrov (územie rozlohy
štátu alebo kontinentu). Jednotlivé časti siete môžu byť vo vlastníctve súkromných
subjektov alebo môžu byť v prenájme. Technológie používané touto sieťou sú POS,
MPLS, ATM, FR a v súčasnosti prevládajú optické technológie. Rýchlosť prenosu
je vysoká avšak nižšia ako v sieti MAN a LAN. Kladie sa veľký dôraz na požiadavky
jednotlivých uzlov, pretože do siete WAN býva pripojené veľké množstvo subjektov.
Najpoužívanejšia WAN sieť je internet, respektíve je to prepojenie viacerých sietí
WAN.
1.3 Model TCP/IP
Momentálne je najrozšírenejšia a najpoužívanejšia sada TCP/IP. V Minulosti nie-
ktoré firmy používali vo svojich produktoch sadu IPX/SPX, ktorá však nebola pre
globálnu sieť perspektívna. Vývoj siete prebiehal začiatkom 70. Rokov. Už od po-
čiatku bola architektúra založená na zásadách:
• vývoj smeruje od jednoduchšieho k zložitejšiemu
• rýchlosť je dôležitejšia ako kvalita. O spoľahlivosť sa starajú až koncové uzly
siete na transportnej alebo vyššej vrstve, ak je spoľahlivosť vyžadovaná. Kon-
cový uzol musí mať vyrovnávaciu pamäť pre zaistenie spoľahlivosti v prípade,
že by bolo nutné prenos opakovať
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• uprednostňuje sa nespojový charakter komunikácie na úrovni siete, takže sieť
poskytuje nespojové a nespoľahlivé služby. Spojový charakter komunikácie
si vytvára iba koncový uzol siete, ak sa to vyžaduje
• tento model neobsahuje relačné a prezentačné vrstvy ako model OSI, pretože
tieto služby týchto vrstiev nie sú využívané všetkými aplikáciami. V prípadoch
kde sa využívajú zvyšujú réžiu prenosu a tým sa zníži rýchlosť siete. Aplikácie,
ktoré tieto služby vyžadujú si ich musia samé implementovať.
Štrutkúra modelu TCP/IP
Problematika komunikácie je z pohľadu tejto sady rozdelená do 4 vrstiev (systém




• vrstva sieťového rozhrania

















Nie je špecifikovaná touto sadou, pretože je závislá na použitej prenosovej technoló-
gií. Zaisťuje príjem paketov do alebo zo siete.
Sieťová vrstva
Zaisťuje smerovanie paketov po sieti, zjednoťuje rôzne typy sietí na úrovni sme-
rovania. Poskytuje nespojovú a nespoľahlivú službu. Funkcie vrstvy sú realizované
protokolmi IP, ICMP, ARP, ARP, OSPF a IGMP.
Transportná vrstva
Realizuje a zaisťuje komunikáciu koncových uzlov. Multiplexuje a demultiplexuje
dátový tok od a k jednotlivým aplikáciam. S entitami aplikačnej vrstvy komunikuje
cez prístupové body. Z hľadiska spojenia poskytuje dve služby:
• spojovo orientovanú: Protokol TCP- overí sa existencia, dostupnosť a priprave-
nosť komunikačných uzlov, čím sa naviaže spojenie. Spojenie je identifikované
pomocou dvojice soketov odosielateľa a prijímateľa, čo umožňuje súčasné vy-
užitie jedného portu počítača viacero spojeniami Po skončení komunikácie sa
spojenie rozpadá. Dokonca je umožnené riadenie toku dát pomocou riadenia
vysielacieho uzlu prijímacím uzlom
• nespojovo orientovanú: Protokol UDP- pakety sa vysielajú prijímateľovi bez
overenia existencie, dostupnosti a pripravenosti cieľa. Neexistuje potvrdenie
odoslania alebo prijatia ani riadenie toku dát.
Poskytuje tieto služby z hľadiska zaistenia spoľahlivosti:
• spoľahlivú: kontroluje úplnosť prijatých dát, potvrdzuje prijaté dáta odosie-
lateľovi, ktorý v prípade nepotvrdenia dát do určitého časového limitu zaistí
opätovné vysielanie dát. Táto služba je zaisťovaná protokolmi TCP a SCTP
• nespoľahlivú: UDP- nezaisťuje bezchybnosť prenosu dát.
Aplikačná vrstva
Obsahuje protokoly najčastejšie používaných služieb, napríklad SMTP, FTP, TEL-
NET, DNS, DHCP, BOOTP [10].
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2 STANOVENIE ZÁKLADNÝCH PARAMET-
ROV A MERANIE KVALITY SLUŽBY PRÍ-
STUPU K SIETI INTERNET
„Český telekomunikační úřad“ (ďalej iba „Úrad“) má za úlohu zaistenie transparent-
ných a zrovnateľných informácií o kvalite služby pre koncových užívateľov. „Státni
politika v elektronických komunikacích Digitální Česko v. 2.0 – Cesta k digitální
ekonomice“(ďalejiba „Digitálne Česko“) je zameraná na stanovenie všeobecných pra-
vidiel a odporúčanie pre využívanie riadenia dátového provozu, z hľadiska posky-
tovania služby prístupu k sieti internet. Ukladá stanovenie vhodných prostriedkov
a vyhodnocovacích postupov pre určenie, či poskytovateľ prístupu k internetu do-
držuje požiadavky na kvalitu služby, ktorá je poskytovaná koncovému užívateľovi
[5].
2.1 Pôvodný zámer Úradu
Úrad navrhol meranie ôsmich základných parametrov popisujúcich kvalitu služby
prístupu k sieti internet (miera dostupnosti k sieti internet, rýchlosť príjmu dát,
rýchlosť odosielania dát, pomer neúspešných FTP odosielacích a príjmových relácií,
pomer neúspešných http relácií, dobu odozvy a dobu prihlásenia). Úrad však musel
reagovať na množstvo pripomienok jednotlivých poskytovateľov služieb a predpokla-
dal, že ich meranie a následné uverejnenie bude zaistené úpravou stávajúceho opat-
renia obecnej povahy č. OOP/14/04.2012-5, ktorým sa stanovia parametre kvality
poskytovaných verejne dostupných služieb elektronických komunikácií, ktoré majú
byť zmerané [5].
2.2 Vybrané parametre pre sledovanie kvality
Pri výbere sa Úrad nezameriaval na kvalitu jednotlivých aplikácií. Prihliadol ku sku-
točnosti, ktoré parametre prezentujú poskytovatelia vo svojich ponukách služby prí-
stupu k internetu (najčastejšie rýchlosť). Úrad sa rozhodol z hľadiska významu pre
bežného užívateľa pre tri základné parametre: downstream, upstream a delay (dátová
prenosová rýchlosť od a ku užívateľovi a oneskorenie). Je pravdepodobné, že Úrad
rozšíri počet parametrov o niekoľko ďalších, z ktorých veľmi dôležitým Delay varia-
tion (rozptyl oneskorenia). Je základným parametrom pre real-time služby, IPTV,
VoIP apod. Hodnoty týchto parametrov dávajú koncovému užívateľovi prehľad o kva-
lite poskytovanej služby. Tvoria základ pre definíciu rozdielnych obchodných ponúk
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služby prístupu k sieti internet [5].
2.3 Spôsob overovania parametrov kvality
• Meranie pre výkon kompetencií Úradu: meranie je sprostredkované zamest-
nancami Úradu. Meranie a vyhodnocovanie kvality služieb je v pevných a mo-
bilných sieťach zjednotené. Meranie bude realizované pomocou vlastných ter-
minálov s jasne definovanými parametrami v pevných a mobilných sieťach.
Použitá meracia metóda vychádza z odporučenia RFC 6349. Úrad stanovil
jednotný postup pre meranie pevných a mobilných sieti , to prinesie rovnaký
prístup k meraniu parametrov kvality služieb prístupu k sieti internet a mož-
nosť jednotlivé siete porovnávať.
• Merania prevádzaná pre orientačné posúdenie kvality služby: tieto meranie
budú prevádzaná priamo koncovými užívateľmi podľa ich potreby pomocou
vybranej aplikácie, ktorá bude následne vybraná [5].
Úrad má ambíciu, že ak budú užívatelia využívať webovú aplikáciu, ktorá bude
zobrazovať transparentné výsledky, tak ich zverejní na svojich webových stránkach.
Výsledkom by malo byť poskytnutie užívateľom informáciu o kvalite služieb rôznych
poskytovateľov a tak isto ako podporná argumentácia pri reklamácií poskytovanej
služby. Zároveň bude úrad poskytovateľom dávať tieto výsledky aby tak mohli skva-
litniť služby v istých oblastiach na základe tejto spätnej väzby. V prípade, že Úrad
zistí na trhu problémy s kvalitou služby prístupu k internetu meraním deklarovaných
parametrov alebo dosahovanými hodnotami, zaisti aby koncový užívateľ dostal tieto
informácie a ochránil tak ich práva [5].
2.4 Kvalita služby QoS
Nastavenie kvality dátového prenosu závisí od potrieb koncového užívateľa, aký typ
dát najčastejšie využíva. Pri tomto nastavovaní sa prihliada najmä na dve Hľadiská,
ktorými sú kvalita služieb (QoS) a kvalita vnímania (QoE).
Kvalita služieb QoS spočíva predovšetkým vo vyriešení problému, ako zabez-
pečiť rýchlu a dostatočne kvalitnú výmenu dát v aplikáciach, ktoré ju vyžadujú.
Takýmito aplikáciami sú hovory, videokonferencie, všeobecne systémy prenosu dát
v reálnom čase. Táto problematika bežne nespadá do úloh sieťovej vrstvy a býva rie-
šená na vyššej vrstve. QoS môžeme vnímať ako súhrn parametrov siete a ich hodnoty
ako sú rýchlosť, spoľahlivosť, strátovosť, využitie siete, priepustnosť či chybovosť.
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Tieto nazbierané hodnoty smieme zrovnávať s tabuľkovými hodnotami a dospieť tak
k zhodnoteniu kvality siete.
Služby QoE vyjadrujú akýsi subjektívny názor používateľa siete, kde jeho po-
treby rozhodujú o nastavení kvality jednotlivých služieb. Ide vlastne o vytváranie
akéhosi kompromisu, kedy poskytovateľ služby chce čo najvýhodnejšie poskytnúť
službu zákazníkovi tak, aby spĺňala jeho očakávania. Poskytovateľovi ide o zisk
a tomu prispôsobí aj kvalitu služby.
Ak chceme merať kvalitu parametrov siete, musíme brať veľký ohľad na to akým
spôsobom sa sieť využíva. Ak sa sieť používa na prenos napríklad internetovú tele-
víziu (Real-time applications), tak požiadavky sú oveľa vyššie ako pri prenose texto-
vých súborov (dát). Z tohto dôvodu delíme služby na VoIP, dátové služby a služby
obrazového charakteru.
2.4.1 Oneskorenie
Ide o čas, ktorý uplynie od okamžiku, kedy element správy vstúpi do systému
do okamžiku, kedy sa objaví reakcia na výstupe zo systému. Je to parameter, ktorý
vyjadruje ako dlho skutočne trvá prenos po danej trase. Oneskorenie je vždy uva-
žované ako čas a je predovšetkým závislý na dĺžke trasy, veľkosti prenášanej správy,
šírke pásma daného kanálu a taktiež zaťažení siete. Rýchlosť šírenia signálu je limito-
vané rýchlosťou svetla. Oneskorenie signálu v jednej lokalite môže byť približne 1 ms,
prenos medzi kontinentmi teda môže trvať až 100 ms. Závažnosť vplyvu oneskorenia
je závislá na veľkosti správy. Pri prenose malej správy nehrá rýchlosť prenosu takú
významnú úlohu ako oneskorenie. Naopak pri prenose veľkých súborov očakávame,
že prenos bude trvať niekoľko sekúnd, tak oneskorenie nie je také dôležité [10].
Oneskorenie môžeme definovať ako časový úsek medzi okamžikom, kedy bola
nejaká akcia inicializovaná a momentom, kedy je detekovaný efekt tejto akcie. V do-
poručení RFC 1242 je definované oneskorenie pre dva odlišné typy zariadení. Pre
zariadenie typu „store forward“ sa uvádza ako časový interval medzi prijatím po-
sledného bitu rámca na vstupnom porte a okamžikom, kedy sa objaví prvý bit
odpovedajúceho rámca na výstupnom porte. Pri zariadení typu „forwarding device“
sa jedná o interval medzi detekciou prvého bitu rámca na vstupnom porte a okam-
žikom, kedy sa objaví prvý bit odpovedajúceho rámca na výstupnom porte.
Ďalším veľmi dôležitým parametrom je obojsmerné oneskorenie (Round Trip
Time). Táto hodnota je rovná viac ako dvojnásobku oneskorenia trasy v jednom
smere alebo Round Trip Delay, ktorý zahŕňa dobu prenosu správy zo zdrojového kon-
cového uzlu siete k cieľovému uzlu, dobu spracovania správy, vygenerovania odozvy
a prenosu naspäť k zdrojovému uzlu.
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2.4.2 Kolísanie oneskorenia
Je popísané ako rozdiel jednosmerného oneskorenia jedného paketu a jednosmerným
oneskorením druhého. Ide o rozdiel medzi najväčším a najmenším oneskorením, ktoré
pakety dosiahnu (delay jitter). V žiadnom prípade by nemala byť táto hodnota
vyššia ako je maximálne oneskorenie. Maximálne oneskorenie (end-to-end worst-case
queuing delay) pre tok môžeme vypočítať v prípade, že rýchlosť výstupnej služby
uvažujeme ako nekonečnú, čiže omnoho väčšia ako šírka pásma ako:
End-to-end worst-case queuing delay = bR [𝑚𝑠] , (2.1)
kde R je šírka pásma a b je hĺbka token bucket.
2.4.3 Šírka pásma
Šírka pásma je bežne spojena skôr s kmitočtovým rozmedzím použitým napr. pri
rádiovom prenose, jednotkou je teda Hz. Avšak v súvislosti so sieťami je najčastejšie
zamieňaná s teoretickou maximálnou dosiahnuteľnou prenosovou rýchlosťou, ktorá je
uvádzaná v násobkoch bitov za sekundu, teda v b/s.Rovnaké jednotky sú využívané
aj pre priepustnosť a dátovú alebo prenosovú rýchlosť. Všetky tieto parametre značia
počet bitov, ktoré je možné daným kanálom preniesť za sekundu. Z pohľadu užívateľa
ide skôr o teoretickú hodnotu, ktorú nie je možné z dôvodov rôznej ale nevyhnuteľnej
neefektivity alebo redundancie dosiahnuť v koncovej aplikácií. Platí, že napríklad
sieť s rýchlosťou 100 Mb/s je schopná za 1 sekundu preniesť 100 miliónov bitov, čo
znamená, že vysielanie jedného bitu trvá iba 10 ns. Tieto hodnoty sa v súvislosti
s pokrokom v technológií neustále zlepšujú [10].
2.4.4 Priepustnosť
Priepustnosť je definovaná ako maximálna rýchlosť prenosu rámcov, pri ktorej ne-
dochádza k ich zahadzovaniu. Niektoré zdroje ju definujú aj ako celkové množstvo
užitočných dát spracovaných alebo prenesených počas špecifikovanej časovej jed-
notky. Hodnota priepustnosti je teda nižšia ako teoretická šírka pásma. Priepust-
nosť je obmedzená charakterom komunikácie, formátom správ alebo konštrukciou
a vyťažením všetkých zariadení po trase na sieti. Pri šírke pásma 100 Mb/s môže
meraná priepustnosť dosahovať hodnoty približne 85 Mb/s. Priepustnosť ovplyvňuje
rýchlosť prenosu dát a vzdialenosť od prístupového bodu.
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2.4.5 Chybovosť
Chybovosť udáva aké množstvo bitov alebo paketov bolo prenesených s nejakou
chybou. Existujú dva druhy chybovosti a to bitová BER (bit error rate) a pake-
tová chybovosť (packet error rate). Bitová chybovosť je dôležitá predovšetkým pre
digitálne prenosy s nepretržitým dátovým tokom [15]. Pri prenose dát môže dôjsť
k chybám, ktoré sú jednoduché alebo zložité. Medzi jednoduché patrí napríklad za-
menenie „0“ za „1“ a opačne. Chybná detekcia konca rámca patrí medzi zložitejšie
chyby. Tento problém sa rieši vo všetkých spojových protokoloch. Mechanizmy, ktoré
sa zaoberajú chybovosťou prenosu sú:
• Stop and wait
• Go back N
• Selective reject
BER = počet chybných bitovpočet všetkých prenesených bitov [−] [15], (2.2)
PER = počet chybných paketovpočet všetkých prenesených paketov [−] [15]. (2.3)
2.4.6 Stratovosť
Stratovosťou rámcov rozuieme počet rámcov, ktoré nie sú prenesené testovaným
zariadením pri konštantnej záťaži z dôvodu nedostatku zdrojov. Tento údaj býva
uvádzaný v percentách. Strátovosť určíme odoslaním zvoleného počtu rámcov, pri
zachovaní konštantnej rýchlosti, testovanému zariadeniu. Musíme byť schopní roz-
poznať počet rámcov, ktoré sú testovaným zariadením úspešne prenesené. Podľa
RFC 1242 je stratovosť definovaná ako počet odoslaných rámcov, ku prijatým. Keďže
však pri prenose môže dôjsť ku stratám (Packet loss), nie sú príjemcovi doručené





kde 𝑆𝑓 sú odoslané rámce a 𝑅𝑓 sú prijaté rámce.
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3 METODIKYMERANIA PRENOSOVÝCH PA-
RAMETROV SIETÍ
3.1 Odporučenie RFC 2544
Ide o súbor testov, ktoré umožňujú overiť prenosové parametre sieťového prvku a do-
poručené formáty pre prezentovanie ich výsledkov. Celý názov odporučenie RFC
2544 znie „Benchmarking Methodology for Network Interconnect Devices“. Pôvodne
bolo vytvorené pre laboratórne podmienky, avšak aktuálne nie je dostačujúce, pre-
tože neobsahuje testy parametrov, ktoré je treba sledovať u moderných dátových
okruhov a prvkov. Napriek svojim nedostatkom, odporučenie RFC 2544 tvorí zá-
klad pre testovanie prenosových parametrov sieťových prvkov a sietí. Naväzujú naň
moderné odporučenia, napr. Y.1564.
3.1.1 Meranie priepustnosti
Test priepustnosti definuje maximálny počet rámcov za sekundu, ktorý môže byť pre-
nesený bez chyby. Po zistení maximálneho počtu prenesených rámcov za sekundu,
porovná počet odoslaných a prijatých rámcov, ak došlo k stráte niektorého z rám-
cov, prenosová rýchlosť sa podelí dvoma a test sa opakuje. Ak počas tohto merania
nedôjde k žiadnej strate, prenosová rýchlosť sa zvýši o polovicu rozdielu z predchá-
dzajúceho procesu. Tento proces sa opakuje až do rýchlosti, pri ktorej nedochádza
k žiadnej strate. Skúška priepustnosti musí byť vykonaná pre každú veľkosť rámca.
Čas po ktorý sú rámce prenášané musí byť minimálne 60 sekúnd. Výsledky môžu
byť uvedené v počte rámcov za sekundu (f/s alebo fps) alebo v bitoch za sekundu
(b/s alebo bps) [7].
3.1.2 Back-to-Back Test
Tento test hodnotí vyrovnávaciu pamäť spínača. Meria maximálny počet rámcov
prijatých v plnej rýchlosti až kým nedôjde k strate rámca. V nosičoch etherneto-
vých sietí je toto meranie užitočné ako potvrdenie prebytočnej informačnej rýchlosti
(EIR), ako je definované v mnohých SLA. Burst Back-to-Back rámcov je prenášaný
cez sieť s minimálnou medzirámcovou medzerou. Ak nastane strata rámca, dĺžka
burstu bude skrátená. Ak nenastane pri prenose chyba, dĺžka burstu bude zvýšená.
Každý test by mal trvať minimálne 2 sekundy a mal by sa opakovať najmenej 50-
krát. Priemerné hodnoty sú zaznamenané pre každú veľkosť rámca. Táto hodnota
by mala byť zaznamenaná v správe [7].
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3.1.3 Meranie stratovosti paketov
Tento test meria odozvy siete pri preťažení siete, je to kritický indikátor schopnosti
siete podporovať aplikácie, ktoré bežia v reálnom čase. Tieto služby sa môžu rýchlo
stať neužitočné v momente, keď strata rámcov prestane byť kontrolovaná. Testovací
prístroj vysiela prevádzku pri maximálnej rýchlosti linky a potom meria, či sieť za-
hodila niektoré rámce. Ak áno, hodnoty sú zaznamenané a test sa opakuje pri nižšej
rýchlosti (o 10 a menej percent). Tento test sa opakuje až kým tri po sebe idúce testy
budú uskutočnené bez straty rámca, následne sa vytvorí graf z týmito hodnotami.
Výsledky sú prezentované ako percentá rámcov, ktoré boli zahodené. Takže percentá
indikujú zmenu medzi ponúkaným zaťažením (odoslané rámce) a skutočným zaťa-
žením (prijaté rámce). Aj tento test musí byť realizovaný pre všetky veľkosti rámcov
[7].
3.1.4 Meranie oneskorenia
Meria čas, ktorý je potrebný pre rámec aby prešiel od odosielajúceho zariadenia
cez sieť k prijímaciemu zariadeniu (end-to-end testovanie). Test môže byť tiež na-
konfigurovaný aby meral čas prenášania rámcu z pôvodného zariadenia ku konco-
vému a naspäť. Ak sa oneskorenie mení od rámca k rámcu tak to spôsobí problémy
v aplikáciach pracujúcich v reálnom čase. Test začína meraním a porovnaním prie-
pustnosti pre každú veľkosť rámca aby sa zaistilo, že rámce nebudú vynechané. To
spôsobí, že všetky vyrovnávacie pamäte zariadenia budú naplnené, teda meranie
prebehne v najhorších možných podmienkach. Druhým krokom je pre skúšobný prí-
stroj poslať prevádzku po dobu 120 sekúnd. V strednom bode prenosu musí byť
rámec s časovým razítkom a keď je prijatý naspäť k testovaciemu zariadeniu, zmeria
sa oneskorenie. Prenos by mal pokračovať ďalej do konca. Toto meranie je potrebné
uskutočniť 20- krát pre každú veľkosť rámca a výsledky by mali byť zaznamenané
ako priemerné hodnoty [7].
3.1.5 Zotavenie po preťažení
Tento test slúži k zisteniu doby, potrebnej pre celkové zotavenie testovaného za-
riadenia, potom čo dôjde k jeho preťaženiu. K tomu potrebujeme najskôr určiť
priepustnosť testovaného zariadenia pri použití daného prenosového média. Potom
začneme odosielať rámce s rýchlosťou 110 percent priepustnosti po čas aspoň 60 se-
kúnd. Tým dôjde k zahlteniu testovaného zariadenia, ktoré začne zahadzovať prijaté
rámce. V časový okamžik A znížime rýchlosť odosielania na 50 percent priepustnosti
a pokračujeme v odosielaní dát. Vo chvíli, kedy zistíme, že rámce už nie sú zahadzo-
vané, zapíšeme čas B. Rozdielom časov B-A dostaneme požadovaný čas pre zotavenie
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systému po preťažení. Test by mal byť opäť niekoľkokrát zopakovaný a priemerná
hodnota bude určená ako výsledok [7].
3.1.6 Výhody testov podľa RFC 2544
Metodika merania definuje jednotlivé parametre, ktoré je treba sledovať, definuje aj
postup, ako tieto parametre merať. Výrobcovia zverejňovali z testov iba výsledky,
ktoré robili dobrý dojem pre zákazníkov a vynechávali tie, u ktorých to tak nebolo.
Pre relevantné vzájomné porovnanie sieťových prvkov od rôznych výrobcov je v RFC
2544 predpísané, akú podobu majú mať výsledky a aké namerané parametre majú
byť obsahom takéhoto výstupu.
3.1.7 Nevýhody testov podľa RFC 2544
Nevýhody plynú najmä z dôvodu, že testy RFC 2544 boli navrhnuté pre laboratórne
prostredie a tak je neprípustné aby sme napríklad zaťažili daný testovaný prvok na
100%. Taktiež nevýhodou je pomerne dlhá doba testovanie, ktorá môže byť až nie-
koľko hodín. V testoch nie sú zahrnuté všetky dôležité parametre ako napr. kolísanie
v oneskorení jednotlivých dátových jednotkách. Neumožňuje testovanie paralelných
dátových tokov (prenos videa, hlasových a dátových služieb). Operátor tak musí
v sieti zaistiť ako sa bude zachádzať s jednotlivými dátovými tokmi.
3.1.8 Základná metodika testov
Spôsob zapojenia testovanej jednotky DUT vyplýva z vlastností DUT a z vlastností
analyzátora.
Na obrázku Obr. 3.1 zo zapojenia variantu A vyplýva, že informácie o vysie-
lanom dátovom toku má aj prijímacia strana a preto sa dajú výsledky jednoducho
analyzovať. Je to vhodné pre premeriavanie parametrov prvkov v rovnakej lokalite.
Ak máme iba jeden analyzátor, ako vo variante b, a meranie prebieha v geograficky
rozsiahlom prostredí, využijeme zakončenie dátového okruhu pomocou hardwaro-
vého zariadenia vo funkcií slučky, ktorá prichádzajúci tok odošle znovu k pôvodnému
zdroju dát. Nevýhodou je, že prenos je ovplyvnený v oboch smeroch a tak dochádza
ku skresleniu výsledkov. V prípade, že potrebujeme premerať iba jeden smer toku,
varianta c, musíme realizovať zdroj dát a analyzátor dvoma odlišnými zariadeniami
a taktiež prenášať doplnkové informácie o dátovom toku zo zdroja do analyzátoru.
Týmto meraním dosahujeme nepresnejšie výsledky a využíva sa pri meraní dátových












Obr. 3.1: Spôsoby zapojenia pri testoch DUT
3.1.9 Ďalšie nastavenie testov
Meraný dátový okruh alebo kanál musí byť správne nakonfigurovaný a konfigurácia
DUT sa nesmie meniť. Tester by mal ignorovať všetky netestované rámce. Na prijí-
macej strane sa kontroluje správna veľkosť a integrita prijatých rámcov. Každý 100.
Vyslaný rámec by mal byť typu broadcast a podobne aj SNMP [1].
3.1.10 Typy a veľkosti rámcov
Veľkosť dátového rámca môže mať veľký vplyv na výsledné parametre prenosu, preto
je nutné ich veľkosť presne špecifikovať. Počas merania sa majú použiť rámce, kto-
rých veľkosť nie je väčšia ani menšia než dovoľuje daná technológia alebo rozhranie.
Odporučenie špecifikuje veľkosti dátových rámcov napríklad pre technológiu Token
ring alebo FDDI. Odporuečnú veľkosť rámcov pre technológiu Ethernet je môžme
vidieť v Tabuľke 3.1 [1].
Prenos jedného rámca zahrňuje:
• 8 Bytes preambule rámce
• N Bytes rámec(N je medzi 64 až 1518)
• 12 Bytes medzi rámcová medzera
Preambule dátového rámca sa používala pre synchronizáciu prijímača na dátový
rámec Medzi rámcová medzera bola časový úsek potrebný pre regeneráciu elektro-
nických obvodov pred príjmom ďalšieho dátového rámca.
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Tab. 3.1: Odporučená veľkosť rámcov pre technológiu Ethernet










1. Pred začatím sekvencie merania sa vyšlú informácie pre nastavenie smerovacej
tabuľky
2. Čakanie 2 sekundy, kedy sa DUT správne nastaví na základe prijatých inform-
cií
3. Vyslanie Learning frame na výstupný port DUT pre zaistenie správneho na-
stavenia CAM (Connect Addressable Memory) tabuľky
4. Spustenie a sledovanie priebehu sekvencie merania v čase 60 s
5. Čakanie 2 s na posledný testovací rámec
6. Čakanie 5 s na ustálenie stavu DUT
CAM tabuľka obsahuje priradenie portu sieťového prvku a zoznamu MAC adries
iných sieťových prvkov, ktoré sú dostupné prostredníctvom tohto portu.
Dĺžku merania je v prípade potreby možno skrátiť z hodnoty 60 s na kratší čas.
Ako už bolo povedané, RFC 2544 je určené pre laboratórne merania, napriek
tomu pre potreby merania na živej sieti sú vyčlenené organizáciou IANA adresy
protokolu IPv4 v rozsahu od 198. 18. 0. 0 do 198. 19. 255. 255.. Cieľom tohto opat-
renia je umožniť reálne meranie s minimalizáciou rizika, že test ovplyvní ostatné
toky v reálnej sieti operátora [1].
Testy špecifikované v RFC 2544:
• Throughput (priepustnosť)
• Latency (oneskorenie)
• Frame Loss Rate (stratovosť rámcov)
• Back-to-Back frames (zaťažiteľnosť)
• System Recovery (zotavenie po preťažení)
• Reset (zotavenie po reštarte)
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3.1.12 Záver k RFC 2544
Základnou úlohou RFC 2544 bolo vytvoriť metodiku pre overenie parametrov sie-
ťových prvkov a umožniť tak vzájomné porovnávanie a overovanie ich parametrov.
Testy podľa RFC 2544 sú nahradzované modernejšími testami, ktoré sú zakotvené
v nových standardizačných dokumentoch. Metodika RFC 2544 ja však ich súčasťou
[1].
3.2 Odporučenie RFC 6349
Meranie touto metodikou je určené pre použitie v bežných sieťach, pre meranie
prenosových parametrov prevažne u zákazníkov, ktorí si chcú zmerať parametre,
ktoré im boli garantované poskytovateľom sieťového pripojenia [3].
3.2.1 Meranie cesty MTU
Implementácia TCP by mala používať Path MTU Discovery techniques (PMTUD).
PDMTUD sa spolieha na správy ICMP „need to frag“ aby sa naučil cestu MTU.
Keď zariadenie má paket, ktorý chce poslať a nemá fragmentovaný bit v hlavičke IP
a paket je väčší ako MTU (maximálna prenosová jednotka) ďalšieho skoku, paket
je zahodený a zariadenie pošle ICMP „need to frag“ správu späť k hosťovi, ktorý
odoslal paket, táto správa obsahuje ďalší skok MTU, ktorý PMTUD používa pre
svoje nastavenie sa. Vzhľadom k tomu, že veľa sietí má zakázané ICMP táto technika
nie je vždy spoľahlivá [3].
3.2.2 Meranie Round-Trip Time
Round-Trip Time je uplynulý čas medzi taktovaním prvého zaslaného bitu TCP
segmentu s obdržaním posledného bitu príslušného TCP potvrdenia. Malo by byť
realizované mimo špičkových hodín za účelom získania spoľahlivého údaju o one-
skorení siete. Inak môže dôjsť k ďalšiemu oneskoreniu v dôsledku ukladania dát do
vyrovnávacej pamäte. Taktiež, ak sú vzorkovacie hodnoty RTT mimo daného tes-
tovacieho intervalu, najnižšia nameraná hodnota bude použitá ako východzia. Tak
môžeme najpresnejšie odhadnúť skutočný vnútorný RTT. Pri meraní je potrebné
použiť testovacie zariadenie na každom konci siete, tak, že paketový to môže byť
meraný v oboch smeroch (end to end). Správanie paketov TCP môžeme zachytiť
pomocou testovacích prvkov „iperf“ alebo iných testovacích aplikácií. Po spustení
niekoľkých meraní môžu byť zaznamenané údaje analyzované pre odhad RTT. Je
dôležité vedieť, že by sme sa mali vyhnúť výsledkom založených na SYN - > SYN –
ACK na začiatku TCP relácie, pretože firewall by mohol spomaliť 3-way handshake
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spojenia, taktiež na strane odosielateľa. Ostermannov Linuxový nástroj s argumen-
tami „ -l –r“ môže extrahovať výsledky RTT priamo zo snímkov paketov. ICMP
ping môže byť taktiež použitý pre odhad RTT, za predpokladu, že sa berie do
úvahy veľkosť paketu. Niektoré obmedzenia s ICMP pingom môžu zahŕňať odliš-
nosti v milisekundách. Taktiež rýchlosť ICMP je často obmedzená alebo zdržaná
vo frontách vyrovnávacích pamätí. ICMP nemusí fungovať, ak sa zmena klasifikácie
QoS vykonáva v každom skoku. ICMP nie je tak spoľahlivé a presné ako in-band
meranie [3].
3.2.3 Meranie úzkeho hrdla
Tieto merania by mali byť spustené v oboch smeroch, najmä v nesymetrických sie-
ťach (napríklad ADSL). Majú byť vykonávané v rôznych intervaloch počas pracov-
ného dňa alebo počas týždňa. Testovanie v rôznych časových intervaloch poskytnú
lepšiu charakteristiku priepustnosti TCP a lepšiu vnútornú diagnostiku. Testy šírky
pásma by mali produkovať výstupy o dosiahnutej priepustnosti počas celej dĺžky
trvania testu [3].
3.2.4 Meranie TCP priepustnosti
Počet pokusov a výber medzi jedným alebo viacnásobným TCP spojením bude za-
ložený na tom, aký máme zámer pri testovaní. Jediný test by mohol byť postačujúci
pre zmeranie dosiahnuteľnej priepustnosti. Je však potrebné vedieť, že v IP sieti
môžu byť použité rôzne techniky riadenia prevádzky a že niektoré z týchto techník
je možné testovať iba ako viacnásobné spojenie. Je odporúčané uskutočňovať testy
za rôznych podmienok vo všetkých smeroch v rôznych časoch dňa [3].
3.2.5 TCP Metriky
Táto metodika sa zameriava na priepustnosť TCP a poskytuje 3 základné metriky,
ktoré môžu byť použité pre lepšie pochopenie výsledkov. Je známe, že zložitosť a ne-
predvídateľnosť TCP je problémom pre vývoj kompletných metrík. Transfer Time
Ratio: je to pomer medzi reálnym časom prenosu a ideálnym časom prenosu. Efekti-
vita TCP: ide o pomer medzi bytmi, ktoré museli byť poslané znovu voči celkovým
preneseným bytom. Buffer Delay: reprezentuje nárast RTT počas testovania TCP
priepustnosti voči základnému RTT [3].
Priemer RTT počas prenosu = Počet RTT počas prenosucelkový čas prenosu v sekundách [−] [3], (3.1)
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Buffer Delay = Priemer RTT počas prenosu - Východzie RTTVýchodzie RTT ×100 [%] [3], (3.2)
3.2.6 Uskutočňovanie TCP testov priepustnosti
Existuje niekoľko nástrojov, ktoré sa používajú pre toto meranie a jedným z naj-
častejšie používaných je iperf. Tento nástroj je nainštalovaný na oboch koncových
zariadeniach, jeden z nich je nastavený ako klient, druhý ako server. Je možné nasta-
viť veľkosť prenášaného okna užívateľom. Priepustnosť môže byť meraná v jednom
alebo v oboch smeroch. Pre dosiahnutie čo najpresnejších údajov by mal test trvať
po dobu aspoň 30 sekúnd a opakovať by sa mal v rôznych časoch počas dňa [3].
3.2.7 Záver k RFC 6349
Meranie prenosových parametrov sietí touto metodikou prináša pomerne presné vý-
sledky meraní z dôvodu opakovania testov v rôznych časoch dňa a týždňa. Tým sa
vytvorí pomerne presný obraz o tom ako je v jednotlivých časoch vyťažená sieť a aké
sú jej vlastnosti v týchto intervaloch.
3.3 Odporučenie ITU-T Y.1564
Toto odporučenie definuje metodiku pre posudzovanie správnej konfigurácie tele-
komunikačnej siete využívajúcej technológiu Ethernet a definuje metodiku pre po-
sudzovanie parametrov prenosu služieb, ktoré takýto typ siete využívajú. Metodika
vznikla z dôvodu aby aj poskytovatelia služieb mali štandardizovaný spôsob overenia
parametrov svojich služieb. Vylepšenie proti RFC 2544 prišlo napríklad v podobe
generovania a analýzy viacerých paralelných dátových tokov [8].
3.3.1 Nová metodika podľa Y.1564
Metodika sa zameriava na overenie parametrov dátových tokov služieb. Taktiež sa
zaoberá parametrami od sieťovej po transportnú vrstvu RM-OSI. Sledujú sa pa-
rametre ako stratovosť, oneskorenie, kolísanie veľkosti oneskorenia a priepustnosť,
ktorá je definovaná iným spôsobom ako v RFC 2544 [8].
Zavádzajú sa tu podmienky pre testovanie paralelných dátových tokov, testova-
nie prioritizácie medzi tokmi a urýchľuje sa meranie tým, že jednotlivé merania sa
neuskutočňujú iba sekvenčne za sebou. Dĺžka merania je 2 hodiny, avšak môžeme
ju skrátiť iba na 2 minúty alebo predĺžiť až na 24 hodín. Meranie prebieha pre oba
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smery súčasne alebo pre každý smer zvlášť [8]. Overovanie parametrov prebieha
v dvoch fázach:
1. Kontrola nastavenia sieťovej konfigurácie služieb
2. Kontrola nastavenia parametrov kvality služby QoS
3.3.2 Kontrola nastavenia sieťovej konfigurácie služieb
Postupne sa merajú parametre každej služby a overuje správnosť všetkých paramet-
rov SLA. Prenosová rýchlosť sa nastavuje pomocou Ramp testu, ktorá stupňovite
narastá a test trvá 1 až 10 s. V každom z krokov sú overované parametre SLA.
Definujú sa dve dôležité hraničné hodnoty prenosovej rýchlosti- CIR a EIR:
• CIR (Committed Information Rate) je maximálna prenosová rýchlosť dáto-
vého toku služby. Do tejto hodnoty sú prenosové parametre dátového toku
garantované v definovaných medziach
• EIR (Excess Information Rate) je maximálna prenosová rýchlosť, kde už nie
sú garantované všetky parametre prenosu.
Pomocou týchto dvoch hraničných rýchlostí je možné definovať tri oblasti:
• garantované pásmo- dáta sú prenášané vždy za dodržaní SLA parametrov
• Best Efford pásmo- dáta sú prenášané v prípade, že existuje v sieti voľná
prenosová kapacita. Parametre SLA nemusia byť dodržané
• Dropped pásmo- dáta nie sú nikdy prenášané, testuje sa iba do hranice CIR+
EIR+ 25
3.3.3 Kontrola nastavenia parametrov kvality služieb QoS
Služby sú generované paralelne. Vďaka tomu je možné overiť parametre v prostredí,
ktoré sa bude blížiť bežnému provozu. Služby sú generované súčasne do ich hod-
noty prenosovej rýchlosti CIR a sú overované parametre všetkých služieb. Cieľom je
napríklad overenie mechanizmu pre prioritizáciu alebo obmedzovanie konkrétnych
dátových tokov v sieťových prvkoch pri ich paralelnom prenose, táto časť v testoch
podľa RFC 2544 chýbala [8].
3.3.4 Záver k Y.1564
Metodika Y.1564 je vlastne vylepšenou verziou RFC 2544 tým, že prináša nové
metódy a postupy pre diagnostiku konfigurácie sieťových prvkov a celej siete [8].
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3.3.5 Kvalita služby a zmluva SLA
Vznikol nový vzťah medzi poskytovateľom služieb a zákazníkom, ktorý je upravený
prostredníctvom zmluvy SLA (Service Level Agreement), teda Zmluvy o garanto-
vanej úrovni služieb. Tento dokument obsahuje všetky podmienky, za ktorých sa
uskutočnia dátové prenosy. Schopnosť poskytovať služby na určitej rovni sa posu-
dzuje pomocou parametrov QoS (Quality of Service). Zmluva SLA obsahuje tieto
časti:
• Obchodná- popis vzťahu dodávateľ- odberateľ
• Služby- špecifikácia služieb
• Technická- výpis parametrov a ich limít
• Procesná- spôsob vykazovania parametrov a súvisejúce procesy
3.4 Testovanie dátových sietí s technológiu Ether-
net
Dátovú sieť je nutné testovať z dvoch dôvodov:
• testy počas výstavby, sprevádzkovania a predávania siete
• testy prevádzkové pre správu a riešenie problémov.
Cieľom predávacích testov je overenie prenosových parametrov siete počas alebo
po dokončení výstavby pre overenie. Overuje sa správna konfigurácia prepínačov,
smerovačov a celková transparentnosť siete a taktiež dosiahnuteľnosť maximálnej
prenosovej kapacity rozhraní. Pre prevádzkové testovanie je vhodné pasívne sledo-
vanie parametrov stavu siete, sieťových prvkov a dátových tokov, ide teda o kolek-
tovanie jednotlivých štatistík.
3.5 Meranie bitovej chybovosti Ethernetu
Spôsob zabezpečenia Ethernetu má tú vlastnosť, že ak je pri prenose rámca deteko-
vaná chyba, rámec je automaticky zahodený bez toho aby o tom protistrana vedela
a je iba na koncových bodoch aby prípadnú chybu napravili. V prípade, že pri pre-
nose dôjde k bitovej chybe, ktorá je detekovaná CRC, zahadzuje sa celý rámec.
Chyba jedného bitu môže spôsobiť stratu od 368 po 12000 bitov. Preto je meranie
bitovej chybovosti BER (Bit Error Rate) v Ethernetových sieťach nevhodné, preto
sa pre určenie chybovosti využívajú merania podľa RFC 2544 a Y.1564. Obvyklá dá-
tová chybovosť ethernetového okruhu je približne od jednej chyby za deň (chybovosť
10E-12) do jednej chyby za týždeň (10E-15) [9].
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4 MERANIE PARAMETROV POMOCOU TCP
PROTOKOLU
Účelom tejto časti je zjednotenie postupu pre meranie reprezentatívnych dátových
parametrov pevných, mobilných, bezdrôtových a iných dátových sietí pomocou TCP
protokolu. Z tejto metodiky meranej na 4. vrstve podľa modelu ISO/OSI, bude
tiež zrejmé, že základné parametre ovplyvňujúce kvalitu prenosu v sieti sú latence,
rýchlosť prijímania a rýchlosť oneskorenia dát daného dátového spojenia. Nutnou
podmienkou pre meranie prietoku TCP dát je dostupnosť sieťových zdrojov a trans-
parentnosť sieťových trás [4].
4.1 Meracie strany a prenosové trasy
• Merací server (MS) je strana, ktorá v prípade zostupného smeru poskytuje
opačnej strane dáta na vyžiadanie. Merací server by mal mať dostatočný vý-
kon a nezávislosť dátového pripojenia tak, aby bola zaistená priepustnosť a ga-
rancia dátových parametrov.
• Merací terminál (MT) je strana, ktorá je v prípade zostupného smeru vo funkcií
príjemcu dát. Prijímané dáta sú zaznamenávané k následnému vyhodnoteniu.
• Prenosová trasa je taká postupnosť prenosových uzlov, že medi každými dvoma
po sebe idúcimi prenosovými uzlami existuje spojenie a zároveň prvým preno-
sovým uzlom je MT a posledným MS.
Pomocou TCP protokolu sa nedá spoľahlivo merať nefunkčné siete. Podľa RFC
6349 môže ako referencia slúžiť prah 5% straty paketov a jitter s hodnotou 150 ms.
Vyššie hodnoty nasvedčujú poruchovému stavu siete.
Ďalej musí byť zaistené:
• zohľadnenie traffic shaping (môže dôjsť k oneskoreniu alebo obmedzeniu alebo
obmedzeniu niektorých služieb provozu)
• zohľadnenie traffic poling (môže dôjsť k monitorovaniu, obmedzeniu alebo vy-
lúčeniu provozu pri prekročení zjednaného limitu)
• ak je služba dostupná na jednom porte, musí byť dostupná aj na ostatných
portoch,
• v každom bode merania musí byť zaistená nezávislosť merania
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4.2 Identifikácia MTU
Je zásadná pre správne nastavenie meracieho systému tak, aby nedochádzalo k frag-
mentácií, a aby tak bolo možné merať prenosovú kapacitu čo najpresnejšie:
MTU(TCPTTID)→ MTU(NUT) [𝑏; 𝑏], [4]. (4.1)
Pre správnu identifikáciu MTU prenosovej siete môžu byť použité nasledujúce
metódy:
• Identifikácia podľa RFC 1191.
• Identifikácia podľa RFC 1981.
• Identifikácia podľa RFC 4821.
Identifikácia podľa RFC 1191
Ponúka pre IPv4 najjednoduchší a najrýchlejší spôsob zistenia MTU. Ide o využite
vlastnosti IPv4 paketov s pevnou veľkosťou MTU a s nastavením nefragmentovať.
Táto metóda môže byť použitá iba v prípadoch, kedy sieťový administrátor neblokuje
použite ICMP správ v sieti [14].
Identifikácia podľa RFC 1981
Využíva princíp zaslania ICMPv6 správy tým sieťovým prvkom, ktorý nie je schopný
paket danej veľkosti preniesť. Dá sa teda jednoznačne určiť maximálna veľkosť MTU
daného sieťového prvku. Administrátor však nesmie blokovať použitie správ ICMPv6
v sieti [13].
Identifikácia podľa RFC 4821
Toto riešenie sa využíva v prípadoch že sú správy ICMv4 a ICMPv6 v sieti blokované
[12].
TCP problémy so zisťovaním MTU prenosovej cesty
Tieto problémy rieši odporučenie IETF RFC 2923.
4.2.1 Meranie RTT
Každé riešenie merania rešpektuje a vychádza z odporučenia IETF. Meranie RTT
je nevyhnutné k následnému výpočtu BDP, TCP RWND a veľkosti Socket bufferov.
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Použitie ICMP ping
Slúži ako adekvátny odhad hodnoty RTT. Rozlíšenie tohto merania dosahuje rádov
ms a môže byť taktiež použité k zisteniu, či daný sieťový prvok odpovedá na PING.
Výsledok však môže byť skreslený, pretože použitie ICMP pingu môže byť zaradené
do prioritnej fronty.
Použitie rozšírených MIB štatistík
Ďalšou možnosťou je využitie postupu podľa RFC 4898
Použite protokolu TWAMP
Najvhodnejšou metódou pre meranie RTT je postup podľa RFC 5357, kde je pre me-
ranie odporučené využitie protokolu TWAMP. Ide o alternatívu k vlastnému pro-
rietálneho riešenia, ktoré používajú niektoré firmy.
4.2.2 Meranie BB
Pred meraním prietoku TCP je potrebné spraviť meranie BB alebo jeho odhad.
Meranie sa uskutočňuje pomocou bezstavového protokolu (napr. UDP). Meranie
by malo byť realizované opakovane v rôznych časových intervaloch a mimo dátovú
špičku.
K meraniu BB je možné využiť metódy podľa odporučenia IETF:
• Meranie podľa RFC 2544
• Meranie podľa RFC 5136
Meranie podľa RFC 2544
Táto metóda je vhodná pre odhad BB. Bola však navrhnutá pre testovanie prvkov
v laboratórnych podmienkach.
Meranie podľa RFC 5136
Je zamerané na meranie v reálnych podmienkach, preto by sa toto meranie malo
stať štandardnou metódou odhadu BB. Toto meranie iba definuje pojmy a všeobecné
matematické výpočty a tak je jeho využiteľnosť minimálna.
4.2.3 Potrebné výpočty
Výpočet BDP:
BDP = RTT.BB [𝑏; 𝑠; 𝑏/𝑠] [4], (4.2)
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Výpočet veľkosti buffer:
BS ≥ RTT.BB [𝑏; 𝑠; 𝑏/𝑠] [4], (4.3)
Výpočet veľkosti buffer:
TWND ≥ BDP8 [𝑏; 𝑏] [4]. (4.4)
4.2.4 Meranie prietoku TCP dát
V tejto časti definujem techniku merania prietoku dát tak, aby bolo možné overiť
maximálny možný prietok TCP dát. Je nutná správna funkčnosť nižších sieťových
úrovní a overenie funkčnosti, priepustnosti, šírku pásma siete a ďalšie parametre
na druhej a najmä tretej vrstve [9].
Odporúčané kroky pred samotným meraním
1. pred meraním je nutné overiť programom pre zachytávanie paketov (Wires-
hark) čo san na sieťovej vrstve naozaj odohráva
2. overenie niekoľkých webových meracích nástrojov, čo bude slúžiť ako referencia
3. otestovať meranie voči iným než štandardným meracím serverom aby sme
predišli prioritizácií. Využijeme skryté meracie servery a tzv. Sieťové zrkadlá
4. overenie, či nedochádza k prioritizácií niektorého portu, ktorý môže využívať
meracie nástroje alebo terminály- dochádzalo by ku skresleniu výsledkov
5. ak by sme zistili, že dochádza k prioritizácií, je nutné to uviesť vo výsledkoch
merania [4].
Meracie nástroje
Existuje viac meracích nástrojov, jedným z nich je „iperf”. Tento nástroj umožňuje
manuálne nastavovať veľkosť odosielacieho socket bufferu a veľkosť TCP RWND na
oboch stranách (klient a server). Je potrebné vziať do úvahy výkon oboch strán aby
nedošlo k degradácií výsledku.
Sekvencia merania
Prístup, sekvencia a vyhodnocovanie výsledkov merania sú odlišné pre prípad me-
rania v stacionárnom bode a pre prípad drivetestu (meranie za jazdy).
Meranie v stacionárnom bode
Môžeme použiť jednorazový test, ktorý bude slúžiť iba ako náhľad v prípade merania
stabilných sieti. Odporúča sa uskutočniť minimálne dve merania, jedno v dátovej
špičke a jedno mimo nej.
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Povinné sekvencie:
• min. 30 s– Downlink test
• min. 10 s– Pauza
• min. 30 s- Uplink test
• min. 10 s– Pauza
Voliteľné sekvencie:
• min. 30 s– Downlink a Uplink spolu
• min. 10 s– Pauza
V prípade, že je prenos dát obmedzený, je potrebné vopred odhadnúť celkový ob-
jem prenesených dát. Test musí byť uskutočnený tak, aby došlo k ustáleniu dátového
toku. Pri meraní pomalých sieti, rádovo kb/s, je nutné si uvedomiť, že dôjde k ma-
lému objemu prenesených dát a tým k pomerne veľkej nepresnosti merania, preto
predĺžime dĺžku merania až na trojnásobok. Poradie sekvencie testov je možné meniť
[4].
Meranie za jazdy
Využíva sa pri meraní služieb mobilného charakteru za účelom zistenia pokrytia dá-
tovou rýchlosťou. Toto meranie má vopred určenú vzorkovaciu frekvenciu, metriku
a vyhodnocovaciu sieť. Aktuálna poloha merača sa zisťuje pomocou napríklad GPS
prijímača a umiestnenie antény musí byť také, aby sa minimalizoval vplyv doprav-
ného prostriedku [4]. Pri realizácií drivetestu treba mať na pamäti:
• merania je možné uskutočňovať v automobiloch, vlakoch alebo aj obchodných
domoch
• meranie musí byť zaistené vo fyzikálnych podmienkach technológie s ohľadom
na rýchlosť pohybu a tým spojenú otázku Dopplerovho javu.
Jedno alebo viac TCP spojení
V prípade liniek, kde je vysoká hodnota BDP by malo dôjsť k rozdeleniu meraní
do viac TCP spojení tak, aby došlo k čo najvieryhodnejšiemu pokrytiu celej šírky
pásma. Výpočet TCP spojení je popísaný vzťahom:
Výpočet veľkosti buffer:
N = BDPRWND [−; 𝑏; 𝑏] [4], (4.5)
kde N je počet spojení, BDP je násobok RTT (round trip time) a BB (bottleneck
bandwithd), RWND je veľkosť TCP okna prijímacej strany.
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4.2.5 Ďalšie odporúčania
• na začiatku merania sa odporúča spraviť meranie pre viac TCP spojení, pre-
tože s ohľadom na nastavenie QoS parametrov môže dôjsť k prideleniu väčšej
šírky pásma pre viac spojení
• TCP RWND nemusí byť vždy k dispozícií, pri reálnych aplikáciach môže byť
predvolená veľkosť okna ignorovaná alebo rekonfigurovaná na defaultnú hod-
notu
• je nutné mať prístup ku konfigurácií a výpisom oboch meracích strán
• je nutné identifikovať, či daný merací prístroj využíva pevne nastavené RWND
alebo túto hodnotu počas merania ladí, čo by ovplyvnilo výsledok.
4.3 Problematika merania v sieťach s IPv6 alebo
NAT
4.3.1 IPv4 vs. IPv6
Keďže dnes už TCP protokol nemusí byť zapúzdrený do IPv4 paketu, ale aj do IPv6
záhlavia, môže aj na sieti s natívnou podporou IPv6 dochádzať k značnému rozdielu
v meraní dátových parametrov medzi IPv6 a IPv4. Je teda vhodné overiť, či je
dostupné IPv6 pripojenie a v prípade, že áno, uskutočniť meranie aj v situácií.
Kedy TCP spojenie bude zapúzdrené do IPv6 paketov.
4.3.2 Problematika merania v prostrediach neverejných IP
adries a stavových firewallov
V prípade, že je z nejakého dôvodu zamedzená možnosť inicializácie sieťového spo-
jenia zostupným smerom, je nutné použiť merací prístroj, ktorý umožňuje reverznú
inicializáciu spojenia pri meraní dátových parametrov zostupného dátového toku.
Takáto situácia môže nastať napríklad v NAT sieťach prekladom neverejných IP ad-
ries alebo v sieťach s nastaveným stavovým firewallom, ktorý blokuje segment TCP
príznakom SYN [4].
4.4 Fyzické a technologické parametre pripojenia
a merania
Serverová časť merania by mala byť realizovaná v centrálnom uzly dátového pri-
pojenia všetkých poskytovateľov dátových služieb. Podmienkou je dodržanie pokiaľ
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možno čo najväčšej nezávislosti meracieho serveru na všetkých poskytovateľoch tak,
aby dochádzalo k čo najmenšej chybe merania dátových parametrov konkrétneho
poskytovateľa. Klientská časť merania by mala byť realizovaná čo najbližšie miestu
siete, ktoré je poskytovateľom deklarované ako miesto poskytovania jeho služieb,
zároveň však tak, aby bolo v mieste obvyklom pre účastníka služieb alebo v mieste
danom zmluvným vzťahom medzi poskytovateľom a účastníkom [4].
4.5 Výpočet TCP metrík
V tejto sekcií sú popísané tri základné metriky, ktoré môžu byť použité pre lepšie
porozumenie a porovnanie jednotlivých výsledkov merania. Umožňujú taktiež porov-
nanie prietoku TCP dát v rôznych sieťových podmienkach a nastaveniach meracích
strán, preto by mali byť merané počas každého testu [4].
Transfer Time Ratio
Je pomer medzi aktuálnou hodnotou TT a ideálnou hodnotou:
TTR = 𝛼TTiTT [−; 𝑠; 𝑠][4], (4.6)
aktuálna hodnota TT je doba prenosu dátového bloku cez TCP spojenie, zatiaľ
čo ideálna hodnota TT je predpovedaná doba, za ktorú by daný dátový blok mal
byť prenesený cez TCP spojenie.
Ideálny TT je odvodený od maximálneho dosiahnuteľného prietoku dát na 4.
vrstve modelu podľa ISO/OSI.
iTT = TBSmax ATT [𝑠; 𝑏; 𝑏/𝑠][4], (4.7)
kde iTT je ideálne TT, TBS je veľkosť prenášaného dátového bloku a max ATT
je maximálny dosiahnuteľný prietok TCP dát.
TCP Efficiency
Reprezentuje množstvo TCP bitov, ktoré nemuseli byť odoslané znovu. Udáva pred-
stavu o chybovosti celého TC spojenia a nutnosti znovu odoslania paketov po chybe
na linke.
TCPe = TB-rTBTB = 1−
rTB
TB [−; 𝑏; 𝑏][4], (4.8)
kde TCPe značí účinnosť TCP prenosu, TB počet prenesených bitov a rTB počet
bitov, ktoré museli byť po chybe odoslané znovu.
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Buffer Delay
Reprezentuje vzťah medzi nárastom RTT počas testu prietokov TCP dát a vlastnou
RTT. Vlastná RTT znamená také TB, ktoré je vlastnej prenosovej ceste za ideálnych





𝑅𝑇𝑇𝑖 [𝑠; 𝑠][4], (4.9)
kde RTT značí priemernú hodnotu RTT za dobu t, N je počet vzorkov RTT
vzorkovaných po 1 s a RTT, sú hodnoty jednotlivých vzokov.
Veličina buffer delay (BD) môže byť potom definovaná ako:
BD = ?¯?𝑇𝑇 − iRTTiRTT =
?¯?𝑇𝑇
iRTT − 1 [−; 𝑠; 𝑠][4], (4.10)
kde iRTT je ideálne RTT.
Výpočet teoretickej priepustnosti TCP v sieti
Keďže sú vždy výsledky merania priepustnosti TCP ovplyvnené protokolovou ré-
žiou, je preto nutné vziať do úvahy RFC 6349 a výpočet maximálnej teoretickej
priepustnosti TCP protokolu v sieti, ktoá je vždy nižšia ako šírka pásma na nižších
vrstvách. Ak poskytovateľ garantuje kapacitu sieťového pripojenia na inej než vrstve
TCP protokolu, je nutné tento rozdiel podľa danej sekcie RFC 6349 vziať do úvahy.
4.6 Vyhodnotenie
Výsledkom merania by malo byť minimálne 15 hodnôt prietoku TCP dát v každej
z následujúcich kategórií:
• v zostupnom smere a dátovej špičke
• vo vzostupnom smere a dátovej špičke
• v zostupnom smere mimo dátovú špičku
• vo vzostupnom smere a mimo dátovú špičku
Výsledky jednotlivých meraní môžeme považovať za vzorky náhodnej veličiny,
ktoré môžeme pre lepšiu prehľadnosť spracovať a vyniesť do trendového grafu v zá-
vislosti na čase.
41
Dôvod odchyliek od ideálnych hodnôt
Dôvody môžu byť napríklad zlé nastavenie meracieho systému, zahltenie siete alebo
nedostupnosť sieťových zdrojov.
Bezpečnostné úvahy
Pretože pre meranie BB je potrebné využitie bez- stavových protokolov, tak môže
byť toto meranie vnímané sieťovými poskytovateľmi ako pokus o DoS či DDoS útok
a tak vyžadovať koordináciu s poskytovateľom dátových služieb [4].
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5 MERANIE POMOCOU WEBOVÝCH APLI-
KÁCIÍ
Pre užívateľov jedna z najjednoduchší ciest, ako zistiť rýchlosť svojho internetového
pripojenia. Webové aplikácie fungujú na podobnom princípe. Pri testovaní rýchlosti
pripojenia by mali byť vypnuté všetky ostatné aplikácie, ktoré využívajú pripojenie
k sieti internet, pretože to značne ovplyvní výsledky merania. Neodporúča sa využí-
vať zahraničné programy pre meranie rýchlosti a dôležité je umiestnenie testovacieho
serveru v chrbtovej sieti.
5.1 Meranie rýchlosti sťahovania
Webová aplikácia najskôr stiahne referenčný súbor, kde podľa doby sťahovania sa
zvolí veľkosť hlavného testovacieho súboru. Táto veľkosť sa volí tak, aby doba mera-
nia bola 5 až 10 sekúnd. Je to dostačujúce pre zaručenie presnosti merania a zároveň
meranie prebehne pomerne rýchlo.
5.2 Meranie rýchlosti odosielania
Meranie tohto parametra nie je podporované všetkými webovými aplikáciami. Apli-
kácia odošle časť dát, ktoré stiahla pri meraní rýchlosti sťahovania alebo vygeneruje
vlastný súbor, ktorý odosiela a na základe času, ktorý je potrebný pre odoslanie
vyhodnotí rýchlosť odchádzajúceho toku.
5.3 Meranie odozvy
Toto meranie je uskutočnené pomocou webového prehliadača. Zmeria sa čas, ktorý
je potrebný k prijatiu odpovede o prijatí odoslaného paketu. Vzhľadom k tomu,
že tento test sa realizuje práve cez webový prehliadač, je jeho výsledok orientačný,
pretože ho ovplyvňuje doba spracovania požiadavky serverom.
5.4 Porovnanie rôznych webových aplikácií
Testovacím meraním kvalitatínych parametrov pripojenia k sieti internet na rôznych
serveroch som získal hodnoty, ktoré sú zapísané v tabuľke 5.1. Ukážka priebehu
merania na jednotlivých serveroch:
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rychlost.sk 94,9 86,4 14 -
swan.sk 94,9 94,86 3 1
speedtest.net 94,37 94,66 1 -
dsl.cz 87.40 96.91 17 -
lupa.cz 86,85 73,75 14 -
Obr. 5.1: Ukážka priebehu merania na serveri rychlost.sk
Obr. 5.2: Ukážka priebehu merania na serveri speedtest.net
Obr. 5.3: Ukážka preibehumerania na serveri swan.sk
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Obr. 5.4: Ukážka priebehu merania na serveri lupa.cz
Obr. 5.5: Ukážka priebehu merania na serveri dsl.cz
45
6 SOFTWÉROVÉ UTILITY
Ide o ďalší, pre uživatľa príjemný, spôsob merania prenosových parametrov dátových
sietí. Aj pri meraní touto metódou je potrebné pre dosiahnutie čo najvyššej presnosti
merania deaktivovať počítačové nástroje, ktoré využívajú pripojenie k sieti, pretože
by mohli spôsobiť značnú nepresnosť merania.
6.1 Iperf 3
Vývojárom aplikácie Iperf je The Iperf team, ktorý ju zverejnil 13. marca 2003
a bola napísaná v jazyku C. Ďalej bola vyvíjaná v National Ceter of Supercomputing
Applications na univerzite v Illinois týmom DAST pre NLANR, ktorého činnosť bola
ukončená 31. 12. 2006. ESnet a Lawrence Barkeley National Laboraatory vyvinuli
od nuly reimplementáciu Iperf s názvom Iperf 3. Má GitHub úložiská. nie je spätne
kompatibilný s Iperf 2, má však ďalšie zaujímavé funkcie. Od decembra 2013 bol
zverejnený na viacerých stránkach.
Pracuje na transportnej vrstve. Využíva sa pre sledovanie toku TCP, UDP dát
a meranie šírky pásma siete, v ktorej je na koncových zariadeniach spustená apliká-
cia. Umožňuje používateľovi nastaviť parametre, ktoré môžu byť použité pre testo-
vanie siete, alebo alternatívne pre optimalizáciu alebo lokálne ladenie siete. Pracuje
na princípe klient- server a môže merať priepustnosť medzi dvoma koncovými bodmi
jednosmerne alebo obojsmerne. Ide o open sourceový softvér, ktorý je určený pre
platformy Linux, Unix a Windows (natívne alebo vnútri Cygwin). Je voľne dostupný
na stránke https://iperf.fr/iperf-download.php [11].
Pri testovaní kapacity UDP umožňuje používateľovi nastaviť veľkosť datagramu
a poskytne výsledky pre priepustnosť, kolísanie oneskorenia a stratovosť paketov.
Pomocou Jperf je možné rozšíriť Iperf o grafické rozhranie a taktiež umožniť
užívateľovi nastavovať parametre pri meraní bez použitia príkazového riadku.
Nevýhodou je skutočnosť, že pri meraní prenosových parametrov pomocou tejto
utility dochádza k zahlteniu siete, preto je potrebné deaktivovať firewall. Iperf je
možné použiť aj pre útok DOS (tzv. hladovanie šírky pásma).
Pri zisťovaní maximálnej šírky pásma odošle prvý paket s určitou veľkosťou a ak
úspešne prejde k príjemcovi, nasledujúci odoslaný paket zvýši a takto postupuje až
dokým veľkosť prenášaného paketu dosiahne maximálnu možnú úroveň, pri ktorej
nedôjde k zahodeniu paketu.






Maximálna veľkosť segmentu MSS je najväčšie množstvo dát v bajtoch, ktoré
môže počítač dodať v jednom nefragmentovanom TCP segmente. Môže byť po-
čítaná ako maximálna prenášaná jednotka MTU zmenšená o hlavičky TCP a IP.
Maximálna prenášaná jednotka je najväčšie množstvo dát, ktoré môže byť prenesené
v jednom rámci. Pre nastavenie veľkosti MTU zadáme na strane klienta príkaz iperf
-c IP adresa serveru -M veľkosť -m. Štandartné veľkosti MTU pre rôzne topológie
sietí:
• Ethernet- 1500 B, používané v LAN sieťach
• PPPoE- 1492 B, používané v ADSL linkách
• Token Ring- 17914 B, stará technológia vyvinutá IBM
• Dial-up- 576 B
Všeobecne platí, že väčšia MTU prinesie väčšie využitie šírky pásma.
6.2 NetStress
Prvá verzia bola zverejnená 17.10.2008. Vývojárom je Nuts About Nets, LLC. Tento
softvér sa zameriava predovšetkým pre merania v bezdrôtových sieťach 802.11. Pô-
vodne bol navrhnutý pre vnútorné využitie v tejto firme. Jeho najlepšie využitie
je vtedy, ak po zrealizovaní novej siete, ktorá funguje bez problémov uskutočníme
prvé meranie, ktorého výsledky si uložíme pre neskoršie porovnanie. Pri poklese
kvality spojenia spustíme znovu meranie a výsledky môžeme jednoducho porovnať
a prípadné chyby budú zrejmé z výsledkov merania.
Program je možné stiahnuť zo stránky http://nutsaboutnets.com/netstress/.
Ponúka možnosť nastavenia typu prenášaných dát TCP alebo UDP, prípadne oba
súčasne. Ďalej ponúka možnosť nastaviť veľkosť prenášaných segmentov pri tomto
meraní. Umožňuje nastaviť maximálnu veľkosť prenášaných segmentov (MTU).
Zobrazenie výsledkov v podobe grafu a číselne umožňuje prehľadné sledovanie
priebehu merania. Interval meraní môžme nastaviť ručne.





Je jednoduchá aplikácia, ktorá je voľne dostupnána stránke http://networx.en.
lo4d.com/. Používa sa pre meranie okamžitej rýchlosti pripojenia a taktiež vytvára
dlhodobé štatistiky o prenose dát (množstvo odoslaných a prijatých dát) za určité
obdobie. Využíva sa pre sledovanie histórie pripojenia a nastavenie prípadného ma-
ximálneho množstva prenesených dát za určité obdobie. Má mnohé ďalšie funkcie
ako nastavenie vypnutia počítača, resetovania pripojenia k sieti a podobne. Pri me-
raní odosiela dáta a následne ich sťahuje z IP adresy 77.240.178.28 (speedtest.net),
kde zmeria rýchlosť, ktorou boli dáta prenesené, ping a výsledky zobrazí číselne.
Výsledky merania však môžu byť ovplyvnené zaťažením testovacieho serveru
počas uskutočňovania merania.






Ide o aplikáciu, ktorá vytvára grafy dlhodobého zaťaženia siete a aj rýchle merania
aktuálnej rýchlosti pripojenia k sieti. Sleduje množstvo odoslaných a prijatých dát
zariadenia a tieto údaja ukladá. Pri zisťovaní rýchlosti pripojenia odosiela súbor,
ktorého veľkosť nastavíme, rovnako aj server na ktorý alebo z ktorého bude súbor pri
meraní prenesený. Dokáže merať stabilitu pripojenia. Ide o voľne dostupný program
na stránke https://conmet.cz/stahnout.html
Pri meraní odosiela dáta na server 80.109.240.73, zmeria za aký čas boli odo-
slané, následne ich sťahuje, vypočíta stabilitu pripojenia, ping a výsledky zobrazí
v číselnej podobe. Nevýhodou tohoto spôsobu merania prenosových parametrov je
to, že výsledky môžu byť skreslané z dôvodu vyťaženia serveru, na ktorom prebieha
meranie.
Connection Meter meria tieto parametre:
• Maximálnu rýchlosť sťahovania
• Maximálnu rýchlosť nahrávania
• Aktuálnu rýchlosť sťahovania




6.5 Ukážkové merania pomocou SW utilít
V tejto sekcií bude znázornené zapojenie meranej siete a výsledky meraní pre jednot-
livé sowtvérové utility Iperf, NetStress, NetWorx a ConnectionMeter pre zapojenie
so switchom a routerom.
Parametre použitých počítačov:
PC A
• Model: Lenovo E550
• RAM: 4GB DDR3L
• Procesor: Intel Core i5 5200U
• Operačný: systém Windows 8.1
PC B
• Model: Lenovo E540
• RAM: 16GB DDR3L
• Procesor: Intel Core i5 4200M
• Operačný: systém Windows 10
WiFi Router
• Model: TP-LINK TL-WR741ND
• Prenosová rýchlosť pre WLAN: 150 Mb/s
• Prenosová rýchlosť pre WAN. 100 Mb/s
• Sila anténneho signálu: 5dBi
Switch
• Model: TP-LINK TL-SF1008D
• Maximálna prenosová rýchlosť: 100 Mb/s









PC A 10,5 1,04 3,72 0
PC B 10,6 1,04 3,69 0
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Obr. 6.1: Topológia siete pre meranie pomocou Iperf 3 s routerom







PC A 9,75 5,52 10,33
PC B 9,77 5,53 10,37
Obr. 6.2: Topológia siete pre meranie pomocou NetStress s routerom
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Obr. 6.3: Topológia siete pre meranie pomocou NetWorx s routerom





PC A 1,09 0,49 10
Obr. 6.4: Topológia siete pre meranie pomocou ConnectionMeter s routerom









PC A 6,7 1,7 84 96,6
Obr. 6.5: Topológia siete pre meranie pomocou Iperf 3 so switchom
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PC A 87,1 1,04 3,403 0
PC B 86,8 1,02 3,472 0
Obr. 6.6: Topológia siete pre meranie pomocou NetStress so switchom







PC A 76,3 0,96 83,2
PC B 75,8 0,94 80,4
Obr. 6.7: Topológia siete pre meranie pomocou NetWorx so switchom







PC A 11,3 10,9 2
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Obr. 6.8: Topológia siete pre meranie pomocou ConnectionMeter so switchom









PC A 14,5 7,9 16 98,9
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7 NÁVRH PRACOVISKA PREMERANIE PRE-
NOSOVÝCH PARAMETROV SIETE
Úlohou tejto bakalárskej práca bolo navrhnúť pracovisko pre komplexné meranie
prenosových parametov siete ako napríklad šírka pásma TCP, šírka pásma UDP,
kolísanie oneskorenia a stratovosť paketov. Rozhodol som sa pre návrh dvoch sce-
nárov, kde jeden bude obsahovať dva notebooky a router, druhý dva notebooky
a switch. Ide o LAN sieť. Pre meranie prenosových parametrov siete som zvolil soft-
vérovú utilitu Iperf. Pomocou tejto utility môžme zmerať prenosové parametre siete
medzi dvoma koncovými bodmi, ktoré budú tvoriť počítače. Na týchto počítačoch
je nainštalovaný operačný systém windows 10. Pred zahájením meraní musí byť
Iperf nainštalovaný na oboch počítačoch. V predchádzajúcej kapitole sú uvedené
zapojenia siete s výsledkami nameraných hodnôt pre dané zariadenia.
Podobne môžme tiež testovať lokálne alebo siete. V tomto prípaden sa ale počí-
tače konfigutujú podľa topológie siete, ktorá je testovaná
7.1 Konfigurácia pracoviska s routerom
Pracovisko pre meranie prenosových parametrov siete s routerom obsahuje Wifi
router a dva notebooky.
Obr. 7.1: Zapojenie pracoviska pre meranie pomocou iperf s routerom
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7.2 Konfigurácia pracoviska so switchom
Toto pracovisko bude obsahovať rovnako ako v predchádzajúcom scenári dva note-
booky s operačným systémom Windows 10, ale na ich prepojenie bude slúžiť switch,
ktorého parametre budeme opäť testovať pomocou utility Iperf3.
Obr. 7.2: Zapojenie pracoviska pre meranie pomocou iperf3 so switchom
7.3 Nastavenie siete pre meranie prenosových pa-
rametov
Aby sme mohi realizovať meranie, musíme správne nakonfigurovať sieť, tak aby
koncové stanice medzi sebou mohli komunikovať. K tomu nám poslúži následujúci
postup:
1. Router pripojíme k elektrickej sieti
2. Na jednom notebooku klikneme na ikonu „štart“ -> „Ovládacie panely“ ->
„Centrum sieťových pripojení a zdieľanie“ -> „Zmeniť nastavenie adaptéru“.
Klikneme pravým tlačítkom myši na „Pripojenie k miestnej sieti“ a z kontex-
tovej ponuky vyberieme „Vlastnosti“.
3. V záložke „Siete“ vyberieme „Protokol ip verzie 4 (TCP/IP)“ a klikneme
na „Vlastnosti“. V otvorenom okne je potrebné správne nakonfigurovať IP
adresy, zvolíme „Použiť následujúcu adresu IP“ a do poľa „Adresa IP“ vložíme
192.168.0.1, do pola „Maska podsiete“ 255.255.255.0.
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4. Druhý notebook nakonfgurujeme rovnako ale namiesto IP adresy 192.168.0.1
použijeme inú, v našom prípade 192.168.0.2.
7.4 Postup merania
1. Tento krok realizujeme na oboch počítačoch. Zo stránky https://iperf.fr/
iperf-download.php stiahneme Iperf 3. Stiahnutý súbor rozbalíme a obidve zložky,
ktoré sa nachádzajú v súbore skopírujeme na disk C. Následne spustíme príkazový
riadok ako správca. Zadáme príkaz cd c:∖, tak sa dostaneme do správneho adresára,
potom zadáme príkaz iperf3, tým spustíme samotný Iperf. Nakoniec deaktivujeme
bránu firewall.
2. Jeden počítač nastavíme ako server príkazom iperf3 –s. Server počúva na TCP
porte 5001. V serverovom móde máme potom k dispozícií tieto funkcie:
• príkaz -u pre UDP mód
• príkaz -p číslo portu, pre zmenu portu
• príkaz -B rozharanie alebo adresa, pre nastavenie naslúchania na konkrétnu
adresu alebo rozhranie
• príkaz -D, pre spustenie Iperfu ako deamona
3. Druhý počítač spustíme v klientskom móde príkazom iperf3 -c IP adresa serveru.
Po zadaní tohoto príkazu sa spusí meranie priepustnosti. Následne môžme vybať
z následujúcich volieb:
• príkaz -b, pre cieľovú rýchlosť
• príkaz -d, pre obojsmerný test súčasne
• príkaz -r, pre obojsmerný test zvlášť
• príkaz -w veľkosť, pre nastavenie veľkosti okna
• príkaz -t čas, pre nastavenie dĺžky testu v sekundách
• príkaz -n veľkosť ,pre zadanie množstva dát, ktoré sa má odoslať
• príkaz -F súbor, pre načítanie dát pre odoslanie zo súboru
• príkaz -I pre načítanie dát pre odoslanie zo štandartného vstupu
• príkaz -p počet klientov, pre simuláciu viac klientov
• príkaz -M veľkosť, pre veľkosť TCP segmentu
4. Na strane klienta si nastavíme jednotky, v ktorých chceme mať zobrazené výsledky
merania, napríklad iperf3 -c IP adresa -f b pre zobrazenie výsledkov v bitoch.
5. Pre postupné meranie obojsmernej priepustnosti zadáme na klientovi príkaz iperf3
-c IP adresa -r. Ak chceme merať obojsmernú priepustnosť súčasne, použijeme prí-
kaz iperf3 -c IP adresa -d.
6. Informáciu o kolísaní oneskorenia a stratovosti paketov získame po zadaní príkazu
iperf3 -c IP adresa -u na strane klienta.
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8 ZÁVER
Cieľom tejto práce bolo definovať prenosové parametre siete, analyzovať jedotlivé
metodiky merania prenosových parametrov dátových sietí, ich porovnanie, určenie
ich vhodnosti pre rôzny typy sietí. V ďalšej časti som analyzoval meranie pomo-
cou webových aplikácií a softwérových utilít. V závere som navrhol pracovisko pre
komplexné meranie prenosových parametrov siete.
Výhodou testov podľa odporučenia RFC 2544 je, že táto metodika definuje pa-
rametre, ktoré je treba sledovať a postup, akým ich merať. Taktiež je tu definované
akú podobu majú mať dosiahnuté výsledky meraní a aké namerané parametre majú
byť obsiahnuté v takomto výstupe. Štandard týchto testov bol navrhnutý pre labo-
ratórne prostredie, čo prináša rôzne nevýhody. Základnou úlohou RFC 2544 bolo vy-
tvoriť metodiku pre overenie parametrov sieťových prvkov a umožniť tak vzájomné
porovnávanie a overovanie ich výsledkov. Testy podľa RFC 2544 sú nahradzované
modernejšími testami, RFC 2544 ja však ich súčasťou.
Odporučenie ITU-T Y.1564 definuje metodiku pre posudzovanie správnej konfi-
gurácie telekomunikačnej siete využívajúcej technológiu Ethernet a definuje meto-
diku pre posudzovanie parametrov prenosu služieb, ktoré takýto typ siete využívajú.
Vznikol nový vzťah medzi poskytovateľom služieb a zákazníkom, ktorý je popísaný
v zmluve SLA. Metodika Y.1564 je vlastne vylepšenou verziou RFC 2544 tým, že
prináša nové metódy a postupy pre diagnostiku konfigurácie sieťových prvkov a ce-
lej siete. Účelom časti merania parametrov pomocou protokolu TCP je zjednotenie
postupu pre meranie reprezentatívnych dátových parametrov pevných, mobilných,
bezdrôtových a iných dátových sietí pomocou TCP protokolu.
Testy podľa odporučenia RFC 6349 sú určené prevažne pre bežné použitie naprí-
klad v domácich sietiach. Merania sú opakované v rôznych časoch dňa počas rôznych
pracovných dní. Tak získame pomerne presný prehľad o tom, aké sú v daných ob-
dobiach prenosové parametre siete.
Meranie pomocou webových aplikácií je pre bežných používateľov najkomfortnej-
šie. Pre dosiahnutie čo najpresnejších výsledkov je potrebné vypnúť všetky programy,
ktoré využívajú pripojenie ku sieti, pretože môžu ovplyvniť výsledky merania. Tes-
tovaním jednotlivých webových aplikácií sme zistili, že funguju pomerne presne,
spoľalhlivo a ich ovládanie je veľmi jednoduché. Výsledky merania parametrov rôz-
nymi servermi sa líšili iba v niektorých prípadoch výrazne. Závisí to od použitej
meracej metódy, ktoré dané serveri používajú.
Realizácia meraní prenosových parametrov dátových sietí pomocou softvérových
utilít je mierne zložitejšie, avšak najmä pri použití utilít Iperf a NetStress môžme
dosiahnuť presnejšie výsledky meraní ako pri použití webových aplikácií. Môžme
presne nastaviť parametre merania, dĺžku merania, veľkosť prenášaných segmentov
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a podobne.
V návrhu pracoviska pre komplexné meranie prenosových parametrov dátových
sietí som zvolil zapojenie LAN siete, kde môžme zmerať prenosové parametre prvkov
switch a WiFi router. K tomuto návrhu je taktiež priložený postup pre konfiguráciu
siete a sieťových prvkov. Pre meranie som zvolil utilitu Iperf verzie 3. V tejto kapitole
je taktiež uvedený postup pre zmeranie prenosových parametrov týchto prvkov.
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ZOZNAM SYMBOLOV, VELIČÍN A SKRATIEK
Jitter odchylka v oneskorení medzi doručením jednotlivých paketov
QoS súbor metód, ktoré sú využité k zisteniu požadovanej úrvne kvality
služieb
TCP throughput Dátový tok, ktorý je meraný v určitom bode a na základe TCP
protokolu v bitoch za sekundu
TCP TTD vyhradené zariadenie, ktoré generuje TCP provoz a meria metriku
MS Merací server
MT Merací terminál
NUT Testovaná IP prenosová cesta
Path MTU Maximálna veľkosť dátového rámca, ktorý je schopný sa preniesť
dátovou linkou bez fragmentácie
RTT rozdiel času od odoslania prvého bitu príjemcovi do doručenia
posledného bitu príslušného TCP acknowledgement
BB najnižšia hodnota šírky pásma celej meranej trasy
BDP násobok kapacity dátovej linky a oneskorením medzi obidvoma
koncami tejto linky
TCP RWND veľkosť TCP okna na prijímacej strane
TWAMP protokol umožňujúci obojsmerné alebo round trip meranie metrík
medzi sieťovými zariadeniami
IANA Internet Assigned Numbers Authority
𝑇𝑇 doba prenosu dátového toku cez TCP spojenie
𝑇𝑇𝑅 pomer medzi aktuálnou hodnotou TT a ideálnou hodnotou TT
𝛼𝑖𝑇𝑇 doba, za ktorú by daný dátový blok mal byť prenesený cez TCP
spjenie
𝑇𝐵𝑆 veľkosť prenášaného dátového bloku
𝑚𝑎𝑥𝐴𝑇𝑇 maximálny dosiahnuteľný prietok TCP dát
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𝑇𝐶𝑃𝑒 účinnosť TCP prenosu
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