Abstract. The elliptic integral and its various generalizations are playing very important and basic role in different branches of modern mathematics. It is well known that they cannot be represented by the elementary transcendental functions. Therefore, there is a need for sharp computable bounds for the family of integrals. In this paper, by virtue of two new tools, we study monotonicity and convexity of certain combinations of the complete elliptic integrals of the first kind, and obtain new sharp bounds and inequalities for them. In particular, we prove that the function K √ x / ln c/ √ 1 − x is concave on (0, 1) if and only if c = e 4/3 , where K denotes the complete elliptic integrals of the first kind.
Introduction
For r ∈ (0, 1), Legendre's complete elliptic integrals K(r) and E (r) [1] of the first kind and second kind are defined by respectively. The Legendre's complete elliptic integrals play a very important and basic role in different branches of modern mathematics such as classical real and complex analysis, number theory, geometric function theory, quasiconformal mappings and analysis. Motivated by the importance of elliptic integrals, many noteworthy monotonicity and convexity properties of K(r) and E(r) have been obtained, for example, in [2] [3] [4] [5] .
As is well known, the Legendre's complete elliptic integrals cannot be represented by the elementary transcendental functions. Therefore, there is a need for sharp computable bounds for the family of integrals. The goal of this paper is to study monotonicity and convexity of certain combinations of the complete elliptic integrals of the first kind, and establish some new bounds and inequalities for them.
The elliptic integrals occur in the formulas for the moduli of plane ring domains in theory of quasiconformal mappings. In particular, for r ∈ (0, 1), the special combinations µ (r) = π 2 K (r ′ ) K (r) the so-called modulus of the Grötzsch extremal ring, is indispensable in the study of quasiconformal distortion [6, 7] .
It is known that the complete elliptic integrals are the particular cases of the Gaussian hypergeometric function 
is the beta function and
, ℜ (z) > 0 and γ is the Euler-Mascheroni constant (see [8] ). In particular, from the second formula in (1.3) it is easy to obtain the following asymptotic formula
where and in what follows r ′ = √ 1 − r 2 . Motivated by the asymptotic formula for K(r), many comparison inequalities for K(r) with ln (4/r ′ ) were established, for example, in [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . Some of new generalizations can be found in [21] [22] [23] [24] [25] [26] [27] .
In particular, Anderson, Vamanamurthy and Vuorinen [11, Theorem 2.2] showed that the ratio K(r)/ ln(c/r ′ ) is strictly decreasing if and only if 0 < c ≤ 4 (strictly speaking, c should be in [1, 4] ) and strictly increasing if and only if c ≥ e 2 . It is natural to ask that what are the conditions such that this function is concave or convex on (0, 1)? The first aim of this paper is to give an answer for concavity.
is strictly concave on (0, 1) if and only if c = e 4/3 . Remark 1. According to [11, Theorem 2.2] , Q 1 is decreasing on (0, 1) for c = e 4/3 ∈ (0, 4]. Also, by the properties of positive concave functions, we easily see that Q 1 is log-concave and 1/Q 1 is convex on (0, 1).
In 1992, Anderson, Vamanamurthy and Vuorinen [12] conjectured that the inequality
holds for r ∈ (0, 1), which was proved in [18] by Qiu, Vamanamurthy and Vuorinen. We remark that as an approximation for K (r), the function ln (1 + 4/r ′ ) is obviously better than ln (4/r ′ ). Therefore, the second aim of this paper is to further vestigate the monotonicity of the ratio K (r) / ln (1 + 4/r ′ ) and the convexity of the difference K (r) − ln (1 + 4/r ′ ). We will prove the following two theorems.
Theorem 2. The function
is strictly increasing from (0, 1) onto (π/ ln 25, 1). Consequently, the double inequality π 2 ln 5 ln 1 + 4 r ′ < K (r) < ln 1 + 4 r ′ holds with the best constants π/ ln 25 ≈ 0.98 and 1.
Theorem 3. The function
1 − x is strictly convex on (0, 1).
Lemmas
To prove our main results, we need the following lemmas. In order to state the first lemma, we need to introduce a useful auxiliary function H f,g . For −∞ ≤ a < b ≤ ∞, let f and g be differentiable on (a, b) and g ′ = 0 on (a, b). Then the function H f,g is defined by
The function H f,g has some well properties [28, Properties 1, 2] . In particular, we have f g
b k t k be two real power series converging on (−r, r) and b k > 0 for all k. Suppose that for certain m ∈ N, the non-constant sequence {a k /b k } is increasing (resp. decreasing) for 0 ≤ k ≤ m and decreasing (resp. increasing) for k ≥ m. Then the function A/B is strictly increasing (resp. decreasing) on (0, r) if and only if H A,B (r − ) ≥ (resp. ≤)0. Moreover, if H A,B (r − ) < (resp. >)0, then there exists t 0 ∈ (0, r) such that the function A/B is strictly increasing (resp. decreasing) on (0, t 0 ) and strictly decreasing (resp. increasing) on (t 0 , r).
Remark 2. Lemma 1 is a powerful tool to deal with the monotonicity of the ratio of power series in the case when the sequence {a k /b k } k≥0 is piecewise monotonic, and is now applied preliminarily, see [30] , [31] , [32] .
The following lemma offers a simple criterion to determine the sign of a class of special series. A polynomial version appeared in [33] , and another series version converging on (0, ∞) can see [34] . 
Proof. We prove the desired assertions by mathematical induction for the negative integral m.
For m = 0, we have S ′ (t) = ∞ k=m+1 ka k t k−1 > 0, which together with S (0 + ) = −a 0 < 0 and S (r − ) ≤ (>) 0 yields the desired assertions. Suppose that the desired assertions are true for m = n. We prove they are also true for m = n + 1 by distinguishing two cases.
Case 1: S ′ (r − ) ≤ 0. By inductive hypothesis we have S ′ (t) < 0 for all t ∈ (0, r).
, there is a t 0 ∈ (t 1 , r) such that S (t) < 0 for t ∈ (0, t 0 ) and S (t) > 0 for t ∈ (t 0 , r), which completes the proof.
Lemma 3. We have the following asymptotic formulas:
Proof. It was listed in [8, p. 559 ] that
and for m = 1, 2, 3, ...,
where t = 1 − x ∈ (0, 1). Letting a = b = 1/2 and taking m = 1, 2 yield the desired asymptotic formulas.
Proof of Theorem 1
For convenience, we use W n to denote the Wallis ratio, that is,
.
It is easy to see that W n satisfies the recurrence relation
To prove Theorem 1, we first give the following lemma.
Lemma 4. Let the sequence {β n } be defined by
Then β n satisfies the recurrence formula (3.4)
where
Proof. Denote by
Then we have
Note that φ i (n) (i = 1, 2, 3) can be written as
by comparing the coefficients of power series of the following formulas
which follows from the second formula of (1.3), we can obtain
(n + 1) (n + 2) (n + 3) W here we omit the details. Substituting φ i (n) (i = 1, 2, 3) into (3.6) and simplifying prove the recurrence relation (3.4). The proof of this lemma is done.
Now we are in a position to prove our the first result.
Proof of Theorem 1. Differentiation yields
The necessity easily follows from the inequality
To prove the sufficiency, it suffices to prove (2/π) Q ′ 2 = f 1 /g 1 is strictly decreasing on (0, 1) for c = e 4/3 . Differentiations by (1.2) and simplifications by the third formula of (1.3) yield
′ g 1 < 0, and so
By the relation (f 1 /g 1 )
We first claim that f ′ 2 (x) > 0 for x ∈ (0, 1). Due to the first item is clearly positive, it suffices to show that the sum of the second and third ones is also positive, which is equivalent to f 3 (x) : = (1 − x) 9 32
Expanding in power series lead us to
where W n is defined by (3.1). And, we easily get that f 3 (1 − ) = 0. It follows from Lemma 2 that f 3 (x) > 0 for x ∈ (0, 1).
Second, it is obvious that
It is then obtained that
and it is enough to prove f 4 (x) > 0 for x ∈ (0, 1). To do this, we use series expansion to get
α n x n , where α n = 1 5 5n 3 + 32n 2 + 77n + 3 (n + 1) (n + 2) (n + 3) W 
for n ≥ 2. This in combination with α 4 > 0 reveals that α n > 0 for n ≥ 4. Hence, we derive that
α n x n (3.8)
Since f 5 (1) = 193/20 480 > 0, by Lemma 2 we get that f 5 (x) > 0. Taking into account (3.7) and (3.8) proves H f2,g2 (x) > 0 for x ∈ (0, 1), which completes the proof.
By the properties of the concave functions we find that
which by putting t = r 2 ∈ (0, 1) gives the following assertions.
Corollary 1. The inequality
ln e 4/3 /r ≤ 2c 0 , or equivalently, Corollary 3. The function
is strictly log-concave on (0, 1), and therefore, we have
Proof. We easily see that Q 1 (x) is also log-concave on (0, 1) by Theorem 1. Moreover, since d
< 0, the function (1 − x) 1/4 ln e 4/3 / √ 1 − x is positive and concave on (0, 1), and is also log-concave on (0, 1). Consequently, the function
is log-concave on (0, 1). Therefore, we obtain
which proves the inequality (3.11).
Remark 3. It was proved in [12, Corollary 3.13 ] that for r ∈ (0, 1),
We write inequality (3.10) as
r ′ .
Numeric computation shows that the upper bounds in (3.12) and in (3.13) are not comparable. But the minimum upper bound given in (3.12) equals 5 √ 2 ln 2 /4 ≈ 1. 2253, which is greater than one given in (3.13), because
/ √ x is concave, which also implies that it is log-concave on (0, 1), and so 
is strictly decreasing and log-concave on (0, 1).
Moreover, it is clear that the functions [Q 1 (t) − Q 1 (0)] /t and [Q 1 (1) − Q 1 (t)] / (1 − t) are decreasing on (0, 1), which yield the following corollary.
Corollary 4. Both the functions
are strictly decreasing on (0, 1). Consequently, the double inequality (3.14)
1
holds for r ∈ (0, 1). The lower and upper bounds are sharp.
Remark 5. Inequalities (3.14) offer a new type of sharp lower and upper bounds. Similar inequalities can be found in [11] , [15] . [17] .
Proofs of Theorems 2 and 3
Proof of Theorem 2. Let f (x) = F 
, and then, we have
Expanding in power series leads to
here W n is the Wallis ratio defined by (3.1). It is easy to check that the sequence {a n /b n } n≥0 is increasing for n = 0, 1 and decreasing for n ≥ 1. In fact, we have
W n for n ≥ 1.
It then follows that
and for n ≥ 1,
which proves the piecewise monotonicity of the sequence {a n /b n } n≥0 .
On the other hand, we find that
From Lemma 1 it is deduced that there is a x 1 ∈ (0, 1) such that f 1 /g 1 = f ′ /g ′ is increasing on (0, x 1 ) and decreasing on (x 1 , 1). Using the formulas (2.2) and (2.3) together with g > 0 we find that
and the proof is done. A simple computation yields
Application of asymptotic formulas given in Lemma 3 gives
This completes the proof.
Using the monotonicity of Q 2 , we obtain the following Corollary.
Corollary 5. The inequality
Proof of Theorem 3. Differentiations yield
On the other hand, it is easy to verify that
We thus complete the proof.
Applying the properties of the convex functions to D (x), we can obtain the following results.
holds for r ∈ (0, 1).
Corollary 7.
Both the functions
are strictly increasing and decreasing on (0, 1), respectively. And consequently, the double inequality Remark 6. When q = p 1 = ln 5 − π/2, the right hand side inequality of (4.1) can be written as
which gives another proof of the conjecture posed in [12] , or inequality (1.6). Moreover, inequality (4.1) gives a companion one.
Remark 7. Due to D ′ (0) = π/8 − 2/5 < 0, D ′ (1 − ) = ∞, there is a x 0 ∈ (0, 1) such that D ′ (x) < 0 for x ∈ (0, x 0 ) and D ′ (x) > 0 for x ∈ (x 0 , 1).
Concluding remarks
In this paper, we investigate the convexity of two functions Q 1 (x) = K ( √ x)/ln c/ √ 1 − x and D (x) = K ( √ x)−ln 1 + 4/ √ 1 − x , and monotonicity of Q 2 (r) = K (r) / ln (1 + 4/r ′ ). It is known that Q 1 is decreasing (increasing) on (0, 1) if and only if c ∈ [1, 4] ([e 2 , ∞)), but Q 1 is concave on (0, 1) if and only if c = e 4/3 , which is an interesting result. We also show that Q 2 and D are strictly increasing and convex on (0, 1), respectively. These results give some new sharp inequalities for K (r), K (r ′ ) and their combinations µ (r). Moreover, it should be noted that these functions mentioned above are simple but it is somewhat difficult to prove their properties, and fortunately, we have Lemmas 1 and 2 as powerful tools.
Finally, we close this paper by posing the following problem and conjectures. Remark 8. As pointed out in [16] , the monotonicity of a function normally yields constant bounds for this function, while the convexity or concavity yield better estimates. If these problem and conjectures are proved to be true, then it will yields some new better estimates for K (r), K (r ′ ) and their combinations. 
