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ABSTRACT
We provide some general tools that can be used for polynomials in any degree to show G∞ =
Aut(T∞). We introduce the idea of Newton irreducibility to help push us closer to a proof to Odoni’s
conjecture for monic integer polynomials when d = 4. We also show that current techniques used
in the literature will not work in proving Odoni’s conjecture for monic quartic polynomials. Finally,
we look at how certain behaviors of the critical points of a polynomial f(x) ∈ K[x] force G∞ to
have infinite index in Aut(T∞).
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CHAPTER 1
INTRODUCTION
Let K be a number field and let f(x) ∈ K[x] be a polynomial of degree d ≥ 2. Our general setup
follows the work of Jones [8] on arboreal Galois representations. Let fn(x) denote the n-fold iterate
of f(x) and let Kn be the splitting field of f
n(x) over K. Notice that if α is a root of fn+1(x), then
f(α) is a root of fn(x), therefore the fields Kn form a tower of fields Galois over K. Define
K∞ =
∞⋃
n=0
Kn.
The field K∞ is Galois over K since it is the splitting field of the infinite family of polynomials
f(x), f2(x), f3(x), f4(x), . . . .
Define Gn = Gal(Kn/K) and G∞ = Gal(K∞/K). The main question of this paper is as follows:
Question 1. When is G∞ as large as possible?
Since the Kn form a tower of fields, we get that G∞ ∼= lim←−Gn via the isomorphism G∞ → lim←−Gn
defined by
σ 7→
(
σ
∣∣
K0
, σ
∣∣
K1
, σ
∣∣
K2
, . . .
)
.
The description ofG∞ above is quite abstract and does not give us much in our objective of answering
our question. We turn to group actions to give us a better idea of the structure of G∞. Let Tn be
the tree with root 0 whose collection of vertices is
Vn =
n⊔
k=0
f−k(0).
We draw an edge between α ∈ f−k(0) and β ∈ f−(k−1)(0) if f(α) = β. The tree Tn is a regular
d-ary tree for every n ∈ N provided that the forward orbit of the critical points of f avoid 0. For the
rest of this paper, we will assume that our polynomials have this property. Let T∞ be the inverse
limit of Tn.
The group Gn acts faithfully on Tn by tree automorphisms. Since G∞ is the inverse limit of Gn,
1
0◦ ◦ ◦
◦ ◦ ◦
◦ ◦ ◦ ◦◦ ◦ ◦◦◦
. . . . . .
Figure 1.1: The preimage tree for a degree-3 polynomial.
we have an injective homomorphism
ρ : G∞ ↪−→ Aut(T∞),
called the arboreal Galois representation of f(x). If the arboreal Galois representation of f(x) is
onto, we say that f(x) has full arboreal Galois image. By abuse of notation, we will identify G∞
with its isomorphic image under ρ and write G∞ = Aut(T∞).
A major question in the study of arboreal Galois representations has been Odoni’s conjecture.
The following version of Odoni’s conjecture is given by Jones in his survey article; it is Conjecture
2.2 in [8].
Conjecture 1 (Odoni’s Conjecture). For each d ≥ 2, there is a monic polynomial f(x) ∈ Z[x] of
degree d with G∞ = Aut(T∞).
Odoni [14] provided a single quadratic polynomial with this property: f(x) = x2−x+1. Stoll [17]
gives several families of quadratic polynomials f(x) ∈ Z[x] such that G∞ = Aut(T∞): f(x) = x2+k,
where −k is not a square, and one of the following holds:
• k > 0, k ≡ 1 (mod 4),
• k > 0, k ≡ 2 (mod 4), or
• k < 0, k ≡ 0 (mod 4).
Though the conjecture dates to 1985, no example in degree greater than 2 was known until 2016
when Looper [13] described a family of trinomials in every prime degree p ≥ 5 with full Galois image,
along with a single cubic polynomial with the same property.
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In some sense G∞ = Aut(T∞) is the expected behavior: Odoni and Juul [10, 14] show that
for a generic polynomial we have Gn = Aut(Tn) provided that the degree of the polynomial and
the characteristic of the base field are not both 2. However, it is surprisingly difficult to produce
examples where this is provably the case.
There has been a recent flurry of work in this area, including [3, 11, 16], but all of these prove a
slightly different version of Odoni’s conjecture. Specifically, none of them provide a monic polynomial
f(x) ∈ Z[x] where G∞ = Aut(T∞). Odoni’s conjecture as stated in Conjecture 1 above is still open
for every composite d ≥ 4, and we have only a single example from Looper [13] in degree 3.
We develop tools that can be used to prove polynomials do (or do not) have full Galois image. We
apply these tools to the specific case d = 4 to see that the current techniques used in the literature
are not able to prove Odoni’s conjecture as stated above.
1.0.1 Outline
In Section 2.1, we construct tools that work in any degree to show full Galois image. In Section 2.2,
we look at particular Kummer-2 extensions generated by discriminants and provide some conditions
on the critical orbits that will force these extensions to be as large as possible. In Section 3.1, we
use Newton polygons to create a tool to show quartic polynomials have full Galois image. Though
we were not able to use this tool to create an example of a quartic with full image, in Section 3.2, we
demonstrate that the techniques used here — which are similar to those used by Looper and other
researchers — will not allow us to provide a monic quartic polynomial with integer coefficients and
full arboreal Galois image. New ideas will be needed to generate these examples. In Chapter 4, we
provide some conditions that force the arboreal representation to have infinite index in Aut(T∞).
3
CHAPTER 2
ARBOREAL SEEDLINGS
Let K be a number field and let f(x) ∈ K[x] be a polynomial of degree d ≥ 2. We fix the
following notation to be used throughout the chapter.
• Let β1, . . . , βdn−1 be the roots of fn−1(x).
• Define Mi to be the splitting field of f(x)− βi ∈ Q(βi).
• Put δi = 4(f(x)− βi).
• Set Ln−1 = Kn−1
(√
δ1, . . . ,
√
δdn−1
)
, a Kummer-2 extension ofKn−1. We say that Ln−1/Kn−1
is maximal if Gal(Ln−1/Kn−1) ∼= Sdn−12 .
• Define Mˆi to be the compositum of the fields MjKn−1 for j 6= i, i.e.,
Mˆi =
∨
j 6=i
MjKn−1.
K
K(βi)
Mi Kn−1
MiKn−1 Mˆi
Kn
Ln−1 Hn
Gn−1
Figure 2.1: Fields between K and Kn.
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2.1 Galois Toolbox
The following is inspired by [8, Section 2.2]. To show G∞ = Aut(T∞) we will show that each of the
intermediate extensions Kn/Kn−1 is as large as possible.
K
H1
K1
H2
K2
Kn−1
Hn
Gn
Kn
K∞
G∞
Figure 2.2: Tower of fields.
Define Hn = Gal(Kn/Kn−1). Consider the restriction mapping Aut(Tn)→ Aut(Tn−1). We have
Hn ⊆ ker(Aut(Tn)→ Aut(Tn−1)) ∼= (Sd)dn−1 .
We say that Hn is maximal if Hn = ker(Aut(Tn) → Aut(Tn−1)). The group Gn = Aut(Tn) if
and only if H1, H2, . . . ,Hn are maximal. To show that G∞ = Aut(T∞), it will suffice to show that
Hn is maximal for every n.
Let Tn denote the regular d-ary rooted tree with n levels. We introduce a way to think of Tn
which is inspired by [2]. The automorphism group Aut(Tn) of the regular rooted tree is isomorphic to
the n-fold iterated wreath product [Sd]
n. The tree Tn can be thought of as Tn−1 with dn−1 copies of
5
T1 attached along the leaves of Tn−1. For elements x1, x2, . . . , xdn−1 ∈ Aut(T1) and y ∈ Aut(Tn−1),
the element
((x1, x2, . . . , xdn−1), y) ∈ Aut(T1) oAut(Tn−1) ∼= Aut(Tn)
acts on Tn by first acting on the d
n−1 copes of T1 by x1, x2, . . . , xdn−1 respectively, and then per-
muting these T1’s by y.
0
◦ ◦ . . . ◦
◦ ◦ ◦
◦ ◦ . . . ◦ ◦◦ . . . ◦ ◦◦ . . . ◦
. . . . . .
y acts on Tn−1
x1 acts here xi acts here xdn−1 acts here
Figure 2.3: The element ((x1, x2, . . . , xdn−1), y) acting on Tn.
When σ ∈ Hn we have y = id. In this case, we will simply write σ = (x1, . . . , xdn−1).
The following lemma allows us to use an element of Hn with a particular cycle type to build
many other elements of Hn with the same cycle type.
Lemma 2.1.1 (Cycle Type Lemma). Let fn−1(x) be irreducible over K. Fix 1 ≤ i, j ≤ dn−1.
Suppose there is a σ ∈ Hn where σ is of the form
σ = (x1, . . . ,xi, . . . , xdn−1) ∈ Hn (2.1)
where xk ∈ Sd, then there is a σj ∈ Hn where σj is of the form
σj = (y1, . . . ,yj , . . . , ydn−1) ∈ Hn, (2.2)
where there is a permutation ρ ∈ Sdn−1 such that for each k, yρ(k) ∈ Sd has the same cycle type as
xk, and such that ρ(i) = j.
Proof. Let αm1, αm2, . . . , αmd be the roots of f(x) − βm. Since fn−1(x) is irreducible, there is a
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τ ′ ∈ Gn−1 such that τ ′(βj) = βi. Extend τ ′ to τ ∈ Gn. We claim that τ−1στ has the desired
properties of σj .
Let l be arbitrary and let m be such that τ(βl) = βm. Let σˆ ∈ Sd be such that σ(αmk) = αmσˆ(k).
Notice that σˆ has the same cycle type as xm. Let τˆ ∈ Sd be such that τ(αlk) = αmτˆ(k). Also,
τ−1(αmk) = αlτˆ−1(k) since τ
(
αlτˆ−1(k)
)
= αmτˆ(τˆ−1(k)) = αmk. So
τ−1στ(αlk) = τ−1σ
(
αmτˆ(k)
)
= τ−1
(
αm(σˆτˆ)(k)
)
= αl(τˆ−1σˆτˆ)(k).
Therefore τ−1στ ∈ Hn. So yl has the same cycle type as τˆ−1σˆτˆ , which has the same cycle type has
σˆ, which has the same cycle type as xm. Defining ρ so that τ(βρ(k)) = βk completes the proof.
To apply the Cycle Type Lemma, we need to know that fn−1(x) is irreducible. In the sequel, we
will often need to know that in fact all iterates of f(x) are irreducible. The following lemma gives
us an easy way to construct polynomials whose iterates are irreducible.
Lemma 2.1.2. If f(x) is a degree d ≥ 2 polynomial that is Eisenstein at some prime p, then fn(x)
is Eisenstein at p and irreducible for all n ≥ 1.
Proof. Let f(x) be a degree d ≥ 2 polynomial that is Eisenstein at p and write f(x) = adxd +
ad−1xd−1 + . . .+ a2x2 + a1x+ a0. Fix a n ≥ 1 and write
fn(x) = bdnx
dn + bdn−1xd
n−1 + . . .+ b2x2 + b1x+ b0.
Clearly, p | bi for 0 ≤ i ≤ dn − 1. There is an N ≥ 1 such that bdn = (ad)N , therefore bdn is not
divisible by p since ad is not divisible by p. The constant coefficient of f(x) is a fixed point of f(x)
(mod p2) since
f(a0) = ad(a0)
d + ad−1(a0)d−1 + . . .+ a2(a0)2 + a1(a0) + a0
≡ a0 (mod p2).
Therefore, p2 - b0 since b0 = fn+1(0) ≡ a0 6≡ 0 (mod p2). Hence, fn(x) is Eisenstein at p.
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Lemma 2.1.3 (Section 14.4, Proposition 19 in [5]). Suppose K/F is a Galois extension and F ′/F
is any extension. Then KF ′/F ′ is a Galois extension with Galois group
Gal(KF ′/F ′) ∼= Gal(K/K ∩ F ′)
isomorphic to a subgroup of Gal(K/F ). See Figure 2.4.
KF ′
K F ′
K ∩ F ′
F
Figure 2.4: Field extensions.
Lemma 2.1.4. Let K/F and F ′/F be Galois extensions, then KF ′/F ′ is a Galois extension and
Gal(KF ′/F ′) is a normal subgroup of Gal(K/F ). See Figure 2.5.
KF ′
K F ′
F
Figure 2.5: Field extensions.
Proof. By Lemma 2.1.3, KF ′/F ′ is Galois and Gal(KF ′/F ′) ∼= Gal(K/K ∩ F ′). The extension
K ∩F ′/F is Galois, therefore Gal(K/K ∩F ′) is normal in Gal(K/F ). From the isomorphism above,
we get that Gal(KF ′/F ′) is normal in Gal(K/F ).
Recall that our overall strategy in proving G∞ = Aut(T∞) is to show that Hn = Gal(Kn/Kn−1)
is maximal for every n ≥ 1. The following lemma gives us some conditions that can be put on the
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fields caught in between K(βi) and Kn that will force Hn to be maximal. See Figure 2.1.
Lemma 2.1.5. Let f(x) ∈ K[x] be a degree d ≥ 2 polynomial and suppose fn−1(x) is irreducible.
Suppose the following conditions are met:
(i) There is an i where Gal(Mi/K(βi)) ∼= Sd,
(ii) The extension Ln−1/Kn−1 is maximal, and
(iii) The intersection
⋂
k Mˆk 6= Kn.
Then Hn is maximal.
Proof. If d = 2, then Ln−1 = Kn. Therefore, condition (ii) guarantees that Hn is maximal. Assume
now that d ≥ 3. Fix an i such that Gal(Mi/K(βi)) ∼= Sd. Since Ln−1/Kn−1 is maximal, there is a
σ′ ∈ Gal(Ln−1/Kn−1) with
σ′ :
√
δi 7→ −
√
δi and
√
δk 7→
√
δk for k 6= i.
Lift σ′ to an element σ ∈ Hn. The element σ is going to be of the form
σ = (ρ1, . . . , ρi−1, τi, ρi+1, . . . , ρdn−1) (2.3)
where ρj ∈ Ad and τi ∈ Sd r Ad. The restriction σ
∣∣
MiKn−1
∈ Gal(MiKn−1/Kn−1) is an odd
permutation. By Lemma 2.1.4,
Gal(MiKn−1/Kn−1) E Gal(Mi/K(βi)) ∼= Sd.
We have that Gal(MiKn−1/Kn−1) is a normal subgroup of Sd with an odd permutation, so
Gal(MiKn−1/Kn−1) ∼= Sd. The Cycle Type Lemma gives us that this isomorphism is true for
all i.
Now set Di = Gal(Kn/Mˆi). Suppose that for every k we have that Dk is trivial, then Mˆk = Kn
for all k, therefore
⋂
Mˆk = Kn, contradicting (iii). So there must be a k where Dk is nontrivial.
By the Cycle Type Lemma, Di is non-trivial for all i. By Lemma 2.1.4,
Di = Gal(Kn/Mˆi) E Gal(MiKn−1/Kn−1) ∼= Sd.
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We will now show that Di ∼= Sd by showing that Di has an odd permutation.
For j 6= i, define ρˆj = (id, . . . , id, ρj , id, . . . , id) where ρj is defined as in equation 2.3 and ρj
occurs in the jth coordinate of ρˆj . Define σˆ = σ
∏
j 6=i ρˆj
−1, then
σˆ = (id, . . . , id, τi, id, . . . , id).
Suppose d ≥ 5 or d = 3, then for each i we have that Di ∼= Ad or Di ∼= Sd. Since Ad ⊆ Dk for
all k, we have that (Ad)
dn−1 ≤ Hn and ρˆj ∈ Hn for all j 6= i. Notice that σˆ ∈ Hn since σ ∈ Hn
and ρˆj ∈ Hn for all j 6= i. Therefore Di ∼= Sd since Di is a normal subgroup of Sd with an odd
permutation.
Suppose d = 4, then for each i we have that Di ∼= V4, or D4, or S4. Notice that ρ3j ∈ V4 since
ρj ∈ A4. Since V4 ⊆ Dk for all k, we have that (V4)dn−1 ≤ Hn and ρˆj3 ∈ Hn for all j 6= i. Therefore
σˆ3 ∈ Hn since σ ∈ Hn and ρˆj3 ∈ Hn for all j 6= i. Note that τ3i is an odd permutation. Therefore
Di ∼= S4 since Di is a normal subgroup of S4 with an odd permutation.
So Di ∼= Sd for every d, therefore Dk ∼= Sd for every k by the Cycle Type Lemma. Hence,
Hn ∼= (Sd)dn−1 and Hn is maximal.
The following lemma is useful for finding out when the composition of two polynomials is irre-
ducible; it can be found in [7, Lemma 4.1].
Lemma 2.1.6 (Capelli’s Lemma). Let K be a field, f(x), g(x) ∈ K[x], and β ∈ K be a root of
g(x). Then g(f(x)) is irreducible over K if and only if both g(x) is irreducible over K and f(x)− β
is irreducible over K(β).
Lemma 2.1.7. Let f(x) ∈ K[x] be a polynomial with prime degree p. Suppose for every n ≥ 1
fn(x) is irreducible and Hn has a transposition. Then G∞ = Aut(T∞).
Proof. To prove the claim, we will show that (i) − (iii) from Lemma 2.1.5 hold. Suppose Hn has
a transposition and fn−1(x) is irreducible. For some i, there is a transposition in Gal(Kn/Mˆi).
Therefore
⋂
k Mˆk 6= Kn and statement (iii) is true. By the Cycle Type Lemma, for every i there is
an element σi ∈ Hn of the form
σi = (id, . . . , τi, id, . . . , id)
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where τi is a transposition located in the i
th position of σi. Notice that
σi
(√
δi
)
= −
√
δi and σk
(√
δk
)
=
√
δk for k 6= i
since there is an odd permutation in the ith position. Define σ¯i = σi
∣∣
Ln−1
∈ Gal(Ln−1/Kn−1), then
the subgroup of Gal(Ln−1/Kn−1) generated by the σ¯i is isomorphic to Sd
n−1
2 . Hence Ln−1/Kn−1 is
maximal and condition (ii) is met.
Let βi be a root of f
n−1(x). Since fn(x) is irreducible over K[x], Capelli’s Lemma gives us
that f(x) − βi is irreducible over K(βi). So Gal(Mi/K(βi)) has a p-cycle and a 2-cycle, hence
Gal(Mi/K(βi)) ∼= Sp and condition (i) is met. This completes the proof.
Lemma 2.1.8. Let f(x) be a degree d ≥ 2 polynomial and suppose fn−1(x) is irreducible. Suppose
the following statements are true:
(i) There is an i where Gal(Mi/K(βi)) ∼= Sd.
(ii) The extension Ln−1/Kn−1 is maximal.
Then for every element x ∈ Sd there is an element in Hn of the form
(ρ1, . . . , ρi−1, x, ρi+1, . . . , ρdn−1)
where x shows up in the ith coordinate and ρk ∈ Ad.
Proof. Since (i) and (ii) are true, the argument at the beginning of the proof of Lemma 2.1.5 shows
Gal(MiKn−1/Kn−1) ∼= Sd for all i.
Since Ln−1/Kn−1 is maximal, let σ′ ∈ Gal(Ln−1/Kn−1) with
σ′ :
√
δi 7→ −
√
δi and
√
δk 7→
√
δk for k 6= i.
Lift σ′ to an element σ ∈ Gal(Kn/Kn−1) = Hn. The element σ is going to be of the form
σ = (ρ1, . . . , ρi−1, τi, ρi+1, . . . , ρdn−1)
where τi ∈ Sd r Ad and ρj ∈ Ad. Consider the map pij : Hn → Sd which takes an element
(y1, . . . , yj−1, xj , yj+1, . . . , ydn−1) ∈ Hn and maps it to xj . Given a subset H ⊆ Hn, we define
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H(j) = pij(A). When S is a subgroup of G, 〈S〉 will denote the subgroup of G generated by S.
Notice that 〈H(i)〉 = 〈H〉(i). Define
Eσ =
{
ψ−1σψ : ψ ∈ Hn an extension of ψ′ ∈ Gal(MiKn−1/Kn−1)
} ⊆ Hn.
To prove the claim, it will suffice to show 〈Eσ〉(i) ∼= Sd and 〈Eσ〉(j) ⊆ Ad for every j 6= i.
If j 6= i, then E(j)σ will consist of conjugates of ρj . So 〈Eσ〉(j) ⊆ Ad since E(j)σ ⊆ Ad. Since
Gal(MiKn−1/Kn−1) ∼= Sd, we get that E(i)σ contains the entire conjugacy class of the odd permuta-
tion τi, therefore 〈Eσ〉(i) = 〈E(i)σ 〉 ∼= Sd.
Definition 2.1.9. Let G be a group. The exponent of G, denoted exp(G), is defined to be
min{n : gn = e ∀g ∈ G}.
Lemma 2.1.10. Let d be of the form 2n or 2n + 1, then
2n−1
∣∣∣∣ exp(Ad).
Proof. Let d be of the form 2n or 2n + 1. Let σ ∈ Sd be a (2, 2n−1)-cycle, then σ ∈ Ad. Since the
order of σ is 2n−1, we have that 2n−1 | exp(Ad). If 2n | exp(Ad), then that means Ad has an element
of order 2n. This can only happen of this element is a 2n-cycle, which is an odd permutation, a
contradiction. So 2n−1
∣∣∣∣ exp(Ad).
Now we state and prove a lemma that gives us a way to remove condition (iii) of Lemma 2.1.5
if we restrict our attention to polynomials of particular degrees.
Lemma 2.1.11. Let f(x) ∈ K[x] be a degree d ≥ 2 polynomial where d is of the form 2k or 2k + 1
and fn−1(x) is irreducible. Suppose the following conditions hold:
(i) There is an i where Gal(Mi/K(βi)) ∼= Sd.
(ii) The extension Ln−1/Kn−1 is maximal.
Then Hn is maximal.
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Proof. From Lemma 2.1.8, there is an element σ ∈ Hn which is of the form
σ = (τ, ρ2, . . . , ρdn−1)
where τ is a 2n-cycle and each ρi ∈ Ad. Since 2n−1
∣∣∣∣ exp(Ad), we have
σexp(Ad) = (τ exp(Ad), id, . . . , id) ∈ Hn.
Since τ exp(Ad) is (2, 2, . . . , 2)-cycle, we have Gal(Kn/Mˆ1) is nontrivial, whence Mˆ1 6= Kn. Therefore,
the third condition of Lemma 2.1.5 holds, completing the proof.
2.2 Maximal Kummer-2 Extensions and Discriminants
In this section, we explore some techniques of showing that the Kummer-2 extension Ln−1/Kn−1
is maximal. We continue with all of the notation from the previous section. We use the following
additional notation:
• Let γ1, . . . , γd−1 be the critical points of f .
• Let α be the leading coefficient of f .
• Let p(y) = 4x(f(x)− y).
From [1, Proposition 3.2], we get
p(y) = (−1)(d−1)(d−2)/2ddαd−1
d−1∏
i=1
(y − f(γi)) ∈ K[y]. (2.4)
Lemma 2.2.1. Let f(x) ∈ K[x] be a degree d ≥ 2 polynomial. If Gn−1 = Aut(Tn−1), then
(i) If Ln−1/Kn−1 is maximal, then
dn−1∏
i=1
δi 6∈ K∗2n−1. The converse holds when d is even.
(ii)
dn−1∏
i=1
δi ∈ K∗2n .
Proof. Recall that β1, . . . , βdn−1 are the roots of f
n−1(x) and δi = 4(f(x) − βi). Since fn−1(x) is
irreducible, Gn−1 acts transitively on the βi.
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Since δi = p(βi) and p(y) ∈ K[y], Gn−1 acts transitively on the δi. Recall also that the field
Ln−1 is a 2-Kummer extension of Kn−1.
Using Kummer theory, [Ln−1 : Kn−1] is the order of the group D generated by the classes of δi
in K∗n−1/K
∗2
n−1, where K
∗2
n−1 denotes the non-zero squares in Kn−1. We have
#D =
2d
n−1
#V
, where V =
(e1, . . . , edn−1) ∈ Fdn−12 :
dn−1∏
j=1
δ
ej
j ∈ K∗2n−1
 .
Thus V is an F2 vector space, and V is trivial if and only if [Ln−1 : Kn−1] = 2d
n−1
, that is, if and
only if Ln−1/Kn−1 is maximal.
The transitive action of Gn−1 on the βi gives a transitive action on the δi. The action of Gn−1
on the δi gives an action of Gn−1 on V as linear transformations, making V an F2[Gn−1] module.
By the transitivity of the action of Gn−1 on the δi, the submodule V Gn−1 of Gn−1 invariant
elements is not trivial if and only if V Gn−1 = {(0, . . . , 0), (1, . . . , 1)}. We have the following implica-
tions:
V Gn−1 = {(0, . . . , 0), (1, . . . , 1)} ⇐⇒ (1, . . . , 1) ∈ V ⇐⇒
dn−1∏
i=1
δi ∈ K∗2n−1.
Suppose Ln−1/Kn−1 is not maximal and d is even. Then V 6= {(0, 0, . . . , 0)}. Since d is even,
you can use any non-zero element of V to construct (1, . . . , 1), therefore (1, . . . , 1) ∈ V . Consider
the following argument of this sub-claim:
When n = 2, then G1 = Aut(T1) = Sd. Let v = (e1, e2, . . . , ed) ∈ V be non-zero. If v = (1, . . . , 1),
then we are done. Say v 6= (1, . . . , 1). Then there is an 1 ≤ i, j ≤ d such that ei = 0 and ej = 1.
Since G1 = Sd, we have a transposition τ = (i, j) ∈ G1. Then v+ τ · v = (0, . . . , 1, . . . , 1, . . . , 0) ∈ V ,
where there are exactly two 1’s, and they are in the ith and jth position.
Again, since G1 = Sd, we may take σ = (1, i)(2, j), and we have that the vector σ · (v+ τ ·v) ∈ V
as well. This is the vector w = (1, 1, 0, . . . , 0), where there are exactly two 1’s, and they are in the
1st and 2nd position. Now for each odd k, 3 ≤ k < d, define σk ∈ Sd to be (1, k)(2, k + 1). Then
σk ·w = (0, . . . , 1, 1, . . . , 0) ∈ V , where the only two 1’s are in the kth and (k+1)th positions. Finally,
we add: w + σ3 · w + . . .+ σd−1 · w = (1, 1, . . . , 1) ∈ V .
Suppose the sub-claim is true for some n ≥ 2, we will show it is true for n+ 1.
Given a general (1, . . . , dn) ∈ V , imagine attaching from left to right the i to the leaves of Tn.
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For the level nodes directly above the i, label the nodes from left to right with κ1, . . . , κdn−1 . See
Figure 2.2.
0
◦ ◦ . . . ◦
κ1 κk κdn−1
1 2 . . . d
dk−d+2
dk−d+1 . . . dk
dn−d+2
dn−d+1 . . . dn
. . . . . .
dk−d+1, . . . , dk share a branch
Figure 2.6: The i and κj placed on Tn.
We will say that i and j share a branch if there is a k with 1 ≤ k ≤ dn−1 such that dk−d+1 ≤
i, j ≤ dk. Taking a look at Figure 2.2, for i and j to share it branch, this simply means there is a
κk that is directly above them that they share. Given a κk, we will refer to the i’s that lie directly
below κk, that is the i such that dk − d + 1 ≤ i ≤ dk, as the values of κk. When the values of κk
are all the same, that is when i = ˆ for dk − d + 1 ≤ i ≤ dk for some ˆ ∈ F2, we will associate κk
to the value ˆ.
Suppose you apply σ to Tn for some σ ∈ Aut(Tn). This will result in permuting the i’s and
κj ’s. Label the leaves of the permuted tree from left to right with 
′
1, . . . , 
′
dn . Since Gn = Aut(Tn),
we have (′1, . . . , 
′
dn) ∈ V .
Suppose v = (e1, . . . , edn) ∈ V is non-zero. If (e1, . . . , edn) = (1, . . . , 1), then we are done, so
suppose this is not the case. We want to show that (1, . . . , 1) ∈ V . We will consider two cases when
we set (1, . . . , dn) = (e1, . . . , edn) : (1) There is a k where the values of κk are not all the same,
and (2) For every k, the values of κk are all the same.
(Case 1) Suppose there is a k where the values of κk are not all the same. Then there is an i
and j with dk − d + 1 ≤ i, j ≤ dk such that ei = 1 and ej = 0. Since i and j share a branch and
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Gn = Aut(Tn), we have τ = (i, j) ∈ Gn. Then v + τ · v = (0, . . . , 1, . . . , 1, . . . , 0) ∈ V has exactly
two 1’s in the ith and jth place. Since Gn = Aut(Tn), there is a map σ ∈ Gn such that σ(i) = 1 and
σ(j) = 2. Then σ · (v + τ · v) ∈ V . This is the vector w = (1, 1, 0, . . . , 0) where there are exactly
two 1’s in the 1st and 2nd position. For every odd k, there is a map σk ∈ Gn such that σk(1) = k
and σk(2) = k + 1. Then σk · w = (0, . . . , 1, 1, . . . , 0) where there are exactly two 1’s in the kth and
(k + 1)th position. Finally, we add: w + σ3 · w + . . .+ σdn−1 · w = (1, 1, . . . , 1) ∈ V .
(Case 2) Suppose for every k, the values of κk are all the same. For 1 ≤ k ≤ dn−1, let ˆk be
such that the values of κk are ˆk. See Figure 2.2.
0
◦ ◦ . . . ◦
κ1 κk κdn−1
ˆ1 ˆ1 . . . ˆ1 ˆkˆk . . . ˆk ˆdn−1ˆdn−1 . . . ˆdn−1
. . . . . .
Figure 2.7: For each k, the values of κk are the same.
Notice that v is invariant under the action of any element of the kernel of the restriction mapping
Aut(Tn) → Aut(Tn−1). So given a σ = ((x1, . . . , xdn−1), τ) ∈ Aut(Tn) for xi ∈ Aut(T1) and
τ ∈ Aut(Tn−1), the action of σ on v is determined by τ .
Let V ′ = {(f1, . . . , fdn−1) ∈ Fdn−12 } where V ′ is an F2[Gn−1] module. Set v′ = (ˆ1, . . . , ˆdn−1) ∈
V ′. By the inductive hypothesis, we can use v′ to build (1, . . . , 1) ∈ V ′. Therefore, we can use v to
build (1, . . . , 1) ∈ V .
So (1, . . . , 1) ∈ V , so from the chain earlier, we have ∏ δi ∈ K∗2n−1.
Suppose
∏
δi ∈ K∗2n−1. Then (1, . . . , 1) ∈ V , so V 6= {(0, 0, . . . , 0)}. Therefore, Ln−1/Kn−1 is
maximal. This proves the first claim. The fact that
∏
δi ∈ K∗2n follows from
√
δi ∈ Ln−1 ≤ Kn for
every i.
Now that we’ve established that
∏
δi is an important quantity, let’s get a better understanding
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of it.
Definition 2.2.2. Let g ∈ K[x] be a polynomial. We define the quantity `(g) ∈ K to be the leading
coefficient of g.
Lemma 2.2.3. Let f(x) ∈ K[x]. If α = `(f), then `(fn) = α d
n−1
d−1 .
Proof. We will proceed with induction on n. The case for n = 1 quickly follows since `(f) = α =
α
d−1
d−1 . Now suppose `(fn) = α(d
n−1)/(d−1) some n ≥ 1, then
`(fn+1(x)) = `(fn ◦ f)
= `
(
α
dn−1
d−1 (f(x))d
n
)
since `(fn) = α(d
n−1)/(d−1)
= α
dn−1
d−1 αd
n
= α
dn+1−1
d−1 .
Definition 2.2.4. Let x, y ∈ K∗. If there is a z ∈ K∗ such that x = z2y, then we will write x ∼ y.
Definition 2.2.5. Let a, b ∈ Z and let m ≥ 2. Define
[a ≡m b] =

1 a ≡ b (mod m)
0 a 6≡ b (mod m).
We prove some basic properties about Definition 2.2.4 and 2.2.5.
Lemma 2.2.6. Let K be a field and let ∼ be the relation on K defined by Definition 2.2.4. Then
(i) The relation ∼ is an equivalence relation,
(ii) xn ∼ x(n mod 2),
(iii) If x ∼ y, then x ∈ K∗2n if and only if y ∈ K∗2n .
Proof. (i) Let a ∈ K and set z = 1. Then a = z2a, therefore a ∼ a. So ∼ is reflexive. Suppose
a ∼ b, then there is a non-zero z ∈ K such that a = z2b. By inverting z, we get that b ∼ a.
Therefore ∼ is symmetric. Suppose a ∼ b and b ∼ c, then there is a z1, z2 ∈ K such that
a = z21b and b = z
2
2c. Setting z = z1z2 gives us that a ∼ c. Therefore ∼ is transitive and is an
equivalence relation.
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(ii) Let k = n (mod 2) and write n = 2m+ k for some m ∈ Z. Define z = xm, then
xn = x2m+k = (xm)2xk = z2x(n mod 2).
(iii) Let x ∼ y and let z ∈ K be the non-zero element such that x = z2y. If y ∈ K∗2n , then x ∈ K∗2n
since z2 ∈ K∗2n .
Let γ0, . . . , γd−1 be the critical points of f(x). Define
Γn =
d−1∏
i=1
fn(γi). (2.5)
Lemma 2.2.7. Let f(x) ∈ K[x] be a degree d ≥ 2 polynomial. Let α = `(f), put
Bn =

(−1)[d≡43]d[d≡21]α[d≡20] n ≥ 2
(−1)[d≡42,3]d[d≡21]α[d≡20] n = 1,
and set Dn = BnΓn. If Gn−1 = Aut(Tn−1), then
(i) If Ln−1/Kn−1 is maximal, then Dn 6∈ K∗2n−1. The converse holds when d is even.
(ii) Dn ∈ K∗2n .
Proof. Let β1, . . . , βdn−1 be the roots of f
n−1(x). Notice that
fn−1(x) = `(fn−1)
dn−1∏
i=1
(x− βi). (2.6)
Recall δi = 4(f(x)− βi). To prove the claim, by Lemma 2.2.1, it will suffice to show Dn ∼
dn−1∏
i=1
δi.
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Fix n ≥ 2, then
dn−1∏
i=1
δi =
dn−1∏
i=1
p(βi) equation (2.4)
=
dn−1∏
i=1
(−1)(d−1)(d−2)/2ddαd−1
d−1∏
j=1
(βi − f(γj))
= ((−1)(d−1)(d−2)/2ddαd−1)dn−1
dn−1∏
i=1
d−1∏
j=1
(βi − f(γj))
∼ ((−1)(d−1)(d−2)/2ddαd−1)d(−1)dn−1(d−1)
d−1∏
j=1
dn−1∏
i=1
(f(γj)− βi)
∼ ((−1)(d−1)(d−2)/2ddαd−1)d
d−1∏
j=1
fn−1(f(γj))
`(fn−1)
equation (2.6)
= (−1)d(d−1)(d−2)/2dd2αd2−d
d−1∏
j=1
fn(γj)
α
dn−1−1
d−1
Lemma 2.2.3
∼ (−1)
d2(d−1)/2dd
αdn−1−1
Γn
∼ (−1)
d2(d−1)/2dd
αd−1
Γn.
Since [d2(d− 1)/2 ≡2 1] = 1 if and only if d ≡ 3 (mod 4), we get
dn−1∏
i=1
δi ∼ (−1)[d≡43]d[d≡31]α[d≡20]Γn = BnΓn.
Now let n = 1. The quantity
∏
δi is the discriminant of f(x), so
4(f(x)) = p(0)
= (−1)(d−1)(d−2)/2ddαd−1
d−1∏
i=1
(−f(γi))
= (−1)(d−1)(d−2)/2ddαd−1(−1)d−1Γn
= (−1)d(d−1)/2ddαd−1Γn.
Since [d(d− 1)/2 ≡2 1] = 1 if and only if d ≡ 2, 3 (mod 4), we get
4(f(x)) ∼ (−1)[d≡42,3]d[d≡21]α[d≡20]Γn = B1Γn.
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The following gives us a way to compute the discriminant of the iterates of f(x).
Lemma 2.2.8 (Lemma 2.6 from [7]). Let f, g ∈ K[x] where f and g have respectively degrees df ,
dg and let γ1, γ2, . . . , γd−1 be the critical points of f . Put 4n = Disc(g ◦ fn). Then for all n ≥ 1 we
have
4n = ±4dfn−1dk1f `(f)k2`(g)k3
d−1∏
i=1
g(fn(γi)),
where k1 = dgd
n
f , k2 = d
2
gd
2n−1
f , and k3 = df − 1.
We specialize Lemma 2.2.8 to get a formula specific to the discriminant of the iterates of monic
polynomials.
Lemma 2.2.9. Let f(x) ∈ K[x] be a degree d ≥ 2 monic polynomial, then for every n ≥ 1 we have
4(fn(x)) = ±ddn4(fn−1(x))d
d−1∏
i=1
fn(γi)
where γ1, . . . , γd−1 are the critical points of f(x).
Proof. Define g(x) = x, then dg = 1. Also df = d, `(f) = 1, and `(g) = 1, therefore k1 = dgd
n
f = d
n
and
4(fn(x)) = 4n
= ±4dfn−1dk1f `(f)k2`(g)k3
d−1∏
i=1
g(fn(γi))
= ±4dn−1dd
n
d−1∏
i=1
fn(γi)
= ±ddn4 (fn−1(x))d d−1∏
i=1
fn(γi).
The next lemma relates the following quantities: 4n, Dn and Γn. We use Z(p) to denote the
integers localized at (p).
Lemma 2.2.10 (Discriminant Lemma). Let f(x) ∈ Z(p)[x] be a monic polynomial of degree d ≥ 2
with p - d. Then vp (Γn) = vp(Dn) and
vp(4n) =
n∑
k=1
dn−kvp(Γk) =
n∑
k=1
dn−kvp(Dk).
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Proof. Since Dn = ±d[d≡21]Γn we get vp(Dn) = vp(Γn). To finish the proof, it will suffice to show
that vp(4n) =
∑n
k=1 d
n−kvp(Γk). We will proceed with induction on n.
If n = 1, then we want to show that vp(41) = vp(Γ1). This follows from the fact that 4(f(x)) =
±dda1. Now suppose that the statement is true for some n ≥ 1, then
vp(4n+1) = vp
(
±ddn+14(fn(x))d
d−1∏
i=1
fn+1(γi)
)
= vp
(
±ddn+14(fn(x))dΓn+1
)
= dvp(4n) + vp(Γn+1)
= d
n∑
k=1
dn−kvp(Γk) + vp(Γn+1) inductive hypothesis
=
n∑
k=1
dn+1−kvp(Γk) + vp(Γn+1)
=
n+1∑
k=1
dn+1−kvp(Γk).
Lemma 2.2.11. Let f(x) ∈ Z[x] be a monic polynomial with even degree d ≥ 2. Fix an n ≥ 1.
Suppose Gn−1 = Aut(Tn−1). If there is a p - d such that vp(Γn) is odd and vp(Γk) = 0 for every k
with 1 ≤ k < n, then Ln−1/Kn−1 is maximal.
Proof. Let p - d. To prove the claim, we will apply Lemma 2.2.7 by showing Dn /∈ K∗2n−1 for every
n ≥ 1.
Let n = 1 and suppose vp(Γ1) is odd. By the Discriminant Lemma we have vp(D1) = vp(Γ1)
which is odd, so D1 is not a square in K0 = Q.
Now suppose n ≥ 2 and suppose vp(Γn) is odd and vp(Γk) = 0 for every k with 1 ≤ k < n. By
the Discriminant Lemma vp(4n−1) =
n−1∑
k=1
dn−1−kvp(Γk) = 0, so p does not ramify in Kn−1.
Let P be a prime lying above p in Kn−1. Since p does not ramify in Kn−1, vP(x) = vp(x) for
every x ∈ Q. So vP(Dn) is odd since vP(Dn) = vp(Dn) = vp(Γn) and vp(Γn) is odd. So Dn /∈ K∗2n−1
and hence Ln−1/Kn−1 is maximal.
2.3 Newton Polygons
As we have seen, a common way to construct irreducible polynomials is by constructing polyno-
mials that are Eisenstein at a prime. In this section, we introduce a tool to construct irreducible
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polynomials which extends the idea of being Eisenstein at a prime. To do this, we use Newton
polygons.
Definition 2.3.1. Let K be a number field and P a prime in K. Consider the points
A = {(i, vP(ai)) : 0 ≤ i ≤ d} ∪ {(0,∞), (d,∞)}.
Let C(A) denote the convex hull of A. We call C(A) the Newton polygon of f(z). The set C(A)
is bounded below by ` line segments L1, L2, . . . , L` which we call the line segments of the Newton
Polygon of f(z).
Example 2.3.1. Let f(x) = x5 + 3x2 − 27x+ 27. The set A and the line segments of the Newton
polygon at p = 3 are pictured in Figure 2.8.
−1 1 2 3 4 5 6
−1
1
2
3
4
x
y
Figure 2.8: Newton polygon of f(x) = x5 + 3x2 − 27x+ 27 at p = 3.
Example 2.3.2. Let f(x) = x3 + 4x2 + 16x+ 16. The set A and the line segments of the Newton
polygon at p = 2 are pictured in Figure 2.9.
We define Cp to be the completion of the algebraic closure of the p-adic field Qp. Koblitz describes
how we can relate the slope and the horizontal length of the line segments of Newton polygons to
the p-adic valuation of a polynomial’s roots.
Proposition 2.3.2 (Section 3, Lemma 4 from [12] ). If f ∈ Cp[z] is a polynomial, and the Newton
polygon of f includes a line segment of slope m whose horizontal length is N , then f(z) has exactly
N roots α (counted with multiplicity), satisfying vp(α) = −m.
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Figure 2.9: Newton polygon of f(x) = x3 + 4x2 + 16x+ 16 at p = 2.
Let’s revisit Example 2.3.1. The line segments L1 and L2 have slopes −1 and −13 respectively.
By Theorem 2.3.2, since the horizontal length of L1 is 2, there are two roots α of f(x) satisfying
v3(α) = 1. Similarly, since the horizontal length of L2 is 3, there are three roots β of f(x) satisfying
v3(β) =
1
3 .
Now, let’s revisit Example 2.3.1. The Newton polygon of f(x) has only one line segment with
slope −43 with width 3, so all 3 roots of f(x) satisfy v2(α) =
4
3 by Theorem 2.3.2. Let α1, α2, α3 be
the roots of f(x). If f(x) is reducible over Q[x], then αiαj ∈ Q for some i 6= j. Since v2(x) ∈ Z for
all x ∈ Q and v2(αiαj) = 83 /∈ Z, f(x) is irreducible over Q[x].
Let K be a number field. Since there is an embedding K ↪−→ Cp, a similar statement to the
previous theorem holds when we replace Cp with a number field K and p with a prime P in K.
Lemma 2.3.3. Let K be a number field and P a prime in K. If f ∈ K[x] is a polynomial, and the
Newton polygon of f with respect to P includes a line segment of slope m whose horizontal length is
N , then f(z) has exactly N roots α ∈ K¯ (counted with multiplicity), satisfying vP(α) = −m.
Proof. Let L1,P, . . . , L`,P be the line segments of the Newton polygon of f with respect to P. For
each i, let mi,P and Ni,P be the slope and horizontal length of Li,P respectively.
Let p be a prime in Q such that P | p. Let e = e(P/p) be the ramification index of P. Since
vP(x) = evp(x), the Newton polygon of f with respect to P can be constructed by taking the
Newton polygon of f with respect to p and scaling it vertically by a factor of e.
Let L1,p, . . . , L`,p be the line segments of the Newton polygon of f with respect to p. Let mi,p
and Ni,p be the slope and horizontal length of Li,p respectively. From our comments above, we have
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mi,P = emi,p and Ni,P = Ni,p.
Fix an i. From Theorem 2.3.2, f(z) has Ni,p roots α satisfying vp(α) = −mi,p. For such a root
α,
vP(α) = evp(α) = −emi,p = −mi,P.
Therefore, f(z) has Ni,P = Ni,p roots α satisfying vp(α) = −mi,P.
Using ideas from Example 2.3.2, we state and prove an irreducibility criterion for Newton poly-
gons.
Lemma 2.3.4. Let K be a number field, P a prime in K, and f(x) ∈ K[x] a degree d ≥ 1
polynomial. If the Newton Polygon of f at P has only one line segment with slope −ad and (a, d) = 1,
then f is irreducible over K[x].
Proof. Let α1, . . . , αd be the roots of f(x). For every i, vP(αi) =
a
d and (a, d) = 1. For each proper
subset I ⊆ {i : 1 ≤ i ≤ d}, define AI =
∏k
i∈I αi and fI(x) =
∏
i∈I(x − αi). Notice that f(x) is
reducible over K[x] if and only if there is a proper subset I ( {i : 1 ≤ i ≤ d} such that fI ∈ K[x],
implying that AI ∈ K. Let I be such that fI ∈ K[x]. We have vP(AI) = #(I) · a
d
.
Recall vP(x) ∈ Z for every x ∈ K. So #(I) = d since AI ∈ K, #(I)·ad ∈ Z, and (a, d) = 1. Hence,
fI = cf for some c ∈ K, and f(x) is irreducible over K[x].
The following corollary shows that the Eisenstein test for irreducibility is a special case of this
Newton polygon irreducibility.
Corollary 2.3.5. Let K be a number field, P a prime in K, and f(x) ∈ K[x] a degree d ≥ 2
polynomial. If f(x) is Eisenstein at P, then f(x) is irreducible over K[x].
Proof. Write
f(x) = adx
d + ad−1xd−1 + . . .+ a1x+ a0.
Since f(x) is Eisenstein at P, we get vP(a0) = 1, vP(ad) = 0, and vP(ai) ≥ 1 for 1 ≤ i < d. See
Figure 2.10.
The Newton polygon of f(x) consists of a single line segment with slope −1d . Since (1, d) = 1,
f(x) is irreducible over K[x] by Lemma 2.3.4.
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x
y
Figure 2.10: Newton Polygon when Eisenstein at P.
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CHAPTER 3
DEGREE 4
Proofs of Odoni’s Conjecture [3, 11, 16] provide examples in each degree of polynomials in Q[x] (or
K[x] for number field K) such that G∞ = Aut(T∞). None of these examples, however, are monic
polynomials in Z[x]. In this chapter, we show that it is in fact impossible to find a monic quartic
polynomial in Z[x] for which the techniques used in these papers can be used to showG∞ = Aut(T∞).
We begin by developing general tools for quartic polynomials.
3.1 Newton Polygons and Irreducibility of Cubic Resolvents
Let f(x) ∈ Q[x] be a monic degree 4 polynomial. From Lemma 2.1.5 we saw that if we want to show
G∞ = Aut(T∞), it is necessary that for every n there is a root βi of fn−1(x) such that
Gal(Mi/Q(βi)) ∼= S4.
Recall Mi is the splitting field of f(x)− βi over Q(βi). From [5, Page 615], it suffices to show
(i) f(x)− βi is irreducible over Q(βi)
(ii) δi = 4(f(x)− βi) is not a square in Q(βi)
(iii) the cubic resolvent of f(x)− βi is irreducible over Q(βi).
We have seen that condition (i) is satisfied provided that f(x) is Eisenstein at some prime. Condition
(ii) will follow when Ln−1/Kn−1 is maximal. In this section, our focus will be to discover some simple
conditions on the coefficients of f(x) that will imply that the cubic resolvent of f(x)−βi is irreducible
over Q(βi). The main tool we use is Lemma 2.3.4.
Lemma 3.1.1. Let K be a number field, g(x) ∈ K[x] a monic cubic polynomial, and P a prime
K. Write g(x) = x3 + a2x
2 + a1x+ a0. Suppose the following conditions hold:
2
3
vP(a0) ≤ vP(a1) (3.1)
1
3
vP(a0) ≤ vP(a2) (3.2)
vP(a0) 6≡ 0 (mod 3). (3.3)
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Then g(x) is irreducible over K[x].
Proof. To show that g(x) is irreducible over K[x], we will take a look at the shape of the Newton
polygon of g(x) at P.
Consider the points A = {(i, vP(ai)) : i = 0, 1, 2, 3} where a3 = 1. Let L be the line connecting
(0, vP(a0)) and (3, 0). The equation of line L is
y =
−vP(a0)
3
x+ vP(a0) =
(
1− x
3
)
vP(a0).
If all the points of A are not below the line L and vP(a0) is relatively prime to 3, then the shape
of the Newton polygon of g(x) at the prime P will confirm that g(x) is irreducible over K[x]. By
assumption (3.3), vP(a0) is relatively prime to 3. All the points of A are not below the line L
provided that we show
(
1− i3
)
vP(a0) ≤ vP(ai) for 0 ≤ i ≤ 3. Notice that this inequality is true for
i = 0 and i = 3. Assumptions (3.1) and (3.2) take care of the cases i = 1 and i = 2.
Definition 3.1.2. Let K be a number field, g(x) ∈ K[x] a cubic polynomial, and p a prime in Q.
Write g(x) = x3 + a2x
2 + a1x+ a0. We say that g(x) is Newton irreducible at p over K if there is
a prime P in K lying over p such that conditions (3.1), (3.2), and (3.3) are satisfied from Lemma
3.1.1.
It follows directly from Lemma 3.1.1 that if g(x) is Newton irreducible at p over K, then g(x) is
irreducible over K[x].
Let f(x) = x4 + ax3 + bx2 + cx+ d ∈ Q[x] be Eisenstein at p. Whenever we mention the cubic
resolvent of f(x), we will be referring to one of the following cubic polynomials:
R1(f(x)) = x
3 − bx2 + (ac− 4d)x− (a2d+ c2 − 4bd) (3.4)
R2(f(x)) = x
3 − 2bx2 + (b2 + ac− 4d)x+ (a2d+ c2 − abc). (3.5)
Definition 3.1.3. Let f(x) ∈ Q[x] be a monic quartic polynomial that is Eisenstein at p. We say
that f(x) is Newton irreducible at p if there is a j ∈ {1, 2} where for every n ≥ 2 and every root β
of fn−1(x), the cubic resolvent Rj(f(x)− β) is Newton irreducible at p over Q(β).
Now that we have laid out the definitions of Newton irreducibility, we state and prove a lemma
to convince the reader that Newton irreducibly is a worthwhile idea to study when you are trying
to show that G∞ = Aut(T∞) for quartic polynomials.
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Proposition 3.1.4. Let f(x) ∈ Q[x] be a monic quartic polynomial that is Eisenstein at p and
suppose the cubic resolvent of f(x) is irreducible over Q[x]. If f(x) is Newton irreducible at p and
Ln−1/Kn−1 is maximal for every n ≥ 1, then G∞ = Aut(T∞).
Proof. Let f(x) be Eisenstein at p and suppose the cubic resolvent of f(x) is irreducible over Q[x].
Suppose f(x) is Newton irreducible at p and Ln−1/Kn−1 is maximal for every n ≥ 1.
Let n = 1. Since L0/K0 is maximal, we get that 4(f(x)) is not a square in Q. Since f(x)
is Eisenstein at p, we get that f(x) is irreducible over Q[x]. Since the cubic resolvent of f(x) is
irreducible over Q[x], we have that Gal(K1/Q) ∼= S4 and H1 is maximal.
Since f(x) is Newton irreducible, there is a 1 ≤ j ≤ 2 where for every n ≥ 2 and every root β
of fn−1(x), the cubic resolvent Rj(f(x) − β) is Newton irreducible at p over Q(β). Fix a n ≥ 2
and a root βi of f
n−1(x). By Lemma 3.1.1, Rj(f(x) − βi) is irreducible over Q(βi). Since f(x) is
Eisenstein at p, fn(x) is Eisenstein at p and irreducible, therefore f(x)−βi is irreducible over Q(βi)
by Capelli’s Lemma. Since Ln−1/Kn−1 is maximal, we get that δi = 4(f(x) − βi) is not a square
in Kn−1, therefore δi is not a square in Q(βi). Therefore Gal(Mi/Q(βi)) ∼= S4. By Lemma 2.1.11
we get that Hn is maximal for every n ≥ 1. Hence G∞ = Aut(T∞).
When showing a cubic polynomial is Newton irreducible, it is required that you have some
information on the p-adic valuation of the coefficients.
Lemma 3.1.5. Let f(x) ∈ Q[x] be quartic polynomial that is Eisenstein at p and let β be a
root of fn−1(x) where n ≥ 2. Let P be a prime lying above p in Q(β). Then vP(β) = 1 and
vP(x) = 4
n−1vp(x) for every x ∈ Q.
Proof. The polynomial fn−1(x) is Eisenstein at p since f(x) is Eisenstein at p. Therefore, by [4,
Theorem 3.1 and Corollary 3.5], p totally ramifies in Q(β), vP(β) = 1, and e(P/p) = deg(fn−1(x)) =
4n−1. If x ∈ Q, then vP(x) = e(P/p)vp(x) = 4n−1vp(x).
Lemma 3.1.6. Let f(x) = x4 + ax3 + bx2 + cx + d ∈ Q[x] be Eisenstein at p. If f(x) is Newton
irreducible at p, then p = 2.
Proof. Let f(x) be Eisenstein at p and Newton irreducible at p. Let n ≥ 2 and let β be a root
of fn−1(x). Let P be a prime lying above p in Q(β). By Lemma 3.1.5, vP(β) = 1 and vP(x) =
4n−1vp(x) for every x ∈ Q.
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Suppose for a contradiction that p 6= 2. Let g(x) be a cubic resolvent of f(x) − β and write
g(x) = x3 + a2x
2 + a1x + a0. From equation (3.4) and equation (3.5), g(x) will be one of the
following cubic polynomials:
R1(f(x)− β) = x3 − bx2 + (ac− 4(d− β))x− (c2 + (a2 − 4b)(d− β))
R2(f(x)− β) = x3 − 2bx2 + (b2 + ac− 4(d− β))x+ (a2(d− β) + c2 − abc).
Notice a1 is one of the following values:
a1 = ac− 4(d− β) (3.6)
a1 = b
2 + ac− 4(d− β). (3.7)
Since f is Eisenstein at p, vp(a), vp(b), vp(c) ≥ 1 and vp(d) = 1. By Lemma 3.1.5, we have
vP(a), vP(b), vP(c) ≥ 4n−1 and vP(d) = 4n−1. Assume a1 satisfies equation (3.6), then vP(a1) ≥
min{vP(ac), vP(4(d − β)} with equality when they are not equal. But vP(ac) = vP(a) + vP(c) ≥
2 · 4n−1. Since p 6= 2, vP(4) = 0, so vP(4(d − β)) = 0 + min{vP(d), vP(β)} = 1. We conclude
vP(a1) = 1. A similar calculation gives the same conclusion when a1 satisfies equation (3.7).
Furthermore, a0 is one of the following values:
a0 = −(c2 + (a2 − 4b)(d− β))
a0 = a
2(d− β) + c2 − abc.
Similar calculations to the ones above give vP(a0) ≥ 4n−1. By equation (3.1) in Lemma 3.1.1 we
have
2
3
4n−1 ≤ 2
3
vP(a0) ≤ vP(a1) = 1.
This inequality is false for all n ≥ 2, therefore f(x) is not Newton irreducible at p 6= 2. Hence
p = 2.
For the rest of this section, we will frequently use the following equivalences: Let 0 <  < 1 and
x, y ∈ Z. Then
(i) x ≤ y +  ⇐⇒ x < y +  ⇐⇒ x ≤ y
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(ii) x+  ≤ y ⇐⇒ x+  < y ⇐⇒ x+ 1 ≤ y.
The next four lemmas develop a simple condition for the resolvent cubic of f(x) − βi to be
Newton irreducible at 2 over Q(βi) based just on the coefficients of f . Lemmas 3.1.7 and 3.1.8 deal
with when we take the resolvent cubic to be R1, and Lemmas 3.1.7 and 3.1.8 deal with R2. The
conclusion in both cases is the same: The cubic resolvent of f(x) − βi is Newton irreducible at 2
over Q(βi) if and only if v2(c) = 1.
Lemma 3.1.7. Let f(x) = x4 +ax3 + bx2 + cx+d be Eisenstein at 2 and let β be a root of fn−1(x)
where n ≥ 2. Let g(x) = R1(f(x) − β) and write g(x) = x3 + a2x2 + a1x + a0. Let P be a prime
lying above 2 in Q(β). Then
vP(a2) = 4
n−1v2(b) (3.8)
vP(a1) =

2 · 4n−1 + 1 if 3 ≤ v2(a) + v2(c)
2 · 4n−1 if v2(a) = v2(c) = 1
(3.9)
vP(a0) =

2 · 4n−1v2(c) if 2v2(c) ≤ v2(a2 − 4b)
4n−1v2(a2 − 4b) + 1 if 2v2(c) ≥ v2(a2 − 4b) + 1.
(3.10)
Note: Since the polynomial is Eisenstein at 2, if v2(a) + v2(c) < 3, then necessarily v2(a) =
v2(b) = 1.
Proof. By Lemma 3.1.5, vP(β) = 1 and vP(x) = 4
n−1vp(x) for every x ∈ Q. Equation (3.4) gives
g(x) = R1(f(x)− β) = x3 − bx2 + (ac− 4(d− β))x− (c2 + (a2 − 4b)(d− β)).
Therefore
a2 = −b
a1 = ac− 4(d− β)
a0 = −(c2 + (a2 − 4b)(d− β)).
Equation (3.8) directly follows.
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We now turn to equation (3.9). Since vP(ac) = 4
n−1(v2(a)+v2(c)) and vP(4(d−β)) = 2·4n−1+1,
we have vP(a1) = vP(ac − 4(d − β)) ≥ min{4n−1(v2(a) + v2(c)), 2 · 4n−1 + 1} with equality when
they are not equal. These values are not equal since they are not equal modulo 2, hence
vP(a1) = min{4n−1(v2(a) + v2(c)), 2 · 4n−1 + 1}. (3.11)
We see that vP(a1) = 2·4n−1+1 if and only if 2·4n−1+1 < 4n−1(v2(a)+v2(c)). A straightforward
calculation shows this is equivalent to 3 ≤ v2(a) + v2(c), confirming equation (3.9).
Now we turn to equation (3.10). Notice that vP(c
2) = 2 · 4n−1v2(c) and vP((a2 − 4b)(d− β)) =
4n−1v2(a2− 4b) + 1. Therefore vP(a0) = vP(c2 + (a2− 4b)(d− β)) ≥ min{2 · 4n−1v2(c), 4n−1v2(a2−
4b) + 1} with equality when they are not equal. These values are not equal since they are not equal
modulo 2, provided a0 6= 0. In this case
vP(a0) = min{2 · 4n−1v2(c), 4n−1v2(a2 − 4b) + 1}. (3.12)
We see that vP(a0) = 2 · 4n−1v2(c) if and only if 2 · 4n−1v2(c) < 4n−1v2(a2 − 4b) + 1. A
straightforward calculation shows this is equivalent to 2v2(c) ≤ v2(a2 − 4b), confirming equation
(3.10). If a0 = 0, necessarily c = a
2 − 4b = 0, and equation (3.10) holds in this case as well.
Lemma 3.1.8. Let f(x) = x4+ax3+bx2+cx+d be Eisenstein at 2. Then R1(f(x)−β) is Newton
irreducible at 2 over Q(β) for every root β of fn−1(x) for every n ≥ 2 if and only if v2(c) = 1.
Proof. Let n ≥ 2. Let β be a root of fn−1(x) and let g(x) = R1(f(x) − β). Write g(x) =
x3+a2x
2+a1x+a0. For the rest of the proof, when we say that g(x) is Newton irreducible we mean
that g(x) is Newton irreducible at 2 over Q(β). For simplicity, we will define the following cases:
Case A: 3 ≤ v2(a) + v2(c) Case C: 2v2(c) ≤ v2(a2 − 4b)
Case B: v2(a) = v2(c) = 1 Case D: 2v2(c) ≥ v2(a2 − 4b) + 1.
By Lemma 3.1.7 vP(a2) = 4
n−1v2(b) and
vP(a1) =

2 · 4n−1 + 1 Case A
2 · 4n−1 Case B,
vP(a0) =

2 · 4n−1v2(c) Case C
4n−1v2(a2 − 4b) + 1 Case D.
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Since f(x) is Eisenstein at 2, we have the following fact that we will use throughout:
v2(a
2 − 4b) ≥ 2. (3.13)
(⇐=) Suppose v2(c) = 1. We want to show that R1(f(x)− β) is Newton irreducible at 2 over Q(β).
Since v2(c) = 1, case C holds by (3.13). First, we will show that g(x) is Newton irreducible when
v2(a) = 1. Then we show that g(x) is Newton irreducible when v2(a) ≥ 2.
Suppose v2(a) = 1, so case B holds.
• Combining case B and C with condition (3.1), we have 23 · 2 · 4n−1v2(c) ≤ 2 · 4n−1. This
statement holds since v2(c) = 1.
• Combining case C with condition (3.2), we have 13 · 2 · 4n−1v2(c) ≤ 4n−1v2(b). This statement
holds since v2(c) = 1 and v2(b) ≥ 1.
• Combining case C with condition (3.3), we have 2 · 4n−1v2(c) 6≡ 0 (mod 3). Once again, this
statement holds since v2(c) = 1.
Now suppose v2(a) ≥ 2, so case A holds.
• Combining case A and C with condition (3.1), we have 23 · 2 · 4n−1v2(c) ≤ 2 · 4n−1 + 1. A
straightforward calculation shows that this inequality is equivalent to v2(c) = 1.
• Combining case C with condition (3.2), we have 13 · 2 · 4n−1v2(c) ≤ 4n−1v2(b). This statement
holds since v2(c) = 1.
• Combining case C with condition (3.3), we have 2 · 4n−1v2(c) 6≡ 0 (mod 3). Once again, this
statement holds since v2(c) = 1.
Hence, when v2(c) = 1, we get that R1(f(x)− β) is Newton irreducible.
(=⇒) Now, suppose v2(c) ≥ 2, so case A holds. We want to show R1(f(x) − β) is not Newton
irreducible. Suppose for a contradiction that R1(f(x)− β) is Newton irreducible. We showed above
that when you combine case A and C with condition (3.1), you get statement which is equivalent to
v2(c) = 1, a contradiction. It remains only to consider the combination of case A and case D.
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• Combining condition (3.1) with case A and D, we have 23
(
4n−1v2(a2 − 4b) + 1
) ≤ 2 · 4n−1 + 1.
A straightforward calculation shows this is equivalent to
v2(a
2 − 4b) ≤ 3. (3.14)
• Combining condition (3.3) with case D, we have 4n−1v2(a2− 4b) + 1 6≡ 0 (mod 3). A straight-
forward calculation shows this is equivalent to v2(a
2 − 4b) 6≡ 2 (mod 3). Combining this with
condition (3.13) and (3.14), we conclude that
v2(a
2 − 4b) = 3. (3.15)
• Combining condition (3.2) with case D, we have 13
(
4n−1v2(a2 − 4b) + 1
) ≤ 4n−1v2(b). A
straightforward calculation shows this is equivalent to
4 ≤ v2(4b). (3.16)
Since v2(a
2) is even and v2(a
2) ≥ 2, condition (3.16) implies (3.15) is false.
Hence, R1(f(x)− β) is Newton irreducible if and only if v2(c) = 1.
Lemma 3.1.9. Let f(x) = x4 +ax3 + bx2 + cx+d be Eisenstein at 2 and let β be a root of fn−1(x)
where n ≥ 2. Let g(x) = R2(f(x) − β) and write g(x) = x3 + a2x2 + a1x + a0. Let P be a prime
lying above 2 in Q(β). Then
vP(a2) = 4
n−1(1 + v2(b)) (3.17)
vP(a1) =

2 · 4n−1 + 1 if v2(b2 + ac) ≥ 3
2 · 4n−1 if v2(b2 + ac) = 2
(3.18)
vP(a0) =

2 · 4n−1v2(a) + 1 if v2(c) + v2(c− ab) ≥ 2v2(a) + 1
4n−1(v2(c) + v2(c− ab)) if v2(c) + v2(c− ab) ≤ 2v2(a).
(3.19)
Proof. By Lemma 3.1.5, vP(β) = 1 and vP(x) = 4
n−1v2(x) for every x ∈ Q. Equation (3.5) gives
g(x) = R2(f(x)− β) = x3 − 2bx2 + (b2 + ac− 4(d− β))x+ (a2(d− β) + c2 − abc).
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Therefore
a2 = −2b
a1 = b
2 + ac− 4(d− β), and
a0 = a
2(d− β) + c2 − abc.
Equation (3.17) directly follows. We now turn to equation (3.18). Since vP(b
2+ac) = 4n−1v2(b2+ac)
and vP(4(d−β)) = 2 · 4n−1 + 1, we have vP(a1) = vP(b2 + ac− 4(d−β)) ≥ min{4n−1v2(b2 + ac), 2 ·
4n−1 + 1}, with equality when they are not equal. These values are not equal since they are not
equal modulo 2, hence
vP(a1) = min{4n−1v2(b2 + ac), 2 · 4n−1 + 1}. (3.20)
We see that vP(a1) = 2 · 4n−1 + 1 if and only if 4n−1v2(b2 +ac) > 2 · 4n−1 + 1. A straightforward
computation shows this is equivalent to v2(b
2 + ac) ≥ 3, confirming equation (3.18).
Since vP(a
2(d− β)) = 2 · 4n−1v2(a) + 1 and vP(c2− abc) = 4n−1(v2(c) + v2(c− ab)), we get that
vP(a0) = vP(a
2(d− β) + c2 − abc) ≥ min{2 · 4n−1v2(a) + 1, 4n−1(v2(c) + v2(c− ab))}, with equality
when they are not equal. These values are not equal since they are not equal modulo 2, provided
a0 6= 0. In this case
vP(a0) = min{2 · 4n−1v2(a) + 1, 4n−1(v2(c) + v2(c− ab))}. (3.21)
We see that vP(a0) = 2 · 4n−1v2(a) + 1 if and only if 4n−1(v2(c) + v2(c− ab)) > 2 · 4n−1v2(a) + 1.
A straightforward computation shows this is equivalent to v2(c)+v2(c−ab) ≥ 2v2(a)+1, confirming
equation (3.19). If a0 = 0, necessarily a = c = 0, so equation (3.19) holds in this case as well.
Lemma 3.1.10. Let f(x) = x4 + ax3 + bx2 + cx + d be Eisenstein at 2. Then R2(f(x) − β) is
Newton irreducible at 2 for every root β of fn−1(x) for every n ≥ 2 if and only if v2(c) = 1.
Proof. Let n ≥ 2. Let β be a root of fn−1(x), and let g(x) = R2(f(x) − β). Write g(x) =
x3+a2x
2+a1x+a0. For the rest of the proof, when we say that g(x) is Newton irreducible we mean
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that g(x) is Newton irreducible at 2 over Q(β). For simplicity, we will define the following cases:
Case A: v2(b
2 + ac) ≥ 3 Case C: v2(c) + v2(c− ab) ≥ 2v2(a) + 1
Case B: v2(b
2 + ac) = 2 Case D: v2(c) + v2(c− ab) ≤ 2v2(a).
By Lemma 3.1.9 we get vP(a2) = 4
n−1(1 + v2(b)) and
vP(a1) =

2 · 4n−1 + 1 Case A
2 · 4n−1 Case B,
vP(a0) =

2 · 4n−1v2(a) + 1 Case C
4n−1(v2(c) + v2(c− ab)) Case D.
First, we show that if g(x) is Newton irreducible, then case C does not hold. Suppose, for a
contradiction, g(x) is Newton irreducible and case C holds. Combining case C with condition (3.3),
we have 2 · 4n−1v2(a) + 1 6≡ 0 (mod 3). A straightforward calculation shows this is equivalent to
v2(a) 6≡ 1 (mod 3). (3.22)
We will show that a contradiction is reached when assuming case A or B holds.
Suppose case A holds. Combining case A and C with condition (3.1), we have 23 (2 · 4n−1v2(a) +
1) ≤ 2 · 4n−1 + 1. A straightforward calculation shows that this is equivalent to v2(a) = 1, contra-
dicting condition (3.22).
Now, suppose case B holds. Combining case B and C with condition (3.1), we have 23 (2 ·
4n−1v2(a) + 1) ≤ 2 · 4n−1. A straightforward calculation shows that this is equivalent to v2(a) = 1,
contradicting condition (3.22).
Hence, if g(x) is Newton irreducible, then case case C does not hold. Now, we turn to proving
the statement of the lemma.
(=⇒) Suppose v2(c) ≥ 2. We will show g(x) not Newton irreducible. Suppose for a contradiction
g(x) is Newton irreducible. From the discussion above, we have case C does not hold. Hence, case
D holds.
Notice v2(c − ab) ≥ min{v2(c), v2(ab)}. Each of those are at least 2, so v2(c − ab) ≥ 2 as well.
Therefore
v2(c) + v2(c− ab) ≥ 4. (3.23)
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We show that assuming case A or B hold leads to a contradiction.
Suppose case A holds. Combining case A and case D with condition (3.1), we have 23 ·4n−1(v2(c)+
v2(c−ab)) ≤ 2·4n−1+1. A straightforward calculations shows this is equivalent to v2(c)+v2(c−ab) ≤
3, contradicting equation (3.23).
Now, suppose case B holds. Combining case B and D with condition (3.1), we have 23 ·4n−1(v2(c)+
v2(c−ab)) ≤ 2·4n−1. A straightforward calculations shows this is equivalent to v2(c)+v2(c−ab) ≤ 3,
once again, contradicting equation (3.23).
Hence, g(x) is not Newton irreducible when v2(c) ≥ 2.
(⇐=) Suppose v2(c) = 1. Case D holds since
v2(c− ab) = 1. (3.24)
Combining case D with condition (3.2), we have 13 · 4n−1(v2(c) + v2(c− ab)) ≤ 4n−1(1 + v2(b)).
Combining equation (3.24) with the facts that v2(c) = 1 and v2(b) ≥ 1, we see condition (3.2) holds.
Combining case D with condition (3.3), we have 4n−1(v2(c) + v2(c − ab)) 6≡ 0 (mod 3). This
condition holds since v2(c) = 1.
To finish proving the claim we will show that if case A or B hold, then g(x) is Newton irreducible.
In each case, we only need to check that condition (3.1) holds.
• Combining case A and D with condition (3.1), we have 23 ·4n−1(v2(c)+v2(c−ab)) ≤ 2·4n−1+1.
This condition holds since v2(c) = 1 and v2(c− ab) = 1.
• Combining case B and D with condition (3.1), we have 23 · 4n−1(v2(c) + v2(c− ab)) ≤ 2 · 4n−1.
This condition holds since v2(c) = 1 and v2(c− ab) = 1.
Hence, if v2(c) = 1, then g(x) is Newton irreducible.
The following lemma follows directly from Lemma 3.1.8 and 3.1.10.
Lemma 3.1.11. Let f(x) = x4 + ax3 + bx2 + cx + d be Eisenstein at 2. Then f(x) is Newton
irreducible at 2 if and only if v2(c) = 1.
Proposition 3.1.12. Let f(x) ∈ Q[x] be a monic degree 4 polynomial that is Eisenstein at 2 and
suppose the cubic resolvent of f(x) is irreducible over Q[x]. Write f(x) = x4 + ax3 + bx2 + cx+ d.
If Ln−1/Kn−1 is maximal for all n ≥ 1 and v2(c) = 1, then G∞ = Aut(T∞).
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Proof. By Lemma 3.1.11, f(x) is Newton irreducible at 2. Since Ln−1/Kn−1 is maximal for all n
and the cubic resolvent of f(x) is irreducible over Q[x], we have that G∞ = Aut(T∞) by Proposition
3.1.4.
3.2 Limitations in Degree 4
In the literature on arboreal Galois representations [8, 9, 13, 17], common techniques have come up
repeatedly, with modifications introduces by Looper to allow them to apply in degrees greater than
2. However, all the work on the general version of Odoni’s conjecture for composite degrees has re
framed the conjecture, no longer requiring monic polynomials in Z[x]. In this section, we show that
in fact the techniques used in these papers cannot provide a monic quartic polynomial over Z[x] that
has full arboreal Galois image. We begin by briefly describing the common pieces of these proofs.
In all the cases, the proof that the iterates of fn is irreducible follows from the polynomial itself
being Eisenstein at some prime. There is no other method in the literature to show this crucial
step. Even the potentially simpler problem that the iterates fn are “eventually stable”(there is an
absolute bound B such that fn has at most B factors) seems out of reach.
For quadratic polynomials, proving that Hn is maximal at each step required finding a transpo-
sition in Hn. To show that Hn is maximal, provided that f
n−1(x) is irreducible, it was enough to
demonstrate the existence of an odd prime p such that vp(f
n(γ0))) is odd and vp(f
j(γ0))) = 0 for
all 1 ≤ j < n. The technique used in each case was the same: If 0 is strictly periodicity for f , then
by reducing the values of fn(γ0) modulo p, we see that (for almost all primes p) if p | f j(γ0), then
p - fk(γ0) for all k < j. This guaranteed that for almost every prime p, a prime p dividing fn(γ0)
has never divided any previous term of the sequence. To get the odd valuation, the authors use
reduction modulo m to see that the value is never a perfect square, forcing vp(f
n(γ0)) to be odd for
some p. The results for higher degrees use slight modifications of these techniques, and still relied
on the examples having 0 as strictly preperiodic point to get a transposition in the Galois group.
For higher degrees, an additional piece is required to demonstrate that Hn is maximal: There
needs to be a d-cycle in Gal(Mi/K(βi)) where β is some root of f
n−1. The techniques here were a
bit more haphazard, and often depended on the particular form of the examples cooked up by the
authors. For example, Looper uses trinomials, and Benedetto and Juul use polynomials of the form
xd − bxm with explicit conditions on d and m.
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A more general attack in degree 4 would be using the cubic resolvent, as demonstrated in Section
3.1. Unfortunately, if we want to construct a monic quartic f(x) ∈ Z[x] with G∞ = Aut(T∞), it
will be impossible if we use the common assumptions listed above along with Newton irreducibility.
This means that a genuinely new idea is needed to prove the version of Odoni’s conjecture stated in
Conjecture 1 when d = 4.
Proposition 3.2.1. There are no examples of monic quartic polynomials f(x) ∈ Z[x] that are
Eisenstein at 2, Newton irreducible 2, and for which z = 0 is preperiodic.
To prove this, we use Rice’s classification of monic integer polynomials where zero is preperiodic.
Proposition 3.2.2 (Proposition 2.1 from [15]). Let f(x) ∈ Z[x] be a monic polynomial such that
the orbit of 0 under f is finite. Then
(i) f(0) = 0, and f(x) = xP (x) for some monic polynomial P (x).
(ii) f(0) = k and f(k) = 0 for some nonzero k ∈ Z, therefore
f(x) = (x− k)(xP (x)− 1) for some monic polynomial P (x).
(iii) f(0) = k and f(k) = k for some nonzero k ∈ Z, therefore
f(x) = (x− k)xP (x) + k for some monic P (x).
(iv) f(0) = 1, f(1) = k, and f(k) = 1 for some nonzero k ∈ Z, therefore
f(x) = x(x− k)((x− 1)P (x)− 1) + 1 for some monic P (x).
(v) f(0) = −1, f(−1) = k, and f(k) = −1 for some nonzero k ∈ Z, therefore
f(x) = x(x− k)((x+ 1)P (x) + 1)− 1 for some monic (or zero) P (x).
(vi) All iterates fn(0), n ≥ 1, are ±1 or ±2.
Proof of Proposition 3.2.1. Let f(x) be a monic integer polynomial and write f(x) = x4 + ax2 +
bx2+cx+d. Suppose the orbit of 0 under f is finite. Then at least one of (i) – (vi) from Proposition
3.2.2 is true.
Let f(x) be Eisenstein at 2 and Newton irreducible at 2, then f(x) is irreducible and f(0) 6= ±1.
Furthermore, v2(c) = 1 by Lemma 3.1.11. Since f(x) is irreducible, statements (i) and (ii) from
Proposition 3.2.2 are false. Since f(0) 6= ±1, statements (iv) and (v) from Proposition 3.2.2 are
false. Therefore, statement (iii) or (vi) from Proposition 3.2.2 hold.
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Suppose statement (iii) from Proposition 3.2.2 is true. Then there is a nonzero k ∈ Z such that
f(0) = k and f(k) = k. From a straightforward computation, we get c = −k(k2+ak+b). Therefore,
v2(c) ≥ 2, contradicting v2(c) = 1.
Now, suppose statement (iv) from Proposition 3.2.2 is holds. Therefore, all iterates fn(0) are
±1 or ±2. Since f(x) is Eisenstein at 2, we get that f(x) ≡ x (mod 2) for every x ∈ Z, therefore all
the iterates fn(0) are ±2.
Since fn(0) = ±2, we can write f(x) = x4 + ax3 + bx2 + cx ± 2 and the orbit of 0 under f(x)
will follow one of the three behaviors in Figures 3.1, 3.2, or 3.3.
0 ±2
Figure 3.1: Orbit of zero: Option 1
0 ±2 ∓2
Figure 3.2: Orbit of zero: Option 2
0 ±2 ∓2
Figure 3.3: Orbit of zero: Option 3
The orbit of 0 can’t follow Figure 3.1 since that falls into statement (iii) from Proposition 3.2.2,
which we already showed was false.
Suppose the orbit of 0 follows Figure 3.2. Assume 0 7→ 2 7→ −2 7→ 2 · · · . Then
−2 = f(2) = 16 + 8a+ 4b+ 2c+ 2
2 = f(−2) = 16− 8a+ 4b− 2c+ 2.
Subtracting the top equation from the bottom, we get 4 = −16a−4c, so 1 = −4a−c. This contradicts
2 | c. A similar calculation shows that 0 7→ −2 7→ 2 7→ −2 · · · leads to the same contradiction.
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Suppose the orbit of 0 follows Figure 3.3. Assume 0 7→ 2 7→ −2 7→ −2 · · · . Then
−2 = f(2) = 16 + 8a+ 4b+ 2c+ 2
−2 = f(−2) = 16− 8a+ 4b− 2c+ 2.
Subtracting bottom equation from the top gives us 16a + 4c = 0, so c = −4a. Since v2(a) ≥ 1, we
have v2(c) ≥ 3, which is a contradiction. A similar calculation shows that 0 7→ −2 7→ 2 7→ 2 · · ·
leads to the same contradiction.
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CHAPTER 4
SMALL IMAGE
We have been concentrating on the question of when the arboreal Galois representation for f is
surjective; that is, when G∞ = Aut(T∞). Since this is the expected behavior of a generic polynomial,
it is also interesting to find provable conditions where [G∞ : Aut(T∞)] =∞.
Jones gives the following conjecture for quadratic rational maps.
Conjecture 2 (Conjecture 3.11 in [8]). Let K be a global field and f ∈ K(x) has degree 2. Then
[Aut(T∞) : G∞] =∞ if and only if one of the following holds:
(i) The map f is post-critically finite.
(ii) The two critical points γ1 and γ2 have a relation of the form f
n+1(γ1) = f
n+1(γ2) for some
n ≥ 1.
(iii) The root 0 of T∞ is periodic under f .
(iv) There is a non-trivial Mo¨bius transformation that commutes with f and fixes 0.
The “if”direction for each case is known, but the “only if”direction is open.
In this chapter, we will modify condition (i) and (ii) of Conjecture 2 to a tool that can be used
to show [G∞ : Aut(T∞)] =∞ for degree d ≥ 2 polynomials.
Recall that the strategy when showing G∞ = Aut(T∞) is to show Hn is maximal for all n ≥ 1.
The following lemma puts some conditions on Hn that forces G∞ to have infinite index in Aut(T∞).
Lemma 4.0.1. Let f(x) ∈ K[x]. Suppose there is an N ∈ N such that Hn is not maximal for all
n ≥ N . Then [Aut(T∞) : G∞] =∞.
Proof. Choose N ∈ N such that Hn is not maximal for all n ≥ N . Then
#Hn ≤ (d!)
dn−1
2
for n ≥ N. (4.1)
Since #Gn =
∏n
k=1 #Hk, we have
#Gn ≤ (d!)
∑n
k=1 d
k−1
2n−N+1
=
#Aut(Tn)
2n−N+1
. (4.2)
So [Aut(Tn) : Gn]→∞ as n→∞, therefore [Aut(T∞) : G∞] =∞.
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Let f(x) be a polynomial and let a and b be in C. We will write a ∼ b when there is a k ∈ N
such that
fk(a) = fk(b).
a
b
•
•
. . .
. . .
•
•
•
Figure 4.1: a ∼ b
If Ln−1/Kn−1 is maximal, then
∏
δi /∈ K∗2n−1. Let Dn be as in Lemma 2.2.7. In that lemma,
we showed Dn ∼
∏dn−1
i=1 δi, where ∼ means similar up to squares. So if we can show there is an N
where
∏
δi ∈ K∗2n−1 for all n ≥ N , then [Aut(T∞) : G∞] =∞.
Lemma 4.0.2. Let f(x) ∈ K[x] be an odd degree polynomial. Write d = 2k+1. Let γ1, . . . , γ2k ∈ K
be the critical points of f(x). Suppose that after relabeling we get
γ1 ∼ γ2, . . . , γ2k−1 ∼ γ2k.
Then [Aut(T∞) : G∞] =∞. See Figure 4.2.
γ1
γ2
•
•
. . .
. . .
•
•
•
...
γ2k−1
γ2k
•
•
•
Figure 4.2: Critical point behavior in Lemma 4.0.2.
Proof. Let Dn be as in Lemma 2.2.7, then Dn ∈ K∗2n . There is a B ∈ K where for n ≥ 2,
Dn = B
d−1∏
i=1
fn(γi). Since γ1 ∼ γ2, . . . , γ2k−1 ∼ γ2k, there is a N where
fn(γ1) = f
n(γ2), . . . , f
n(γ2k−1) = fn(γ2k) for all n ≥ N.
42
Let n ≥ max{N, 2}. Put bn =
∏
k even
fn(γk) ∈ K, then b2n =
d−1∏
i=1
fn(γi) and Dn = Bb
2
n. Since the
critical orbit of f avoids zero, we have bn 6= 0. We have Dn+1 ∈ K∗2n since
Dn+1 = Bb
2
n+1
=
b2n+1
b2n
Bb2n
=
(
bn+1
bn
)2
Dn ∈ K∗2n .
So Ln/Kn is not maximal for all n ≥ max{N, 2}, so [Aut(T∞) : G∞] =∞.
Lemma 4.0.3. Let f(x) ∈ K[x] be a degree d polynomial. Let γ1, . . . , γd−1 ∈ K be the critical
points of f(x). Suppose that after relabeling the γi there is an l such that 2l ≤ d− 1,
γ1 ∼ γ2, . . . , γ2l−1 ∼ γ2l,
and γk is preperiodic for every k > 2l. Then [Aut(T∞) : G∞] =∞. See Figure 4.3.
γ1
γ2
•
•
. . .
. . .
•
•
•
...
γ2k−1
γ2k
•
•
•
...
γd−1 • . . . • • •
Figure 4.3: Critical point behavior in Lemma 4.0.3
Proof. If 2l = d− 1 then we are done by Lemma 4.0.2, so let’s assume that 2l < d− 1. Let Dn be
as in Lemma 2.2.7, then Dn ∈ K∗2n . There is a B where Dn = B
d−1∏
i=1
fn(γi) for n ≥ 2. Notice that
Dn = B
2l∏
i=1
fn(γi)
d−1∏
i=2l+1
fn(γi). Since γ1 ∼ γ2, . . . , γ2l−1 ∼ γ2l, there is a N where
fn(γ1) = f
n(γ2), . . . , f
n(γ2l−1) = fn(γ2l)
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for all n ≥ N . Let n ≥ max{N, 2} and put bn =
∏
k even
k≤2l
fn(γk) ∈ K, then
2l∏
i=1
fn(γi) = b
2
n. Notice
that bn 6= 0 since the critical orbits avoid zero. Define
X =
{
d−1∏
i=2l+1
fn(γi) : n ≥ max{N, 2}
}
.
The set X is finite since γk is preperiodic for 2l+1 ≤ k ≤ d−1. For x ∈ X, define nx ≥ max{N, 2} to
be the first n such that x =
d−1∏
i=2l+1
fn(γi). Let M = max ({N, 2} ∪ {nx : x ∈ X}) . Then for n ≥ M
we have Dn+1 ∈ K∗2n since
Dn+1 = Bb
2
n+1x for some x ∈ X
= Bb2n+1
d−1∏
i=2l+1
fnx(γi) max{N, 2} ≤ nx ≤M
=
b2n+1
b2nx
Bb2nx
d−1∏
i=2l+1
fnx(γi)
=
(
bn+1
bnx
)2
Dnx
∈ K∗2nx Lemma 2.2.7 (ii)
⊆ K∗2n .
So Ln/Kn is not maximal for all n ≥M , so [Aut(T∞) : G∞] =∞.
In the next proposition, we show that the condition that the critical points of f(x) are in K from
Lemma 4.0.3 can be dropped.
Proposition 4.0.4. Let f(x) ∈ K[x] be a degree d polynomial. Let γ1, . . . , γd−1 be the critical points
of f(x). Suppose that after relabeling the γi there is an l such that 2l ≤ d− 1,
γ1 ∼ γ2, . . . , γ2l−1 ∼ γ2l,
and γk is preperiodic for every k > 2l. Then [Aut(T∞) : G∞] =∞.
Proof. Define KC = K(γ1, . . . , γd−1) and KC∞ = K∞(γ1, . . . , γd−1). Also, define G
C
∞ =
Gal(KC∞/K
C), then GC∞ E G∞. By Lemma 4.0.3, we have [Aut(T∞) : GC∞] = ∞. The group
GC∞ is a finite index subgroup of G∞. See Figure 4.4.
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GC∞
Aut(T∞)
G∞ ∞
finite
Figure 4.4: Subgroups of Aut(T∞)
So [Aut(T∞) : G∞] =∞.
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