A one-dimensional thermodynamic model of a two-component ice and snow cover is added to an existing one-dimensional lake mixing model. Emphasis is placed on the thermodynamic coupling between the ice and mixing models-absent in previous models. The two-dimensional effects of partial ice cover are incorporated into this one-dimensional framework by using a minimum ice thickness. The model is applied to Lake Laberge, Yukon Territory, and to Babine Lake, British Columbia, for periods covering the formation and demise of full ice cover. The results of the model are compared to snow and ice measurements in the first case and to water column data during the spring period in the second. The comparisons are good, implying that the ice and snow model is performing satisfactorily and emphasizing the importance of the coupling between the ice and the underlying water. The successful simulation of the observed mixed layer under the ice, driven by convective stirring caused by short-wave heating below the temperature of maximum density, is an example of the ability of the model to provide physical insight into processes occurring in lakes.
The capability of simulating the vertical distributions of temperature and other water quality parameters in lakes and reservoirs has long been recognized as an important tool for resource management, and many models intended to fill this role have been generated, with varying degrees of success (Orlob 1983; Harleman 1982) . Increasing development of northern regions has, however, added an additional dimension to the simulation problem in that the formation and ablation of a winter ice cover and its interaction with the underlying water must be incorporated.
Although a number of "freezing degree day" models of lake ice formation have been described (e.g. Pivovarov 1973) , they are essentially bulk thermodynamic, long-timescale models with little or no connection to the lake processes, such as mixing, occurring beneath the ice. The definitive thermody-' This research was initiated while J.C.P. was on sabbatical leave at the National Water Research Institute, Canada. The support provided during this period by Environment Canada, under contract OSE 1 S-00253, and by the Gledden Foundation of the University of Western Australia, in the form of a Gledden Overseas Fellowship, is acknowledged. Subsequent support was provided by the Centre for Environmental Fluid Dynamics at the University of Western Australia. namic model of surface ice formation and ablation appears to be that of Maykut and Untersteiner (197 l) , who formulated a onedimensional (1-D) model of the unsteady heat transfer through a two-component (ice and snow) cover. The model was directed at sea ice but was not linked to an oceanic mixing model. This lack of interaction with the processes in the underlying water meant that one of the boundary conditions for the heat transfer problem-the heat flux across the icewater interface-was unknown. Maykut and Untersteiner used specified values for their model runs; they noted however that the predicted ice thickness was sensitive to the value used. As the value of the flux is not generally known, the need for its specification is a major deficiency in a predictive model. Semtner ( 19 7 6) formulated an alternative version of the same model and showed numerically that the assumption of a quasisteady solution to the heat transfer equations was sufficiently accurate provided that the ice was thin. In this case, the steady state equations were solved at each time step, with the time variation being incorporated in the boundary conditions. This approach implies that the temperature distribution has reached steady state before a time step has elapsed. More generally, for thin ice the time scale for heat conduction through ice of thickness h, (of order hi2/Kl, where K, is thermal diffusivity) is short when compared with the time scale of changes in the meteorological forcing. The assumption may be formalized for all thicknesses in terms of the Stefan number s =CAT L
where C is the specific heat, L the latent heat of fusion, and AT the characteristic temperature difference. For S < 1, the quasisteady assumption can be shown to be valid I (Gilpin et al. 1980; Hill and Kucera 1983) . Several other specialized forms similar to the Maykut and Untersteiner (197 1) model have been documented. For example Rumer et al. (198 l) , Hibbler (1979) and de Broissia et al. (198 1) have developed models directed at various aspects off surface ice formation and behavior, including ice dynamics. None of these models, however,, treats the thermodynamic coupling between the ice cover and the underlying water in more than a rudimentary way.
A second unsatisfactory aspect of the Maykut and Untersteiner (197 1) model, with respect to lake applicaltions, is its assumption of one-dimensionality. Although this assumption greatly simplifies the problem and may be appropriate for sea ice, it is not a good assumption during freezing and melting periods in lakes when large areas of open water may be present. These open areas have different surface heat flux characteristics from the ice-covered areas and therefore influence the thermodynamic processes in the water; consequently the thermodynamic coupling between ice and water is modified, affecting the rate of freezing or melting.
In this paper, a two-component (ice and snow) model based on the hIaykut and TJntersteiner (197 1) formulation is linked to a reservoir mixing model, thus capturing the thermodynamic coupling. The coupling is in both directions; the mixing model determines heat flux at the interface, affecting the ice characteristics. In turn, the characteristics of the ice cover provide boundary conditions for the mixing model. Further, by assuming a minimum thickness at which ice can persist on the surface, the properties of a partial ice cover are incorporated. Thus ice formed over the full surface at a thickness less than the minimum is assumed to be transported (e.g. by surface wind stress) to accumulate at the minimum thickness. The open and covered areas have different surface heat transfer characteristics, and the underlying water will respond differently. Adjustments to the horizontal gradients in density established in this way are assumed to occur rapidly, and the mixing model becomes 1 -D, while retaining the effects of the different heating rates appropriate to ice and open water.
Few data with reference to the ice cover on lakes appear to have been documented. Although there are some data on small northern and arctic lakes (e.g. Schindler et al. 1974 ) the only complete data set for a medium-sized lake apparently is that for Babine Lake, British Columbia (Farmer 1975; FarmerandCarmack 1981; Lee 1977) . These data wcrc directed at mixing processes beneath the ice, and only scattered information on the ice and snow conditions is available. Thus direct comparison between model and measured values of ice conditions is not possible; the density and quality of the water column data, however, allow indirect and (in view of the complex interaction between the ice cover and the water) perhaps even more stringent comparisons to be made. On the other hand, more recent observations taken in a medium-sized lake in the Yukon Territory, Lake Laberge, were directed at the measurement of snow and ice thickness. These data are used for a more direct comparison between model results and observation.
The Babine Lake data were made available in edited form by D. Farmer. We acknowledge his assistance in providing and interpreting these data. G. Maykut provided a. precise and constructive review of an earlier draft of the manuscript. We are grateful for his useful comments and suggestions.
The two-component ice and snow model Ice and snow thermodynamics-The distribution of temperature in the two-component ice and snow cover is governed by the usual heat conduction equation which incorporates the absorption of solar radiation as a distributed source of heat. The attenuation of solar radiation in ice and snow is a strong function of wavelength, with the longer wavelength radiation being absorbed in the upper few centimeters. In the context of net radiation, Grenfell and Maykut (1977) showed, as a result of this property, a bulk attenuation coefficient for ice which decreased by an order of magnitude in the first 10 cm. In the Maykut and Untersteiner (197 1) model, the non-uniform absorption was accounted for by assuming that a fixed proportion of the surface-incident radiation contributed to the source terms, with the remainder being applied directly to the surface heat balance. This approach implicitly assumes that all of the radiation absorbed in the upper few centimeters is immediately available at the surface.
The use of a depth-dependent attenuation coefficient increases the complexity of the heat conduction equation, and (except for simple cases) analytical solutions are not possible. An alternative approach that has been used to model similar phenomena in water is a multiterm absorption law, in which the incoming solar radiation is split into a number of spectral bands; in each band the radiation absorption is assumed to follow Beer's law. Thus, for example, for two bands the radiation intensity at depth h, I(h) is given by
where X, and X, are the attenuation coefficients for the two bands, and A, and A2 the fractions of the total radiation in each band, A +A2 = 1. I, is the nonreflected shortwave radiation intensity at the upper surface; for an incident radiation intensity Q,, I0 = (1 -a)Qo, where CY is the surface albedo. This formulation incorporates wavelength dependence while retaining a soluble form of the heat equation for as many bands as are required.
In the following treatment a two-band law is used. A distribution of the available surface radiation of 70% in the visible band and 30% in the infrared band is assumed, as discussed by Kirk (1983) and Boer (1980) , although these fractions are not critical. Thus A, = 0.7 and A2 = 0.3, with the appropriate attenuation coefficients (Table 1) . Although a higher resolution of the spectrum is possible, numerical experiments have indicated that the temperature distribution in the water is relatively insensitive to an increase in the number of bands beyond these two.
For a two-band absorption law, the steady temperature distribution in the two-component ice and snow cover is then given by
ST,
where the subscripts i and s refer to ice and snow and the subscripts 1 and 2 to the two spectral bands. Implicit in the formulation of Eq. 3 is the assumption that the fractions r z A 1 and A2 are the same for snow and ice. It is possible to remove this assumption, but at the expense of a substantial increase in complexity. In Eq. 3, T is the temperature as a function of z, the distance above the ice-water interface ( Fig. 1 ), K the thermal conductivity, X the attenuation coefficient for short-wave radiation, and h the component thickness. The parameters involved in this formulation all take constant values except for the snow albedo, which has a simple temperature dependence (Table 1) . The boundary conditions on Eq. 3 can be! written as Ti = Tc z == 0
where Ts is the freezing temperature of the surface water and TO the upper surface tem-
perature, yet to be determined. Equations 3 and 4 embody the quasisteady assumption. In principle, TO, IO, h,, and h, are functions of time, and Eq. 3 should contain an unsteady term. The assumption, however, implies that the temperature distributions stabilize on a time scale much shorter than that of variations in T,, or in the thicknesses. This condition allows decoupling of the thermodynamic balances at the surface and the ice-water interface. Since these balances both depend on heat fluxes, an explicit expression of the solution of Eq. 3 and 4 is not necessary. In fact, with this formulation, an analytic solution to Eq. 3 and 4 is available, removing the need for a numerical solution of the heat transfer equation. This simplification is considerable.
The surface flux condition-At the atmospheric interface, both meteorological heat fluxes and the heat flux in the upper component are present. Any imbalance in these fluxes must heat or cool the surface. Thus if there is a net loss of heat at the surface, TO will decrease until the fluxes balance. On the other hand an excess of heat will result in a rise in T,,; TO is bounded by T,,, however, the melting temperature of the upper component. Thus some of the excess will be utilized in raising TO to T,, and the remainder in melting at the surface. However, some implications of the quasi-steady assumption are relevant here, as discussed below.
The surface condition can then be expressed as ( Fig. 1 ) + QcVo) + QA'-'o) (6) where RLI and RLO are the incoming and outgoing long-wave radiation intensity, Q, the sensible heat flux between surface and atmosphere, and QE the evaporative heat flux (Fig. 1 ). Short-wave radiation both enters and leaves the interface, but enters the balance through the term I0 in Eq. 3 and its
solution.
An analytic solution of Eq. 3 and 4 is available but is not explicitly required, as noted above. Since q0 = -KS dT.Jdz, the solution yields the following expression for 40 = Tf -T, + Z,A,
which, for the case of no snow (h, = 0), collapses onto the appropriate single-component (ice) expression. The extension to more than two spectral bands is obvious. The approach formulated here is different from that of Maykut and Untersteiner (1971) . Here the short-wave term does not appear explicitly in the surface balance, but enters in the evaluation of qo, which does enter the balance. The Maykut and UnterSteiner model, on the other hand, makes directly available to the surface balance a specific fraction of the incoming short-wave and treats the remainder of the radiation as a source term in the heat transfer equation. Their approach may result in inaccurate representation of the upper part of the temperature profile, and, as a result, a poor calculation of To.
The heat fluxes required by Eq. 6 are given by the usual bulk aerodynamic formulae (Tenn. Valley Auth. 1972) as specified by Imberger and Patterson (198 1) . The only modification required was calculation of vapor pressure over ice or snow as given, for example, by Tenn. Valley Auth. (1972) and Gill (1982) . A more modern review of these formulae is given by Henderson-Sellers (1986) .
The first part of Eq. 5 then results in a nonlinear equation for To, provided To < T,,. If this inequality is not satisfied To = T,, and the second part of Eq. 5 is used to melt the surface. Further, Eq. 5 provides only for melting at the surface. It is assumed that there is no mechanism for ice growth at the surface, and an increase in snow thickness is taken to occur only through precipitation.
The ice-water interface flux conditionBoth ablation and accretion of ice may occur at the ice-water interface. The interface temperature Tfis fixed by the properties of the water; the flux of heat in the ice at the interface depends therefore on T' and the surface conditions. This flux can be expressed as (from Eq. 3), qf = qo -AJo{ -expHh,h,
depending on To and hence the surface conditions through go. Independently, the flux of heat from the water to the ice qly depends only on conditions beneath the ice; an imbalance between these fluxes provides a mechanism for freezing or melting. Thus dh,
In the Maykut and Untersteiner (197 1) model, qw is specified, isolating ice formation and ablation from changes in the temperature distribution in the underlying water. In this paper, qw is assumed to consist of laminar and turbulent components ql and 4, where
In Eq. lob, T, is the water temperature as a function of z, determined by the lake mixing model, and L is molecular conductivity. Equation 1 oc em bodies the usual bulk hydrodynamic approach, where p,+, is lthe water density, C, the specific heat of water, U the speed of the flow ;permost layer under the ice, and the upthe sensible heat -transfer coefficient or Stanton number. Gilpin et al. (1980) established that C, varied between 0.6 and 1 .O x 1 OP3 in a laboratory experiment while Hamblin (pers. ,comm.) determined a value of C, of 1.4 x 10m3 from field measurements in two icccovered lakes. The depth at which U and T, were specified was 1 m. The latter value is used in the subsequent ,simulations. In Babine Lake there is no through-flow during the period considered, so that only qf applies; in the riverine Lake Laberge q3 dominates. The water temperature must increase from Tr to T),, over some thermal boundary layer, and provide:d T,, is less than the temperature of maximum density, the resulting stratification is st.able. The measurements of Farmer (1978) indicate that this boundary layer occurs over length scales of 15-30 cm, and, with a characteristic temperature difference of a few degrees, the stratification is sufficiently strong to inhibit turbulent mixing. The assumption of a molecular value of K, is therefore acceptable for Babine Lake.
Solution properties--It is possible to show from Eq. 7 that the upward surface flux in the ice or snow (qo) is positive for a range of values of the surface temperature To, including To I T,. For this flux to be negative, To must exceed Tf. Further, the steady temperature distribution that satisfies Eq. 3 must be such that d2T/dz2 < 0. In addition, the upward flux at the ice-water interface (@ has a minimum positive value (=qw) below which melting at the interface will occur (Eq. 9). An equilibrium solution then will be characterized by a heat flux increasing from qf at the interface to q. at the surface, where go is determined from the external heat flux H(T,), which must be negative (i.e. a heat loss at the surface); the temperature will monotonically decrease from Tr to To.
While both surface and interface fluxes are positive, there can be no internal maximum, and the maximum temperature is at the interface.
This solution holds as long as H(T,) remains negative, corresponding to surface cooling, and surface melting cannot occur.
On the other hand, if H(T,) becomes positive, corresponding to a net heat gain at the surface, go must become negative, and an equilibrium solution can only exist if To > T,.. This situation is not possible as melting will ,occur at the surface before equilibrium is reached. In this case, the quasi-steady approximation does not yield a good fit to the resultant temperature distribution.
As the result of the approximation, heat which in reality is used to melt ice at the surface is stored internally by the quasi-steady assumption, producing an unrealistic temperature profile. The stored energy is used for melting at the end of the time step, however, and, since the total energy input is the same, the net error is small.
In. the context of the quasi-steady assumption in which external inputs are assumed to change slowly when compared with the internal adjustment time scales, this error is acceptable. A more accurate formulation would require a full solution of the transient heat equation, incorporating the moving boundaries at both interface and surface as melting occurs. These difficult problems are well beyond the scope of the model discussed here.
Model description
A simple, 1 -D model of ice and snow formation and ablation is described by Eq. 2-10 above, with thermodynamic coupling to the lake processes through Eq. 10. With such a model, the first ice created will be in the form of an extremely thin sheet covering the entire lake surface. Such a veneer may occur in sheltered or calm conditions; the usual observation is that this ice is transported to the boundaries, however, and then extends into the lake as cooling continues. Because of the different heat exchanges occurring at water vs. ice surfaces, it is necessary to parameterize this effect.
To incorporate the effects of this partial ice cover, we must specify a minimum ice thickness. As ice forms at a thickness less than this value over the open water, this volume of ice is transported to a smaller area at the minimum thickness, leaving a fraction of the surface as open water. As further freezing occurs, this fraction decreases as the new ice is added to the partial ice cover at the minimum thickness. Thickening of the ice beyond the minimum thickness does not occur until the surface is fully covered.
The minimum thickness is likely to be a function of the mechanism transporting the ice, the surface wind stress, and underflow beneath the ice and is therefore a problem in ice dynamics. This aspect is not pursued here. In the present model, we chose a fixed value of 10 cm as typical for medium-sized, northern lakes.
One effect of the partial ice cover is to proportionately reduce wind stirring. In both applications the resultant friction velocity required in the mixed-layer formulation was set to zero at complete ice cover. In instances of very large winter through-flow, however, as might be the case for a hydroelectric storage reservoir, the friction velocity could be related to the speed of flow of the uppermost layer.
The thickness of the snow overlying the ice cover is limited by the ability of the floating ice to support the snow mass. A simple force balance (Pivovarov 1973 ) yields for the maximum snow thickness (11) where p is the density, and the subscripts w, i, and s refer to surface water, ice, and snow.
Since /Zn can only increase by precipitation, any snowfall which would increase h, beyond km results in flooding of the ice and subsequent rcfrcezing of the excess snowfall. The excess snowfall is therefore converted to ice and added to the existing ice cover. Precipitation of snow over the open water is simply added to the water column as water at temperature Tf. Similarly, rainfall over open water is added to the water column at the air temperature. Rainfall over snow or ice is, for simplicity, added as an equivalent amount of snow. The model does not at this stage account for any melting effects of rainfall on snow. In the data sequences used, rain is rare, and the error is considered small.
The ice-snow algorithm resulting from the parameterization above was added to the lake mixing model DYRESM. This model has been extensively described (Imberger et al. 1978; Spigel and Imberger 1980; Imberger and Patterson 198 1; Ivey and Patterson 1984; Patterson et al. 1984) and only a brief description is warranted here.
The model is based on a Lagrangian layer scheme in which the lake is represented by a series of horizontal layers, each of uniform property but variable thickness. The layer positions may change as inflow or outflow modify the lake volume, and individual layer thicknesses are determined by the algorithm to give a resolution appropriate to the process acting on the layers at each time step. The time step itself is variable between 15 min and 12 h, depending on the time scale of the process operating. Thus the model is able to resolve time scales down to 15 min and length scales down to a few centimeters; it achieves these resolutions only when and where necessary, however, resulting in an accurate yet economical model. mixed-layer dynamics and deep turbulent :mixing algorithms are relevant, as the inRows and outflows in the period considered ,are negligible. On the other hand, the strong winter flow of the Yukon River through Lake Laberge (140 m3 s--') results in a significant scavenging of heat from the: lake.
Mixed-layer deepening is modeled as convective overturn resulting from surface cooling (or heating below the temperature of maximum density), wind stirring at the surface, seiche-induced shear at the pycnocline, and billowing at the pycnocline resulting from shear instability. Turbulent transport in the hypolimnion is modeled by a diffusionlike process, with an eddy diffusivity depending on the local density gradient and the rate of dissipation of turbulent kinetic energy.
The parameterizations of these processes and the architecture of the model have been discussed at length. In particular, Imberger and Patterson (198 1) give a detailed description of the model structure and its application. This reference also gives values of all of the energy conversion efficiencies, which were not changed for this application.
To this basic 1-D model structure was added the ice and snow model described above. The 1-D nature of the model is retained by keeping the partial ice as a fraction of surface area covered; the surface heat transfers are performed separately in open water and ice-covered areas and any horizontal density gradients immediately relaxed. Since partial ice implies an ice thickness of 10 cm, the upper layer in the open water is maintained at this thickness, with horizontal adjustments below this level.
Heat flux from the underlying sediments to the bottom water has been identified as an important component of the winter thermodynamics of small lakes (Mortimer and Mackereth 1958; Welch and Bergmann 1985) . Since both lakes of interest here are deep and of medium size, the bottom heat flux has been set to zero in both cases.
The model requires as inputs daily values of average wind speed, air temperature, and humidity, daily totals of incoming long-and short-wave radiation, and rain and snowfall. The model is initiated by a specified temperature profile obtained from the field data and allowed to run without interference for the extent of the data. Subsequent. field profiles of temperature are used for comparison only.
The parameter values used for the ice and snow model are listed in Table 1 . Albedos for ice and snow are taken from the literature (e.g. Mellor 1977) , and the snow albedo values are consistent with the empirical curves given by the U.S. Army Corps of Engineers (1956) . For most of the simulations the ice is snow covered and the ice albedo is not relevant. Because of the extent of the snow cover, the early parts of the simulations are quite insensitive to the value of the Ice albedo, and a value of 0.25 is adopted for the melting period.
Attenuation coefficients for ice and snow are estimated from the results of Grenfell and Maykut (1977) . There is wide variability across the different types of snow and ice, and these values are representative. The effective bulk attenuation coefficient can be calculated from Eq. 2 and for ice yields a similar depth dependence to that described by Grenfell and Maykut. The decrease in the first few centimeters is, however, not as rapid. Although the model could be tuned by increasing the number of spectral bands, or altering the fractions A, and AZ, the shortwave radiation data available are not of sufficient quality to warrant further sophistication.
Lake Laberge simulation
Snow and ice measurements are available for Lake Laberge on two occasions during the 1982-1983 winter season. A location chart, Fig. 2 , also shows the location of the daily meteorological inputs at Whitehorse, about 50 km south of the lake proper. Incoming long-wave radiation was estimated from measured total and short-wave radiation. Daily inflows and outflows were measured in reasonable proximity to the lake by Water Survey of Canada, but unfortunately inflow temperatures were unavailable and had to be estimated by a riverine temperature model. Initial temperatures of the lake were unknown but were estimated to be isothermal at 4°C shortly after spring breakup. Following usual lake modeling practice, a single attenuation coefficient for the water was assumed. The value of this was estimated as 0.35 m-I. Snow and ice readings were measured at 10 locations across the lake on each of two occasions.
Predicted and observed snow and ice thicknesses are shown in Fig. 3 . Unfortunately, observations of the dates of first appearance of ice and complete freezeup are not available for the lake, but at Whitehorse ice was first observed on the Yukon River on 7 November and the river was covered by 23 November. The simulated date of first appearance of lake ice was 10 November, and complete ice cover was reached by 26 November. Considering the larger thermal capacity of the lake compared to the river, this agreement is encouraging. It should also be noted that an assumed input of riverborne frazil ice formed during the period of river freezeup had very little effect on the rate of freezing over of the lake and at most would advance the above dates by 1 d. This effect may be important in smaller lakes, however, or in cases where the inflowing river remains open at 0°C for most of winter.
Modeled snow and ice thickness are within the observational error on both occasions, giving confidence in the ability of the ice and snow algorithm to model the thermodynamics of ice-covered lakes. The sec- ond example, where water temperature observations are available under the ice, provides a more stringent test of the thermodynamic coupling.
tlabine Lake simulation
The field program and resulting data from the Babine Lake study are fully described elsewhere (Inst. Ocean Sci. Pac. Mar. Sci. Kep. 75-9; Lee 1977; Farmer 1975; Farmer and Carmack 198 1) . As noted above, these data were obtained to study the mixing processes beneath the ice, and virtually no information on the characteristics of the ice and snow cover is available. Although *thermistor chains were deployed at several stations (Fig. 4) for various periods, the only available continuous record through winter was from the station shown. Data from this site were used for model initiation and for later comparisons with model predictions.
The simulation was run from 26 December 1973 to 31 May 1974 , spanning the formation and disappearance of ice covcr. The previous winter period was studied by Farmer (1975) ; the availability of meteorological data for the 1973--1974 winter was superior. The meteorological station failed with the onset of significant ice cover on 3 1 December; subsequent data were obtained from nearby meteorological stations at Pinkut Creek and Smithers Airport. The variations of some of the meteorological forcing over the simulation period are shown in Fig. 5 . Long-wave radiation was estimated from the Swinbank (1963) formula. The single-band attenuation coefficient for water was taken to be 1.0 m-l (Inst. Ocean Sci. Pac. Mar. Sci. Rep. 75-9).
The uppermost thermistor of the chain also failed on 3 1 December and the interpolation procedure used to generate Fig. 6A is unable to represent events above the level of the second thermistor, at a depth of 7 m, beyond that date. The broken line in Fig.  6A is at this 7-m level. The actual date of full ice cover is not known, but the failures of the meteorological station and the upper thermistor on 31 December indicate the presence of significant ice in the center of the lake. Consequently, 1 January is taken as the date of full ice cover. This estimate is supported by the rapid drop in air temperatures (Fig. 5) and cooling in the upper 40 m (Fig. 6A ) preceding this date.
Following the formation of full ice cover there is very little activity in the water column (Carmack and Farmer 1982) , which is then protected from surface events by the ice cover, until the following spring. In view of the extremely weak temperature gradient, the small fluctuations evident in the isotherm depths correspond to very small local temperature fluctuations. In mid-April the increasing short-wave radiation is able to penetrate the ice cover and warm the water below; as this water is <4"C, the result is unstable, and a mixed layer forms, evidenced by the upturn in the 1.5"C isotherm. As the mixed layer deepens, the 2.0", 2.5", and 3.O"C isotherms surface. The thermistor chain data do not continue long enough to show the upturn of the 3.5"C isotherm. As this mixed-layer deepening is the result of short-wave radiation penetrating the ice, it is extremely sensitive to the thickness of the ice and snow cover as well as to transmission properties.
The results of the simulation are presented in the same format in Fig. 6B . The model was initiated with the thermistor chain data on 26 December and run for 156 d-the extent of the meteorological data. The rapid cooling before 3 1 December does not extend to the depth indicated in Fig.  6A , but full ice cover is predicted on 31 December. The predicted isotherm depths remain constant for much of the period, without the small fluctuations evident in Fig.  6A . As noted above, these fluctuations represent extremely small temperature changes. As the water column is protected by surface ice, this prediction of constant isotherm depths is neither surprising nor a particularly good test of the model. The timing of the surfacing of the 1.5", 2.0", 2.5", and 3.O"C isotherms is, however, almost exactly as indicated by the data, resulting from warming and mixing beneath the ice.
This radiation penetration and resultant mixing depends strongly on the snow and ice thicknesses and the reflection and absorbtion properties. The model uses representative values of the latter parameters; the achievement of the desired result means that, at the onset of mixing, the model has predicted essentially correct values of ice and snow thickness. That the subsequent deepening of the mixed layer is also well predicted means that the rate of melting of both ice and snow is accurately modeled. This close correspondence near the end of the simulation and the prediction of full ice on 31 December strongly suggest that the ice and snow algorithm accurately models the formation and ablation of ice and snow over the full period.
The performance of the model during this period of radiation-induced mixing beneath the ice is shown in more detail by the series of field and predicted profiles in Fig. 7 . A --- comparison of the profiles shows that the model accurately predicts the field values on a daily basis, both in terms of the deepening of the mixed layer and the absolute values of temperature. This mechanism can be viewed in another way. Figure 8 shows the difference between the short-wave radiation actually reaching the underside of the ice qsw and the heat flux from the water to the ice qw. The first term causes heating of the water and the second cooling; if the difference is positive, mixing occurs. Figure 8 clearly shows the rapid onset of this mechanism during April, indicating a critical combination of cover thickness and radiation intensity. Once begun, the mechanism is self perpetuating as long as the radiation intensity reaching the water increases. Mixing below the ice brings relatively warm water to the interface, increase3 qw, and causes melting at the interface. The reduced thickness then allows more radiation to pass through the ice and the process continues.
During the period of mixed-layer growth when q,, -qw is positive, it is possible to estimate the effective convective velocity scale, w* (Imberger and Patterson 198 1) from the mixed-layer depth and the heating rate. This scale ranges from 2 x 1 Om3 m s-l on 1'7 April to 4 x 1O-3 m s-l at the end of April 1974 and is in close agreement with the velocity scale estimated by Farmer (1975) for the previous winter period. This velocity scale may be com.pared to the overall mixed-layer deepening rate of 2.17 x lop5 m s-l, which is considerably less than w* since convective stirring must fuel both the potential energy and the turbulent kinetic energy of the mixed layer in the deepening process.
Although there are no comparable field data, predicted ice and snow thicknesses (Fig. 9) are typical of the behavior expected. In particular, the insulating nature of the snow layer is clearly evident, with the rate of change of ice thickness depending strongly on the inverse of the snow thickness. It also may be noted from inspection of Figs. 5 and 9 that the snow disappears rapidly once the mean daily air temperature reaches the rnelting point, as expected.
Di.wxssion
A thermodynamic model of the formation and ablation of an ice and snow cover has been added to an existing 1-D mixing model applicable to lakes and reservoirs. By using a minimum ice thickness, the twodimensional effects of partial ice cover have been. incorporated in this 1-D framework. A direct comparison of predicted ice and snow thicknesses was possible in one case, 0 2 4 6 I Temperature OC tween the ice cover and the water column is obvious. The rate of formation of ice depends in part on the heat flux between water and ice, but the most dramatic effect is underice mixing induced in spring. This mixing, bringing relatively warm water to the ice-water interface, is the dominant mechanism for melting the ice cover, and prediction of the disappearance of the ice then depends critically on the parameterization of this process. Models that use externally specified heat fluxes from water to ice cannot model this process realistically. Although the main objective in the model development was water quality simulation in lakes and reservoirs, the process-oriented approach followed in its construction has allowed interpretation of an interesting physical process. Not only are the physics of the mixed-layer advance discussed in Farmer's (1975) study of free convection in Babine Lake embodied in this model, but also for the first time quantitative estimates of the driving force for this phenomenon (i.e. the short-wave radiation reaching the top of the water column) are possible. In addition it affords the ability to relate this driving force to background environmental conditions. The establishment of this quantitative connection between external conditions and underice mixing should permit reliable transfer of the model to other bodies of water.
