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Abstract
In a competitive marketing, there are a large number of players which produce the same product. Each firm aims to diffuse its
product information widely so that it’s product will become popular among potential buyers. The more popular is a product of a
firm, the higher is the revenue for the firm. A model is developed in which two players compete to spread information in the large
network. Players choose their initial seed nodes simultaneously and the information is diffused according to Independent Cascade
model (ICM). The main aim of the player is to choose the seed nodes such that they will spread its information to as many nodes as
possible in a social network. The rate of spreading of information also plays a very important role in information diffusion process.
Any node in a social network will get influenced by none or one or more than one information. We also analyzed how much
fraction of nodes in different compartment changes by changing the rate of spreading of information. Finally, a game theory model
is developed to obtain the Nash equilibrium based on best response function of the players. This model is based on Hotelling’s
model of electoral competition.
Keywords: Information Diffusion, Social Networks, Independent Cascade model, Rank Degree method, Game Theory, Centrality.
1. Introduction
A competitive market is one in which a large numbers of pro-
ducers compete with each other to satisfy the wants and needs
of a large number of consumers. In a competitivemarket no sin-
gle producer, or group of producers, and no single consumer, or
group of consumers, can dictate how the market operates. They
can not individually determine the price of goods and services,
and how much will be exchanged.
Assume there are two players, P1 and P2, and both are pro-
ducing the same kind of product. They want to promote their
product, which is achieved by spreading information 1 by P1
and information 2 by P2. Both of these informations are com-
petitive. Thus, both firms want to reach large number of con-
sumers. Here, information diffusion comes into play for spread-
ing information.
Information diffusion spreads a piece of information (knowl-
edge) which reaches individuals through interactions [43].
These information can change voting behavior, spread promo-
tion about a product before its launch or increase reputation
of a player [22]. Nowadays, many firms keep detailed social
information about their customers. These social informations
later used by firms for their benefit. In real world, many play-
ers spread information simultaneously. By using social net-
works we can understand this diffusion of information in real
world scenarios [33, 34, 32, 17]. Facebook, Twitter, Google+
are some well-known social platforms. Social network contains
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people and they interact with each other. This interaction cre-
ates relationship among member of the network. For example,
in Facebook networks relationship is friendship, in Google+
network relationship is not just friendship it is a circle. Gen-
erally, people get information from their friends or colleagues.
Information diffusion is a vast research domain and can be
applied to many fields, such as physics, biology, etc. The dif-
fusion of innovation over network is one of the basic reason
for studying networks and spread of diseases among the popu-
lation. We focus on the particular case of spreading informa-
tion in social networks, that includes (i) how does information
spread in a strategic game environment, (ii) path followed by in-
formation into the network, (iii) which node(s) of the network
plays an important roles in the spreading process [12].
Some of the earliest well-structured findings focused in the
field of medical and agriculture for the adoption of an idea
are described in [29, 36]. In contrast of marketing strategies,
for the success of product using “word-of-mouth” and “viral-
marketing”, some researches are done in order to see the dif-
fusion process [1, 4, 6, 10, 24, 28] and the adoption of vari-
ous strategies in game theory models are given [2, 42, 41]. By
taking marketing applications, Domingos and Richardson pro-
posed a fundamental algorithmic problem [6, 28].
Nowadays, there are multiple competitive informations and
they all target to reach the same people, e.g., companies like
Apple, Samsung, etc. produces mobile phones. They are com-
petitor of each other. Their target people are the potential buyer
of mobile phones. In order to attract customers they need to
promote their product. The company whose product market-
ing is better than the other, will get more customers and finally
more profit. Marketing/promotion requires advertisement, dis-
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tribution of free samples, word-of-mouth promotion etc. But
reaching to every customer personally is not at all possible for
any firm. So, the solution is to reach those people who can
further promote their product called “seeds”. From seed, infor-
mation diffusion process starts and reaches to the other potential
customer. Hence, there are two important things (1) Choosing
the seed node. (2) Information diffusion process.
There are number of papers on competitive information
spreading [8, 13, 14, 18]. These competitive information
spreadings can easily be understood by game theoretic models.
Game theory has become one of the key tools to understand the
strategic interactions between individual behavior. Game the-
ory and its main concepts like Nash equilibrium can be used
for both cooperative and competitive behavior [37, 25]. Un-
til now, it is applied in almost every field. Some of these
fields include computer science, biology, ecology, sociology,
public health, traffic management, economics, and mathemat-
ics [9, 38, 35, 31].
We studied Facebook dataset, which helps to understand the
information diffusion process in real world scenario. Informa-
tion starts from some initial nodes and reaches to the entire net-
work. This can be easily seen as an example of product market-
ing. Other dataset used is Wiki-vote in which users are voting
to promote user to adminship.
We applied three methods (1) Degree centrality [consider
node local property], (2) Eigenvector centrality [consider node
global property] and (3) Rank Degree method [use sampling
of the network], for seed selection. These methods allow us
to choose very different types of seed nodes which are impor-
tant in the network in one way or the other. For information
spreading, independent cascade model (ICM) with threshold is
implemented. It is one of the popular methods to analyze the
effect on node due to its neighboring nodes.
In 1978, Mark Granovetter [11], developed threshold mod-
els for collective behavior, based on behavioral threshold. The
analysis is done on binary decision of actor/nodes in a net-
work. Beginning with a frequency distribution of thresholds,
the models allow calculation of the ultimate or “equilibrium”
number making each decision. The stability of equilibrium re-
sults against various possible changes in threshold distribution
is also considered.
In 2002, Duncan J. Watts [39], investigated the global cas-
cades in random networks. They showed that global cascades
in social and economic systems, as well as cascading failures in
networks occur rarely. But gloabal cascades and cascading fail-
ures are large when they occur. They studied binary-decision
model in different conditions. When the network of interper-
sonal influence is sufficiently sparse, the propagation of cas-
cades is limited by the global connectivity of the network; and
when it is sufficiently dense, cascade propagation is limited by
the stability of the individual nodes. In first case, distribution
of cascade is power-law and in the other case, it is bimodal.
Increased heterogeneity of individual thresholds appears to in-
crease the likelihood of global cascades; but increased hetero-
geneity of vertex degree appears to reduce it.
D. Centola et al. [5], studied the cascade dynamics of mul-
tiplex propagation. They showed that random links between
otherwise distant nodes can greatly facilitate the propagation of
disease or information, provided contagion can be transmitted
by a single active node. However, when the propagation re-
quires simultaneous exposure to multiple sources of activation,
called multiplex propagation, the effect of random links makes
the propagation more difficult to achieve.
M. Karsai et al. [16], studied the effect of different topologi-
cal and temporal correlations on spreading in complex commu-
nication networks. They showed that (i) the community struc-
ture and its correlation with link weights and (ii) the inhomoge-
neous and bursty activity patterns on the links, plays an impor-
tant role in spreading speed.
F. Karimi and P. Holme [15], studied thresholdmodels of cas-
cade in a temporal model by extending Watts’ cascade model
[39]. They assumed that people are influenced by their past con-
tacts. Two versions of the model are investigated, where they
respond to the absolute number of such contacts, They observe
that temporal network structure heavily affects these models. In
fractional threshold model, the cascade size decreases with time
window size, but the size of cascade is large for randomization.
In absolute threshold mode, the situation is the opposite.
The seed selection methods and ICM helps us to see insight
of marketing. The ways by which, a small number of initial
nodes can affect the entire network. The dynamics of this diffu-
sion can be understood by ICM.
In the proposed model, two players are considered with two
competing information respectively. Each player has a fixed ini-
tial budget, which he can spend to select seed node(s). Players
choose their seed nodes simultaneously and then information
diffuses according to ICM [7]. ICM represent a network using
directed graph [43] and a node can inform another node in the
network in its acquaintance. Therefore, nodes may or may not
be informed in this model. In the network, nodes which are
informed by at least one information is considered as informed
nodes for the same information. In the underlying network each
node has a threshold for informing itself by a particular infor-
mation. If affect of that information on the node is greater or
equal to threshold value then it will be considered as informed.
A node once informed can further inform its neighboring nodes.
This is a progressive process, where nodes change from non-
informed to informed, but not vice versa.
If a node is informed by more than one informations then,
the information which will affect more is considered as sup-
porter of that information. If node is effected equally by both
informations, then assign that node as a supporter for only one
of the information with equal probability.
The proposedmodel initially converts network into tree using
seed nodes as the root node. Influence of sibling nodes is also
considered for each node at that level of the tree. This gives
more detailed influence of information for a node. We have
also considered node cost in order to choose seed node. The
proposed model is able to find influential spreader in social net-
works for both firms. Later, it spreads both firms information so
that maximum number of nodes in the network are effected and
at the same time, equilibrium is achieved in terms of supporter
for both firms.
In section 2, we describe the proposed model, choosing
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spreader node and information spreading using Independent
Cascade model. In Section 3, Mean field approximation is ex-
plained. In section 4, game theory model is explained. In sec-
tion 5, Simulation and Results are shown. In section 6, Conclu-
sions are given.
2. Proposed Model
LetG(V, E) be an unweighted and undirected network with a
set of n nodes V := {1, 2, ..., n} and a set of links E. We denote
neighbors of i ∈ V as Ni(G) := { j|( j, i) ∈ E} and degree of i
as di := |Ni(G)|. A threshold (how much a node is informed
by any information) for node i, denoted as θi is a probability
between [0, 1]. Node with influence of information(s) greater
than or equal to the threshold, is considered as affected by that
information(s). The influence of information is defined as the
effect on the behavior of node due to the information. Its value
lies between 0 to 1, where, 0 means no influence and 1 means
complete influence of information.
There are two players, P1 and P2 and two informations 1 and
2, respectively. In a network, a node can be Informed/spreader
(means node is informed by atleast one information), sup-
porter (means node is supporting one of the information) and
non-spreader/uninformed (means no information reached to the
node or information(s) reached to the node but its influence is
less than threshold of the node). Nodes on a social network
either support information 1 or information 2 or remain non-
spreader.
In the proposed model, six compartments are possible for
each node, S, A, B, AB, a and b (Figure 1). All these variables
(S, A, B, AB, a and b) are stochastic variables and sum of all
these compartment is 1 at any time. Here, S represents compart-
ment for uninformed nodes, A and B represent compartments
for informed nodes by information 1 and information 2, respec-
tively and AB represents compartment for nodes informed by
both information 1 and 2, while a and b represents compart-
ments for supporter of information 1 and 2, respectively. For
example, a node in compartment A is informed by information
1, a node in compartmentAB is informed by both, information
1 and information 2, a node in compartment a is supporter of
information 1. Let α1 and α2 be the influence of information
1 and 2, respectively (0 ≤ α1 ≤ 1; 0 ≤ α2 ≤ 1). The values
of α1 and α2 are most probably different for different nodes in
the network. For better understanding, different colors are used,
red for information 1 and blue for information 2. For example,
a node in compartment AB is informed by information 1 with
value α1 as shown in red. Similarly, influence of information
2 with value α2 as shown in blue. A node in compartment a is
supporter of information 1. Hence, it is shown completely in
red color. Same is observed for node in compartment b which
supports information 2 and shown in blue color only. (Note:
For a node if (α1 == α2) then, it supports both information
with probability 0.5). β1 and β2 represent rate of spreading of
information 1 and information 2.
Let, α
par
i
be the influence of information i (where, i = 1, 2)
on parent node, αch
i
be the influence of information i on child
node, dch be the degree of child node, κ be the set of children
A
S
B
AB
a b
(α1,0) (0,α2)
(α1,α2)
(0,0)
(α1>α2) (α1<α2)
β1 β2
β2 β1
1
1
1
1
Figure 1: Flow chart for state of nodes, in a competitive environment.
of par, A be the adjacency matrix and αsib
i
be the influence of
information i on node sib of parent node only, where, sib ∈ κ.
So, influence of information i on node ch is given as
αchi =
∑
par∈κ
(
α
par
i
dch
.A(ch, par)
)
+
∑
sib∈κ
α
sib
i
dch
.A(ch, sib)
 (1)
ch, par, sib ∈ V
Initially, all nodes except seed nodes are in uninformed com-
partment. Players choose seed node simultaneously for their
information. A player can use a node as a seed, if it has bud-
get to get that node. The proposed method is described in the
algorithm 1 with time complexity of O(VE).
Notation Meaning
V Number of vertices
E Number of edges
di Degree of node ‘i
′
θi Threshold for node ‘i
′
P1, P2 Players
S Uninformed nodes
A Informed nodes by information 1
B Informed nodes by information 2
AB Informed nodes by information 1 and 2 both
a Supporter nodes of information 1
b Supporter nodes of information 2
α1, α2 Influence of information
β1, β2 Rate of spreading of information
α
par
i
Influence of information ‘i′ on parent node
αch
i
Influence of information ‘i′ on child node
κ Set of children of parent ‘par′
Ad j Network adjacency matrix
αsib
i
Influence of information ‘i′ on sibling node of parent node only
ci Cost of node ‘i
′
dct Degree of central tendency node
Bi Budget of player
< k > Average degree
C.C. Clustering Coefficient ‘i′
µin f luenced Fraction of influenced nodes
µsupporter Fraction of supporter nodes
L Number of levels
F1 , F2 Firms
x1, x2 Position of firms based on informed nodes
Bi(x j) Best response function of firm ‘i
′ when firm ‘ j′ position is x j
yi, y2 Position of firms based on supporter nodes
Bi(y j) Best response function of firm ‘i
′ when firm ‘ j′ position is y j
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Algorithm 1 : Proposed Method
1: Calculate the cost for each node in a network
2: Initialize the budget for each player
3: Choose seed node(s) for each player simultaneously
4: Spread information with Independent Cascade model and
identify supporter(s) for each information
5: Repeat step 2 to 5, multiple times
2.1. Calculating cost for each node
Node cost is the price of node to select as a seed node. This
cost is paid by the firm from the allocated budget. We are using
the central tendency concept to decide the cost for nodes. A
central tendency (or measure of central tendency) is a central
or typical value for a probability distribution [40]. It may also
be called a center or location of the distribution. Colloquially,
measures of central tendency are often called averages. The
most common measures of central tendency are the arithmetic
mean, the median and the mode.
There are two kinds of outliers in any data: Bad outlier and
Good outlier. Bad Outlier: is at an observation that lies at
abnormal distance from other values in a random sample from
a population. In this case, we use median. Good Outlier: is an
observation that lies at a normal distance from other values in a
random sample from a population. In this case, we use mean.
We are considering the degree of a node in order to calculate
its cost. The degree of nodes contains bad outliers, so we are
using median as central tendency. Assign unit cost to the nodes
with central tendency. Cost of remaining nodes can be decided
using linear method.
Node cost estimation is given in algorithm 2. Time complex-
ity for finding central tendency degree using median takesO(n),
where n is total number of nodes in the network. Assignment
of cost using linear method also takes time O(n). Hence, time
complexity for algorithm node cost estimation is O(n).
Algorithm 2 : Node Cost estimation
1: Find the central tendency degree using Median.
2: Assign all nodes with degree equal to central tendency de-
gree as unit cost.
3: Calculate cost for other nodes using linear method.
Let G(V, E) be an undirected network with V nodes and E
edges. Degree of any node i is di and degree of central tendency
node is dct. Cost of node i is ci. Hence,
Linear Method for calculating cost:
∀i ci =
di
dct
, i = 1, 2, ...,V (2)
2.2. Initializing the Budget for Player
Each player, Pi, is initialized with a unit budget Bi(Bi = 1)
to be spent for choosing seed. The idea is that, initially player
must be able to choose at most the node with degree as central
tendency as a seed node. And based on the goodness of the
seed node, player will win or lose from other firm. We can
change the initial budget for players according to our need. Let
consider there are f number of firms then time complexity for
initializing budget is O( f ), where, f <<< n.
2.3. Choosing Spreader Node
There are many methods to decide the importance of a node.
Methods we used to choose seed are:
1. Degree Centrality (DC).
2. Eigenvector Centrality (EC).
3. Rank Degree (RD).
This list of methods is not exhaustive. Hence, in the initial
phase we aimed for these methods.
2.3.1. Degree Centrality
Degree centrality is the simplest index to identify nodes in-
fluences. In case of more connections, a node gets greater influ-
ence. To compare the influences of nodes in different networks,
the normalized degree centrality is defined as
DC(i) =
di
n − 1
(3)
where, n = |V | is the number of nodes inG and n-1 is the largest
possible degree [23].
For dense adjacency matrix representation of the graph, cal-
culating degree centrality for all the nodes in a graph takes
Θ(V2). For sparse matrix representation of the graph, calcu-
lating degree centrality for all the nodes in a graph takes Θ(E).
2.3.2. Eigenvector Centrality
Eigenvector centrality supposes that the influence of a node
is not only determined by its neighbors, but also determined by
the influence of each neighbor [23, 3].The centrality of a node
is proportional to the summation of the centralities of the nodes
to which it is connected. The importance of a node i, denoted
by χi is
χi = c
n∑
j=1
ai jχ j, (4)
Algorithm 3 Eigenvector Centrality
1: Start by assigning centrality score of 1 to all nodes(χi=1, ∀
i in the network)
2: Recompute scores of each node as weighted sum of cen-
tralities of all nodes in a node’s neighborhood:
χi = c
∑
j∈N
ai jχ j
3: Normalize χ by dividing each value by the largest value
4: Repeat steps 2 and 3 until values of χ converge.
which can be written in the matrix form as
χ = cA
−→
χ (5)
where, c is a proportionality constant. Generally, c = 1/λ in
which λ is the largest eigenvalue of A. Time complexity for
eigenvector centrality is O(V3).
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2.3.3. Rank Degree
This method is based on graph sampling, the problem of se-
lecting a small subgraph which has the topological properties
as the original graph. A sampling method effectively identifies
the influential spreader if and only if (a) the fraction of top-k
common nodes in the samples and in the graph is on an average
sufficiently large and (b) the ranking of these nodes in the sam-
ples are close to the original ranking in the graph [30]. Time
complexity of rank degree algorithm is O(n2) for sparse matrix.
Algorithm 4 Rank Degree Algorithm
1: Set parameters: (i)s:number of initial seeds, (ii) ρ, (iii)
target sample size x
2: Input: undirected graphG(V, E)
3: Output: sample of size x
4: Initialization: {S eeds} ← s nodes selected uniformly at
random
5: S ample← φ
6: while sample size < target size x do
7: {New S eeds} ← φ
8: for ∀w ∈ {S eeds} do
9: Rank w′s friends based on their degree values
10: Selection Rule:
11: (i)RD(max) ∈select the max degree (top-1) friends
of w
12: (ii)RD(ρ) ∈select the top-k friends of w, where k =
ρ.(# f riends(w)), 0< ρ ≤1
13: Update the current sample with the selected edges
(w, f riend(w) on the top-k) along with the symmetric ones
14: Add to {New S eeds} the top-k friends of w
15: end for
16: Update graph G: delete from the graph all the currently
selected edges
17: {S eeds} ← {New S eeds}
18: if {New S eeds} = φ then repeat Step-4 (random jump)
19: end if
20: end while
2.4. Information Spreading
Nodes chosen as initial spreaders are assigned values of α1
and α2 as 1. After choosing the seed node(s), we use inde-
pendent cascade to see how many nodes are informed by each
information. The spreading process involves the three basic el-
ements: Sender, Receiver and Medium.
2.4.1. Cascade Model
Information Cascade is defined as “A behavior of informa-
tion adoption by people in a social network resulting from the
fact that people ignore their own information signals and make
decisions from inferences based on earlier people’s actions”
[12].
In Cascade spreading, network is converted into directed
tree(s) using seed node(s) as a root for each information. Using
these trees, we find the influence of each information on nodes
level by level. The influence of siblings, nodes with the same
parents, at each level is also considered. If there is an edge exist
between siblings in the original network.
The diffusion process is characterized by two aspects: its
structure, i.e., the diffusion graph that who influenced whom,
and its temporal dynamics, i.e., a number of nodes that adopts
the piece of information over time. The simplest way to de-
scribe the spreading process is to consider that a node can be
either spreader (i.e., has received the information and tries to
propagate it) or non-spreader.
A sample network as shown in Figure 2(a) is taken in order
to explain the information spreading process using ICM. Here,
node 2 is the seed node for the information 1 and node 5 is the
seed node for the information 2. Sample network is treated as
tree like structure by both seeds to spread their respective in-
formation simultaneously. Seeds node are the origin point of
information hence, considered as the root node for their infor-
mation. Figure 2(b) shows the tree-like structure of the sample
network by taking node 2 as a seed node for the information 1.
Similarly, for the same sample network, tree-like structure by
taking node 5 as the seed node for the information 2 is shown
in Figure 2(d). There is only the network in the reality, not any
tree but we are considering tree to make it convenient to explain
the spreading process.
Once the selection of seed nodes is done, both seeds spread
their information simultaneously. Information will spread level
by level according to the tree like structure with respect to the
seed node for the information. The link/connection between the
siblings is shown by using colored two-way arrows. This indi-
cates that siblings will pass information to each other. Hence,
the influence of information increases on both of the siblings.
Figure 2(b) shows tree like structure for seed (node 2) of the
information 1 and this information will not be able to flow be-
yond seed (node 5) of the information 2, so we simply removed
seed of the information 2 and all the other nodes not reachable
from node 2. The resultant tree will look like as shown in Fig-
ure 2(c). Now, calculate the influence of information 1 spread
by seed (node 2) on each node of the network. Similarly, the in-
fluence of information 2 spread by seed (node 5) on each node
of the same network is shown in Figure 2(d) and (e). Finally,
from Figure 2(c) and (e) we can easily check influence of the
information 1 and the information 2 on the sample network as
shown in the Figure 3(a).
In a competitive environmentwith two firms F1 and F2, there
are three cases possible, (i) Firm F1 wins, (ii) Firm F2 wins,
(iii) Tie. As we can see in Figure 3(a), node 2 is the seed for
information 1 and node 5 are the seed for information 2. In-
fluence of information 1 on nodes 1, 2, 3, 4 and 10 is higher
than information 2. Hence, they support information 1. Simi-
larly, the influence of information 2 on nodes 5, 6, 7, 8 and 9
are higher than information 1. Hence, they support information
2. As there are equal numbers of supporters for both informa-
tions, this is a tie case. For detailed analysis refer Appendix B.
This process can further be extended to any number of players
or firms.
Figure 3(b) shows the case where firm F1 wins. Node 3 is the
seed and nodes 1, 2, 3, 4 and 10 are supporters for information
1. Node 5 is the seed and nodes 5 and 6 are supporters for
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Figure 2: Sample Network with node 2 and node 5 as the seed for information
1 and 2, respectively.
information 2. Here, nodes 7, 8 and 9 are equally influenced
by both information. Hence, they support both informations
with equal probability. By comparing values of influence of
information at each node, we can decide the polarity of that
node. Time complexity for information spreading is O(VE).
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Figure 3: Spreading information in the network.
3. Mean Field Approximation
Why rate of spreading of information(s) is important in
a competitive environment ? How behavior of population
changes with the change in the rate of spreading of informa-
tion(s) ? This section answers these questions by approximat-
ing the spreading dynamics in mean field framework (Figure
1).
In the proposed model, six compartments are possible for
each node, S, A, B, AB, a and b. All these variables are stochas-
tic variables and sum of all these compartment is 1 at any time.
β1 and β2 are rate of spreading of information and independent
of each other. A node in compartment S can change its com-
partment to compartment A or B depending upon the rate of
spreading of information, β1 and β2. If β1 > β2, then there are
greater chances that nodewill change its compartment from S to
A than A to B. Similarly, if β1 < β2, then there are less chances
that node will change its compartment from S to A than A to
B. If β1 = β2, nodes in state S have equal chances to change its
compartment form S to A and S to B.
If a node is informed by any of the information, then, it may
get informed by other information. Chances of the node to
move from compartment A or B again depends upon the rate
of spreading of other information. If rate of spreading of other
information is sufficiently high to influence the node, then it
changes its compartment from A or B to AB. If node is in-
formed by both informations, then, the node changes its com-
partment from AB to a or b depending upon influence of infor-
mation on the node. Otherwise, the node is only informed by
one of the information, so, it changes its compartment from A
to a or B to b.
On the basis of model discussed, ODE’s are formulated and
are given as follows:
[S˙ ] = −β1[S ]([A] + [AB]) − β2[S ]([B] + [AB])
[A˙] = β1[S ]([A] + [AB]) − β2[A]([B]+ [AB]) − [A]
[B˙] = β2[S ]([B]+ [AB]) − β1[B]([A]+ [AB]) − [B]
[A˙B] = β2[A]([B]+ [AB]) + β1[B]([A]+ [AB]) − 2[AB]
[a˙] = [A] + [AB]
[b˙] = [B] + [AB]
(6)
[S ] + [A] + [B] + [AB] + [a] + [b] = 1 (7)
Note: For detailed analysis refer Appendix A.
4. Game Theory Model
During product launch, firms aim to reach a large fraction of
population using campaign. The free sample distribution is one
of the popular campaign strategies. How free samples of the
newly launched product to be distributed among the population
so that the selected people will influence the large fraction of
potential customers? During the election, each candidate has
its own policies to win. Basically, policies are made for target-
ing voters. So, these policies must reach to all voters in less
time and with high influence. Whom to target during the elec-
tion in order to reach maximum people with candidate poli-
cies? Whom to select your brand ambassador, so that influence
of your product is high on a large number of the population
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? The model is a foundation for answering many of the such
questions, i.e., Electoral competition or Hotelling’s model of
electoral competition [26, 27]. We are using Hotelling’s model
in our proposed work for solving the game theoretic problem.
This problem is a strategic game in which the players are the
firms and seed selection, referred to as a “position”. This po-
sition reflects the importance of seed in the network, i.e., how
much fraction of nodes are informed, spread by the seed node.
Once firms choose their seed node(s), their position is fixed
and can be determined by using Information spreading process
(Section 2.4).
This position is dependent on the cost of the node(s) and bud-
get of firms. Node cost estimation is given in section 2.1 and
budget for firms is described in section 2.2. If a firm can af-
ford to pay a high cost for the seed node, then, there is a higher
probability that firm position is better than other firm. So, the
fraction of informed and supporter nodes for that firm will be
higher. It assures that budget of the firm plays an important role
for the information spreading process in the competitive envi-
ronment.
4.1. Position of firms on the basis of proportion of informed
nodes
In this section, we discuss the position of the firms on the
basis of informed nodes. Suppose 0.9 proportion of nodes of
the population is informed by information 1 and 0.8 proportion
of nodes of the population is informed by information 2. Then,
position of firms on the basis of the informed node is given
in Figure 4. Here, x1 and x2 are positions of firm 1 and firm
2 respectively. A node can be informed by information 1 or
information 2 or, both.
Depending upon the position of firms on the basis of in-
formed nodes, for a firm i, the whole population of the net-
work can be broadly divided into two parts, (I) Uninformed
nodes by information i and (II) Informed nodes by informa-
tion i. Informed nodes by information i can further be divided
into (a) nodes informed by only information i and (b) nodes in-
formed by both information i and information j (This is also
called overlapping proportion of the population of nodes).
Population size is considered large. For convenience, we nor-
malize the population of nodes from 0 to 1. The distribution of
nodes is uniform. The mean position: the position 0.5 with the
property that exactly half population of the network lies to the
left of this position and other half population lies to the right of
this position.
Once firm(s) found proportion of population of informed by
information of that firm(s), then we can set interval for those
firm(s) also. In Figure 4, firm 1’s informed nodes are 0.9, its
interval is from 0 to 0.9 (and position of firm 1 is 0.45
[
0.9−0.0
2
]
)
(0.0 ≤ x1 ≤ 0.5). Firm 2’s informed nodes are 0.8, its inter-
val is from 0.2 (1.0-0.8) to 1.0 (and position of firm 2 is 0.6[
1.0+(1.0−0.8)
2
]
) (0.5 ≤ x2 ≤ 1.0).
The proposed problem can be formulated as game theoretic
model as given below
• Players The Firms.
0
1
(x1)
0.45
0.2
0.5
(x2)
0.6
Informed nodes by information 1
Nodes
informed
by only
information 2
Informed nodes information 2
Overlapping
informed nodes
0.9
Nodes
informed
by only
information 1
Figure 4: Position of firms on the basis of proportion of informed nodes
• Actions Each firm’s set of actions is the set of positions.
• Pre f erences Each firm’s preferences are represented by
payoff function.
Suppose there are two firms. We can find a Nash equilibrium
of the game by the player’s best response functions. Fix the
position of x2 of firm 2 and consider the best position for firm
1. First, suppose x2 >0.5. If firm 1 takes a position from (1-x2)
to 0.5 [(1-x2) < x1 ≤0.5] then, firm 1 wins and firm 2 loses. If
firm 1 takes a position less than (1-x2) [x1 < (1− x2)] then, firm
1 loses and firm wins. If firm 1 takes position exactly at (1-x2)
[x1 = (1 − x2)] then, tie for both firms.
Firm 1’s best response function is defined as
B1(x2) =

{x1 : (1 − x2) < x1 ≤ 0.5} , i f x2 > 0.5.
{0.5}, i f x2 = 0.5.
(8)
Similarly, Firm 2’s best response function is defined as
B2(x1) =

{x2 : 0.5 ≤ x2 < (1 − x1)} , i f x1 < 0.5.
{0.5}, i f x1 = 0.5.
(9)
The firms’ best response functions are shown in Figure 5.
If you superimpose the two best response functions, you see
0.5
0.5
0
1
1
B1(x2)
x2
x1
0.5
0.5
0
1
1
B2(x1)x2
x1
Figure 5: Best response function for firm 1 and firm 2.
that the game has a unique Nash equilibrium, in which both
firms choose the position 0.5, the mean position. We can make
an argument that (0.5, 0.5) is the unique Nash equilibrium of
the game as shown in Figure 6. We can also argue that First,
(0.5, 0.5) is an equilibrium: it results in a tie, and if either firm
chooses a position different from 0.5 then, it loses. Second, no
other pair of positions is a Nash equilibrium, by the following
argument.
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(1) If one firm loses then, it can do better by moving to 0.5,
where it either wins outright (if other firm’s position is different
from 0.5) or ties for first place (if other firm’s position is 0.5).
(2) If the firms tie (because their positions are symmetric about
0.5) then, either firm can do better by moving to 0.5, where it
wins outright.
0.5
0.5
0
1
1
B1(x2)
x2
x1
B2(x1)
(0.5, 0.5)
Figure 6: Nash Equilibrium for Position of firms on the basis of informed nodes
4.2. Position of firms on the basis of proportion of supporter
nodes
In this section, we discuss the position of the firms on the ba-
sis of supporter nodes. Suppose, 0.4 proportion of nodes of the
population are the supporter of information 1 and 0.42 propor-
tion of nodes of the population are the supporter of information
2. Then, firms position on the basis of supporter node is given
in Figure 7. Here, y1 and y2 are positions of firm 1 and firm 2,
respectively.
Depending upon the position of firms on the basis of sup-
porter nodes for a firm i, the whole population of the network
can be broadly divided into two parts, i.e., first, High influenced
nodes by information i and second, Low influenced nodes by
information i. High influence nodes by information i are those
nodes which support information i over information j. So, these
nodes are more influenced by information i than information j.
Low influenced nodes for information i contain nodes which are
not informed by information i and nodes informed by informa-
tion i but the influence of information i is less than the threshold
of the nodes (threshold, θ for nodes is described in section 2).
Low influenced common proportion of nodes are those nodes
which support no information. This behavior is observed be-
cause no information reached these nodes or information(s)
reached to these proportion of nodes but the influence of those
information(s) is less than the threshold of the node.
There may be nodes which are equally influenced by both
information. In this case, they support both information with
equal probability. Hence, considered supporter for both infor-
mation.
The firm(s) who obtains the most proportion of supporter
nodes gets more profit. Each firm cares only about profit; no
firm has an ideological attachment to any position. Specifically,
each firm prefers to high profit than to tie (equal profit for both
firm) for the first place than to low profit, and if it ties for the
first place it prefers to do so with as few other firms as possible.
Once fraction of supporter nodes is found for the firm(s) then,
we can set interval for those firm(s) also. Example, In Figure
7, firm 1’s supporter nodes are 0.4, its interval is from 0 to 0.4
(and position of firm 1 is 0.2
[
0.4−0.0
2
]
) (0.0 ≤ y1 ≤ 0.5). Firm
2’s supporter nodes are 0.42, its interval is from 0.58 (1.0-0.42)
to 1.0 (and position of firm 2 is 0.79
[
1.0+(1.0−0.42)
2
]
) (0.5 ≤ y2 ≤
1.0).
0
1
0.2 (y1) 0.4 0.5 0.58 0.79 (y2)
High inuened nodes for information 1 Low inuened nodes for information 1
Supporter nodes for information 1
Supporter nodes for information 2
Low inuened nodes for information 2 High inuened nodes for information 2
Low inuened
ommon nodes
Figure 7: Position of firms on the basis of proportion of supporter nodes
Similarly, here we can find a Nash equilibrium of the game
by the player’s best response functions shown in Figure 8.
Firm 1’s best response function is defined as
B1(y2) =

{y1 : (1 − y2) < y1 ≤ 0.5} , i f y2 > 0.5.
{0.5}, i f y2 = 0.5.
(10)
Similarly, Firm 2’s best response function is defined as
B2(y1) =

{y2 : 0.5 ≤ y2 < (1 − y1)} , i f y1 < 0.5.
{0.5}, i f y1 = 0.5.
(11)
n
0.5
0.5
0
1
1
B1(y2)
y2
y1
0.5
0.5
0
1
1
B2(y1)y2
y1
Figure 8: Best response function for firm 1 and firm 2.
Again, you see that the game has a unique Nash equilibrium,
in which both firms choose the position 0.5, the mean position.
We can make an argument that (0.5, 0.5) is the unique Nash
equilibrium of the game as shown in Figure 9. We can also
argue that, First, (0.5, 0.5) is an equilibrium: it results in a tie,
and if either firm chooses a position different from 0.5 then, it
loses. Second, no other pair of positions is a Nash equilibrium,
by the following argument. (1) If one firm loses then it can
do better by moving to 0.5, where it either wins outright (if
other firm’s position is different from 0.5) or ties for first place
(if other firm’s position is 0.5). (2) If the firms’ tie (because
their positions are symmetric about 0.5), then either firm can
do better by moving to 0.5, where it wins outright.
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0.5
0.5
0
1
1
B1(y2)
y2
y1
B2(y1)
(0.5, 0.5)
Figure 9: Nash Equilibrium for Position of firms on the basis of supporter nodes
5. Simulation and Results
5.1. Data Sets Used
We used Facebook data set andWiki-Vote data set, look their
set statistics in Table 1 and Table 2. Facebook dataset con-
sists of ’circles’ (or ’Friends lists’) from Facebook. It is a sim-
ple (undirected and unweighted) graph, people are nodes and
their friendship is edge. Wiki-Vote network contains all the
Wikipedia voting data from the inception of Wikipedia till Jan-
uary 2008. Nodes in the network represent Wikipedia users and
a directed edge from node i to node j represents that user i voted
on user j.
Table 1: Facebook Dataset Statistics [21]
Nodes 4039
Edges 88234
Nodes in largest WCC 4039(1.000)
Edges in largest WCC 88234(1.000)
Nodes In largest SCC 4039(1.000)
Edges in largest SCC 88234(1.000)
Average clustering coe f f icient 0.6055
Number o f triangles 1612010
Fraction o f closed triangles 0.2647
Diameter(longest shortest path) 8
Table 2: Wiki-Vote Dataset Statistics [20, 19]
Nodes 7115
Edges 103689
Nodes in largest WCC 7066(1.000)
Edges in largest WCC 103663(1.000)
Nodes In largest SCC 1300(1.000)
Edges in largest SCC 39456(1.000)
Average clustering coe f f icient 0.1409
Number o f triangles 608389
Fraction o f closed triangles 0.04564
Diameter(longest shortest path) 7
Using the datasets mentioned in the section 5.1, we try to do
the simulation of the proposed model discussed in section 2. In
this section, after spreading the information in the network we
try to find how much fractions of nodes are influenced by the
information and how much fractions of nodes among informed
actually support the information.
In the network, there are some nodes which are equally in-
fluenced by both information. These nodes support both infor-
mation with equal probability. During simulation, we assigned
these nodes as a supporter of one of the information randomly.
This helps in finding the exact fraction of supporter for each
information for a given pair of seed nodes.
In order to simplify the case of a tie (or equilibrium) between
the firms, a margin of 5% is considered. Margin is nothing
but the boundary for the difference between the fraction of sup-
porter of two firms. If the difference is less than this margin, we
can say equilibrium is achieved. A figure showing the equilib-
rium between the firms for the different fraction of supporters
is shown in Figure 10. ρ1 and ρ2 are the fraction of supporter
for information 1 and information 2 respectively. Green region
in the Figure 10 shows the equilibrium region.
0
0.05
0.05
0.5
0.5
ρ1
ρ2
Figure 10: Equilibrium region.
5.1.1. Results for Facebook and Wiki-Vote data
In this section, results are shown for all three methods, DC,
EC and RD on Facebook and Wiki-Vote data. As there are two
competitive information (i.e., in f om 1 and in f om 2), and three
methods for seed selection. Hence, for better analysis of these
methods, results are further categorized into a fraction of in-
fluenced nodes (µin f luenced) and a fraction of supporter nodes
(µsupporter) for each information. In order to extend the analy-
sis, random networks, tree, and random regular networks, other
than Facebook dataset and Wiki-vote dataset are also gener-
ated. The properties of these networks are explained in upcom-
ing sections. Here, x-axis represents number of levels ‘L’ and
y-axis represents a fraction of influenced nodes, µin f luenced or
fraction of supporter nodes, µsupporter . In Figure 11(a), for Face-
book network and Wiki-Vote network, how µin f luenced increases
with L for different methods is shown. For Facebook dataset,
we can observe that µin f luenced for DC increase faster than EC
but equivalent to RD. The main reason for this difference is the
seed selection technique of these methods, which is discussed
in Section 1. Less variance is also observed for DC, EC but
high variance for RD. The main reason for high variance in RD
is target size. The target size is explained in Algorithm 4. The
target size for seed selection is set to 10%. Figure 11(b), shows
how the µsupporter increases over L for different methods. The
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main aim for any firm is to maximize their supporters. We ob-
serve that for DC, µsupporter for both firms are equal at the last
level. Hence, we can say equilibrium is achieved. The fraction
of total population supporting one of the information is also
high. Therefore, DC on Facebook network gives satisfying re-
sult. RD also gives satisfying results but with high variance. On
the other hand, EC is able to achieve equilibrium but fraction of
total population is less as compared to DC and RD. The reason
for this behavior of EC is observed because of its seed selection
technique. The influence of information decreases highly at the
starting of the diffusion process for EC. In, Wiki-vote data, it
is observed (Figure 11(a)) that µin f luenced for DC increases with
levels L. Moderate variance is observed for DC method. Figure
11(a) shows that for EC method, entire network is influenced
by both informations. Less variance is observed for EC. RD
on Wiki-vote network shows moderate variance. Similarly, for
µsupporter on Wiki-Vote network, DC shows (Figure 11(b)) that
significant fraction of the total population is supporting the in-
formation. As the difference between the fraction of supporter
for both informations is less than the margin. Hence, equilib-
rium is achieved for DC but the moderate variance is also ob-
served. Similarly, for EC and RD equilibrium is achieved and
moderate variance is observed as shown in Figure 11(b).
Figure 11(a) shows the combined results for all three meth-
ods DC, EC and RD for fraction of influenced nodes (µin f luenced)
on Facebbok and Wiki-Vote network. It is observed that for the
Facebook dataset, DC and RD both show similar kind of be-
havior whereas EC behaves differently. For Wiki-vote network,
DC, EC and RD all show similar kind of behavior. Finally,
all three methods succeed in influencing the entire network for
both datasets. Figure 11(b) show the combined results for frac-
tion of supporter nodes (µsupporter) in both networks. For the
Facebook network, RD gives better results than DC and EC.
Also, DC results are superior to EC. For Wiki-vote network,
EC and RD give better results than DC.
5.1.2. Results for Random Network 1
Random network 1 is a network with properties that it con-
tains a same number of nodes as Facebook and Wiki-vote net-
work and approximately equal average degree. The clustering
coefficient (C.C.) of the random network 1 is also given for
comparison with the original network. C.C. is defined as “a
measure of the degree to which nodes in a graph tend to cluster
together”. C.C. is a very important property for information dif-
fusion process. It helps to understand the importance of loops
and clusters in the network. For random network 1 with simi-
lar properties to Facebook network, Figure 12(a) shows that in
less number of levels complete network is influenced by infor-
mation compared to original network. This phenomenon is ob-
served for all methods (DC, EC and RD). We can conclude that
the diameter of random network 1 is less than original network.
µsupporter for both information is shown in Figure 12(b). For
DC, less variance is observed and also equilibrium is achieved.
Same behavior like DC is shown by EC (Figure 12(b)). In Fig-
ure 12(b), supporter for information 1 and information 2 are
shown. For DC, it is observed that the difference between the
µsupporter for both information is greater than the margin (5%).
Hence, equilibrium is not achieved. For EC, there is a signifi-
cant improvement in fraction of supporter for information com-
pared to original network. The main reason for this improve-
ment is diameter of the network. As we explained earlier, EC
chooses seed node which is closer to high degree node. If the
number of level increases, then the influence of information de-
creases drastically with each increasing level in the network.
The difference between µsupporter for both information is less
than margin. Therefore, equilibrium is achieved for EC. For
RD method also µsupporter is satisfactory for both information
and also equilibrium is achieved. Similarly, random network 1
is a network with properties that it contains an equal number of
nodes as Wiki-vote network and approximately equal average
degree of the network. The C.C. of this network is also very
less compared to Wiki-vote network. This means that there are
less number of loops in the network. Figure 12(a) shows that
for DC number of levels for influence of information is five.
Similarly, for EC and RD number of levels are five. Therefore,
we can conclude that diameter for random network 1 is less
compared to original Wiki-Vote network. In Figure 12(b) sup-
porters for both informations are shown. For DC, equilibrium
is achieved but moderate variance is observed. Similarly, for
EC and RD equilibrium is achieved and moderate variance is
observed.
For all three methods DC, EC and RD for fraction of influ-
enced nodes (µin f luenced) in the random network 1. It is observed
that, DC, EC and RD all show similar kind of behavior. Finally,
all three methods succeed in influencing the entire network. For
fraction of supporter nodes (µsupporter) RD and EC give better
results than DC on random network 1 with similar properties to
Facebook network. For random network 1 with similar proper-
ties to Wiki-Vote data, all methods show similar results.
5.1.3. Results for Random Network 2
Random network 2 also contains the same properties as ran-
dom network 1. For random network 2 with similar properties
to Facebook network, Figure 13(a) shows that for DC the en-
tire network is influenced by information in four levels. For
EC it takes five levels and for RD, the process takes four lev-
els. Hence, we can conclude that the diameter of the network
is less compared to Facebook network. µsupporter for both in-
formations are shown in Figure 13(b). For DC, less variance is
observed and also equilibrium is achieved. Same behavior like
DC is shown by EC. For RD, moderate variance is observed but
equilibrium is achieved.
For random network 2 with similar properties to Wiki-Vote
network, Figure 13(a), shows the combined results for all three
methods DC, EC and RD for fraction of influenced nodes
(µin f luenced). It is observed that for random network 2, DC,
EC and RD all shows similar kind of behavior. Finally, all
three methods succeed in influencing the entire network. Fig-
ure 13(b), shows the combined results for fraction of supporter
nodes (µsupporter) in the network. For random network 2, DC,
EC and RD all gives same results.
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Figure 11: Facebook and Wiki-Vote Network.
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Figure 12: Random Network 1.
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Figure 13: Random Network 2.
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Figure 14: Tree Network.
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Figure 15: Regular Network.
5.1.4. Results for Random Tree
Random tree network is a tree generated by converting orig-
inal network (Facebook and Wiki-Vote) into a spanning tree.
The Clustering Coefficient of the random tree is zero. Hence,
it ensures that there is no loop in the tree network. As we dis-
cussed earlier, the loop is very important for the information
diffusion process. Now, we can show this experimentally by
comparing the random tree network results with the original
networks. For spanning tree from Facebook network, Figure
14(a) shows that for DC less fraction of nodes of the total pop-
ulation is influenced by the information. Similar behavior is
observed by RD. On the other hand, EC is able to influence
larger population compared to DC and RD. This kind of behav-
ior is observed for DC, EC, and RD because information is not
able to pass the seed node of other information. It is discussed
in section 2.4 using Figure 2. Very less variance is observed for
DC and EC but moderate variance for RD. As there is no loop
or cluster, influence of information diminishes very quickly at
each level. For DC, as shown in Figure 14(b), µsupporter is less
but equilibrium is achieved. Similarly, EC µsupporter is less but
equilibrium is achieved. For RD, µsupporter is less and equilib-
rium is achieved but high variance is observed (Figure 14(b)).
For spanning tree from Wiki-Vote network, Figure 14(a)
shows that for DC less fraction of nodes of the total population
is influenced by the information. Similar behavior is observed
by RD. On the other hand, EC is able is to influence larger pop-
ulation compared to DC and RD (Figure 14(a)). Very less vari-
ance is observed for DC and EC but moderate variance for RD.
For DC, as shown in Figure 14(b), µsupporter is less but equilib-
rium is achieved. Similarly, EC µsupporter is less but equilibrium
is achieved (Figure 14(b)). For RD, µsupporter is less and equi-
librium is achieved but the high variance is observed (Figure
14(b)). It is observed that for random tree network from Wiki-
Vote network,DC gives better results than EC and RD. Also,
RD gives better results than EC.
5.1.5. Results for Regular Network
The regular network is a randomnetwork with approximately
equal average degree of the original network (Facebook and
Wiki-Vote). The degree distribution of nodes in a network
also plays an important role in the information diffusion pro-
cess. The random regular network helps us to understand the
importance of degree distribution of nodes in a network. For
regular network with similar properties to Facebook network,
Figure 15(a), shows the fraction of influenced nodes. For DC,
less fraction of nodes of total population is influenced by infor-
mation. Similar behavior is observed for EC and RD (Figure
15(a)). Similarly, Figure 15(b) shows the fraction of supporter
nodes. For DC, very less µsupporter and moderate variance is ob-
served but equilibrium is achieved. For EC and RD, very less
µsupporter and less variance but equilibrium is achieved (15(b)).
Overall, RD gives much better results than DC and EC.
For regular network with similar properties to Wiki network,
Figure 15(a) shows that for DC less fraction of nodes of total
population is influenced by information. Similar behavior is
observed for EC and RD. For DC very less µsupporter and mod-
erate variance is observed but equilibrium is achieved. For EC
and RD, very less µsupporter and less variance but equilibrium is
achieved (Figure 15(b)). Finally, RD gives much better results
than DC and EC.
These results help to understand
1. Importance of topological loops. Network structure is
important in spreading information. Topological loop is
one of the network property. The importance of topolog-
ical loops is shown by comparing Facebook network re-
sults with random tree. It is observed that spreading slows
down in the tree network. Fraction of supporter decreases
drastically.
2. Importance of degree distribution can be understood by
comparing results of random regular networks with Face-
book networks. The fraction of supporters in random reg-
ular network is less. Hence, network distribution is very
important for spreading process. Similarly, importance of
network properties can be seen for Wiki-vote dataset.
Plot for values of (β1, β2), when [a/(a + b)]=0.5 is shown in
Figure 16. This will unfold the equilibrium state points values
for β1 and β2.
Surface plot for a on different values of (β1, β2) when [a/(a+
b)]=0.5 is shown in Figure 17. These plots unfolds the values
of a at equilibrium against various values of β1 and β2.
For analyzing the change in various compartments with time,
fraction of nodes (i.e., µ) against time are shown in Figure
18 - 21. Initial conditions are: S(0)=0.999, A(0)=0.0005,
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Figure 16: For a/(a + b) = 0.5
Figure 17: Surface plot for a, where a/(a + b)=0.5
B(0)=0.0005, AB(0)=0, a(0)=0 and b(0)=0. Hence, Time In-
terval denotes how values for variable changes in differential
equations for input between 1 to 10. In order to understand
the effect of β1 and β2 on compartments, four different cases
are considered: (1) β1=1 and β2=20, (2) β1=20 and β2=1, (3)
β1=10 and β2=10, and (4) β1=20 and β2=10.
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Figure 18: Time evolution of supporter nodes : For β1=1 and β2=20, a is very
low but b is very high.
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Figure 19: Time evolution of supporter nodes : For β1=20 and β2=1, b is very
low but a is very high.
Steady state of any dynamics is achieved only when all their
nodes in active state(s), i.e. A, B and AB, become zero. Steady
state plot is shown in Figure 22. It shows that for different com-
binations of β1 and β2 ( where, 0≤ β1,β2 ≤20 ), how much
fraction of total supporter lies in compartment a and b.
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Figure 20: Time evolution of supporter nodes : For β1=10 and β2=10, a is very
low but b is very high.
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Figure 21: Time evolution of supporter nodes : For β1=20 and β2=10, b is very
low but a is very high.
Figure 22: Plot for a/(a + b), when A,B and AB =0
6. Conclusions
Cascade model: There are two parameters on which we can
compare results (1) Clustering Coefficient, and (2) Degree dis-
tribution of nodes.
In order to compare methods, all these methods DC, EC, and
RD are very different from each other. Here, the main differ-
ence in results is observed due to seed node selection method.
And this seed node selection directly depends upon network
structure. Hence, the difference we observed in results is due to
(1) seed selection method, and (2) network structure parameters
i.e., clustering coefficient and degree distribution of nodes.
By comparing the results of trees and Facebook network we
can say that the topological loops are important for dynamics
and as a consequence, seed selection algorithms not work well.
And also results compared to random and random regular net-
works say how much the degree distributions are important for
dynamics.
On comparing results on both datasets, (1) Degree centrality
gives better results on both datasets as total fraction of nodes
support any information is high. And also a fraction of nodes
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support each information are in equilibrium. DC shows this
kind of behavior because it gives importance to node degree
for seed selection. (2) Eigenvector centrality shows the better
results for Wiki-vote dataset but not for the Facebook dataset.
This behavior is observed because eigenvector centrality gives
importance to the node whose neighbors are highly connected.
In the Facebook dataset, the average degree of a nodes is very
high and hence, the degree of maximum degree node is also
high. Therefore, the influence of information diminishes very
fast in the Facebook dataset. But in the Wiki-vote dataset, the
average degree is less, so, the influence of information takes the
time to reach its influence less than the threshold. (3) Rank de-
gree method considers the sampling of the network for seed se-
lection. This helps it in choosing a node from which target size
of the network is easily reachable. This method works equally
good on both network and also better than other two methods.
This behavior is observed because of its seed selection tech-
nique.
Mean field model: From the experimental results, we can con-
clude that:
1. If fraction of initial seed nodes for firms and rate of infor-
mation spreading are less, then most of the nodes in the
network remains in the uninformed compartment, S. As
we can see from figure 23, fraction of initial seed nodes
and rate of information spreading are inversely propor-
tonal to each other in order to inform large fraction of
nodes.
Figure 23: Mean Field Model : A=0.0005, B=0.0005
Figure 24: Mean Field Model : A=0.0005, B=0.0005
2. From Figure 24, we can conclude that at some specific
value of β1, maximum fraction of informed nodes by in-
formation 1 is observed. If we increase this value of β1,
then informed nodes for information 1 decreases. Similar
behavior is observed for β2.
3. Fraction of nodes informed by one or both information and
supporter nodes for different information, directly depends
upon fraction of initial nodes and information spreading
rate.
References
[1] Bass, F. M., 1969. A new product growth for model consumer durables.
Management science 15 (5), 215–227.
[2] Blume, L. E., 1993. The statistical mechanics of strategic interaction.
Games and economic behavior 5 (3), 387–424.
[3] Bonacich, P., 1987. Power and centrality: A family of measures. Ameri-
can journal of sociology 92 (5), 1170–1182.
[4] Brown, J. J., Reingen, P. H., 1987. Social ties and word-of-mouth referral
behavior. Journal of Consumer research 14 (3), 350–362.
[5] Centola, D., Eguı´luz, V. M., Macy, M. W., 2007. Cascade dynamics of
complex propagation. Physica A: Statistical Mechanics and its Applica-
tions 374 (1), 449–456.
[6] Domingos, P., Richardson, M., 2001. Mining the network value of cus-
tomers. In: Proceedings of the seventh ACM SIGKDD international con-
ference on Knowledge discovery and data mining. ACM, pp. 57–66.
[7] Easley, D., Kleinberg, J., 2010. Networks, crowds, and markets: Reason-
ing about a highly connected world. Cambridge University Press.
[8] Fotakis, D., Lykouris, T., Markakis, E., Obraztsova, S., 2014. Influence
maximization in switching-selection threshold models. In: International
Symposium on Algorithmic Game Theory. Springer, pp. 122–133.
[9] Friedman, J. W., 1990. Game theory with applications to economics. Ox-
ford University Press, USA.
[10] Goldenberg, J., Libai, B., Muller, E., 2001. Using complex systems anal-
ysis to advance marketing theory development: Modeling heterogene-
ity effects on new product growth through stochastic cellular automata.
Academy of Marketing Science Review 2001, 1.
[11] Granovetter, M., 1978. Threshold models of collective behavior. Ameri-
can journal of sociology 83 (6), 1420–1443.
[12] Guille, A., Hacid, H., Favre, C., Zighed, D. A., 2013. Information diffu-
sion in online social networks: A survey. ACM Sigmod Record 42 (2),
17–28.
[13] He, X., Kempe, D., 2013. Price of anarchy for the n-player competi-
tive cascade game with submodular activation functions. In: International
Conference on Web and Internet Economics. Springer, pp. 232–248.
[14] He, X., Song, G., Chen, W., Jiang, Q., 2012. Influence blocking maxi-
mization in social networks under the competitive linear threshold model.
In: Proceedings of the 2012 SIAM International Conference on Data Min-
ing. SIAM, pp. 463–474.
[15] Karimi, F., Holme, P., 2013. Threshold model of cascades in empirical
temporal networks. Physica A: Statistical Mechanics and its Applications
392 (16), 3476–3483.
[16] Karsai, M., Kivela¨, M., Pan, R. K., Kaski, K., Kerte´sz, J., Baraba´si, A.-
L., Sarama¨ki, J., 2011. Small but slow world: How network topology and
burstiness slow down spreading. Physical Review E 83 (2), 025102.
[17] Kempe, D., Kleinberg, J., Tardos, E´., 2003. Maximizing the spread of
influence through a social network. In: Proceedings of the ninth ACM
SIGKDD international conference on Knowledge discovery and data min-
ing. ACM, pp. 137–146.
[18] Kostka, J., Oswald, Y., Wattenhofer, R., 2008. Word of mouth: Rumor
dissemination in social networks. Structural Information and Communi-
cation Complexity, 185–196.
[19] Leskovec, J., Huttenlocher, D., Kleinberg, J., 2010. Predicting positive
and negative links in online social networks. In: Proceedings of the 19th
international conference on World wide web. ACM, pp. 641–650.
[20] Leskovec, J., Huttenlocher, D., Kleinberg, J., 2010. Signed networks in
social media. In: Proceedings of the SIGCHI conference on human fac-
tors in computing systems. ACM, pp. 1361–1370.
[21] Leskovec, J., Mcauley, J. J., 2012. Learning to discover social circles in
ego networks. In: Advances in neural information processing systems. pp.
539–547.
14
[22] Lim, Y., Ozdaglar, A., Teytelboym, A., 2017. Competitive rumor spread
in social networks. ACM SIGMETRICS Performance Evaluation Review
44 (3), 7–14.
[23] Lu¨, L., Chen, D., Ren, X.-L., Zhang, Q.-M., Zhang, Y.-C., Zhou, T., 2016.
Vital nodes identification in complex networks. Physics Reports 650, 1–
63.
[24] Mahajan, V., Muller, E., Bass, F. M., 1991. New product diffusion mod-
els in marketing: A review and directions for research. In: Diffusion of
technologies and social behavior. Springer, pp. 125–177.
[25] Nash, J. F., et al., 1950. Equilibrium points in n-person games. Proceed-
ings of the national academy of sciences 36 (1), 48–49.
[26] Osborne, M. J., 2004. An introduction to game theory. Vol. 3. Oxford
university press New York.
[27] Osborne, M. J., Rubinstein, A., 1994. A course in game theory. MIT press.
[28] Richardson, M., Domingos, P., 2002. Mining knowledge-sharing sites for
viral marketing. In: Proceedings of the eighth ACM SIGKDD interna-
tional conference on Knowledge discovery and data mining. ACM, pp.
61–70.
[29] Rogers, E. M., 2010. Diffusion of innovations. Simon and Schuster.
[30] Salamanos, N., Voudigari, E., Yannakoudakis, E. J., 2016. Identifying
influential spreaders by graph sampling. In: International Workshop on
Complex Networks and their Applications. Springer, pp. 111–122.
[31] Shoham, Y., 2008. Computer science and game theory. Communications
of the ACM 51 (8), 74–79.
[32] Singh, A., Kumar, R., Singh, Y. N., 2012. Rumor dynamics with accept-
ability factor and inoculation of nodes in scale free networks. In: Signal
Image Technology and Internet Based Systems (SITIS), 2012 Eighth In-
ternational Conference on. IEEE, pp. 798–804.
[33] Singh, A., Singh, Y., 2013. Nonlinear spread of rumor and inoculation
strategies in the nodes with degree dependent tie strength in complex net-
works. Acta Physica Polonica B 44, 5.
[34] Singh, A., Singh, Y. N., 2012. Rumor spreading and inoculation of nodes
in complex networks. In: Proceedings of the 21st International Confer-
ence on World Wide Web. ACM, pp. 675–678.
[35] Tanimoto, J., Fujiki, T., Wang, Z., Hagishima, A., Ikegaya, N., 2014.
Dangerous drivers foster social dilemma structures hidden behind a traf-
fic flow with lane changes. Journal of Statistical Mechanics: Theory and
Experiment 2014 (11), P11027.
[36] Valente, T. W., 1995. Network models of the diffusion of innovations.
[37] Von Neumann, J., Morgenstern, O., 2007. Theory of games and economic
behavior. Princeton university press.
[38] Wang, Z., Kokubo, S., Jusup, M., Tanimoto, J., 2015. Universal scaling
for the dilemma strength in evolutionary games. Physics of life reviews
14, 1–30.
[39] Watts, D. J., 2002. A simple model of global cascades on random net-
works. Proceedings of the National Academy of Sciences 99 (9), 5766–
5771.
[40] Weisberg, H., 1992. Central tendency and variability. No. 83. Sage.
[41] Young, H. P., 2001. Individual strategy and social structure: An evolu-
tionary theory of institutions. Princeton University Press.
[42] Young, H. P., 2006. The diffusion of innovations in social networks. The
economy as an evolving complex system III: Current perspectives and
future directions 267.
[43] Zafarani, R., Abbasi, M. A., Liu, H., 2014. Social media mining: an in-
troduction. Cambridge University Press.
15
Appendix A. Numerical solution for the Proposed Mean Field Model
Numerical simulations of the proposed meal field model to understand more clearly, we took different fraction of seed nodes for
spreading information. Comparison is shown in Figures A.25-A.30, for three different initial values of A and B, i.e., (a) A=0.0005,
B=0.0005, (b) A=0.001, B=0.001 and (c) A=0.01, B=0.01.
(a) A=0.0005, B=0.0005 (b) A=0.001, B=0.001 (c) A=0.01, B=0.01
Figure A.25: This shows how fraction of uninformed nodes changes with values of β1 and β2 as we change initial values of A and B. As result shows on increasing
initial values of A and B, S will diminishes quickly.
(a) A=0.0005, B=0.0005 (b) A=0.001, B=0.001 (c) A=0.01, B=0.01
Figure A.26: This shows how fraction of informed nodes with information 1 changes with values of β1 and β2 as we change initial values of A and B. As result
shows on increasing initial values of A and B, fraction of nodes informed by information 1 will reach their peak value for less value of β1.
(a) A=0.0005, B=0.0005 (b) A=0.001, B=0.001 (c) A=0.01, B=0.01
Figure A.27: This shows how fraction of informed nodes with information 2 changes with values of β1 and β2 as we change initial values of A and B. As result
shows on increasing initial values of A and B, fraction of nodes informed by information 2 will reach their peak value for less value of β2.
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(a) A=0.0005, B=0.0005 (b) A=0.001, B=0.001 (c) A=0.01, B=0.01
Figure A.28: This shows how fraction of informed nodes with information 1 and 2 simultaneously changes with values of β1 and β2 as we change initial values of
A and B.
(a) A=0.0005, B=0.0005 (b) A=0.001, B=0.001 (c) A=0.01, B=0.01
Figure A.29: This shows how fraction of supporter nodes for information 1 changes for different initial values of A and B.
(a) A=0.0005, B=0.0005 (b) A=0.001, B=0.001 (c) A=0.01, B=0.01
Figure A.30: This shows how fraction of supporter nodes for information 2 changes for different initial values of A and B.
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Appendix B. Influence Calculation
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Figure B.31: Influence Calculation in the network.
Lets solve the value of α level by level for information 1. Hence, i=1.
At level 0, there is node 2 only which is also the seed node for information 1. Hence, α2
1
=1.
At level 1, there are node 1, 3 and 4. All these nodes are children of node 2. In these nodes, node 3 and 4 are also connected to
each other.
For node 1,
α11 =
α2
1
d1
+ 0 =
1
1
= 1. (0 because no sibling node connection.)
For node 3,
α31 =
α2
1
d3
+
α4
1
d3
=
1
3
+
(1/3)
3
=
4
9
For node 4,
α41 =
α2
1
d4
+
α3
1
d4
=
1
3
+
(1/3)
3
=
4
9
At level 2, there are node 7 and 10. Node 7 is child of node 3 and node 10 is child of node 4. For node 7,
α71 =
α3
1
d7
+
α10
1
d7
=
(4/9)
5
+
((4/9)/2)
5
=
4
30
For node 10,
α101 =
α4
1
d10
+
α7
1
d10
=
(4/9)
2
+
((4/9)/5)
2
=
4
15
At level 3, there are node 8 and 9. Node 8 and 9 are child of node 7. For node 8,
α81 =
α7
1
d8
+ 0 =
(4/30)
1
=
4
30
For node 9,
α91 =
α7
1
d9
+ 0 =
(4/30)
1
=
4
30
Similarly, solve the value of α level by level for information 2. Hence, i=2.
At level 0, there is node 5 only which is also the seed node for information 2. Hence, α5
2
=1.
At level 1, there are node 6 and 7. All these nodes are children of node 5.
For node 6,
α62 =
α5
2
d6
+ 0 =
1
1
= 1 (0 because no sibling node connection.)
For node 7,
α72 =
α5
2
d7
+ 0 =
1
5
At level 2, there are node 3, 8, 9 and 10. All these nodes are children of node 7.
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For node 3,
α32 =
α7
2
d3
+ 0 =
(1/5)
3
=
1
15
For node 8,
α82 =
α7
2
d8
+ 0 =
(1/5)
2
=
1
5
For node 9,
α92 =
α7
2
d9
+ 0 =
(1/5)
1
=
1
5
For node 10,
α102 =
α7
2
d10
+ 0 =
(1/5)
2
=
1
10
At level 3, there is only one node i.e., node 4. Node 4 has two parents. For node 4,
α42 =
(α3
2
+ α10
2
)
d4
+ 0 =
(1/15) + (1/10)
3
=
1
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