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Abstract. We describe models of single-field inflation with small and sharp step features in
the potential (and sound speed) of the inflaton field, in the context of the Effective Field
Theory of Inflation. This approach allows us to study the effects of features in the power-
spectrum and in the bispectrum of curvature perturbations, from a model-independent point
of view, by parametrizing the features directly with modified “slow-roll” parameters. We
can obtain a self-consistent power-spectrum, together with enhanced non-Gaussianity, which
grows with a quantity β that parametrizes the sharpness of the step. With this treatment
it is straightforward to generalize and include features in other coefficients of the effective
action of the inflaton field fluctuations. Our conclusion in this case is that, excluding extrinsic
curvature terms, the only interesting effects at the level of the bispectrum could arise from
features in the first slow-roll parameter  or in the speed of sound cs. Finally, we derive
an upper bound on the parameter β from the consistency of the perturbative expansion of
the action for inflaton perturbations. This constraint can be used for an estimation of the
signal-to-noise ratio, to show that the observable which is most sensitive to features is the
power-spectrum. This conclusion would change if we consider the contemporary presence of
a feature and a speed of sound cs < 1, as, in such a case, contributions from an oscillating
folded configuration can potentially make the bispectrum the leading observable for feature
models.ar
X
iv
:1
30
7.
34
83
v2
  [
as
tro
-p
h.C
O]
  7
 O
ct 
20
13
Contents
1 Introduction 1
2 Effective Field Theory of Single-Field Inflation 2
3 Effective Approach for Models with Step Features in the Inflaton Potential 3
3.1 Power Spectrum 5
3.2 Bispectrum 8
3.2.1 Consistency Relation 9
3.2.2 Equilateral Limit and Scaling 10
3.2.3 Regime of Validity 11
4 Generalizations 13
4.1 Features in the Speed of Sound 14
4.1.1 Power Spectrum 15
4.1.2 Bispectrum 16
4.2 Accounting for a non-Bunch-Davies wave function: Folded Shape 18
5 Signal to Noise Ratio 20
6 Conclusions 22
A Damping functions 23
B Comparison with previous results and higher-order slow-roll corrections 25
References 31
1 Introduction
One of the goals of modern cosmology is to explain the origin of the observed cosmic struc-
tures, which, according to the standard picture, were seeded by primordial super-horizon
size curvature perturbations, with an almost scale-invariant power-spectrum. This picture is
strongly supported by the results of the Planck satellite observations [1], which are in perfect
agreement with the simplest models of inflation, in which the potential energy of a single
scalar field drives a period of accelerated expansion in the early Universe. However, a wide
class of inflationary models allows to fit the same set of data. It is therefore important to
explore all the possible signatures of inflation, especially in view of the current experimental
effort. The Effective Field Theory of Inflation (EFTI) [2, 3] (see also [4]) is an ideal frame-
work for such an exploration, as it reduces the theory of fluctuations of a single scalar field
around an expanding background to the physics of the Goldstone boson which spontaneously
breaks time-diffeomorphism invariance. It would be desirable then to understand if models
that at first sight seem to be not encompassed by the EFTI (such as, for example, resonance
models or models with features) could nevertheless be described within this formalism.
In this paper we focus on the problem of studying single-field models of inflation with
sharp features in the inflaton potential in the context of the EFTI. The idea of allowing
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for features in the inflationary potential has a long history [5–9], but it came into vogue
several years later as a possible explanation for the apparent “glitches” in the angular power-
spectrum of the Cosmic Microwave Background [10–18], as recently stressed in [19], where
it was pointed out that very sharp features could lead to improvements in the likelihood
of WMAP power spectrum. Beyond the power-spectrum features, it has been shown that
these models generally predict enhanced non-Gaussianity [7, 19–23] and can be motivated
by some high-energy physics mechanisms [24–34]. All this becomes even more interesting in
the light of the recent analyses of Planck [35, 36] which, though in complete agreement with
standard featureless slow-roll scenario, have undertaken detailed investigations on feature
models. More generally, features can also be present in the speed of sound [37–45], giving
also in this case characteristic effects on the power-spectrum, together with possible enhanced
non-Gaussianity. It becomes even more attractive then to find a common setup for this wide
phenomenology. As we will show, in the case of very small and very sharp steps in the
inflaton potential this is achievable in the context of the EFTI. This reformulation of feature
models will allow us to provide a straightforward generalization to features in the speed of
sound or in every coefficient of higher-dimension operators in the effective Lagrangian. One
of the main advantages of our approach is model-independence and a better understanding
of the regime of validity and energy scales involved.
This paper is organized as follows. In section 2 we briefly review the main concepts
behind the EFTI and give the effective action for single-field models of inflation we will
use in the following. In section 3 we show how to describe models with features in the
inflaton potential within EFTI and derive, using the in-in formalism [46], the predicted
power-spectrum and bispectrum of curvature perturbations. In section 4 we generalize the
previous approach to include features in other coefficients of the EFTI and show that the most
interesting case is the case of a feature in the speed of sound. Then we compute the power-
spectrum and bispectrum for this case, including the modification to the mode function,
which brings an enhanced non-Gaussianity in the folded configurations. In section 5 we
estimate the signal-to-noise ratio for the modification of the two- and three-point functions.
In appendix A we give a totally model-independent explanation for the rise of damping
effects in the oscillating spectra and bispectra of models with features. Finally, we compare
our results with the existing literature in appendix B.
2 Effective Field Theory of Single-Field Inflation
In this section we will briefly review the Effective Field Theory of Inflation (EFTI), describing
the main ideas of this approach. The EFTI we employ in this paper was developed in [2, 3]
and we refer the reader to those papers for more detailed explanations.
The crucial point in the EFTI is that, instead of writing a Lagrangian for an inflationary
model and then studying perturbations around the FRW expanding background, we are
interested in studying the most general effective action of fluctuations directly around a quasi-
de Sitter background, where time-diffeomorphisms are non-linearly realized. The relevant
degree of freedom of this effective field theory is then the Goldstone boson, pi, associated with
the spontaneous breakdown of time-diffeomorphism invariance. The field pi will transform
non-linearly, pi → pi − ξ0(x), under time-diffeomorphisms, t → t + ξ0(x), and parametrizes
adiabatic perturbations, i.e. perturbations corresponding to a common local shift in time,
δφ(x) = φ(t + pi(x)) − φ¯(t). Moreover, the field pi is related (at the linear level) to the
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comoving curvature perturbations ζ by
ζ = −Hpi . (2.1)
The most general effective action for pi can be first constructed “geometrically” using only
the metric in a gauge where no scalar perturbations appear explicitly (δφ = 0) and then
it is translated into the “pi-language” by reintroducing the Goldstone boson through the
Stuckelberg trick [2]. At the end, we obtain the Lagrangian
S =
∫
d4x
√−g
[
1
2
M2PlR−M2PlH˙(t+ pi)
(
p˙i2 − (∂ipi)
2
a2
)
+
+ 2M42 (t+ pi)
(
p˙i2 + p˙i3 − p˙i (∂ipi)
2
a2
)
− 4
3
M43 (t+ pi)p˙i
3 + . . .
]
, (2.2)
where a dot stands for a derivative w.r.t. cosmic time t.
An important simplification occurs when considering the physics of the Goldstone boson
at sufficiently high energy, where it decouples from gravity and can be studied neglecting the
mixing with metric fluctuations. As we are interested in making predictions at energies of
order H, as long as the decoupling energy scale Emix is smaller than H, we can safely neglect
the mixing with gravity. Another important point is the time dependence of the coefficients
in eq. (2.2). The standard approach is to look for solutions where H and H˙ do not vary
significantly in time, so that inflation does not cease to be a dynamical attractor, although
they may have in principle an arbitrary time dependence. From this point of view it is
therefore natural to assume that the same holds for every other coefficient: this makes the
Lagrangian approximately invariant under a shift symmetry for pi. This kind of reasoning
usually brings to neglect every operator that would result from the Taylor expansion of the
coefficients,
f(t+ pi) ' f(t) + f˙(t)pi + . . . . (2.3)
Notice that the shift symmetry on pi is nothing else that time translation invariance of the
inflationary background, that is to say, the inflationary background is a quasi-de Sitter space.
We know that this must be the case at least on time scales of order H, in order to have enough
e-foldings to produce the observed spectrum of quasi-scale invariant perturbations. However
there could also be effects that break time translation invariance on time scales much shorter
than H and still give an acceptable quasi-scale-invariant spectrum. This would be the case,
for example, if the slow-roll parameter  = −H˙/H2, which controls the breaking of shift
symmetry, assumes a temporary modification which however does not violate the necessary
condition   1 [47]. We will see in the next section that this is the starting point for
considering inflationary models with step features within the formalism of the EFTI.
3 Effective Approach for Models with Step Features in the Inflaton Po-
tential
The common characteristics of models with features are the breaking of the scale-invariance
of the power-spectrum and an enhancement of higher-order correlators, that strongly depends
on momenta. The traditional road followed to deal with models with step features is to specify
a form for the inflaton potential V (φ) and then study the background evolution of the field,
derive expressions for the modified slow-roll parameters and finally study their effects on the
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behavior of the correlation functions of curvature perturbations . In this section we want
to show how to describe models with step features within the formalism of the Effective
Field Theory of Inflation, studying the effect of features in the Hubble parameter and its
derivatives. Let us first restrict to the simplest scenario, where all the Mn(t) and M¯m(t)
coefficients of higher-order operators in the effective action (2.2) are set to zero. Consider a
potential for the inflaton field of the form [19]
V (φ) = V0(φ)
[
1 + cF
(
φ− φf
d
)]
, (3.1)
which describes a step of height c and width d centered at φf with a generic step function F .
As the field crosses the feature, a potential energy ∆V ' cV is converted into kinetic energy
φ˙2 = 2H˙. As long as the step is small, c  1, it does not ruin the inflationary background
evolution and its effect can be treated as a perturbation on a standard background. The
idea is then simple: we can describe these models into the EFTI through a time-dependent
Hubble parameter H˙. This approach can be easily extended to features in the Mn(t) and
M¯m(t) coefficients of higher-order operators, as we will show in section 4.
We parametrize the derivative of the Hubble parameter as follows,
H˙(t) = H˙0(t)
[
1 + step(t)F
(
t− tf
b
)]
, (3.2)
which implies that the slow-roll  will be 1
 = 0(t)
[
1 + step(t)F
(
t− tf
b
)]
. (3.3)
The quantity step represents the height of the step, while tf is its position and b its charac-
teristic width. The function F (x) goes from −1 to +1 as its argument passes x = 0 with a
characteristic width ∆x = 1. We do not give here any further requirement on the shape of
the step and we shall remain as general as possible throughout the paper. The background
parameters H˙0(t), 0(t) and even step can in principle have a mild time dependence, which is
controlled by the zeroth-order slow-roll parameters 0, η0, etc. However this variation should
be very small in order not to spoil inflation. Moreover, we are interested here in the case
in which the strongest time dependence comes from the step feature, therefore we shall take
them to be constant in our calculations. It also is clear that, if we want an inflationary
background, step should be small, |step|  1, otherwise we could have a violation of the
necessary condition   1. Provided that, we can expand every quantity in step around an
unperturbed background, as, e.g.,
 = 0 + 1 + . . . , (3.4)
where dots stand for terms which are higher than first order in step. Although, as we said,
 is always small, this could not be the case for higher-order slow-roll parameters, which can
temporarily become of order unity or larger. This happens, for example, for the parameter2:
δ =
1
2
d ln 
d ln τ
= − ˙
2H
, (3.5)
1In order to compare, notice that the parameters in Eqs. (3.3) and (3.1) are related by step = 3c/,
1/b = H
√
2/d.
2The choice of the second (and higher) order slow-roll parameters is somewhat arbitrary. Other conventions
are possible, for example δ = H¨/2HH˙ = −− δours.
– 4 –
where dτ = dt/a is the conformal time. We can expand δ in powers of step as
δ = δ0 + δ1 +O(2step) . (3.6)
Notice that this parameter contains a derivative of  (3.3) and hence is proportional to 1/b,
which in principle can be very large. The major contribution to δ1 then comes from
δ1 ' −1
2
step
H
F˙
(
t− tf
b
)
, (3.7)
This is the situation which we are interested in, as it corresponds to a sharp step feature.
It is useful to rewrite quantities in conformal time. This can be easily done, as we are in a
quasi-de Sitter space-time,
τ ∼ −e−Ht =⇒ t− tf
b
= −β ln τ
τf
, (3.8)
where τf is the conformal time at which the step occurs and we defined
β =
1
bH
. (3.9)
Then,
δ1 = −1
2
stepβ F
′
(
−β ln τ
τf
)
, (3.10)
where primes denote derivatives with respect to the argument of F .
Now we come back to the effective action (2.2), with the Taylor expansion in eq. (2.3).
Using eq. (3.2) for the time dependence of the Hubble parameter, we obtain an effective
theory which can describe models with features in the inflaton potential. The advantage in
using this approach is twofold: first, it becomes easier to identify the regime of validity of the
theory and to assess the relative importance of operators. Second, from this point of view
one could easily generalize feature models to the other couplings in the effective Lagrangian
and study all the effects within the same formalism.
3.1 Power Spectrum
The first prediction we want to make is the power-spectrum of the curvature perturbations
in the case of a sharp step in the inflaton potential (β  1 i.e. b  1).. In order to obtain
the equation of motion for the Goldstone boson pi, we need the second-order action, in which
the Hubble parameter is Taylor expanded around pi = 0 [47]
S2 =
∫
d4xa3
[
−M2PlH˙
(
p˙i2 − (∇pi)
2
a2
)
+ 3M2PlH˙
2pi2
]
. (3.11)
From the second-order action we derive the equation of motion for pi:
p¨i +
(
3H +
H¨
H˙
)
p˙i − ∇
2pi
a2
= p¨i +H (3− 2δ) p˙i − ∇
2pi
a2
= 0 , (3.12)
where we have neglected a slow-roll suppressed term. It is easier to discuss the dynamics in
conformal time dτ = dt/a. We can rewrite the action (3.11) in the form
S2 =
1
2
∫
d3xdτ z2
[
pi′2 − (∇pi)2 − 3a2H˙pi2
]
, (3.13)
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where primes denote differentiation with respect to τ and
z2 = −2a2M2PlH˙ . (3.14)
Making the redefinition pi = u/z, we obtain
S2 =
1
2
∫
d3xdτ
[
u′2 − (∇u)2 +
(
z′′
z
+ 3a2H2
)
u2
]
. (3.15)
Notice that the second derivative of z (3.14) contains slow-roll parameters and their deriva-
tives up to the second derivative of , which appears through the parameter
δ˙
H
= − dδ
d ln τ
. (3.16)
It is clear that δ˙/H will give the largest contribution, being proportional to β2. To study its
effects on curvature perturbations, we look at the equation of motion for u in terms of the
variable x = −kτ ,
∂2xu−
2
x2
u+ u =
δ˙
Hx2
, (3.17)
where we have neglected some other slow-roll terms, which are much smaller in the case of
a small, step  1, and sharp, β  1, step.3 This equation can be solved using the Green’s
function technique, treating the right-hand side of eq. (3.17) as a source function for the
left-hand side. The machinery of the General Slow-Roll (GSR) approximation developed
in [19, 49] helps us to accomplish this task and provides us with a useful formula for the
resulting power-spectrum at late times, τ → 0,
lnPζ = lnPζ,0 + 2
3
∫ +∞
−∞
d ln τ W (kτ)
dδ
d ln τ
, (3.18)
where Pζ = k3Pζ/(2pi2) and W (x) is the “window function”:
W (x) =
3 sin(2x)
2x3
− 3 cos(2x)
x2
− 3 sin(2x)
2x
. (3.19)
The zeroth-order power-spectrum is simply
Pζ,0 = H
2
8pi2M2Pl
. (3.20)
Now, from (3.18), integrating by parts and using eq. (3.10) we obtain
lnPζ = lnPζ,0 − 1
3
stepβ
∫ +∞
−∞
d ln τ W ′(kτ)F ′ (−β ln(τ/τf )) , (3.21)
where
W ′(x) =
(
−3 + 9
x2
)
cos(2x) +
(
15− 9
x2
)
sin(2x)
2x
(3.22)
is the derivative of W (x) with respect to lnx.
Notice that if we take the limit β → +∞, the derivative of the step, F ′(x), would become
3All other terms are suppressed at least by 1/β, 0 or step.
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Figure 1. Non-scale invariant part of the power spectrum (3.21) for a hyperbolic tangent step (A.6),
evaluated for step = 0.001 and β = 43pi for illustration purposes.
a Dirac delta function. Then the integration in the previous equation would give a power-
spectrum which exhibits constant amplitude oscillations with frequency 2kτf up to k → +∞.
As we will see better in the next sections, the limit β → +∞ cannot be taken naively since
it is not phyisical, and we must take into account the finite width of the step. The integral
in eq. (3.21) can be analitically evaluated when β  1 (see appendix A and refs. [19, 50]),
leading to
lnPζ = lnPζ,0 − 2
3
stepW
′(kτf )D
(
kτf
β
)
, (3.23)
where D(y) is a damping function normalized to one. As shown in appendix A, D corresponds
to the Fourier transform of the step function F times (−ik), irrespective of the particular
shape of the step. We want to stress that this is a general property for models with very sharp
steps, without any further assumptions on the form of the function F . Some further comments
about eq. (3.23) are in order. The function W ′(x) in (3.22) oscillates between −1 and +1
up to k → +∞ while the function D acts as a damping envelope. As x → 0, W ′(x) → 0
and no spurious super-horizon contributions during inflation are generated. Moreover, the
damping, decaying exponentially, “localizes” the oscillations in an effectively finite range in
k-space. This was desirable and confirms our intuition that the feature should not affect
modes either much before or much after the step. This is clearly visible from figure 1: the
largest contribution is in the range of frequencies 1 . kτf . β, which refers to the modes
which are inside horizon at the time of the feature but whose momenta are not greater than
the inverse of the time, b = 1/βH, characterizing the sharpness of the step. It is also clear
that, as the parameter β becomes larger, the range in k-space in which there are oscillations
also becomes larger. In the limit of an infinitely sharp step, β → +∞, as we already said,
the power-spectrum would gain oscillations with constant amplitude up to k → +∞. Notice
finally that the total height of the step, namely 2step, does not affect neither the frequency
of the oscillations nor the damping and appear in eq. (3.23) only as a multiplicative constant
– 7 –
in front of the non-scale-invariant part of the spectrum.
3.2 Bispectrum
The starting point for computing the bispectrum is the third-order action, which can be
derived from eq. (2.2) Taylor expanding around pi = 0:
S3 =
∫
d4xa3M2Pl
[
−H¨pi
(
p˙i2 − (∇pi)
2
a2
)
− 3H˙H¨pi3
]
. (3.24)
Notice that we could in principle work in the decoupling regime: after canonical normalization
of the pi field, pic = −MPlH˙−1/2pi, we see that we can neglect gravity-mixing interactions if
we work at energies above Emix ∼ 1/2H, which is surely below our infrared cutoff H, as
long as  1.
For the study of non-Gaussianity, we will use the standard in-in formalism (see, e.g. [46])
and compute the expectation value
〈pik1pik2pik3〉 = −i (2pi)3δ3 (k1 + k2 + k3)
∫ 0
−∞
dτ a 〈0|
[
pi
(0)
k1
pi
(0)
k2
pi
(0)
k3
, HI(τ)
]
|0〉 =
= i (2pi)3δ3 (k1 + k2 + k3)pi
(0)
k1
pi
(0)
k2
pi
(0)
k3
∫ 0
−∞
dτ
H2τ2
δ (−β ln τ/τf )×
× pik1(τ)∗
[
2pi′k2(τ)
∗pi′k2(τ)
∗ − k21pik2(τ)∗pik3(τ)∗
]
+ perm. + c.c. , (3.25)
where the interaction HamiltonianHI(τ) can be easily read from the third-order action (3.24).
Although also the operator pi3 should be present, it can be seen from the action (3.24) that
it is proportional to one more factor H˙. Therefore its contribution to the bispectrum will
be suppressed by the  slow-roll parameter. Notice also that for the computation of this
three-point function at leading order we only need the unperturbed mode function
pi
(0)
k (τ) =
i
MPl
√
4k3
(1 + ikτ) e−ikτ . (3.26)
As the deviation from the classic solution (3.26) is proportional to step, its contribution inside
the integral will be suppressed, being at least of order O (2step).4 The calculation simplifies
using the dimensionless variable y = z
√
2kpik, where z is given by (3.14), which has the form
y0(−kτ) =
(
1− i
kτ
)
e−ikτ (3.27)
in the unperturbed case. At leading order in the slow-roll parameters and step we can
evaluate the  and H factors inside the integral at horizon crossing and use τ ∼ −1/aH.
Then, using the linear relation between pi and ζ (2.1) we can write
〈ζk1ζk2ζk3〉 = (2pi)7δ3 (k1 + k2 + k3)
P2ζ,0
4
∫ 0
−∞
dτ
τ2
τy0(k1τ)×
×
[
2
d
dτ
(
τy0(k2τ)
) d
dτ
(
τy0(k3τ)
)− k21τ2y∗0(−k2τ)y∗0(−k3τ)] δ (−β ln τ/τf ) +
+perm + c.c. (3.28)
4As we will see, this will be not true if also a speed of sound is taken into account.
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where we have reconstructed the power-spectrum Pζ,0 (3.20) in front of the expression. This
integral is very similar to the one in eq. (3.21) and can be treated in the same way (see
appendix A): as we work with very sharp steps, β  1, we can evaluate the polynomials
at τ = τf so that we are left with the Fourier transform of the step. At the end of the
calculation we will obtain an oscillating function times a damping envelope. In order to
focus on the particular scaling of this type of non-Gaussianity, it is often useful to consider
the dimensionless quantity [20]:
G(k1, k2, k3)
k1k2k3
=
k21k
2
2k
2
3
(2pi)4P 2ζ,0
B(k1, k2, k3) , (3.29)
where
〈ζk1ζk2ζk3〉 = (2pi)3δ3(k1 + k2 + k3)B(k1, k2, k3) , (3.30)
or the “effective” f˜NL,
f˜NL(k1, k2, k3) = −10
3
k1k2k3
k31 + k
3
2 + k
3
3
G(k1, k2, k3)
k1k2k3
. (3.31)
Since 10k1k2k3/3
∑
i k
3
i is roughly of O(1), the two quantities are of the same order [20]. In
our case, we find:
G(k1, k2, k3)
k1k2k3
=
1
4
stepD
(
Kτf
2β
)[(k21 + k22 + k23
k1k2k3 τf
−Kτf
)
Kτf cos(Kτf )−
−
(k21 + k22 + k23
k1k2k3 τf
−
∑
i 6=j k
2
i kj
k1k2k3
Kτf
)
sin(Kτf )
]
, (3.32)
where K = k1 + k2 + k3.
3.2.1 Consistency Relation
It is well known that the bispectrum of curvature perturbations in single-field inflationary
models satisfies a consistency relation which relates its squeezed limit to the slope of the
power spectrum [51–54] under very general assumptions: 5
lim
kL→0
B(kL, kS , kS) = −Pζ(kL)Pζ(kS)
[
(ns − 1) +O
(
k2L
k2S
)]
. (3.33)
In practice, eq. (3.33), which is an expansion in powers of kL/kS , tells us that the local
physics is unaffected by long-wavelength modes that, being larger than the horizon, cannot
be distinguished from a rescaling of the background. This provides us with a powerful check
of our results. With our notation (3.29), eq. (3.33) becomes [19]
lim
kL→0
G(kL, kS , kS)
k3S
' −1
4
d lnPζ
d ln k
∣∣∣∣∣
kS
' stepβ
(
x
β
)
sin(2x)D
(
x
β
)
. (3.34)
The last equalities comes from the derivative of the power-spectrum (3.23), neglecting terms
of order O(1/β), i.e. we ignore the variation of the envelope D. For the squeezed bispectrum,
5See [55] and refs. therein for a detailed discussion of the conditions under which one can derive the
consistency relation and for those cases where one can evade it. See also refs. [56, 57].
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Figure 2. f˜NL(k1, k2, k3) for the bispectrum (3.32) for a hyperbolic tangent step (A.6) as function of
x2 = k2/k1 and x3 = k3/k1. For illustration purposes we have fixed k1 = 1 and chosen the values step = 0.001,
β = 43pi and ln(−τf ) = 3 for the parameters.
taking the limit (k2 − k3)/2 = kS , k1 = kL → 0 of eq. (3.32) and focusing on the dominant
term, we find
lim
kL→0
G(kL, kS , kS)
k3S
' stepβ
(
kSτf
β
)
sin(2kSτf )D
(
kSτf
β
)
, (3.35)
which therefore satisfies the consistency relation. It is important to notice that, for this
kind of models, the consistency relation holds only for “very” squeezed triangles, that is to
say, here it is not enough to require kL/kS  1. The point is that when we assume that
the only effect of the frozen super-horizon mode on the short wavelength one is a constant
background rescaling, we are assuming that there are no interactions between modes when
they are all within the horizon. This is not our case. Here the expansion in kL/kS will work
only when kL is sufficiently small that the mode is already frozen while the short ones are
not yet perturbed by the occurrence of the step feature. To derive a bound on kL/kS , one
can estimates the contribution of the non-Bunch-Davies state to the total energy density and
require that it leaves the background evolution unaltered [58–60].
3.2.2 Equilateral Limit and Scaling
Notice that in the sharp-feature case, β  1, the dominant contribution in eq. (3.32) comes
from the terms with the steepest scaling with Kτf and near the equilateral limit (as it can
be seen for example in figure 2), where all the momenta are of the same magnitude [19, 45].
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Then we can approximate
G(k1, k2, k3)
k1k2k3
' −stepβ2
(
Kτf
2β
)2
cos(Kτf )D
(
Kτf
2β
)
. (3.36)
Focusing on the envelope only, we can clearly see that we have a maximum contribution for
non-Gaussianity at a scale Kpeak ' 2β/τf , which implies: 6
fNL
∣∣∣∣
peak
∼ stepβ2 . (3.37)
It is clear however that the bispectrum for these models is strongly scale-dependent both for
the oscillating behavior and the envelope. Then, for arbitrary choice of the parameters, the
parameter fNL(k) can change by several orders of magnitude from a scale to another. This
means that an overall amplitude of the oscillations cannot be defined. We argue then that
the ansatz proposed in the papers [20, 21],
ffeatNL sin
(
K
kc
+ φ
)
, (3.38)
does not capture the main characteristics of the bispectra of models with very sharp features
(as noted also in [61]), if the right damping envelope is not considered. This approximation
loses all the information about the sharpness of the feature, which actually sets the scale at
which modes are most affected. The sharper the feature, the more inside the horizon non-
Gaussianity is produced. Notice also that the ansatz (3.38) does not reproduce the correct
physical behavior in the limits Kτf  1 and Kτf  1, since in both cases it does not
vanish automatically. One could solve these problems by hand, multiplying the ansatz (3.38)
by a suitable damping envelope [62], at the price of introducing new unknown parameters,
where “suitable” means that it must reproduce the correct scaling of eq. (3.36), with a
peak at Kτf ' β and a maximum amplitude given by eq. (3.37). This however will not
reproduce correctly the asymmetric behavior of the envelope (3.36), which first grows as
K2 and then decays exponentially fast.7 Moreover, in the limit of an infinitely sharp step,
which would correspond to have a very wide damping, we would obtain again oscillations
with a constant amplitude, while, as it has already been noticed in [19], one should obtain a
quadratic divergence in momenta space. This behavior is easily understood: the parameter
δ (3.10) in the limit β  1 is a Dirac-delta function and its only effect in the integral (3.25)
is to replace every τ with τf , without any damping coming into play. However, as we will
see in a moment, this limit can not be taken exactly, if we want to remain in a perturbative
regime.
3.2.3 Regime of Validity
As we saw, when considering scale dependent bispectra, it is not straightforward to define
the equivalent of the constant fNL, characteristic of scale-invariant models. Therefore, if one
wants to give an estimate of the strength of non-linear interactions, it is necessary to specify
the energy scale of reference. This scale will correspond to the energy of the modes that are
most affected by the cubic interaction, characteristic of feature models.
6Notice that the exact numerical factor in front of eq. (3.37) is model-dependent, as it depends on the
normalization of the function x2D(x), and hence on the form of the step.
7Different scaling with K are possible if the sharp feature is not a step but, e.g., a kink [63].
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In [20], it has been shown that with simple arguments one can estimate a constant ffeatNL
to be used in the ansatz (3.38), ffeatNL ∼ stepβ. This seems to be confirmed by [19], where
this value comes from the ratio L3
L2 ' fNLζ . (3.39)
Here we want to show that those estimates implicitly assume that the previous ratio is
evaluated at an energy scale of order H, that is, only interactions among modes around
horizon crossing are considered. However, as we have seen, the sharper the feature, the more
inside the horizon large interactions among the modes are effective. The point is that the
ratio (3.39) depends on the energy scale [47]. Using the form of the third-order action (3.24),
L3
L2
∣∣∣∣
E
=
H¨
H˙
pi
∣∣∣∣
E
. (3.40)
Now we use the fact that piE at an energy scale E is related to piH at Hubble, and hence to
ζ by
piE ∼ E
H
piH ∼ E
H2
ζ . (3.41)
Moreover, we know from eq. (3.2) the scaling for the time derivatives of the Hubble parameter
H:
H˙ ∼ H2 , (3.42)
H(n) ∼  stepβn−1Hn+1F
(
t− tf
b
)
. (3.43)
As the largest interactions happens when the inflaton is crossing the feature, we shall take
t = tf . From the previous section, we know that in the case of a sharp feature, the modes
which are most affected are inside horizon, kτf ∼ k/afH ∼ β, and hence they have an energy
proportional to the inverse of the characteristic time of the feature 1/b = βH. Substituting
it into eq. (3.40) and using eqs. (3.41), (3.42), (3.43), we find
L3
L2
∣∣∣∣
E∼βH
∼ stepβ2 ζ , (3.44)
which is indeed proportional to the fNL
∣∣
peak
of eq. (3.37). On the other hand, at energies of
order H, we have
L3
L2
∣∣∣∣
E∼H
∼ stepβ ζ . (3.45)
Once more we see that in the case of sharp features, β  1, the largest interaction comes
from modes which are still inside the horizon at the time of the feature. Therefore, the
estimates given in [19, 20] implicitly assumes E ∼ H.
Moreover, if we want our theory to be perturbatively safe, we should also require that
the ratio L3/L2  1. This ratio indeed gives us an idea of the relative importance of the
cubic non-linear interactions with respect to the quadratic ones. From eq. (3.40) we then
derive a bound on β,
β2 . 1
stepP1/2ζ,0
. (3.46)
– 12 –
Figure 3. The shaded region represents the part of the parameter space in which the theory is not under
perturbative control. In the bottom part of the plot, we have also excluded the region where β . 1, as it does
not correspond to a sharp feature. The point represent the best fit value for the Planck analysis [35] of power
spectra with step features, {step, β} ' {0.051, 274.4}.
This bound (see figure 3) is stronger than the bound found in [19], as now we are considering
the energy scale at which the largest possible interactions are produced. Violating this bound
means that we cannot trust any more our perturbative predictions, as the contributions
from the third-order Lagrangians can be as important as the ones from the second-order
Lagrangian [64, 65].8
4 Generalizations
Beside features in the inflaton scalar potential, it could be interesting to study possible
features, for example, in the speed of sound [37–45]. The effective field theory of inflation is
the simplest setup for such a study, as it will be a generalization of features in the  slow-roll
parameter to other coefficients in the effective Lagrangian (2.2). This can be realized by
simply “switching on” the coefficients of higher-order operators that we previously neglected.
The coefficients of these new interactions could then be provided with time dependences in
the form of step features, in the same way as we did for the Hubble parameter.
As we saw in the previous sections, if we allow for a time dependence of the  parameter
(3.3), we must also require that its deviation from a constant 0  1 is small in order not to
spoil inflation. This requirement is also necessary to obtain an approximate scale-invariant
power-spectrum of curvature perturbations. In the spirit of the EFTI, a natural explanation
is the presence of an approximate shift symmetry of the Goldstone boson pi, that guarantees
that the terms of the Taylor expansion (2.3) are all sub-leading with respect to the zeroth-
order terms. This conclusion applies to every coefficient in the effective action and implies
that every term in the Taylor expansion is completely negligible, including the ones coming
8See also [66, 67] for similar bounds derived through adiabaticity-type arguments.
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from expanding H˙. The results of the previous section, however, tell us that we can still
have contributions from the expansion in pi, if the time dependence of the Hubble parameter
assumes a particular form like the one in (3.2). This effect will still give us an approximate
scale-invariant power-spectrum as long as the shift symmetry still approximately holds, in
the sense that it is explicitly broken in a small and controlled way. Then it is conceivable that
also other coefficients in the effective action (2.2) could have the same form. This justifies
the generalized study of possible step features in all the parameters appearing in the effective
action. Therefore, we can parametrize the time dependence of the Mn coefficients as
Mn(t) = M
(0)
n
[
1 +mnFn
(
t− tf
bn
)]
. (4.1)
The meaning of the function Fn and the parameters mn, tf and bn are the same of eq. (3.3)
and we impose mn  1. Now, as we saw for the case of the  parameter (3.3), interesting new
effects arise with operators that are proportional to the derivative of the step, analogously to
eq. (3.10), in spite of the step itself, as they are proportional to the factor 1/bn, which can be
in principle very large. Looking at the Taylor expansion (2.3), we see that the n-th derivative
of every coefficient Mn, only appears together with pi
n. This means that if a coefficient Mn
is present for the first time in the m-th order action, its derivative will appear in the (m+1)-
order action. As an example, consider the coefficient M3 in the effective action (2.2), which
appears at third order in front of the operator p˙i3. If it had the time dependence of eq. (4.1),
at third order we would see one more term in the action, which is however proportional to
m3  1, so that its contribution would be suppressed with respect to the standard one given
by M
(0)
3 . The derivative M˙3, proportional to 1/b3  1, which therefore can be large, will
appear however with the operator pip˙i3 in the fourth-order action, that is, its effects must be
searched for in the trispectrum. This leads us to argue that, at any given order n > 2 in
the effective action, features on a parameter Mn that can be parametrized by eq. (4.1) give
non-negligible effects only if Mn itself has already appeared in the (n − 1)-th order action.
Looking at the action of the EFTI and listing all the terms of the second-order action [68],
one can see that only the coefficients H˙, M2, M¯1, M¯2, M¯3 are present: this means that only
by adding a feature to these coefficients we could hope to see some feature-related effects at
the level of the bispectrum. In practice, we obtain that, neglecting the extrinsic curvature
terms, M¯2, M¯3, the only interesting effects in the bispectrum can come from features in the
Hubble parameter or in the speed of sound.9
4.1 Features in the Speed of Sound
Focusing for simplicity only on the coefficient M42 (t), we can easily see, from (2.2), that we
get a coefficient in front of the time kinetic term which is different from the spatial kinetic
one. In other words, we have a speed of sound
c2s(t) =
−M2PlH˙(t)
−M2PlH˙(t) + 2M42 (t)
. (4.2)
Then, it is clear that if we do not neglect the time evolution of the coefficients, we obtain
also a time variation of the speed of sound.10
9Although also M¯1 is curvature-generated, the corresponding operator is a standard kinetic term and the
parameter can be rewritten as an effective speed of sound for the perturbations [53, 68]. In this paper, we
shall not treat the case of non-vanishing M¯2, M¯3 and leave its study to a future work.
10Notice that even if we do not allow for the time evolution of the coefficient M42 , we still obtain a time-
dependent speed of sound because of the time-varying Hubble parameter (3.2).
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Here we want to make the example of a step feature in M42 (t),
M42 (t) = M
4
2,0(t)
[
1 + σstep(t)F
(
t− tf
bs
)]
, (4.3)
where, as in the case of features in the Hubble slow-roll parameters, we could in principle
allow for a mild time dependence of the zeroth-order parameters. Inserting (4.3) into (4.2),
at first order in the parameter σstep we find
c2s,0(t) = c
2
s,0
[
1− σstepF
(
t− tf
bs
)]
, (4.4)
where 1/c2s,0 = 1 − 2M22,0/M2PlH˙. Notice that although the parameter σstep, bs, tf and the
step function F (x) have similar physical interpretation as the ones in eq. (3.2), in principle
they could be totally different. For the reasons we have already discussed, we must require
that the time variation is small, namely |σstep|  1. This allows us to expand quantities in
the parameter σstep as in eq. (3.4). Now we can define a “slow-roll” parameter,
σ =
d ln cs
d ln τ
= − c˙s
csH
, (4.5)
which controls the time evolution of the sound speed. If we expand it in powers of σstep, at
first order we have
σ1 ' 1
2
σstepβs F
′
(
−βs ln τ
τf
)
, (4.6)
where we have switched to conformal time. The important point here is that this expression
is formally equal to the one found for the δ parameter in eq. (3.10).
4.1.1 Power Spectrum
Following the same steps of the previous sections, in order to study the effects of sharp
features in the power-spectrum we start from the second-order action
S2 =
∫
d4xa3
[
−M2PlH˙
(
p˙i2
c2s
− (∇pi)
2
a2
)
+ 3
M2PlH˙
2
c2s
pi2
]
. (4.7)
The equation of motion for the Goldstone boson pi reads
p¨i +
(
3H +
H¨
H˙
− 2c˙s
cs
)
p˙i − c2s
∇2pi
a2
= p¨i +H (3− 2δ + 2σ) p˙i − c2s
∇2pi
a2
= 0 , (4.8)
where we have neglected a slow-roll-suppressed term. Equation (4.8) is formally identical to
eq. (3.12) and the parameter σ defined in (4.5) enters in the same place as δ (3.5). Both
the parameters have also the same form ((3.10), (4.6)) at first order in the parameters σstep
and step, therefore the main effect on the power-spectrum will be similar. Setting δ = 0 to
focus only on the effects of cs, we can follow the same steps we have followed for the case of
a feature in the  parameter. Switching to conformal time and defining the variable
z2 = −2a2M2PlH˙/c2s , (4.9)
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we find an action in the form of eq. (3.13). Now the second derivative of z contains the
parameter
z′′
z
⊃ σ˙
H
= − dσ
d ln τ
, (4.10)
which gives the dominant contribution in the case of a sharp step, being proportional to β2s .
As it can be easily understood, at this point it is straightforward to write the expression of
the power-spectrum at leading order in σstep:
Pζ = Pζ,0
[
1− 2
3
σstepD
(
ksf
βs
)
W ′(ksf )
]
, (4.11)
where we have used the variable [69]
s =
∫
csdt
a
, (4.12)
so that sf correspond to the time of the feature, W
′(ksf ) is the same oscillating function of
eq. (3.22), Pζ,0 is the standard power-spectrum in the presence of a constant c2s 6= 1:
Pζ,0 = H
2
8pi2  cs,0M2Pl
. (4.13)
Again, the damping function D is nothing else than the Fourier transform of the step itself.
We can see, as already noticed in a previous paper [44] for DBI models, that very small and
very sharp steps in the scalar potential or in the speed of sound have strongly degenerate
effects on the power-spectrum, as both produce damped oscillations. If we want to break this
degeneracy between the two physically different situations, we have to consider the effects
on the bispectrum.
4.1.2 Bispectrum
In order to find the effects of the step in the speed of sound, we should consider the action
(2.2) up to third order in pi, after Taylor-expanding the coefficients of the various operators.
If we focus only on c2s(t + pi), we see that at first order in σstep, we get two new operators,
namely,
− M
2
PlH˙
c2s,0
σstepFs
(
−βs ln τ
τf
)
p˙i
(
p˙i2 − (∇pi)
2
a2
)
, (4.14)
− 2M
2
PlH˙
c2s,0
Hσ pip˙i2 , (4.15)
where σ is given by eq. (4.6). Notice that the first of them is just the standard operator
present in the EFTI with speed of sound [2], times the step function Fs and the parameter
σstep. It is clear then that the non-Gaussianity produced by this operator will be suppressed
by σstep  1 with respect to the standard one, which scales as fNL ∼ 1/c2s. The other
operator instead is proportional also to βs, which is very large in the case of a sharp step.
To find the corresponding bispectrum, we use the in-in formalism, as in eq. (3.25). For the
leading order result we only need the zeroth-order mode function,
pi
(0)
k (s) =
i
MPl
√
4cs,0k3
(1 + iks) e−iks . (4.16)
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Figure 4. As an example, we plot the equilateral limit of the bispectra (3.32) (blue) and (4.17) (dashed
black) as functions of x = −kτf in the case of a hyperbolic tangent step (A.6). The choice of the parameters
are step = σstep = 0.001, β = βs = 43pi, cs = 0.5 for illustration purposes.
and the linear relation (2.1). The calculation proceeds along the same path we followed in
the case of steps in the Hubble parameter and the result assumes a similar form
G(k1, k2, k3)
k1k2k3
=
1
4
σstepD
(
(k1 + k2 + k3)sf
2β
)[
− 2
∑
i 6=j
kikjs
2
f cos
(
(k1 + k2 + k3)sf
)
+
+
∑
i 6=j k
2
i kj
k1k2k3
sin
(
(k1 + k2 + k3)sf
)]
. (4.17)
The damping function has the same meaning and properties as the damping that we have
already seen, as it arises from the same kind of integrals (see appendix A). Comparing
eqs. (3.32) and (4.17), we see that, although very similar, the two bispectra can be in
principle distinguished both for the different frequency of the oscillations and for the different
combination of momenta k1, k2 and k3. As an example, we show in figure 4 the behaviour
of the two bispectra in the equilateral limit, k1 = k2 = k3 = k, in the case of very small
steps in the speed of sound, σstep  1, where the variable s can be approximated with
s ' cs,0τ . Looking at the profiles of the oscillations, we see that both peak at a scale xpeak,
corresponding to the value y = 1, where y is the argument of the damping function D(y).
Then, due to the presence of a factor cs, we have that the first profile peak at xpeak, while
the second at xcspeak = xpeak/cs, which is bigger than xpeak as long as cs < 1. Therefore
we expect that the two physically different cases are well distinguishable as we move from
cs = 1 to smaller values. This conclusion is also reinforced by the non-negligible presence
of the characteristic operators of the small speed of sound scenario, namely the operators
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proportional to (1 − 1/c2s) in the effective action of eq. (2.2).11 Moreover, as we will see in
the next subsection, we should also consider now the correction to the mode functions that
we previously neglected. Notice finally that, as in the case of bispectra for features in , we
can recast eq. (4.17) in a form which involves only an integral in K = k1 + k2 + k3 times
some combinations of the momenta. This is shown in appendix B.
Also in this case we can derive a strong bound on the parameter βs from the perturbative
validity of the theory. In this case, as we have seen, the modes which are most affected
by the interaction have energies of order E ∼ βsH/cs, since the bispectrum peaks around
cs,0kτf ∼ βs. Using the same technique of eq. (3.40), we find
β2s .
c2s,0
σstepP1/2ζ,0
, (4.18)
which is stronger as we move away from cs,0 = 1.
4.2 Accounting for a non-Bunch-Davies wave function: Folded Shape
Another interesting source of features in the bispectrum comes from the correction to the
classical Bunch-Davies mode. So far, we have considered only the standard Bunch-Davies
mode (3.26) in the computation (3.25), as deviations enter with a factor step. Thus, as
the dominant cubic operators are already proportional to step, the contribution would be
suppressed. However, when considering for example speeds of sound different from one, we
have also cubic operators which are zeroth-order in step. As they are enhanced by c
−2
s in
the case of small speed of sound, the effects of a non-Bunch-Davies wave function due to the
presence of features can become relevant, as noted in [45]. This holds even more in general for
every operator in the effective action which is zeroth-order in the parameter that controls the
deviation from Bunch-Davies and happens both if we have features in the slow-roll parameters
or in the speed of sound. In the presence of large interactions, these contributions to the
non-Gaussianity can have a comparable size with the previously considered case. The main
characteristic of this kind of non-Gaussianity is its enhancement in the folded triangle limit
due to the presence of the negative-frequency mode.
In order to see how this mechanism works, we will compute the bispectrum arising
from the operator p˙i3 in the effective action (2.2) in the case of a sharp step in the slow-roll
parameter  and a constant speed of sound c2s < 1. As we saw, the second order action
gives us the equation of motion (4.8), where the non-negligible effect of the parameter δ
results in a modification of the standard mode function (4.16). This is indeed the physical
interpretation of the oscillations in the power-spectrum: the feature excites a non-Bunch-
Davies component with negative frequency [20, 37, 62]. The contribution of this modification
to the wave function in the calculation of the three-points functions at first order in step is
obtained substituting one of the three positive-frequency mode which enter the integration
in the in-in formalism with a negative-frequency one, u− ∼ e−ix (and summing over the
11The bispectrum of the operators p˙i3 and p˙i(∇pi)2 gives just the well-known results for an inflaton with a
non-standard kinetic term (see for example [70]), since correcting the coefficient (1 − 1/c2s) with its step-like
evolution will give only the σstep-suppressed operator (4.14), which is negligible at first order.
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different possible choices of this negative-frequency mode):
〈pik1pik2pik3〉 = (2pi)3δ3 (k1 + k2 + k3)
[
3∏
i=1
−i
4M2Plcsk
2
i
]
1
H
×
×
∫ 0
−∞
dτ
τ
[
d
dτ
(
τyNB(−k1τ)∗
) d
dτ
(τy(−k2τ)∗) d
dτ
(τy(−k3τ)∗)
]
+
+c.c + perm. + other choices of yNB , (4.19)
where we used the dimensionless variable y =
√
2kuk = z
√
2k pik and z is given by eq. (4.9).
The superscript “NB” refers to the negative-frequency contribution. At first order in step it
can be computed solving the equation of motion (4.8) through the Green’s Function technique
[45, 49, 69]:
yNB(−kτ) = −iy∗0(−kτ)
∫ τ
−∞
dτ ′
τ ′
(
1− i
cskτ ′
)2 e−2icskτ ′
2cskτ ′
dδ
d ln τ ′
, (4.20)
where y0 is given by eq. (3.27). After some lengthy algebra and an integration by parts,
we are left in eq. (4.19) with the evaluation of integrals similar to those of the previous
sections, where an oscillating exponential multiplies a polynomial in kτ . Using again the
same technique of appendix A, we end up again with a bispectrum in the form of a oscillating
function times a damping envelope. Instead of the full result, it is easier to focus only on the
dominating factor, proportional to τf ,
G(k1, k2, k3)
k1k2k3
= step
(
1− 1
c2s
)[
3
k1k2k3
∑
i 6=j k
4
i k
2
j − 2
∑
i 6=j k
3
i k
3
j − 3k21k22k23
(k1 − k2 − k3)(k1 − k2 + k3)(k1 + k2 − k3)
]
×
×D
(
Kcsτf
2β
)
Kcsτf cos
(
Kcsτf
)
. (4.21)
As it can be seen from figure 5, the bispectrum (4.21) peaks in the folded limit k1 →
k2 + k3, as it should, given the negative-frequency correction to the mode functions, and
has superimposed oscillations similar to those found for resonant models [47, 71]. To see
the running of this bispectrum in the folded limit, one has to go back to eq. (4.19) and
take k1 = k, k2 → k/2, k3 → k/2. Focusing on the dominant contribution, that is with the
steepest scaling with x = −kτ , we find
G(k1, k2, k3)
k1k2k3
∣∣∣∣∣
folded
= −1
2
step
(
1− 1
c2s
)
D
(
csx
βs
)
c2sx
2 sin(2csx) . (4.22)
Here, the maximum is at a scale cskτf ∼ β and reach the value
ffoldedNL
∣∣∣∣∣
peak
∼ stepβ2
(
1− 1
c2s
)
. (4.23)
This differs significantly from the maximum non-Gaussianity estimated in eq. (3.37), where
the speed of sound was exactly cs = 1. Now, in the folded limit and at the scale k where
the bispectrum peaks, we receive a further enhancement proportional to 1/c2s. As it has
been noted for resonant models [71], also for feature models the folded bispectrum can be
less, equally or more important than the feature bispectrum depending on the values of the
parameters.
– 19 –
Figure 5. f˜NL for the bispectrum (4.19) for a hyperbolic tangent step (A.6) as function of x2 = k2/k1 and
x3 = k3/k1. For illustration purposes we have fixed k1 = 1 and chosen the values cs = 0.4, step = 0.001,
β = 43pi and ln(−τf ) = 4 for the parameters.
5 Signal to Noise Ratio
As a last step, let us make some considerations on the observability of features either in the
power spectrum or in the bispectrum. As we saw, one of the most interesting characteristic
of models with features is the fact that their effects in both these observables depend on
the same set of parameters, which gives, in principle, the possibility to constrain them at
the same time with two independent analyses. It could be interesting then to ask in which
observable we should expect to see a stronger signal. To answer this question, let us estimate
the signal-to-noise ratio as function of the parameters of the model. Following [19, 72], we
write: (
S
N
(δ〈ζ2〉)
)2
' 2pi
∫
d2l
(2pi)2
(
δCl
Cl
)2
, (5.1)(
S
N
(〈ζ3〉)
)2
' 4pi
∫
d2l1
(2pi)2
∫
d2l2
(2pi)2
B2(l1,l2,l3)
6Cl1Cl2Cl3
, (5.2)
where
Cl =
1
52D2
∫
dk1||
2pi
Pζ(k1) , (5.3)
B(l1,l2,l3) = −
2
53D4
∫
dk1||
2pi
∫
dk2||
2pi
B(k1,k2,k3) (5.4)
and k1,2 = (l1,2/D, k1,2||), k3 = −k1 − k2, D is the distance to recombination and || is the
direction along the line of sight. For the explicit calculation, let us focus for simplicity on
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the case of a feature in the  slow-roll parameter in the form of hyperbolic tangent (see
appendix A). From eqs. (3.23), (3.36) we can roughly approximate the maximal signal to
noise accessible to CMB experiments in terms of step, β, and τf [19]:(
S
N
(δ〈ζ2〉)
)2
' 2pi2step
(
D
|τf |
)
lmax , (5.5)(
S
N
(〈ζ3〉)
)2
' 480 2step
(
τf
Gpc
)2( lmax
2000
)4
. (5.6)
Here lmax is the maximum multipole beyond which the signal-to-noise ratio saturates. This
is set either by the resolution of the experiment or by the damped behaviour of our predicted
observables. In fact we have seen that the amplitude of the spectrum and bispectrum is
exponentially damped away for high k, which means that there is an effective maximum
multipole beyond which the signal is strongly suppressed,
ld ' 2Dβ
pi|τf | . (5.7)
Therefore we chose lmax to be the smallest values between the damping scale ld and the
resolution limit lres that we fix at lres ' 2000. Now we make the ratio between eqs. (5.5),
(5.6) to compare the signals from the modifications of the two-point function and the three-
point function. In the case ld < 2000 we find:(
S
N
(〈ζ3〉)
)
(
S
N
(δ〈ζ2〉)
) ' 10−5 β3/2 . (5.8)
Using the bound (3.46) for consistency of the perturbation expansion, we obtain the inter-
esting result that: (
S
N
(〈ζ3〉)
)
(
S
N
(δ〈ζ2〉)
) . 1 unless step . 10−3 . (5.9)
On the other hand, if we take lmax = 2000, we obtain:(
S
N
(〈ζ3〉)
)
(
S
N
(δ〈ζ2〉)
) ' 10−3( |τf |
Gpc
)3
. 1 unless |τf | & 10 Gpc . (5.10)
However, as we chose lmax = 2000, we have
ld ' 2Dβ
pi|τf | > 2000 . (5.11)
Then, violating the inequality (5.10) requires at the same time
10 Gpc . |τf | . 10−3Dβ
pi
(5.12)
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which requires in turn that
β & 104pi
(
D
Gpc
)−1
. (5.13)
One more time, looking at the bound of eq. (3.46), we obtain that this can happen only for
very small values of the step parameter. However, as step becomes smaller, we also expect
that the signal-to-noise ratio of the bispectrum itself will become smaller. This can be seen
from eq. (5.6): (
S
N
(〈ζ3〉)
)2
. 480 2step
(
τf
Gpc
)2
. 480 2step
(
D
Gpc
)2
. (5.14)
The last inequality comes from the cutoff |τf | . D imposed by the projection onto the
spherical sky [19]. It is clear then that we would not have a signal-to-noise ratio larger than
one if we have step . 10−3.
This means that the most sensitive test for these models is the feature part of the
power spectrum, unless the height of the step is extremely small, so that one can increase
the value of the sharpness of the feature without violating the bound (3.46). However, in
this case, it would be too hard to detect any feature effect, as the signal-to-noise would be
very small. This conclusion remains valid if we generalize to features in the speed of sound,
where we have an even stronger bound (4.18) as we move away from cs = 1. The only case
that could in principle escape this conclusion would be the case of folded non-Gaussianity.
Those configurations can potentially make the three-point function the leading observable
for feature models since, for particular choices of the parameters, the folded bispectrum can
become dominant and enhance the signal-to-noise ratio. This can be understood also focusing
on the parametric scaling of fNL
∣∣
peak
of eq. (4.23), which is proportional to β2 but also to
1/c2s, receiving then a further enhancement.
6 Conclusions
In this work we have studied models with features, using the approach of the Effective
Field Theory of Inflation. We derived predictions for the power-spectrum and bispectrum
for models where a feature is present in the slow-roll parameter  or in the speed of sound
cs. The starting consideration is that on very small time-scales the background evolution
could be very different from de Sitter, as long as the deviation is small enough to preserve
inflation and soon comes back to the attractor solution. As a step feature in the potential
of the inflaton translates into a similar feature in the slow-roll parameter  = −H˙/H2, we
can describe these models in the EFTI giving a specific form to the time-variation of the
Hubble parameter and its derivatives. This is valid in the case of a very small and very
sharp step. Here, “small” means that the total deviation of the slow-roll parameter (t) from
the constant 0  1 must be controlled by a parameter step, which is indeed related to the
height of the step, while “sharp” means that the characteristic time-scale of the variation,
b, should be much smaller than the characteristic time, H−1, of inflationary evolution. This
means that the parameter characterizing the sharpness of the step feature is β = 1/(bH) 1.
Under these assumptions, it is possibile to analytically compute the effects of features in the
power-spectrum and bispectrum. These effects are larger for modes still inside horizon at
the time of the feature. We also showed that the expected amplitude of non-Gaussianity at
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the scale where it receives the largest enhancement is different from estimates in the previous
literature.
Our technique also allows for a straightforward generalization to include possible fea-
tures in other coefficients of the EFTI Lagrangian. Very interestingly, we found that in this
case at the level of the three-point function, excluding curvature terms, the only interesting
scenario is the one of a feature in the speed of sound. Then, we have computed the power-
spectrum and bispectrum for this scenario, showing that the degeneracy between the cases
of steps in the potential and the speed of sound, which is present in the power-spectrum, can
in principle be removed at the bispectrum level.
In models with resonant non-Gaussianity there is also the possibility of having an en-
hanced bispectrum in the folded limit. This happens when considering the non-Bunch-Davies
mode functions in the calculation of the three-point correlators. Also in the case of models
with features it is possible to encounter such a situation. The temporary deviation from
slow-roll evolution due to the step, induces a modification of the mode function which is nat-
urally proportional to the height of the step feature step. Therefore, any contribution of this
modification in operators that are already proportional to step is suppressed at leading order.
In the presence of a speed of sound cs < 1, however, there are operators which are zeroth-
order in step. The corrected mode function there can give contributions to non-Gaussianity
which can be less, equally or more important depending on the parameters of the model and
exhibits an oscillating folded shape, analogously to the resonant case.
Finally, the study of the energy-scale of the modes most affected by non-linear interac-
tions has allowed us to put also a strong upper bound on β, which comes from the requirement
of validity of a perturbative treatment. This severely restricts the space of parameters allowed
for models with sharp features and suggests that the exact limit of an infinitely sharp step
is inconsistent. Moreover, this bound can be used to compare the ratio of the signal-to-noise
ratio for the three-point function to the one of the two-point function. Our result is that,
within the range of validity of the effective approach, the two-point function has the highest
signal-to-noise ratio, unless the height of the step is extremely small. However, as the ampli-
tude of the bispectrum is proportional to the height of the step itself, we expect at the same
time a smaller value of non-Gaussianity. This suggests us that if a future experiment will
show a statistically significant detection of feature effects in the bispectrum without an even
more significant detection in the power-spectrum, the result would be difficult to explain only
in the frame of models with features in the inflaton potential. The situation would change if
we consider the contemporary presence of a feature together with a speed of sound cs < 1, as
contributions from the folded configuration can potentially make the bispectrum the leading
observable for feature models.
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A Damping functions
In this appendix, inspired by [19, 50] we provide a general treatment for the computation of
the typical integrals that can be found when studying models with features. These integrals
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in conformal time are generally of the form:
I = β
∫ +∞
−∞
d ln τ p(kτ) cos(2kτ)F ′ (−β ln(τ/τf )) , (A.1)
or with sine instead of cosine and where p(kτ) is a sum of polynomials. We use the same
notation of eq. (3.10), where F ′(x) denotes the derivative of the step function F (x) with
respect to its argument and β = 1/bH is taken to be β  1 in the case of sharp step features.
Notice that, as β  1, the derivative of the step F ′(x) is strongly peaked in its central value,
namely τ = τf . The polynomials varies slowly in the small region where F
′(x) is non-zero
and we can replace them by their value when F ′(x) is peaked, namely (kτ)n → (kτf )n. Then,
we can use the exponential form of sine and cosine and change variable to y = −β ln(τ/τf )
to obtain
1
2
p(kτf )
[∫ +∞
−∞
dy exp
{
2ikτfe
−y/β
}
F ′(y) +
∫ +∞
−∞
dy exp
{
−2ikτfe−y/β
}
F ′(y)
]
. (A.2)
Now we linearize the exponential, exp(−y/β) ' 1− y/β, to give:
1
2
p(kτf )
[
e2ikτf
∫ +∞
−∞
dy e
− 2ikτf
β
y
F ′(y) + e−2ikτf
∫ +∞
−∞
dy e
2ikτf
β
y
F ′(y)
]
. (A.3)
We can make this substitution as long as y  β, that is to say that the validity of the
approximation breaks down for τ  τf . However, since τf is the position of the step in
conformal time, this corresponds to early times or much before the step, where we expect
that the integral is already negligible. Notice now that the two integrals in the previous
equation are actually the same integral: F ′(x) is even , being the derivative of the step F (x),
which is an odd function. As a consequence, we can reconstruct the cosine in front of the
integral and write
I = p(kτf ) cos(2kτf )
∫ +∞
−∞
dy e
− 2ikτf
β
y
F ′(y) . (A.4)
It is easy to recognize the Fourier transform of the derivative of the step with respect to the
variables y and 2kτf/β, which is nothing else that the Fourier transform of the step itself
I = 2 p(kτf ) cos(2kτf )
(
2ikτf
β
Fˆ[F (y)]) = 2 p(kτf ) cos(2kτf )D(kτf
β
)
. (A.5)
We have obtained an oscillating function (with sine or cosine), times a damping envelope D
which is normalized to one. The further factor 2 is due to the fact that F (x) goes from −1
to +1. This is a quite general result that depends only on the assumption of a very small
and very sharp step. It is also reminiscent of the classical quantum mechanics problem of a
potential barrier, where the reflection probability is proportional to the Fourier transform of
the barrier itself. For different choice of the step shape, we obtain different damping effects
(see figure 6):
F (x) = tanh(x) =⇒ D
(
kτf
β
)
=
pikτf/β
sinh (pikτf/β)
, (A.6)
F (x) =
2
pi
arctan(x) =⇒ D
(
kτf
β
)
= e
−2
∣∣∣ kτfβ ∣∣∣ , (A.7)
F (x) =
2√
pi
∫ +∞
−∞
e−x
2
=⇒ D
(
kτf
β
)
= e
−
(
kτf
β
)2
. (A.8)
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Figure 6. Step functions F (x) and damping functions D(x) for different choice of the step shape, namely
hyperbolic tangent (A.6) (black), arctangent (A.7) (dashed blue), gaussian integral (A.8) (dotted red) profiles.
Finally, consider the case β → ∞, which is the case of an infinitely sharp step. This corre-
sponds to a step function in the form of an Heaviside function, whose derivative is a Dirac
delta function. In this case the integral (A.1) is straightforward and correspond to take
τ = τf everywhere. We can see explicitly that no damping envelope arises and oscillations
persist in all k-space.
B Comparison with previous results and higher-order slow-roll corrections
In this appendix we show a comparison of our bispectrum (3.28) with that obtained in the
previous literature and in particular in the GSR approach [19]. First of all, consider the
third-order action (3.24). With an integration by parts, it can be rewritten as
S3 =
∫
d4xa3M2Pl
(
1
2
H¨
δL
δpi
∣∣∣∣
1
+
1
2
...
Hpi
2p˙i
)
−
∫
d4xM2Pl
d
dt
(
a3H¨pi2p˙i
)
, (B.1)
where we have grouped the terms into the linear equation of motion and a boundary term.
It is well known [73–75] that a field redefinition takes care of all these terms, leaving us with
the task of computing the three-point function only for the operator pi2p˙i. Notice now that
...
H = −H4 dδ
d ln τ
, (B.2)
where we have used (3.2) and (3.10). Using the in-in formalism, we find the same expression
of eq. (3.25), where however, the integral over conformal time is to be replaced by the new
integral: ∫ 0
−∞
d ln τ
1
3τ3
dδ
d ln τ
(
d
d ln τ
pi3
)
. (B.3)
Using (3.26) for the modes and taking permutation and conjugates, we end up with a bis-
pectrum in the form:
G(k1, k2, k3)
k1k2k3
=
1
8k1k2k3
−I0(K)k1k2k3 − I1(K)∑
i 6=j
k2i kj + I2(K)K(k
2
1 + k
2
2 + k
2
3)
 ,
(B.4)
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Figure 7. In the left panel, plot of G(k1,k2,k3)
k1k2k3
(3.36) (blue) and the GSR bispectrum [19] (dashed red) in the
equilateral limit as function of −kτf in the hyperbolic tangent case (A.6), together with the envelope profile.
In the right panel, difference between the two, divided by the envelope. The choice for the parameters are
β = 43pi and step = 0.001 for illustration purposes.
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Figure 8. In the left panel, plot of G(k1,k2,k3)
k1k2k3
(3.32) in the squeezed limit (blue) and the GSR bispectrum
[19] (dashed red) in the squeezed limit as function of −kτf in the hyperbolic tangent case (A.6), together with
the envelope profile. In the right panel, difference between the two, divided by the envelope. The choice for
the parameters are β = 43pi and step = 0.001 for illustration purposes.
where K = k1 + k2 + k3 and
In =
∫
d ln τ
dδ
d ln τ
Wn(Kτ) , (B.5)
W0(x) = x sinx , W1(x) = cosx , W2(x) =
sinx
x
. (B.6)
This is formally identical to the GSR form of the bispectrum [19, 45, 75]. One can solve it in
the same way as it has been done for the power spectrum (3.18), performing an integration
by parts and then using the results of appendix A. As it can be seen from figure 7 and
figure 8, the bispectra that we have computed are equal to the GSR ones to very good
approximation. The only difference, of the order of 10 − 15%, arises for very large scales,
k → 0, where however the non-Gaussianity will be too small to be appreciable. We conclude
that our analysis correctly reproduces the effects of sharp step features.
– 26 –
Also the bispectrum for models with features in the speed of sound can be written in a
form similar to eq. (B.4). As we saw, the bispectrum (4.17) has been obtained from eq. (3.25)
with the interaction Hamiltonian given by the operator in eq. (4.15), with the integration
procedure described in appendix A. Let us do here an intermediate step, considering the
integral
I(k1, k2, k3, τ) =
∫ 0
−∞
ds
s2
σ (−βs ln(s/sf ))
[
pik1(s)
∗pi′k2(s)
∗pi′k3(s)
∗ + perm. + c.c.
]
, (B.7)
which is nothing else that the commutator of the in-in formalism after extracting all the
factors that will reconstruct the square of the power spectrum in the final bispectrum (4.17).
Using the expression of the mode functions (4.16), we obtain
I(k1, k2, k3, τf ) =
1
k31k
3
2k
3
3
k1k2k3∑
i 6=j
kikj
∫ +∞
−∞
d ln s σ (−βs ln(s/sf )) s2 cos(Ks)+
+
∑
i 6=j
k2i kj
∫ +∞
−∞
d ln s σ (−βs ln(s/sf )) s sin(Ks)

(B.8)
Then one can integrate by parts the two pieces of I(k1, k2, k3, τf ), sum them and arrive to
the expression
G(k1, k2, k3)
k1k2k3
=
1
8k1k2k3
[T0(k1, k2, k3)J0(K) + T1(k1, k2, k3)J1(K)] , (B.9)
where
Jn =
∫
d ln s
dσ
d ln s
Zn(Ks) , (B.10)
Z0(x) = cosx , Z1(x) = x sinx . (B.11)
and
T0(k1, k2, k3) =
∑
i 6=j k
3
i k
2
j
(
∑
i ki)
2 , T1(k1, k2, k3) =
k1k2k3
∑
i 6=j kikj
(
∑
i ki)
2 . (B.12)
Notice finally that, given that the forms of the bispectra (3.28), (4.17) are the same as
in the GSR approximation (B.4), as we have shown, then in principle we can use in the same
way all the slow-roll corrections computed, for instance, in [19]. As an example, one of these
corrections amounts to the addition of the term:
Gcorr(k1, k2, k3)
k1k2k3
' − pi
16
g0I3(K) , (B.13)
I3(K) =
∫ +∞
−∞
d ln τ
dδ
d ln τ
W3(Kτf ) , W3(x) = x cosx , (B.14)
where the quantity g0 is a combination of the slow-roll parameters  (3.3), δ (3.10) and
dδ/d ln τ evaluated at −kτ = 1:
g0 ' 6− 3δ + dδ
d ln τ
+O(2step) (B.15)
A complete treatment of the possible slow-roll corrections is beyond the scope of this work.
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