In this paper we discuss the polynomiality of a feasible version of Mehrotra's predictor-corrector algorithm whose variants have been widely used in several IPM based optimization packages. A numerical example is given that shows that the adaptive choice of centering parameter and correction terms in this algorithm may lead to small steps being taken in order to keep the iterates in a large neighborhood of the central path, which is important to proving polynomial complexity properties of this method.
Introduction
Since Karmarkar's landmark paper [10] , the study on Interior Point Methods (IPMs) has become one of the most active research areas in the field of optimization. Many IPMs have been proposed and analyzed [22, 26, 27] and several powerful IPM-based software packages have been developed and successfully applied to numerous applications [1, 5, 29, 30] . Among various variants of IPMs, the so-called predictor-corrector methods have attracted much attention in the IPM community due to its high efficiency and have become the backbones of several optimization packages. It should be mentioned that most implementations of predictor-corrector IPMs adopted a heuristics proposed first by Mehrotra in his remarkable paper [12] . The practical importance of Mehrotra's algorithm motivated us to investigate its theoretical properties. Before going in the details of the algorithm, we briefly review the basics and unique results of IPMs and predictor-corrector IPMs.
We consider primal-dual IPMs for solving the following Linear Optimization (LO) problem (P ) min {c It is common in IPMs theory to assume that both (P) and (D) satisfy the interior point condition (IPC) [22] , i.e., there exists an (x Finding optimal solutions of (P ) and (D) is equivalent to solving the following system:
where X = diag (x). The basic idea of primal-dual IPMs is to replace the third equation in (1) by the parameterized equation Xs = µe, where e is the all one vector. This leads to the following system:
Xs = µe.
If the IPC holds, then for each µ > 0, system (2) has a unique solution. This solution, denoted by (x(µ), y(µ), s(µ)), is called the µ-center of the primal-dual pair (P ) and (D).
The set of µ-centers with all µ > 0 gives the central path of (P ) and (D) [11, 24] . It has been shown that the limit of the central path (as µ goes to zero) exists and it is a optimal solution of (P ) and (D) [22] .
Applying Newton's method to (2) for a given feasible point (x, y, s) gives the following linear system of equations A∆x = 0, A T ∆y + ∆s = 0,
x∆s + s∆x = µe − xs, where (∆x, ∆y, ∆s) give the Newton step.
Predictor-corrector algorithms use (3) with different values of µ in the predictor and corrector steps. The predictor-corrector algorithm with best iteration complexity is the Mizuno-Todd-Ye (MTY) algorithm for LO, operates in two small neighborhoods of the central path [15] . In the predictor step the MTY algorithm uses the so-called primal-dual affine scaling step with µ = 0 in (3) and it moves to a slightly larger neighborhood. Then, in the corrector step, it uses µ = µ g = x T s n , proportional to the duality gap to bring the iterate towards the central path, back to the smaller neighborhood. In spite of its strong theoretical results for LO and conic linear optimization problems, the algorithm has not been used in developing IPMs based software packages. Several variants of MTY type predictor-corrector algorithms operating in both small and large neighborhoods have been proposed in the past decade [2, 7, 8, 17, 18, 19, 20, 21, 23] and most of them follow a similar theoretical framework as in [15] .
In what follows we describe in details a feasible 1 version of Mehrotra's original predictorcorrector algorithm that has been widely used in implementations [1, 12, 30] . In the predictor step Mehrotra's algorithm computes the affine scaling search direction, i.e.,
then it computes the maximum feasible step size that ensures
However, the algorithm does not take such a step right away. It is worth mentioning that Mehrotra's original algorithm allows different step sizes in both primal and dual spaces while here for simplicity of the analysis we consider only the case when they are equal.
1 The original Mehrotra's algorithm is an infeasible algorithm. However, the self-dual embedding model [22] can be used to construct a slightly bigger LO problem that has an obvious starting point on the central path.
Mehrotra's algorithm then uses the information from the predictor step to compute the corrector direction that is defined as follows:
where µ is defined adaptively by
where
From (6) it is obvious that if only a small step in the affine scaling direction can be made, then we only improve the centrality of the iterate.
Finally, Mehrotra's algorithm makes a step in the (∆x, ∆y, ∆s) direction by an appropriate step size and let us denote the new iterate by:
We note that several variants of the previous algorithm have been well-studied in the literature. For example, Mehrotra proposed an infeasible second order predictor corrector IPM [13] based on the power series extension of Monteiro et al. [16] . In his infeasible variant, Mehrotra combined the adaptive scheme with a safeguard technique to stabilize the convergence of the algorithm. Zhang and Zhang [28] have analyzed this second order algorithm without using the adaptive update of the centrality parameter. In [9] , the authors suggested to generate several corrector directions first and then use the generated directions to construct a new search direction along which a step can be taken. Gondzio [6] proposed to use multiple centrality steps to bring the iterates back to the vicinity of the central path. Significant improvements have been reported for solving several challenge NETLIB test problems and problems arising from real applications. In a recent work [4] , Gondzio further combined the idea of multiple centering with a symmetric neighborhood to avoid potential ill-behaviors of Mehrotra's predictor corrector algorithm. More recently, Mehrotra and Li [14] considered a Krylov subspace based P-C method and established its global convergence. Promising numerical results are reported as well.
Different from the above-mentioned results, in this paper we first explore the potential flaws in the feasible version of Mehrotra's original algorithm. By a numerical example we show that Mehrotra's algorithm may result in very small steps in order to keep the iterate in a certain neighborhood of the central path, which is essential to prove the polynomiality of the algorithm. To avoid such a trap, we propose to incorporate a safeguard in the algorithm so that we can guarantee a positive lower bound for the step size and subsequently the polynomial complexity. Further, to ensure the superlinear convergence of the algorithm we changed the updating scheme of centering parameter so that the new scheme preserves the same iteration complexity with stronger asymptotic convergence result. It is worthwhile mentioning that our simple safeguard strategy is different from the most recent results by Gondzio et al. [4] and Mehrotra et al. [14] , where they employ multiple centering with symmetric neighborhood and Krylov subspace-base corrections, respectively. Most recently, in [3] also the author provided another example that shows that Mehrotra-type predictor-corrector algorithms may fail to converge to an optimal solution. However, the author did not address how to improve Mehrotra's algorithm.
The rest of the paper is organized as follows. First, in Section 2, we present a numerical example that motivates the introduction of a safeguard in Mehrotra's algorithm. Then, in Section 3 we present the safeguard based algorithm and establish its worst case iteration complexity. For readability of the paper we moved some technical lemmas that are used in Section 3 to the Appendix. In Section 4, we further modify the algorithm of Section 3 and discuss its iteration complexity. In Section 5, Mehrotra's updating scheme of the centering parameter is slightly modified to ensure the superlinear convergence of both algorithms in Sections 3 and 4. Some illustrative numerical results using the NETLIB and Kennington test problems are reported in Section 6, and finally we conclude the paper by few remarks in Section 7.
Conventions: Throughout the paper · denotes the 2-norm of vectors. We denote by I the index set {1, 2, . . . , n}. For any two vectors x and s, xs denotes the componentwise product of the two vectors and e denotes the vector with all components equal to one. For simplicity of notation we remove the iteration index in the coming sections. We also use the notations
Motivation
In this section first we introduce the neighborhood of the central path that the algorithms will operate throughout the paper. Then, we give a numerical example showing that using the strategy described in the introduction might force the algorithm to make very small steps to keep the iterate in a certain neighborhood of the central path, which further implies the algorithm needs to take many iterations to convergence. The example indicates that Mehrotra's adaptive updating scheme of the centering parameter has to be combined with certain safeguards to get a warranted step size at each iteration.
Most efficient IPM solvers work in the negative infinity norm neighborhood defined by
where γ ∈ (0, 1) is a constant independent of n and µ g = x T s n . In this paper, we consider algorithms that are working in N − ∞ (γ) (called large neighborhood). Let us consider the following simple LO. For the given starting point, if we use identical step sizes for both primal and dual problems, in the third iteration the maximum step size in the predictor step will be α a = 0.96 while the maximum step size in the corrector step is O(10
) and this value is getting worse for later iterations. To explain what we observed, we examine the constraints
for γ = 0.1 that keeps the next iterate in N − ∞ (0.1) neighborhood, where
By expanding inequality (9) and reordering one has
Note that for the given staring point, x 1 s 1 − 0.1µ g is a very small nonnegative number, while ∆x ) due to a big affine scaling step size. Incorporating all these information into (9) implies that the algorithm requires a very small step to satisfy (9) . This phenomenon might be the result of following:
• An aggressive update of centering parameter µ using (6).
• The usage of the correction terms in the corrector system of equations.
To alleviate the abovementioned phenomenon, we propose the following remedies:
• Using a fix fraction of µ g , for example µ = µg 10 rather than an adaptive update.
• Cutting the maximum step size in the predictor step if it is greater than a certain threshold. This might prevent the algorithm from an aggressive update.
• Modifying the correction terms in the corrector system of equations.
For this specific example, these ideas help us in solving the difficulty that might arise. However, in general modifying the second order correction terms is not as effective as using a simple large update of the centering parameter.
These observations motivate us to introduce a safeguard strategy that will help us to have control on the minimal warranted step size both theoretically and practically. In our safeguard we simply use a fix fraction of µ g as the µ value. It is worthwhile mentioning that when the affine scaling step size is very small, for example α a < 0.1, which implies marginal reduction of the complementarity gap, we also employ the same large update safeguard.
A Safeguard-Based Algorithm
In this section we first discuss the step size estimation of the algorithm and then outline the safeguard based algorithm. Finally, we establish its worst case iteration complexity.
The following technical lemma will be used in the next theorem, which estimates the maximum step size in the corrector step.
Lemma 3.1 Suppose that the current iterate is (x, y, s) ∈ N
− ∞ (γ) and let (∆x, ∆y, ∆s) be the solution of (5), where µ ≥ 0. Then we have
Proof:
If we multiply the third equation of (5) 
where the last inequality follows from Lemma A.2 and the assumption that the previous iterate is in N − ∞ (γ). By reordering and factorizing we get the statement of the lemma. 2
Motivated from the computational practice, we use µ = β 1−β µ g as the value of safeguard, where γ ≤ β < 1 3 rather than using µ = γ 1−γ µ g . Since the later choice for small values of γ might imply an aggressive update of barrier parameter. The following corollary, which follows from Lemma 3.1, gives an explicit upper bound for this specific value of µ.
and γ ∈ (0,
) and let (∆x, ∆y, ∆s) be the solution of (5) with
where γ ≤ β < 1 3 . Then the maximum step size
The goal is to find the maximum nonnegative α for which the relation (9) holds. To do so, first let use define
Since (∆x
To do so, we have
where the first inequality follows from α ≥ 0, (11), and Corollary 3.2. Moreover, from Lemma A.1 we have that t ≤ 1 4 , which implies
. Thus we further deduce that for α ∈ [0, 4 5 ], we have
Now using (10), the next iterate belongs to N − ∞ (γ) provided
which is equivalent to
Using Lemma A.1, and the definition of µ one has
Therefore, inequality (12) holds if
This inequality definitely holds for α = 3γ 2 2n 2 . Now, we can conclude that
We remind the readers that we use this safeguard when the affine scaling performs poorly, for example α a < 0.1. Now, after all the previous discussions we may outline our new safeguard based algorithm as follows.
Algorithm 1 Input:
A proximity parameters γ ∈ (0,
Step Solve (4) and compute the maximum step size α a such that
µ g and compute the maximum step size α c such that 
A Modified Version of Algorithm 1
In this section we propose a slightly modified version of Algorithm 1 (Algorithm 2) that enjoys much better iteration complexity than Algorithm 1 and computationally also more appealing. The improvement in the iteration complexity is the result of the following lemma and modified corrector step that allow us to strengthen the bound in Lemma 3.1.
Lemma 4.1 For all i ∈ I − one has
Proof: For the maximum step size in the predictor step, α a , one has
This is equivalent to
which the statement of the lemma follows. 2
The motivation for modifying the Newton system in the corrector step is the following observation. If the affine scaling step size is good, then the classical corrector direction should also be a good choice. However, if the affine scaling step size is not that good, then possibly we should try to bring the iterate back to the vicinity of the central path. In such a case, the second order correction terms in system (5) might not be a good choice since it might lead to a search direction moving towards the boundary of the feasible region.
Therefore, we propose to change the second order correction terms in the corrector step proportional to the affine scaling step size when it does not perform good, for example α a < 0.1.
The new corrector system of equations when α a < 0.1, which by using Lemma 4.1 enable us to improve on the iteration complexity of Algorithm 1, is
where the centering parameter µ is defined as in the previous section. Changing corrector system of equation to (14) when α a < 0.1 helps us avoid the potential ill behaviors of Mehrotra's original algorithm without sacrificing its practical efficiency (see Section 6). Thus, in the sequel we consider this variant for further analysis.
Analogous to Lemma 3.1 we have the following bound for ∆x∆s when α a ∈ (0, 0.1).
Lemma 4.2 Suppose that the current iterate
, α a ∈ (0, 0.1) and (∆x, ∆y, ∆s) be the solution of (14) . Then we have 
where the second inequality follows from (13), Lemmas A.1 and A.2, and the assumption that the previous iterate is in N − ∞ (γ). The third inequality also follows from Lemma A.
2
The following corollary gives an explicit upper bound for a specific µ.
), and α a ∈ (0, 0.1), then
In the following theorem we estimate the maximum step size in the corrector step of the modified algorithm defined by (14) for α a ∈ (0, .01). 
Proof: We need to estimate the maximum nonnegative α for which (9) holds. We know that (∆x 
where the first inequality follows from α being nonnegative, (11) , and Corollary 4.3. Moreover, from Lemma A.1 we have that t ≤ 1 4 , which implies
By using (10), the new iterate is in N − ∞ (γ) whenever
Analogous to Theorem 3.3, one can easily verify that this inequality holds for
Therefore, we have
Now, we can outline Algorithm 2 as follows:
Input:
A proximity parameters γ ∈ (0, 
If α a ≥ 0.1 and α c ≥α c , then the algorithm uses the Mehrotra's updating strategy, and thus one has
which completes the proof conforming to Theorem 3.2 of [26] . 2
Superlinear Convergence
In this section we analyze the asymptotic behavior of the previous algorithms using a modification of the centering parameter µ rather than using (6) due to the following observations.
We note that by Theorem 7.4 of [26] for (x, s) ∈ N − ∞ (γ) the relations
hold. This further implies that α a ≥ 1 − O(µ g ). Now, for the asymptotic case, one has to estimate α that satisfies the following inequalities for each i ∈ I:
By using (6) one also has µ ≤ O (µ k g )
4
.
The worst asymptotic value for α might be the result of the case when x i s i = γµ g and ∆x a i ∆s a i > 0. Assuming this, it is not clear whether ∆x i ∆s i is nonnegative or negative. In case of nonnegativity the previous inequality holds for a positive value of α, but if ∆x i ∆s i < 0 this inequality might not hold due to the very small µ value which is the result of sufficiently small µ g . Therefore, modifying Mehrotra's heuristic might be cast as a way to achieve the superlinear convergence. The new adaptive updating strategy is defined by
where t is given by (11) and 0 < γ < 1 3 . The 'γt' term in this definition guarantees the existence of a positive step size following the proof of Theorems 3.3 and 4.4. However, the second term enable us to prove the superlinear convergence as it will be proven in the sequel, since for small µ g it is not as aggressive as (6) . The '1 − γ' term in the denominator of (16) is used for simplicity of the theoretical analysis which follows.
Following the analysis of Sections 3 and 4, changing Mehrotra's updating scheme to this updating strategy in Algorithms 1 and 2, while preserving the large update safeguard, do not change the order of the iteration complexity of them. Since the large update safeguard gives us a positive lower bound for the maximum step size in the corrector step. For simplicity those complexity proofs are omitted here. 
, for some r ∈ (0, 1).
∀i ∈ I, then similar to the proof of Theorem 7.4 of [26] one can show that
By the new definition of µ, the next iterate is in the neighborhood
Our goal is to find α ∈ (0, 1] for which (17) holds. For this, it is sufficient to prove (17) for the case where (∆x 
If (18) holds for α ≥ 1 1+t
). Now let us assume that α < . In order to have (18) , using the fact that
for some α ∈ (0, 1], which is equivalent to
Inequality (19) definitely holds for
where r ∈ (0, 1). Now, by using (10) one further has
This gives the superlinear convergence of Algorithm 1 with the new choice of the parameter µ. The superlinear convergence of Algorithm 2 also can be proved analogously. 2
Numerical Results
In this section we report some illustrative numerical results for different variants of the Algorithm 2 presented in Section 4 due to its better computational performance than Algorithm 1 for few problems. The results are obtained by modifying some of the subroutines of the McIPM (a self-dual embedding model based implementation) and the LIPSOL (an infeasible IPMs implementation for LO problems), two Matlab based software packages [29, 30] . Our computational experiments are done on a Pentium 4 machine with 2.53 GHZ and 512 MB ram. Numerical results are reported for all feasible NETLIB and Kennington test problems. For each problem we report the number of iterations, the time it takes to solve the problem, and the number of exact digits, respectively.
For the McIPM package we use the following abbreviations for the different implementations of Mehrotra's algorithm that are follow:
• PMMcIPM: Mehrotra's original algorithm presented in Section 1.
• HMcIPM: Mehrotra's original algorithm presented in Section 1 combined with heuristics in the definition of the centering parameter. The interested reader can consult the McIPM package for heuristics that are used there [30] .
• NMcIPMI: Algorithm 2.
• NMcIPMII: Algorithm 2 with the new definition of the centering parameter (16) instead of using (6) .
For all the abovementioned variants we set γ = 10 g , 1))µ g rather than using (16) which is introduced for theoretical easiness. Tables 1 to 3 show that for 36 problems (total number of problems is 112), the number of iterations for PMcIPM are higher than NMcIPMI, for 63 problems are higher than NMcIPMII, and for 65 problems are higher than HMcIPM implementations. As one can notice from Tables 1 to 3 , for some problems PMcIPM is doing better than the other implementations and for the rest they all perform equally. Significant difference in time occurs when the number of iterations are significantly different, for example see 'dfl001' and 'degen3' in Table 1 and 'osa-60' and 'pds-20' in Table 3 . The comparison between our two new algorithms (NMcIPMI and NMcIPMII) shows that NMcIPMII is better than NMcIPMI on 56 problems and NMcIPMI is doing better only for 22 problems and they perform equally on the rest of the problems. Therefore, in overall NMcIPMII performs better than NMcIPMI. Finally the comparison between NMcIPMII and HMcIPM shows that HMcIPM is doing better on 26 problems while HMcIPM is better on 27 problems and they perform equally on the rest of the problems. This comparison also shows that our simple safeguard based algorithm is at least as effective as the heuristics used in the package and sometimes over performs HMcIPM on difficult problems as given in Table 3 .
The following abbreviations is also used for different implementations of Mehrotra's algorithm in LIPSOL.
• PLIPSOL: Infeasible variant of Mehrotra's algorithm presented in Section 1.
• HLIPSOL: Infeasible variant of Mehrotra's original algorithm presented in Section 1 with heuristics that are used in the definition of the centering parameter by LIPOSL. One should consult the LIPSOL package for the details of the heuristics [29] .
• SLIPSOL: Infeasible variant of Algorithm 2.
For all the abovementioned versions of LIPSOL we use γ = 10
and
It is worthwhile mentioning that we do not have the second modification of the LIP-SOL, namely the new definition of the centering parameter, because it requires a detailed analysis of the infeasible Mehrotra's algorithm that are left for future research.
In Tables 4 to 6 we report the numerical results using the abovementioned variants of LIPSOL. The comparison of iterations numbers show that for 66 problems SLIPSOL and HLIPSOL are doing better than PLIPSOL, while PLIPSOL is better only for few problems. The comparison between SLIPSOL and HLIPSOL shows that in overall they perform equally. Finally, a significant difference in time occurs when the number of iterations dramatically differ, for example see 'dfl001' in Table 4 and 'cre-d', 'osa-14', 'pds-10' and 'pds-20' in Table 6 .
Final Remarks
In this paper we have discussed the polynomiality of Mehrotra's original predictor-corrector algorithm. By a numerical example we have shown that Mehrotra's algorithm might lead to an inefficient algorithm while keeping the iterate in N − ∞ (γ) neighborhood which is essential to prove the polynomial iteration complexity. This motivated us to combine his idea with a safeguard strategy that allows us to get a positive lower bound for the step size in the corrector step. Further, by slightly changing the Newton system, the iteration complexity of the algorithm is significantly reduced. This also led us to superior computational performance of the algorithm. To ensure the superlinear convergence of the algorithm we changed Mehrotra's updating scheme of the centering parameter so that the new algorithms, preserve the iterations complexity and exhibit stronger asymptotic 
