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Summary
The development of integrated quantum photonics is integral to many areas of quantum infor-
mation science, in particular linear optical quantum computing. In this context, a diversity of
physical systems is being explored and thus versatility and adaptability are important prerequi-
sites for any candidate platform. Silicon oxynitride is a promising material because its refractive
index can be varied over a wide range. This dissertation describes the development of silicon
oxynitride waveguides for applications in the field of integrated quantum photonics. The project
consisted of three stages: design, characterisation, and application.
First, the parameter space was studied through simulations. The structures were optimised to
achieve low-loss devices with a small footprint at a wavelength of 900 nm. Buried channel
waveguides with a cross-section of 1.6 µm x 1.6 µm and a core (cladding) refractive index of
1.545 (1.505) were chosen. Second, following their fabrication with plasma-enhanced chemi-
cal vapour deposition, electron beam lithography, and reactive ion etching, the waveguides were
characterised. The refractive index was shown to be tunable from the silica to the silicon nitride
regime. Optimised tapers significantly improved the coupling efficiency. The minimum bend
radius was measured to be less than 2 mm. Propagation losses as low as 1.45 dBcm−1 were
achieved. Directional couplers with coupling ratios ranging from 0 to 1 were realised. Third,
building blocks for linear optical quantum computing were demonstrated. Reconfigurable quan-
tum circuits consisting of Mach-Zehnder interferometers with near perfect visibilities were fab-
ricated along with a four-port switch. The potential of quantum speedup was illustrated by
carrying out the Deutsch-Jozsa algorithm with a fidelity of 100 % using on-demand single pho-
tons from a quantum dot.
This dissertation presents the first implementation of tunable Mach-Zehnder interferometers,
which act on single photons, based on silicon oxynitride waveguides. Furthermore, for the first
time silicon oxynitride photonic quantum circuits were operated with on-demand single pho-
tons. Accordingly, this work has created a platform for the development of integrated quantum
photonics.
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Chapter 1
Introduction
The history and status quo of quantum information science will first be summarised. In par-
ticular, the fields of integrated quantum photonics and quantum computing will be discussed.
Following that, the scope and structure of this dissertation will be outlined.
1.1 Development of quantum information science
After the advent of quantum mechanics in the early 20th century, the focus had initially been
on the theory’s philosophical implications, as highlighted by the Bohr-Einstein debates [1, 2] as
well as Bell’s theorem [3]. In recent years, however, it has become clear that the non-classical
properties of quantum systems can be harnessed for technological purposes, giving birth to the
field of quantum information science. Computing [4], cryptography [5], metrology [6], and
simulation [7, 8] are all areas in which the use of quantum systems can lead to enhanced tech-
nologies. In quantum key distribution, one of the main applications of quantum cryptography,
wavefunction collapse and the no-cloning theorem imply that the presence of any eavesdrop-
per can be detected while a secret key is generated between two parties. In conjunction with
the use of a one-time pad, such a scheme allows unconditional communication security [9–14].
Quantum metrology enables measurements to be made with a precision which surpasses that
of any classical methods [6, 15, 16]. Quantum simulators, on the other hand, are quantum sys-
tems which are mathematically identical to other less controllable systems, allowing the latter
to be studied using the former [17, 18]. Some of the applications, most notably quantum key
distribution, have already become commercially available [12, 14].
The advancement of many of these technologies depends on the development of integrated
quantum photonics. This is a result of the miniaturisation and stability which can be achieved
in such a setting. The evolution of integrated quantum photonics and its relevance to different
areas of quantum information science are discussed in [14, 16, 19–25]. In particular, quantum
1
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computing represents a key application opportunity for integrated quantum photonics. There-
fore, this field will now be outlined. Detailed reviews may be found in [26–28].
The holy grail of quantum computing is the universal quantum computer: a machine capable
of simulating any finite physically realisable system as well as any other computer or simulator
with arbitrarily high accuracy [4]. Classical computers are not capable of achieving this task due
to the fundamental structure of quantum mechanics, which requires 2N complex coefficients for
a complete description of a system of N quantum bits (qubits). A classical N-bit register, on the
other hand, can only store N bits of information. Hence, for sufficiently large N, classical com-
puters are no longer able to store and manipulate the information required to fully characterise
a quantum system. This necessitates the development of a quantum computer.
Different quantum computing paradigms have been suggested. These differ fundamentally in
the way the operations are decomposed. The four main approaches are adiabatic, one-way,
topological, and circuit computing [29, 30]. The latter will be studied further in this project. In
the circuit model of quantum computing, coherent logic gates are carried out on qubits. The
first quantum algorithm which outperformed any classical algorithm was proposed in 1985 by
David Deutsch [4]. Following later improvements, it became known as the Deutsch-Jozsa algo-
rithm [31–33]. Since then, a number of other quantum algorithms have been developed. Two
particularly well-known ones are Shor’s [34] and Grover’s [35] which, respectively, provide an
exponential speedup for prime factorisation and a quadratic speedup for database search over
the best known classical algorithms. Shor’s algorithm is also closely linked to cryptography.
This is because an efficient prime factorisation method would allow the widely used RSA en-
cryption scheme to be broken.
Next to software, potential hardware is being explored [28]. In fact, the demands on a candidate
physical system in terms of its suitability for quantum computing are considerable. In 2000,
David DiVincenzo formulated a list of essential requirements for the physical implementation
of quantum computing [36]. Certain aspects of the DiVincenzo criteria involve trade-offs. For
instance, on the one hand, qubits have to be isolated from the environment since, otherwise,
decoherence destroys their non-classical properties [37]. On the other hand, qubits should have
strong and controlled interactions with each other in order to enable logic gates to be executed.
Thus, the physical systems that have been investigated as qubits are manifold. Examples include
photons, atoms and ions, electron and nuclear spins, and superconducting circuits [28].
1.2 Dissertation overview
This dissertation concerns itself with the development of silicon oxynitride (SiOxNy) wave-
guides for integrated quantum photonics applications. The values of x and y in the chemical
formula quantify the relative oxygen and nitrogen content of the material. While widely ap-
2
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plicable in the context of quantum technologies, the work described in this dissertation will
generally be discussed in terms of its pertinence to a specific form of quantum computing,
namely linear optical quantum computing. A photograph of a silica-based waveguide chip is
shown in Figure 1.1.
Moreover, indium arsenide (InAs) on gallium arsenide (GaAs) quantum dots are promising
semiconductor single-photon sources [38] with applications in quantum information sci-
ence [39]. Since the photons emitted by these quantum dots have wavelengths in the range
850 nm to 1000 nm [40], the waveguides in this project were designed to operate near 900 nm.
The study began with design considerations which were supported by simulations, continued
with the fabrication and characterisation of the waveguides, and concluded with the use of
these waveguides in reconfigurable quantum circuits, which included an implementation of the
Deutsch-Jozsa algorithm. A sample of InAs/GaAs quantum dots was employed as a single-
photon source for this purpose.
Previous work has been done in the field of integrated quantum photonics using silicon oxyni-
tride planar lightwave circuits [41–45]. Phase modulation has been demonstrated with silicon
oxynitride waveguides using coherent sources [46–49] and with silica [50–52] as well as sili-
con nitride [53, 54] waveguides using single-photon sources. This dissertation details the first
Figure 1.1: Silica-based waveguide chip and fibre array. The chip has lateral dimensions of
3.3 cm x 1.4 cm while the waveguides have cross-sectional dimensions of 3.8 µm x 3.8 µm.
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implementation of the Deutsch-Jozsa algorithm, as well as tunable Mach-Zehnder interferom-
eters which act on single photons, based on silicon oxynitride waveguides. Moreover, silicon
oxynitride photonic quantum circuits were operated with on-demand single photons for the first
time.
In Chapter 2, the background and theory relevant to this dissertation will be presented. Fol-
lowing that, in Chapter 3 the methods will be described. The waveguide simulations will be
discussed in Chapter 4, followed by the experimental characterisation in Chapter 5. Next, in
Chapter 6 the suitability of the waveguides for integrated quantum photonics will be demon-
strated with results from tunable Mach-Zehnder interferometers, a four-port switch, and the
Deutsch-Jozsa algorithm. Finally, the conclusions will be summarised in Chapter 7.
4
Chapter 2
Background and theory
In this chapter, linear optical quantum computing and the components required for a physi-
cal implementation thereof will be discussed. The focus will be on waveguide theory, which
includes an outline of the mathematical underpinnings of the simulations. Furthermore, an
overview on silicon oxynitride waveguides will be provided before this chapter concludes with
an explanation of the Deutsch-Jozsa algorithm.
2.1 Linear optical quantum computing
Photons are one of the leading physical platforms for the development of quantum information
science, as reviewed in [14, 16, 19–25]. This has the following reasons. First, due to their
low-decoherence properties, they are relatively immune to the environment, in contrast to many
other qubit systems. Second, one-qubit quantum logic gates can be implemented on photons
with relative ease. Third, the quantum information may be encoded in any of several degrees of
freedom such as polarisation, angular momentum, time bin, or path, the latter being considered
in this project. Finally, photonic quantum computing has the potential to be scalable to a large
number of qubits, which will be discussed next.
One of the DiVincenzo criteria for quantum computing, which were mentioned in Section 1.1,
states that the chosen physical system must be scalable. The reason for this requirement is
that classical computers can only be outperformed with a sufficient number of qubits. This
has been a key challenge for photonic qubits and is closely related to the difficulty of inducing
interactions between different photons due to their low-decoherence properties. At the end of
the last century, it was thought that scalable optical quantum computing would require nonlinear
couplings between optical modes. In 2001, however, this idea was overturned when it was
shown by Knill, Laflamme, and Milburn (KLM) that efficient photonic quantum computing
can be realised with linear optics alone [55]; later refinements of this idea followed [19]. In
5
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the KLM scheme, the only elements needed are single-photon sources, beam splitters, phase
shifters, single-photon detectors, and feedback from the photo-detector outputs. Nevertheless,
although the KLM proposal removed the need for nonlinearities, it did not completely solve the
scalability problem, which will now be described in more detail.
2.1.1 Integrated quantum photonics
Many of the proof-of-principle demonstrations that followed the KLM breakthrough were based
on bulk optics [56–58]. In general, it is not practicable to scale up this approach to large enough
numbers of qubits. One solution is to confine all the elements demanded by the KLM scheme
to a semiconductor chip. In fact, the field of integrated photonics predates many advances in
quantum information science. In 1969, a series of publications in the Bell System Technical
Journal paved the way for the development of integrated photonics [59–65]. A major goal in
the field is the implementation of all key functions, including the creation, manipulation, and
detection of light, on a single chip.
Similarly, it is possible to achieve all-integrated photonic quantum computing by carrying out
the three stages of computation on a single chip. These stages comprise single-photon creation,
coherent photon manipulation, and single-photon detection. Such a monolithic system could
easily be scaled up by including more functions on the chip and would have a higher stability
than a free-space optics setup, particularly with regard to the phase of the photons [21]. This
makes it clear that linear optical quantum computing represents an excellent application oppor-
tunity for integrated quantum photonics. The need for indistinguishable single and entangled
photons and their coherent manipulation is what makes integrated quantum photonics a greater
challenge than integrated classical photonics. As a result, the study of photonic quantum circuits
has only recently become possible [66].
A great variety of physical systems is being explored for all three stages of the computation.
For instance, photonic quantum circuits have been demonstrated in silica-on-silicon [66], sil-
icon oxynitride [41], gallium nitride [67], lithium niobate [68], silicon-on-insulator [69], and
III-V [70–72] devices. High-quality sources [40, 73–75], quantum circuits [21, 23], and detec-
tors [74–76] have all been demonstrated separately but it is still a challenge to combine them in a
single-chip architecture. Work has already been done in this regard. In terms of the integration
of single-photon sources with photonic quantum circuits, spontaneous four-wave mixing and
related processes [77–93], quantum dots and photonic crystals [71, 72, 81, 85, 89, 94–107], and
circuits defined entirely in III-V materials [70–72, 100, 106] or diamond [108, 109] have been
investigated. On the other hand, in the context of integrating waveguides with single-photon
detectors, avalanche photodiodes (APDs) [110], superconducting transition-edge sensors [111],
and superconducting nanowires [100, 106, 112–118] have been explored.
Single-photon detectors will now be briefly reviewed. Single-photon sources will be described
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in Section 2.2 before waveguides will be discussed in depth in Sections 2.3 and 2.4. Detailed
overviews of single-photon detection are given in [74–76]. The range of technologies with
which single-photon detection has been demonstrated includes photomultiplier tubes, APDs,
frequency up-conversion, visible-light photon counters, superconducting transition-edge sen-
sors and nanowires, quantum dots, and semiconductor defects. To quantify the potential a
detection system has with regard to applications in the field of integrated quantum photonics, it
is necessary to consider its ability to resolve photon number, dark count rate, dead time, detec-
tion efficiency, ease of integration with single-photon sources and photonic quantum circuits,
spectral range, and timing jitter.
2.2 Single-photon sources
A number of physical systems have been studied for the purpose of single-photon generation.
Reviews may be found in [40, 73–75]. Spontaneous parametric down-conversion and spon-
taneous four-wave mixing have been commonly used to generate single photons for quantum
optics experiments [20]. The former (latter) requires a second-order (third-order) optical nonlin-
earity. However, on-demand sources are preferred for optical quantum computing applications
as sources based on random processes can impact the potential for scalability [20, 75, 119–121].
Atoms [122], ions [123], molecules [124], and nitrogen-vacancy centres in diamond [125, 126]
have been shown to be on-demand sources of single photons. Problems often encountered here
are that these systems are not easily integrated with semiconductor planar lightwave circuits
and that the photons are emitted into a range of solid angles.
On the other hand, quantum dots may have quantum efficiencies that approach unity [127] and
can thus serve as on-demand single-photon sources. Further advantages include gigahertz rep-
etition rates [127], wavelength tunability [95], low multi-photon rates [128], and the potential
for integration with existing semiconductor waveguides and single-photon detectors [95]. Re-
maining problems associated with quantum dot single-photon sources include the general need
for cryogenic temperatures, the difficulty of collecting a large fraction of the emitted photons,
the typically indeterministic positioning of the dots, and the detrimental effects of decoherence
and fabrication imperfections [95]. Nevertheless, quantum dots are ultimately highly promis-
ing single-photon sources for quantum information science applications [39] and will now be
discussed in more detail.
2.2.1 Quantum dots
Quantum dots are nanocrystals whose charge carriers are restricted in their movements in all
three spatial dimensions to the extent that their energies are discrete. Hence, they are often de-
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scribed as artificial atoms. Reviews of quantum dots are given in [129–131]. Quantum dots can
be fabricated by embedding a nanocrystal in a different semiconductor material. The energies
are only discrete when quantum effects dominate over classical behaviour. This happens when
the dimensions of the dot are comparable to or smaller than the thermal de Broglie wavelength
of the charge carrier, Λ, which is given by
Λ=
h√
3m∗kBT
, (2.1)
where h is Planck’s constant, m∗ is the effective mass of the charge carrier, kB is Boltzmann’s
constant, and T is the temperature [130, 132]. Indium arsenide quantum dots surrounded by
gallium arsenide have been shown to yield high-quality single-photon emission [38] and were
thus used in this work. The discussion will now be restricted to these types of dots only.
The dimensions of InAs/GaAs quantum dots are typically on the order of tens of nano-
metres [133]. The energy band gap of InAs is smaller than that of GaAs. Therefore, the quantum
dot forms a potential trap for electrons and holes [128]. As illustrated in Figure 2.1a, exciting
such a quantum dot produces bound electron-hole states in the dot. These are called excitons.
The electrons are promoted to the conduction band, leaving behind holes in the valence band.
Charged excitons are the result of an unequal number of electrons and holes. For example, the
X− state refers to an exciton with two electrons and one hole. When an electron and a hole
recombine, a single photon is emitted, as shown in Figure 2.1b. Spectral and temporal filtering
generally allows photons that result from the decay of different levels of a quantum dot to be
distinguished. Thus, a quantum dot can be employed as an on-demand source of single photons.
For InAs/GaAs quantum dots, the emitted photons tend to be in the range 850 nm to 1000 nm.
Hence, the waveguides developed in this project were optimised for wavelengths near 900 nm.
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Figure 2.1: Operation of a quantum dot single-photon source. (a) An exciton is created through
external excitation. (b) A single photon is emitted as the electron and hole recombine.
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2.3 Waveguide theory
It is possible to confine and guide light by surrounding a core material of higher refractive
index with a cladding material of lower refractive index. Fresnel reflection at the core-cladding
interfaces can thus lead to total internal reflection. When Maxwell’s equations are solved for
a waveguide, the solutions are called modes. For any dielectric waveguide, there is a finite
number of guided modes as well as an infinite number of radiation modes [134]. The latter are
not guided but still represent solutions to the mathematical statement of the problem. In the
remainder of this dissertation, the term modes will refer to guided modes only.
Four common waveguide types are illustrated along with representative fundamental mode pro-
files in Figures 2.2a–2.2d. The light is confined in one dimension for the slab waveguide and in
y 
z 
x 
(a) Slab. (b) Channel.
(c) Ridge. (d) Strip-loaded.
Figure 2.2: Cross-sections of common waveguide structures and mode profiles. The core (cladding)
is shown in black (blue). A representative fundamental mode profile is overlaid on each waveguide
structure. This consists of the electric field component along the x-axis. Lighter areas indicate a higher
value, which also applies to all other contour plots presented in this dissertation. It is assumed that the
refractive index outside of the core and cladding is equal to 1. (a) Light is confined only in the direction
of the y-axis. The coordinate system is valid for all of the structures; all of the cores are centred at the
origin. (b)–(d) Light is confined along both the x- and y-axis.
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two dimensions for the other structures shown. Analyses of different forms of waveguides can
be found in [135, 136]. The refractive index will be referred to as n. A useful quantity in the
analysis of waveguides is the effective refractive index, ne f f , which is defined as
ne f f ≡ λk2pi , (2.2)
where λ is the wavelength of the light in a vacuum and k is the propagation constant [137]. For
example, the confinement along the x-direction in strip-loaded waveguides can be understood
by noting that the additional part of the cladding at the top raises the value of ne f f in the material
below. In general, the effective index is a complex quantity and its imaginary part represents
gain or loss. It will be assumed to be real throughout this dissertation. Ridge and strip-loaded
waveguides will not be analysed further.
Maxwell’s equations govern the behaviour of light in a waveguide:
∇ ·D = ρ, (2.3)
∇ ·B = 0, (2.4)
∇×E =−∂B
∂ t
, (2.5)
∇×H =
(
J+
∂D
∂ t
)
, (2.6)
where E is the electric field, H is the magnetic field, D is the electric displacement field,
B is the magnetic flux density, J is the electric current density, and ρ is the electric charge
density [138–142]. For a lossless, linear, isotropic dielectric, it is possible to write
E =
D
ε
, (2.7)
ε = n2ε0, (2.8)
H =
B
µ
, (2.9)
µ = µ0, (2.10)
J = 0, (2.11)
where ε (µ) is the scalar permittivity (permeability) and ε0 (µ0) is the vacuum permittivity
(permeability) [143]. Equations 2.3–2.11 form the basis for the waveguide analysis presented
in Sections 2.3.1–2.3.3. Unfortunately, for channel structures Maxwell’s equations cannot be
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solved exactly in general [134]. Thus, the equations will first be solved exactly for a slab
waveguide and, using the insights gained in that process, different approximation methods will
then be applied in the treatment of channel waveguides. The analysis here will follow the
derivations presented in [60, 144].
2.3.1 Slab waveguides
Linear propagation of plane waves will be considered with fields of the form
E = E0 (x,y)ei(ωt−kz) = (Ex,Ey,Ez)ei(ωt−kz), (2.12)
H = H0 (x,y)ei(ωt−kz) = (Hx,Hy,Hz)ei(ωt−kz), (2.13)
where ω is the angular frequency and t is the time. Substituting these solution fields into
Equations 2.5 and 2.6 and using Equations 2.7–2.11 yields
∂Ez
∂y
+ ikEy =−iωµ0Hx, (2.14)
− ikEx− ∂Ez∂x =−iωµ0Hy, (2.15)
∂Ey
∂x
− ∂Ex
∂y
=−iωµ0Hz, (2.16)
∂Hz
∂y
+ ikHy = iωε0n2Ex, (2.17)
− ikHx− ∂Hz∂x = iωε0n
2Ey, (2.18)
∂Hy
∂x
− ∂Hx
∂y
= iωε0n2Ez. (2.19)
Noting that ∂E∂x =
∂H
∂x = 0 due to the structure of the slab waveguide gives two independent
families of electromagnetic modes. The transverse electric (TE) modes are represented by the
equations
11
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d2Ex
dy2
+
(
k20n
2− k2)Ex = 0, (2.20)
Hy =
k
ωµ0
Ex, (2.21)
Hz =− iωµ0
dEx
dy
, (2.22)
Ey = Ez = Hx = 0, (2.23)
where k0 = ω
√ε0µ0 = 2piλ . The transverse magnetic (TM) modes are given by
d2Hx
dy2
+
(
k20n
2− k2)Hx = 0, (2.24)
Ey =− kωε0n2 Hx, (2.25)
Ez =
i
ωε0n2
dHx
dy
, (2.26)
Ex = Hy = Hz = 0. (2.27)
In addition, the boundary conditions demand that the tangential field components, which con-
sist of Ex, Ez, Hx, and Hz, must be continuous at the boundaries between the different lay-
ers. It should be noted that for the TE (TM) modes, the Ex (Hx) component obeys a wave
equation and the electric (magnetic) field component along the axis of propagation is zero.
Equations 2.20–2.23 and 2.24–2.27 form two sets. These can be solved separately to yield the
respective electromagnetic field distributions as well as the propagation constants for the two
families of modes.
2.3.2 Marcatili’s method
In this section and the next one, approximation methods applicable to rectangular waveguides
will be considered. In contrast to slab waveguides, exact solutions are generally not possible
in this case. First, Marcatili’s method [60] will be discussed on the basis of the cross-section
shown in Figure 2.3. The key approximation in this method is that the electromagnetic field
in the shaded regions of Figure 2.3 is taken to be negligible. The boundary conditions of the
electromagnetic field, which ensure the continuity of the tangential components of E and H,
will also not be imposed on the borders of these areas. The resulting modes can be grouped into
two families: Expq and E
y
pq. The indices p and q, where p = 1, 2, 3... and q = 1, 2, 3..., denote
the number of field extrema in the x- and y-direction respectively. For the Expq (E
y
pq) group of
12
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n1 
Region 1 
w 
x 
z 
y 
n2 
Region 2 
n2 
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n2 
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n2 
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h 
Figure 2.3: Cross-section of the channel waveguide considered in Marcatili’s method. The elec-
tromagnetic field in the shaded regions is ignored and the boundary conditions of the fields are also not
imposed on the borders of these areas. Region 1 is centred at the origin.
modes, Ex and Hy (Ey and Hx) are the dominant fields. Hence, these solutions are similar to
the TE and TM modes derived for the slab waveguide in the previous section. The fundamental
mode Ex11 (E
y
11) will also be referred to as the horizontal (vertical) polarisation.
In order to obtain the Expq modes, Hx is set to zero in Equations 2.14–2.19, yielding
Hx = 0, (2.28)
∂ 2Hy
∂x2
+
∂ 2Hy
∂y2
+
(
k20n
2− k2)Hy = 0, (2.29)
Hz =− ik
∂Hy
∂y
, (2.30)
Ex =
ωµ0
k
Hy+
1
ωε0n2k
∂ 2Hy
∂x2
, (2.31)
Ey =
1
ωε0n2k
∂ 2Hy
∂x∂y
, (2.32)
Ez =− iωε0n2
∂Hy
∂x
. (2.33)
The field Hy satisfying these equations has the form
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Hy =

Fcos(kxx−Γ)cos(kyy−ϒ) (Region 1),
Fcos
(
kx
w
2
−Γ
)
cos(kyy−ϒ)e−Qx(x−w2 ) (Region 2),
Fcos(kxx−Γ)cos
(
ky
h
2
−ϒ
)
e−Qy(y−
h
2) (Region 3),
(2.34)
(2.35)
(2.36)
where F is a constant,
− k2x − k2y + k20n21− k2 = 0 (Region 1), (2.37)
Q2x− k2y + k20n22− k2 = 0 (Region 2), (2.38)
− k2x +Q2y + k20n22− k2 = 0 (Region 3), (2.39)
and
Γ= (p−1) pi
2
, (2.40)
ϒ= (q−1) pi
2
. (2.41)
The magnetic field in Regions 4 and 5 can be obtained by symmetry. The boundary conditions
require that Ez and Hz are continuous at x = w2 and y =
h
2 . In addition, it is assumed that n1 is
only slightly larger than n2 and that most of the mode’s power is contained within Region 1.
This leads to the following expression for the propagation constant:
k =
[(
2pin1
λ
)2
−
(pi p
w
)2(
1+
2Ξn22
pin21w
)−2
−
(piq
h
)2(
1+
2Ξ
pih
)−2] 12
, (2.42)
where
Ξ≡ λ
2
√(
n21−n22
) . (2.43)
On the other hand, to obtain the Eypq modes, Hy is set to zero in Equations 2.14–2.19, which
yields
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∂ 2Hx
∂x2
+
∂ 2Hx
∂y2
+
(
k20n
2− k2)Hx = 0, (2.44)
Hy = 0, (2.45)
Hz =− ik
∂Hx
∂x
, (2.46)
Ex =− 1ωε0n2k
∂ 2Hx
∂x∂y
, (2.47)
Ey =−ωµ0k Hx−
1
ωε0n2k
∂ 2Hx
∂y2
, (2.48)
Ez =
i
ωε0n2
∂Hx
∂y
. (2.49)
The field Hx satisfying these equations has the form
Hx =

Fcos(kxx−Γ)cos(kyy−ϒ) (Region 1),
Fcos
(
kx
w
2
−Γ
)
cos(kyy−ϒ)e−Qx(x−w2 ) (Region 2),
Fcos(kxx−Γ)cos
(
ky
h
2
−ϒ
)
e−Qy(y−
h
2) (Region 3),
(2.50)
(2.51)
(2.52)
and Equations 2.37–2.41 still hold. Again, the magnetic field in Regions 4 and 5 can be obtained
by symmetry and the boundary conditions require that Ez and Hz are continuous at x = w2 and
y = h2 . Making, once more, the approximations that n1 is only slightly larger than n2 and that
most of the mode’s power is contained within Region 1 leads to the following expression for
the propagation constant:
k =
[(
2pin1
λ
)2
−
(pi p
w
)2(
1+
2Ξ
piw
)−2
−
(piq
h
)2(
1+
2Ξn22
pin21h
)−2] 12
. (2.53)
Equations 2.42 and 2.53 demonstrate that the Exp=p1,q=q1 mode and the E
y
p=q1,q=p1 mode have
the same propagation constant and thus the same effective refractive index for a square core.
A further key point to note is that Equations 2.35, 2.36, 2.51, and 2.52 show that the fields
outside of the core have an evanescent form. This exponential decay is important with regard to
transferring light from one waveguide to another and will be discussed further in Section 2.3.5.
Having solved for the propagation constants using Marcatili’s method, the beam propagation
method (BPM) will now be outlined.
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2.3.3 Beam propagation method
The commercially available RSoft simulation software and in particular its beam propagation
tool were employed in this project. Originally developed in the 1970s [145], BPM is a widely
used technique in the modeling of integrated photonic devices as it enables efficient simulations.
The explanation of the method here will follow the description given in [146]. BPM is based on
the Helmholtz equation for monochromatic waves which, under the assumption of scalar fields,
is
∂ 2Θ
∂x2
+
∂ 2Θ
∂y2
+
∂ 2Θ
∂ z2
+ k20n
2Θ= 0, (2.54)
where the electric field is given by E = Θ(x,y,z)e−iωt and the geometry of the problem is
determined by the refractive index distribution n(x,y,z). Writing Θ = u(x,y,z)eikz, where k
is a constant representing the average phase variation of Θ, and rearranging Equation 2.54
yields
∂ 2u
∂ z2
+2ik
∂u
∂ z
+
∂ 2u
∂x2
+
∂ 2u
∂y2
+
(
k20n
2− k2
)
u = 0. (2.55)
Equation 2.55 is equivalent to the Helmholtz equation. The slowly varying envelope approxi-
mation, which is known as the paraxial or parabolic approximation in this context, is now made:
the rate of change of u with respect to z is assumed to vary slowly with z. Hence, the first term
in Equation 2.55 can be neglected. This gives
∂u
∂ z
=
i
2k
[
∂ 2u
∂x2
+
∂ 2u
∂y2
+
(
k20n
2− k2
)
u
]
, (2.56)
which is the fundamental BPM equation. The paraxial approximation has reduced the second-
order boundary value problem to a first-order initial value problem. While this enables much
more efficient calculations, the fields have to propagate primarily along the z-axis and the re-
fractive index may not change too rapidly with respect to z.
Polarisation effects can be taken into account by removing the restriction to scalar fields. Thus,
one approach is to begin the derivation with the vector wave equation instead of the scalar
Helmholtz equation [146–148]. Based on [146, 148], this yields
∂ux
∂ z
= Axxux+Axyuy, (2.57)
∂uy
∂ z
= Ayxux+Ayyuy. (2.58)
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The A variables represent complex differential operators and are defined as
Axxux ≡ i
2k
{
∂
∂x
[
1
n2
∂
∂x
(
n2ux
)]
+
∂ 2
∂y2
ux+
(
k20n
2− k2
)
ux
}
, (2.59)
Ayyuy ≡ i
2k
{
∂
∂y
[
1
n2
∂
∂y
(
n2uy
)]
+
∂ 2
∂x2
uy+
(
k20n
2− k2
)
uy
}
, (2.60)
Ayxux ≡ i
2k
{
∂
∂y
[
1
n2
∂
∂x
(
n2ux
)]
+
∂ 2
∂y∂x
ux
}
, (2.61)
Axyuy ≡ i
2k
{
∂
∂x
[
1
n2
∂
∂y
(
n2uy
)]
+
∂ 2
∂y∂x
uy
}
. (2.62)
Relations 2.57–2.62 are the basis for what is described as full-vectorial BPM. On the other
hand, letting Axy = Ayx = 0 yields the semi-vectorial approximation. The Ex and Hy fields
(horizontal polarisation) are treated independently of the Ey and Hx fields (vertical polarisation).
The latter pair of fields is set to zero in calculations involving the former and vice versa. This
approach typically allows the most important polarisation effects to be retained. Moreover, full-
vectorial BPM may be numerically less stable than scalar or semi-vectorial BPM. Hence, unless
specifically stated otherwise, the results presented in this dissertation which were obtained with
BPM are based on the semi-vectorial approximation.
Different numerical techniques can be used to solve Equation 2.56. Early work employed
the split-step Fourier method [145]; however, it was later shown that for integrated photon-
ics an implicit finite-difference approach based on the Crank-Nicholson scheme can perform
better [149–151]. The beam propagation tool in the RSoft software package is based on finite-
difference BPM [146]. In this method, the fields are only computed at discrete points on a grid
in the x-y plane. Starting at the launch site, the chosen launch field is propagated a single step
along the z-axis and computed again at the grid points of this new x-y plane. This process is
repeated until the end of the device is reached.
Finally, the modes of different waveguide structures were calculated in this project. This was
achieved with the mode solver implemented in RSoft. In this tool, BPM is combined with
the eigenmode expansion method [152]. Detailed descriptions of this approach may be found
in [153, 154].
2.3.4 Losses
How to minimise losses is a key consideration in the design of waveguides. The losses can be
grouped into three main categories: coupling, propagation, and bend loss. Each of these three
areas will now be discussed.
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Coupling loss occurs when light is coupled into and out of a waveguide chip, which can be done
using optical fibres. The quality of the chip’s facets is critical in this regard as imperfections can
cause significant losses. Apart from fabrication imperfections, three major mechanisms exist
which contribute to coupling loss. First, misalignment is an important factor since accurate
alignment on the scale of the waveguide cross-section may be required. Second, waveguides and
optical fibres generally consist of materials with different refractive index distributions which
leads to Fresnel reflection. Third, the mode profiles of waveguides and fibres are usually not
identical, which induces mode mismatch loss. Accordingly, assuming there is no misalignment
and that it is not possible to change the composition of the materials used, coupling loss is often
minimised by tapering the fibres or waveguides. This can change the profiles and effective
refractive indices of the modes under consideration and thus decrease the level of loss [155].
The simulation data of Figures 2.4a and 2.4b illustrates the reduction of coupling loss with
tapers.
On the other hand, propagation loss must also be taken into account. Typical causes include
absorption, poor mode confinement, stress, and roughness at the core-cladding interfaces. Ab-
sorption can be neglected here as the imaginary refractive indices of both silica [156] and sili-
con nitride [157] are negligible at the wavelengths of interest at room temperature. As will be
described in Section 4.2, losses due to poor mode confinement can be minimised with a suffi-
ciently thick lower cladding layer. Thus, stress and roughness are likely to be the key sources
of propagation loss. The former induces loss when, for example, light propagates in a region
with a varying stress level [158]. The latter will now be discussed in more detail. Roughness
typically results in light being scattered out of a waveguide along its entire length. Although in
practice single defects may lead to a significant loss at one point in a waveguide, this effect will
be ignored in the following analysis. The Beer-Lambert law determines the scattering loss in a
waveguide; this results in a power reduction of the form
Pf = P0e−αpl, (2.63)
where Pf (P0) is the final (initial) power, αp is the propagation attenuation coefficient, and l is
the path length propagated [159]. In order to quantify the effects of roughness, it is helpful to
consider the root mean square (RMS) roughness, σ , which describes the extent of the pertur-
bations, as well as the correlation length, ξ , which is a measure of the length over which the
perturbations are correlated with each other. Formulae for αp have been reported [160–162].
For a buried channel waveguide
αp = σ2 f (λ ,n1,n2,w,h,k,ξ ) , (2.64)
where f (λ ,n1,n2,w,h,k,ξ ) is a function of the stated parameters. Accordingly, the propaga-
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(b) Tapered fibres.
Figure 2.4: Dependence of the coupling loss on tapers. Light is coupled into and out of a waveguide
with fibres. The field amplitude is plotted as a function of position, which is also the case for all other
contour plots in the remainder of this chapter.
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Figure 2.5: Dependence of the propagation loss on the roughness at the core-cladding interfaces.
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(a) Bend radius = 100µm.
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(b) Bend radius = 1000µm.
Figure 2.6: Dependence of the bend loss on the bend radius.
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tion attenuation coefficient varies with the square of the RMS roughness, making this a crucial
parameter to control when optimising the propagation loss. Figures 2.5a and 2.5b illustrate sim-
ulation results which highlight the importance of reducing the roughness at the core-cladding
interfaces. Several techniques exist in order to determine the propagation loss. These include
prism coupling, detection of scattered light, Fabry-Pe´rot etalon effects, and measurements of
waveguides of different lengths [136, 163]. The latter method, when performed with a sin-
gle sample which is successively shortened, is referred to as the cutback technique and was
employed in this project.
Finally, bend loss is a result of two mechanisms: pure bend loss and transition loss. The former
refers to the tangential radiation emitted from a bend with a constant radius of curvature while
the latter denotes the light lost at a point where two waveguides with different radii of curvature
are joined. The pure bend loss is significant for the simulated tight bend shown in Figure 2.6a
while it is negligible for the gentle one of Figure 2.6b. It can also be seen that power is still
lost even after the S-bend has been traversed in Figure 2.6a as some of the power is in radiation
modes. The bend radius, Rb, is here defined to be the absolute value of the radius of curvature
of a circular arc. At larger bend radii, the losses associated with both mechanisms tend to be
lower [164]. More complex structures may be created to achieve further improvements. These
include bends with a continually varying bend radius as well as offsets at points where two
waveguides with different radii of curvature are joined. These adjustments were not explored
further in this work but can help to minimise the transition loss [49, 164]. Pure bend loss for a
circular arc is analysed in [63, 136]. In this case, it is possible to derive a power reduction of
the form
Pf = P0e−αbl, (2.65)
where the bend attenuation coefficient, αb, is related to the arc’s bend radius by
αb = a1e−a2Rb. (2.66)
The parameters a1 and a2 are constants. Consequently, the bend radius is an important variable
with regard to the optimisation of the bend loss.
2.3.5 Couplers
The ability to transfer light from one waveguide to another in a controlled fashion is at the
heart of integrated (quantum) photonics. Two main approaches achieve this: X-couplers and
directional couplers. The structure of and simulated power transfer in a X-coupler are shown in
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Figures 2.7a and 2.8a respectively. The corresponding illustrations for a directional coupler are
given in Figures 2.7b and 2.8b.
For a X-coupler, the intersection angle and the modal geometry at the crossing point deter-
mine how much light is coupled from one waveguide to the other. This can only be effec-
tively tuned at small intersection angles, which means X-couplers tend to require a large de-
vice footprint [165–167]. Since the device size is an important factor in terms of scalability,
as was discussed in Section 2.1.1, directional couplers were used in this work. As defined in
Figure 2.7b, the coupling length, L, is the distance over which the waveguides are parallel in
a directional coupler’s coupling region. The latter refers to the area in which the waveguides
are sufficiently close for appreciable power transfer to take place. The separation, s, denotes
the edge-to-edge distance when the waveguides are parallel in the coupling region. Directional
couplers will now be considered in more detail, first from a classical and afterwards from a
quantum perspective.
It was shown in Section 2.3.2 that the electromagnetic fields have an evanescent form outside
of the core of a rectangular waveguide. Hence, when the distance between two waveguides
is small enough, power may be transferred between them [60]. This was first experimentally
demonstrated in 1973 [168]. The coupling ratio, η , of a directional coupler is defined based
on Figure 2.9. The ζ variables contain all losses in the system, that is, in the waveguides as
well as fibres, which are proportional to the propagating power. This feature is characteristic
of many losses and applies, for example, to the Beer-Lambert law discussed in Section 2.3.4.
When a power P0 is injected into the fibre leading to Port 1 (2) of the device, P1−3 and P1−4
(P2−3 and P2−4) denote the values measured at two power meters in the absence of any losses.
In this case, it is possible to write
P0 = P1−3+P1−4 = P2−3+P2−4 (2.67)
and the coupling ratio is defined as
η ≡ P1−3
P0
=
P2−4
P0
. (2.68)
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Figure 2.7: Structure of integrated photonic couplers.
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Figure 2.8: Power transfer in integrated photonic couplers.
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Figure 2.9: Directional coupler and associated parameters. The waveguides (fibres) are shown in
black (blue).
Relations 2.67–2.68 imply that
P1−3 = P2−4 = ηP0, (2.69)
P1−4 = P2−3 = (1−η)P0. (2.70)
However, for real devices losses must be taken into account. Therefore, when light is in-
jected into Port 1, the actual powers measured at the power meters are P∗1−3 = ζ1ζ3P1−3 and
P∗1−4 = ζ1ζ4P1−4. Equivalently, when light is injected into Port 2, the powers measured are
P∗2−3 = ζ2ζ3P2−3 and P
∗
2−4 = ζ2ζ4P2−4. The expressions
P∗1−3
P∗1−3+P
∗
1−4
= ζ1
ζ3P1−3
ζ3P1−3+ζ4P1−4
, (2.71)
P∗2−3
P∗2−3+P
∗
2−4
= ζ2
ζ3P2−3
ζ3P2−3+ζ4P2−4
(2.72)
are generally not equal to the coupling ratio. Following [169], however, one can cancel out all
these losses by writing
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P∗1−3P
∗
2−4
P∗1−4P
∗
2−3
=
ζ1ζ3P1−3ζ2ζ4P2−4
ζ1ζ4P1−4ζ2ζ3P2−3
=
P1−3P2−4
P1−4P2−3
.
(2.73)
Using Equations 2.69–2.70, this yields
P∗1−3P
∗
2−4
P∗1−4P
∗
2−3
=
(
η
1−η
)2
. (2.74)
Rearranging Equation 2.74, one obtains
η =
√
P∗1−3P
∗
2−4
P∗1−4P
∗
2−3
1+
√
P∗1−3P
∗
2−4
P∗1−4P
∗
2−3
. (2.75)
Accordingly, Equation 2.75 demonstrates that it is possible to determine the coupling ratio,
which had been defined for a lossless device, when characterising a real device. Losses which
are proportional to the propagating power do not introduce any errors.
Having seen how the coupling ratio of a real directional coupler can be determined, it is im-
portant to consider how the ratio may be tuned. A common approach is to adjust the coupling
length in order to obtain the desired coupling ratio. This parameter can be easily varied when
waveguides are fabricated. In addition, an equation linking η and L can be derived,
η = sin2
(pi
υ
L+b
)
, (2.76)
where υ is the period of the coupling ratio and b is a constant [60, 168]. Nevertheless, the
coupling ratio is also a function of a range of additional parameters, including n1 and n2 as
well as the separation, waveguide dimensions, and the wavelength of the light. In particular,
υ increases exponentially with the separation between the two waveguide cores [60]. This is
because the fields decay exponentially outside the core, as was discussed in Section 2.3.2. The
relationship can thus be expressed as
υ = c1ec2s, (2.77)
where c1 and c2 are constants.
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The analysis of directional couplers presented so far has been classical. Therefore, they will now
be described from a quantum perspective. Single photons will be considered. The equations
derived still apply but the P parameters now refer to probabilities. For example, for a single
photon injected into Port 1, P0 = 1 and P1−3 (P1−4) denotes the probability of the photon exiting
the coupler at Port 3 (4). The photonic qubits studied in this project are path-encoded; this
is illustrated in Figure 2.9. A photon travelling in the waveguide connecting Ports 1 and 3
(2 and 4) is defined to have a wavefunction of |0〉 (|1〉). The corresponding vectors are
|0〉 ≡
(
1
0
)
, (2.78)
|1〉 ≡
(
0
1
)
. (2.79)
A directional coupler performs a unitary transformation, UˆDC, of the form [21, 23, 50]
UˆDC =
(√
1−η i√η
i
√
η
√
1−η
)
. (2.80)
Setting η = 0.5 yields a directional coupler with an operator
Uˆ (η=0.5)DC =
1√
2
(
1 i
i 1
)
. (2.81)
2.3.6 Tunable Mach-Zehnder interferometers
In order to reconfigure a circuit, it is possible to use a Mach-Zehnder interferometer (MZI),
which will be considered in this section. A MZI consists of two directional couplers with cou-
pling ratios η1 and η2 as well as a phase modulator which applies a phase φ , as illustrated in
Figure 2.10. The other parameters in the figure have the same meaning as before. A tunable
MZI may be viewed as a variable beam splitter. This sets a MZI apart from a directional cou-
pler, which is a passive device with a fixed coupling ratio. Accordingly, the effective coupling
ratio, ηe f f , of a Mach-Zehnder interferometer is defined analogously to the expression for the
coupling ratio of a directional coupler by
ηe f f ≡ P1−3P1−3+P1−4 =
P2−4
P2−3+P2−4
. (2.82)
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Figure 2.10: Mach-Zehnder interferometer and associated parameters. The waveguides (fibres) are
shown in black (blue).
Again, the expressions
P∗1−3
P∗1−3+P
∗
1−4
= ζ1
ζ3P1−3
ζ3P1−3+ζ4P1−4
, (2.83)
P∗2−3
P∗2−3+P
∗
2−4
= ζ2
ζ3P2−3
ζ3P2−3+ζ4P2−4
(2.84)
are generally not equal to the effective coupling ratio. Instead, losses proportional to the propa-
gating power may be cancelled out once more by writing
ηe f f =
√
P∗1−3P
∗
2−4
P∗1−4P
∗
2−3
1+
√
P∗1−3P
∗
2−4
P∗1−4P
∗
2−3
. (2.85)
The discussion will now be based on the quantum perspective again. The unitary matrix operator
corresponding to a MZI, UˆMZI , can be determined by multiplying the directional coupler and
phase shift matrices:
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UˆMZI =
(√
1−η2 i√η2
i
√
η2
√
1−η2
)(
1 0
0 eiφ
)(√
1−η1 i√η1
i
√
η1
√
1−η1
)
=
( √
1−η1
√
1−η2− eiφ√η1η2 i√η1−η1η2+ ieiφ√η2−η1η2
i
√
η2−η1η2+ ieiφ√η1−η1η2 eiφ
√
1−η1
√
1−η2−√η1η2
)
.
(2.86)
This allows the probabilities of measuring a photon at a certain output port to be deduced:
P1−3 = P2−4 = 1+2η1η2− (η1+η2)−2cos(φ)
√
η1η2 (1−η1)(1−η2), (2.87)
P1−4 = P2−3 = 1−P1−3. (2.88)
These probabilities are independent of which interferometer arm the phase shift is applied to.
This can be shown by noting that Equations 2.87–2.88 are unchanged when φ is replaced by−φ
or Equation 2.86 is multiplied by an arbitrary global phase. Combining Relations 2.82, 2.87,
and 2.88 yields
ηe f f = P1−3 = P2−4 = 1+2η1η2− (η1+η2)−2cos(φ)
√
η1η2 (1−η1)(1−η2). (2.89)
Therefore, a tunable MZI can be considered to be a variable beam splitter. Furthermore, a MZI
is balanced for η1 = η2 = 0.5. Inserting these values into Equation 2.86 gives the transforma-
tion
Uˆ (η=0.5)MZI =
1
2
(
1− eiφ i(1+ eiφ)
i
(
1+ eiφ
)
eiφ −1
)
. (2.90)
Once more, as the global phase is arbitrary and φ may be replaced by −φ , Equation 2.90 can
be simplified to
Uˆ (η=0.5)MZI =
 sin(φ2) cos(φ2)
cos
(
φ
2
)
−sin
(
φ
2
) , (2.91)
in agreement with [21, 23, 50]. Equations 2.89 and 2.91 show that for a suitable phase shift any
effective coupling ratio from 0 to 1 may be attained with a balanced MZI. This is no longer the
case when the condition η1 = η2 = 0.5 is not true.
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In order to realise a MZI in an integrated quantum photonics device, a suitable method to apply
a controlled phase shift must be chosen. In this project, the thermo-optic effect was exploited
to realise tunable MZIs. This involves the application of heat which can cause an appreciable
change in the refractive index [170]. Equations 2.42 and 2.53 demonstrate that such a modifi-
cation of the refractive index can be used to tune the phase.
2.4 Silicon oxynitride waveguides
SiOxNy is a promising material system for the development of photonic quantum circuits. Key
advantages include the ability to tune the refractive index over a wide range by varying x and
y, the maturity of the silicon semiconductor industry, the potential for direct integration with
silicon APD single-photon detectors, and the ability to reconfigure circuits through the thermo-
optic effect. Because the index can be tuned by modifying the composition of silicon oxyni-
tride, the material is highly versatile and lends itself to integration with other components. In
particular, graded refractive index structures can be created [171–174]. These enable tighter
bends [175], improved fibre-chip coupling [176–179], and a lower propagation loss [180]. A
key drawback of silicon oxynitride is that semiconductor on-demand single-photon sources tend
to be based on quantum dots grown in III-V materials [95]. Thus, it is difficult to integrate such
sources with silicon oxynitride waveguides into a monolithic structure during the deposition of
the materials. A solution to this problem is to bond together different devices to create hybrid
chips [107].
A number of groups have previously explored silicon oxynitride planar lightwave circuits. The
main types of structures which have been studied are channel [181–187], ridge [47, 188–191],
and strip-loaded [192–195] waveguides. An important advantage of ridge and strip-loaded de-
vices is that they potentially have lower propagation losses. This is because no etching step is
necessary to define the core of strip-loaded waveguides, leading to less roughness. Similarly, for
ridge devices the profile of the mode may be such that it interacts less with the core-cladding
interfaces. However, the etching of channel waveguides is simpler than for ridge structures.
Moreover, compared with strip-loaded structures, buried channel devices are less prone to dam-
age since the field confinement is not achieved through patterning of the chip’s surface. For
these reasons, buried channel waveguides were chosen for this project.
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2.5 Deutsch-Jozsa algorithm
As described in Section 1.1, a variety of quantum algorithms has been reported. The first one
that outperformed any classical algorithm was Deutsch’s algorithm [4], which was subsequently
improved and became known as the Deutsch-Jozsa algorithm [31–33]. This quantum algorithm
has been experimentally implemented in a number of physical systems [196–216] and has po-
tential applications in the area of quantum cryptography [217]. The following discussion will
be restricted to the refined version of the Deutsch-Jozsa algorithm, which was first proposed in
1998 [33], and will generally follow the description given in [218].
A Boolean function fm : {0,1}N → {0,1}, where N is a positive integer, is considered. The
function is known to be either balanced, meaning 0 is returned for half of the input domain and
1 for the other half, or constant. The task is to determine whether fm is balanced or constant with
the minimum number of function evaluations. Any classical algorithm would require 2N−1+1
function calls in the worst case to determine the answer with certainty. On the other hand, the
Deutsch-Jozsa algorithm can deterministically solve this problem with a single evaluation of fm
for any value of N.
A flow diagram of the refined Deutsch-Jozsa algorithm is shown in Figure 2.11. The total
1. Initialise the qubits to be in the state  0 
⊗𝑁
. 
2. Apply the Hadamard gate to each qubit. 
3. Implement the operator 𝑈 𝑚
(𝑁)
. 
4. Apply the Hadamard gate to each qubit. 
5. Measure the qubits. Result: 
               0 
⊗𝑁
 => 𝑓𝑚 = constant; 
any other state => 𝑓𝑚 = balanced.  
Figure 2.11: Flow diagram of the refined Deutsch-Jozsa algorithm.
number of functions is 2
N
C2N
2
+ 2 where C is the binomial coefficient. Each function is encoded
in a unitary operator Uˆ (N)m . The computational steps of the algorithm are
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|0〉⊗N Hˆ⊗N−−→ 1
2
N
2
2N−1
∑
i=0
|i〉
Uˆ (N)m−−→ 1
2
N
2
2N−1
∑
i=0
(−1) fm(i) |i〉
Hˆ⊗N−−→ 1
2N
2N−1
∑
j=0
2N−1
∑
i=0
(−1) fm(i)+i· j | j〉 ,
(2.92)
where i · j≡
N−1
∑
v=0
iv jv and the iv and jv variables represent the binary digits of i and j respectively.
The N qubits are first initialised to the state |0〉⊗N . Following that, a Hadamard transformation
(Hˆ) is applied to each qubit where
Hˆ ≡ 1√
2
(
1 1
1 −1
)
. (2.93)
This yields an equal superposition over all the basis states. Next, the operator Uˆ (N)m is imple-
mented. Finally, a Hadamard transformation is again applied to each qubit. In the last line
of Equation 2.92, the amplitude of the state |0〉⊗N is ±1 for a constant and 0 for a balanced
function. Thus, measuring the final state of the qubits reveals whether the function is constant
or balanced and only a single function evaluation was necessary to answer the question. This
point highlights the elegance of the algorithm as a single-shot measurement of all the qubits is
all that is required in order to arrive at the answer with certainty.
The special cases of one and two qubits, that is N = 1, 2, will now be considered. The operators
Iˆ(o) and Bˆ(o) are defined as
Iˆ(o) ≡
(
1 0
0 1
)
, (2.94)
Bˆ(o) ≡
(
1 0
0 −1
)
, (2.95)
where o labels the qubit on which the operator acts. For N = 1, there are four functions with
corresponding operators
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Uˆ (N=1)1 = Iˆ
(1) (constant), (2.96)
Uˆ (N=1)2 =−Iˆ(1) (constant), (2.97)
Uˆ (N=1)3 = Bˆ
(1) (balanced), (2.98)
Uˆ (N=1)4 =−Bˆ(1) (balanced). (2.99)
For N = 2, there are eight functions. The relevant operators are now
Uˆ (N=2)1 = Iˆ
(1)⊗ Iˆ(2) (constant), (2.100)
Uˆ (N=2)2 =−Uˆ (N=2)1 (constant), (2.101)
Uˆ (N=2)3 = Iˆ
(1)⊗ Bˆ(2) (balanced), (2.102)
Uˆ (N=2)4 =−Uˆ (N=2)3 (balanced), (2.103)
Uˆ (N=2)5 = Bˆ
(1)⊗ Iˆ(2) (balanced), (2.104)
Uˆ (N=2)6 =−Uˆ (N=2)5 (balanced), (2.105)
Uˆ (N=2)7 = Bˆ
(1)⊗ Bˆ(2) (balanced), (2.106)
Uˆ (N=2)8 =−Uˆ (N=2)7 (balanced). (2.107)
The Uˆ (N=2) operators can thus be written as direct products of single-qubit operators. No entan-
glement is present for N = 1,2. In fact, since Iˆ is the identity operator while Bˆ corresponds to a
phase shift of pi rad of one of the single-qubit basis states with respect to the other, the ability
to implement a variable phase shift is the key requirement of the Deutsch-Jozsa algorithm for
N = 1,2.
The case of N = 1 for a waveguide implementation of the Deutsch-Jozsa algorithm will now
be studied. Using Equation 2.81, it would be possible to implement a Hadamard gate exactly
by including a phase shift of one of the waveguide arms relative to the other before and after a
directional coupler with η = 0.5. This is because
(
1 0
0 −i
)
1√
2
(
1 i
i 1
)(
1 0
0 −i
)
=
1√
2
(
1 1
1 −1
)
≡ Hˆ.
(2.108)
However, to achieve the algorithm’s purpose, which is to determine whether the given function
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is constant or balanced through a single-shot measurement, the additional phase modulators are
not necessary. This can be proven as follows:
|0〉 Uˆ
(η=0.5)
DC−−−−−→ 1√
2
(|0〉+ i |1〉)
Uˆ (N=1)m−−−−→ 1√
2
[
(−1) fm(0) |0〉+ i(−1) fm(1) |1〉
]
Uˆ (η=0.5)DC−−−−−→ 1
2
{[
(−1) fm(0)− (−1) fm(1)
]
|0〉+ i
[
(−1) fm(0)+(−1) fm(1)
]
|1〉
}
.
(2.109)
Hence, if fm is constant (balanced), the qubit can be found in the state |1〉 (|0〉) at the end.
Compared with the version of the algorithm where Hadamard gates are employed, the conclu-
sions are now reversed. Accordingly, implementing the one-qubit Deutsch-Jozsa algorithm in a
waveguide architecture is possible with the Mach-Zehnder interferometer shown in Figure 2.10.
Moreover, the same type of circuit could be used for the two-qubit Deutsch-Jozsa algorithm.
As was demonstrated in Equations 2.100–2.107, this is because the Uˆ (N=2) operators can be
written as direct products of single-qubit identity and pi-phase shift operators.
Ultimately, quantum algorithms as well as the definition and source of quantum speedup con-
tinue to be active areas of research [219]. For instance, due to the absence of entanglement, the
degree to which the operation of the Deutsch-Jozsa algorithm can be considered to be classical
for N ≤ 2 has been debated [33, 218]. The motivation for considering the Deutsch-Jozsa algo-
rithm in this work is twofold. First, it provides a simple illustration of the potential of quantum
speedup. Second, it serves as an example which demonstrates the suitability of the waveguides
for applications in linear optical quantum computing.
2.6 Summary
In this chapter, the theory and background relevant to this dissertation were described. Com-
ponents germane to integrated quantum photonics and linear optical quantum computing were
discussed. In particular, different methods for determining how light propagates in waveguides
were presented. Silicon oxynitride waveguides were reviewed. Finally, the Deutsch-Jozsa al-
gorithm was explained.
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Methods
In this chapter, the experimental methods will be described. These comprise the deposition,
fabrication, and characterisation of waveguides, resistive heaters, and quantum dots.
3.1 Fabrication of waveguides
This section will cover the fabrication steps which were required to produce the waveguides.
The main techniques will first be discussed, which consist of plasma-enhanced chemical vapour
deposition (PECVD), electron beam lithography, and reactive ion etching (RIE). Finally, all
steps in the process will be summarised.
3.1.1 Plasma-enhanced chemical vapour deposition
The controllable and reproducible deposition of high-quality layers of a certain material is a ma-
jor research area in semiconductor physics. A number of solutions have been developed in this
regard. For example, in chemical vapour deposition (CVD), vaporised precursors react or de-
compose and create a new layer on a substrate. A multitude of CVD formats exist which differ
from each other, for instance, in terms of the physical characteristics of the precursors, the op-
erating pressure, and the way in which the precursors and the substrate are heated. The method
which was employed in this work to fabricate amorphous silicon oxynitride films is plasma-
enhanced chemical vapour deposition. This approach will now be discussed. The technique
is reviewed in [220] and was first reported for silicon nitride in 1965 [221]. Compared with
other chemical vapour deposition processes, the main advantage of PECVD is the relatively
low operating temperature between 200 ◦C and 400 ◦C, which results in a small thermal budget.
However, the need for a plasma increases the cost and complexity of the equipment.
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To vacuum pump 
Precursor gases (SiH4, N2O, N2) 
Substrate 
Top electrode 
Bottom electrode 
Power source 
Figure 3.1: Plasma-enhanced chemical vapour deposition chamber.
The PECVD system used is schematically shown in Figure 3.1. A 4′′ silicon wafer is placed
on the heated lower electrode. The precursor gases silane (SiH4), nitrous oxide (N2O), and
nitrogen (N2) flow into the chamber, which is at a pressure of around 1 mbar. The top electrode
is driven with a radio frequency signal, creating a plasma between the two electrodes. The
reactions between the excited species in the plasma and the interaction with the substrate lead
to the formation of an amorphous silicon oxynitride film on the substrate. The composition, and
thus the refractive index, of the film is tuned by varying the deposition conditions, for example,
the flow rates of the different precursor gases, the power used to excite the plasma, the chamber
pressure, and the temperature.
3.1.2 Electron beam lithography
In order to fabricate semiconductor devices, patterns must be transferred onto a wafer. A widely
used method for this purpose is lithography. The initial step is generally the creation of a resist
layer on the semiconductor sample. This is done by first spinning the sample, which yields
a layer of uniform thickness, followed by baking, which evaporates the solvent in the resist.
Following that, certain regions of resist are exposed, which changes their properties. Finally,
the undesired parts of the resist can be removed by immersing the sample in developer solution.
There are two main categories of resist: positive and negative. For the former, the areas that
are exposed are removed afterwards. For the latter, the exposed regions remain. In this project,
two methods of patterning the resist were employed: electron beam lithography [222] and op-
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tical lithography [223]. The former was used with negative resist in the waveguide fabrication
process and will now be discussed. The latter allowed the resistive heaters to be defined with
positive resist and will be reviewed in Section 3.2.
The Leica VB6-UHR electron beam lithography system was employed. The wafer is spin-
coated with a layer of negative resist, which has a thickness of 2 µm. A focused beam of
electrons with kinetic energies on the order of 100 keV is scanned across the surface of the
wafer to write the desired pattern. The exposed regions of resist undergo a change of properties.
This is because the electrons scatter and lose their energy inside the resist. A schematic of this
direct-write technique is shown in Figure 3.2.
The method’s flexibility enables quick prototyping. The resolution limit is due to forward and
backscattered as well as secondary electrons [224, 225]. For example, the backscattering of
electrons gives rise to the proximity effect which generally impacts electron beam lithography
systems [226]. This effect creates difficulties when defining the separation between closely
spaced features. For the Leica VB6-UHR system, a resolution below 10 nm can be achieved
under optimised conditions.
Substrate 
Beam of electrons 
Sample 
Resist to be removed 
Resist to remain 
Direction of travel 
Figure 3.2: Electron beam lithography with negative resist.
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3.1.3 Reactive ion etching
Following the definition of a resist pattern with electron beam lithography, reactive ion etching
was used in order to remove the parts of the core layer not covered by resist. The method is
reviewed in [227, 228]. RIE was selected as it allows anisotropic etch profiles to be obtained.
These are required here since the waveguides have vertical sidewalls. Wet etching, a commonly
used alternative to define semiconductor features, tends to lead to isotropic profiles. Illustrations
of different etch profiles are given in Figures 3.3a and 3.3b and further discussion may be found
in [229, 230].
Etched material 
Substrate 
Resist 
(a) Isotropic.
Etched material 
Substrate 
Resist 
(b) Anisotropic.
Figure 3.3: Comparison of different etch profiles.
Wafer 
Resist Plasma 
To vacuum pump 
Etching gases 
Electrode 
Power source 
+ + 
- - 
(a) Parallel plate RIE.
Wafer 
Resist Plasma 
To vacuum pump 
Etching gases 
Electrode 
+ + 
Electromagnetic 
coil 
Power source 1 Power source 2 
- - 
(b) Inductively coupled plasma RIE.
Figure 3.4: Reactive ion etching systems.
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Two types of systems were employed: parallel plate RIE and inductively coupled RIE. Existing
etch recipes were used. The systems are illustrated in Figures 3.4a and 3.4b respectively. In
the parallel plate RIE system, the wafer is placed on an electrode in a vacuum chamber. The
electrode is electrically isolated from the rest of the chamber, which is grounded. The chamber
is kept at a pressure of around 0.05 mbar and contains a fluorine-based chemistry. Typical gases
include sulphur hexafluoride (SF6), tetrafluoromethane (CF4), fluoroform (CHF3), oxygen (O2),
and argon (Ar). A radio frequency signal is applied to the electrode which ionises the gas. The
direct current bias causes highly reactive ions to be accelerated towards the wafer. This has two
key effects. First, the ions react with the SiOxNy molecules, which removes material from the
wafer. Second, the ions transfer some of their kinetic energy to the SiOxNy molecules and thus
physically dislodge them in a sputtering process. Due to both of these effects, the areas of the
SiOxNy film not covered by resist are gradually eroded. Scanning electron microscopy [231]
was used to image the etched waveguides in order to determine how much resist is left after
etching a certain depth. Although the reactive ions mainly interact with the SiOxNy molecules,
they also gradually erode the resist. Experimental trials showed that with the resist employed,
which has a thickness of 2 µm, a maximum etch depth of 1.6 µm can be achieved. Accordingly,
this limited the maximum height of the waveguides to 1.6 µm.
On the other hand, in the inductively coupled RIE system, the key difference is that the electro-
magnetic coil allows a plasma with a significantly higher density to be generated. In this case,
the primary role of the electrode is to create the direct current bias which causes highly reactive
ions to be accelerated towards the wafer. A key advantage of this technique is that the high
plasma density allows much faster etch rates to be achieved.
3.1.4 Process summary
An overview of the steps necessary to fabricate the silicon oxynitride waveguides will now be
provided. The process is outlined in Figure 3.5 and scanning electron microscopy images of the
waveguides are shown in Figure 3.6. Using PECVD, a silicon oxynitride lower cladding layer
is deposited on a 4′′ silicon substrate, followed by a higher-refractive index silicon oxynitride
core layer. Next, the wafer is spin-coated with a negative resist to yield a layer with a thickness
of 2 µm. This is followed by baking. Electron beam lithography allows the desired pattern to be
defined. Immersion in developer solution then clears away any resist that has not been exposed.
Following that, reactive ion etching is employed to remove the regions of the silicon oxynitride
film that are not covered by resist. The remaining resist is dissolved in acetone before the silicon
oxynitride upper cladding layer is deposited. The wafer is diced into individual waveguide chips
with a diamond blade. Finally, resistive heaters are deposited on some devices. This step will
now be explained in more detail in the next section.
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1. Cladding deposition 
Si 
3. Resist coating 
4. Lithography 5. Development 6. Etching 
7. Resist removal 8. Cladding deposition 
2. Core deposition 
Substrate 
9. Heater deposition 
Cladding 
Substrate 
Cladding 
Core 
Substrate 
Cladding 
Core 
Resist 
Substrate 
Cladding 
Core 
Resist 
Substrate 
Cladding 
Core 
Substrate 
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Substrate 
Cladding 
Substrate 
Cladding Cladding 
Substrate 
Figure 3.5: Steps required to fabricate the silicon oxynitride waveguides.
20 mm 
5 mm 
Figure 3.6: Scanning electron microscopy images of a directional coupler. The images were taken
following the removal of resist after the etching step. In addition, 8 nm of gold-palladium had been
evaporated onto the surface of the device in order to prevent charging during the imaging process [232].
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3.2 Deposition of resistive heaters
In order to apply heat to the chips to enable phase-shifting, metal structures were deposited
on certain chips [21, 50, 51]. These consisted of nickel-chromium heaters (80 % nickel and
20 % chromium), which were positioned on top of the target waveguides, and gold connection
elements [53, 93]. This choice of metals will be discussed in Section 6.1. Typically, the heaters
had a thickness of 0.3 µm, width of 50 µm, and length of 4 mm. Optical lithography [223] and
a lift-off process [233] were employed. The optical lithography system used can achieve a sub-
micron resolution. This is limited by the wavelength of the light and the mask alignment [234].
The photomasks were written with electron beam lithography. Although resistive heaters were
only deposited on single chips, the use of optical lithography means this process can be readily
scaled.
The individual steps of the process are outlined in Figure 3.7. Shipley S1813 positive resist is
spun on a chip which is then baked. Subsequently, a metal mask is aligned to the chip, followed
by exposure to a large-area collimated beam of ultraviolet light with a wavelength of 405 nm.
A dark field mask is used for this purpose which means that the chrome pattern blocks the light
from reaching any area that is not part of the desired pattern. Analogously to electron beam
lithography, the exposure causes the resist to undergo a change in properties. Following that,
the chip is soaked in chlorobenzene (C6H5Cl) before being placed in developer solution. The
chlorobenzene diffuses into the upper part of the resist layer, causing that region to develop more
slowly than the bulk and thus resulting in an undercut profile. Such a profile allows the pattern
1. Resist coating 2. Exposure 
Mask 
3. C6H5Cl, development 
4. Metal evaporation 
Metal 
5. Lift-off 6. Final heater 
Cladding 
Resist 
Cladding Cladding 
Cladding Cladding Cladding 
Substrate Substrate Substrate 
Substrate Substrate Substrate 
Figure 3.7: Process flow for the fabrication of resistive heaters.
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to be defined with a higher resolution. The sample is placed in a bell jar evaporator whose
pressure is subsequently reduced to approximately 10−6 mbar. The low pressure is important
for two main reasons [235]. First, oxidation reactions of the metals are reduced. Second, the
coating uniformity is improved as the mean free path of the evaporated atoms increases. Strips
of nickel-chromium are placed in a tungsten boat. A current is passed through this boat, raising
the temperature of the metal and causing it to evaporate. After the evaporation is complete,
the chip is removed from the bell jar and soaked in acetone. This clears away the resist and
with it the nickel-chromium covering these areas. The steps in the process are then repeated,
beginning with spin-coating the resist. This time, however, a different mask pattern is used in
order to define the gold connections. Moreover, a base layer of titanium is deposited before the
gold is finally evaporated. The titanium is required to ensure the adhesion of the gold.
3.3 Growth of self-assembled quantum dots
The self-assembled InAs/GaAs quantum dot samples were grown by molecular beam epitaxy
(MBE), a process developed at the Bell Telephone Laboratories in the 1960s [236]. The tech-
nique is reviewed in [131, 237]. Compared with other approaches such as liquid-phase epi-
taxy and chemical vapour deposition, MBE allows thickness control to within 1 nm as well as
monolayer-sharp transitions between different materials. A key disadvantage of the method is
the relatively slow growth rate which is usually less than 0.1 µmmin−1.
The MBE chamber employed is illustrated in Figure 3.8. An ultra-high vacuum environment
with a pressure on the order of 10−10 mbar is maintained in the system. The source elements
aluminium (Al), arsenic, gallium, and indium as well as the dopants silicon (Si) and carbon (C)
are heated in Knudsen effusion cells, which are crucibles wrapped with resistive heater fila-
ments. At sufficiently high temperatures, the elements sublime. Shutters in front of the cells
control when a particular beam of gaseous particles can enter the main chamber which con-
tains the substrate, a GaAs wafer. The beams impinge on the substrate and epitaxial growth
begins, whereby a single crystal is formed. The substrate is rotated during the growth in order
to compensate for the geometrical arrangement of the Knudsen cells, which influences the par-
ticle flux. Reflection high-energy electron diffraction is used to characterise the surface of the
wafer [238].
The quantum dots were grown with the Stranski-Krastanov growth mode [239], which has been
shown to be suitable for InAs/GaAs quantum dots [240]. This type of growth is reviewed
in [241]. A diagram of the process is given in Figure 3.9. The lattice constant of InAs is larger
than that of GaAs. As a result, after initial layer-by-layer growth, it becomes energetically
favourable for InAs to form islands. The critical thickness at which this happens is approxi-
mately 1.6 monolayers for InAs/GaAs quantum dots [242–244]. Thus, there exists a contin-
uous layer of InAs, which is called the wetting layer, on top of which the islands grow. As
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Figure 3.8: Molecular beam epitaxy chamber.
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Figure 3.9: Stranski-Krastanov growth mode.
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the surface coverage increases, the quantum dots become larger until they eventually coalesce.
Next to strain energy, the exact nature of the growth depends on a number of other parameters.
These include the surface energies of InAs and GaAs, the temperature, and the diffusion of
particles.
3.4 Characterisation of waveguides
The experimental methods used to characterise the silicon oxynitride films and waveguides will
now be described. These include: ellipsometry, scanning electron microscopy, profilometry,
fibre-chip alignment, and fibre-chip bonding.
3.4.1 Ellipsometry
Ellipsometry was employed in order to measure the refractive index and thickness of the silicon
oxynitride films. The discussion of this technique is based on [245, 246]. Light incident on
a sample is considered. Fundamentally, an ellipsometer’s operation is based on the fact that
reflections can alter the polarisation of a beam of light. A single-wavelength commercial null
ellipsometer was used in this project and its layout is shown in Figure 3.10. The source consists
Polariser 
Analyser 
Laser (632.8 nm) 
Photodetector 
Normal to sample 
Compensator 
k 
Stage 
i n 
Line of intersection 
Transmission axis 
Sample Angle of reflection Angle of incidence 
Figure 3.10: Null ellipsometer. The thick lines in the polariser, compensator, and analyser represent the
transmission axes while the dashed lines in these components are the lines of intersection of the plane of
incidence and the instrument planes.
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of a helium-neon laser with a wavelength of 632.8 nm. Collimated light passes through the
polariser as well as the compensator (a quarter-wave plate) before it impinges on the sample.
The angle of incidence is equal to the angle of reflection. After being reflected from the sample,
the light passes through the analyser (another polariser) and is then collected by a detector. The
relevant angles are defined as follows. The plane of incidence contains the beams incident on
and reflected from the sample as well as the normal to the sample. In addition, it is assumed that
the beam is perpendicular to the polariser, compensator, and analyser planes. The angle κ is
defined to be the angle between the polariser’s transmission axis and the line of intersection of
the plane of incidence and the polariser plane, measured in a clockwise direction when looking
along the beam. Similarly, the corresponding angles ι and ν are defined in analogous fashion
for the compensator and analyser. Thus, κ , ι , and ν all have a period of pi.
The electric field normal (parallel) to the plane of incidence is referred to as the s-polarisation
(p-polarisation). The sample is assumed to be isotropic. The angle of incidence was chosen
to be 70°. In general, for a non-zero angle of incidence, the reflected light has a different
polarisation than the incident light. This can be understood as follows. The characteristics
of the reflected beam of light depend on the currents induced in the material. In an isotropic
material, the induced current is parallel to the electric field. Moreover, the induced currents
parallel and perpendicular to the plane of incidence are different for the s- and p-polarisation.
Consequently, the relative fractions of these polarisation states can vary between the incident
and the reflected beam.
In order to make a measurement, one turns the polariser and analyser until the light at the
detector is extinguished, which can only happen when the light reflected from the sample is
linearly polarised. For ι = ι1 = pi4 , the light collected by the detector can be extinguished for
two null settings: κ = κ2, ν = ν2 and κ = κ4, ν = ν4. The same applies when ι = ι2 =−pi4 , in
which case κ = κ1, ν = ν1 and κ = κ3, ν = ν3. The null settings are related to each other by
κ3 = κ1+ pi2 , ν3 =−ν1 as well as κ4 = κ2+ pi2 , ν4 =−ν2. Thus, measuring one pair of angles
allows the other pair to be deduced. However, by measuring both pairs, errors such as those in
the calibration of κ , ι , and ν can be cancelled out. This is called four-zone averaging. Choosing
the analyser settings such that ν1 ≥ 0 and ν2 ≥ 0, it is possible to calculate the ellipsometric
angles ∆ and Ψ with four-zone averaging according to
∆=
κ1−κ2+κ3−κ4
2
, (3.1)
Ψ=
ν1+ν2−ν3−ν4
4
. (3.2)
The complex amplitude reflection coefficient rs is defined to be the ratio of the s-component of
the reflected beam’s electric field to the s-component of the incident beam’s electric field. For
the p-component, the complex amplitude reflection coefficient rp is defined in the same way.
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The ellipsometric angles are related to rs and rp by
rp
rs
= tan(Ψ)ei∆. (3.3)
Knowledge of the ratio rprs allows the refractive index and thickness of the material to be de-
duced. Hence, measuring the null settings of the ellipsometer enables the sample under consid-
eration to be characterised. Nevertheless, the thickness can only be computed as an arbitrary
multiple of a period, which is on the order of a few hundred nanometres for silicon oxyni-
tride.
In addition to ellipsometry, two complementary methods were used to assess the dimensions of
the waveguide devices: scanning electron microscopy and profilometry [247]. In Section 3.1.3,
it was described that scanning electron microscopy made it possible to gauge the extent to
which the etching process eroded the resist. The technique was also employed to determine
the core size. This was done by analysing waveguides whose upper cladding layer had not
yet been deposited. Next to that, a contact profilometer enabled a thickness measurement to
be performed. The instrument used consists of a diamond stylus that is moved across a surface
with a specified contact force. The vertical displacement of the stylus is detected and thus a two-
dimensional profile of the sample can be built up. In particular, step changes between etched
and unetched regions on wafers were analysed. The combined information from ellipsometry,
scanning electron microscopy, and profilometry allowed the core dimensions to be determined
to within 100 nm.
3.4.2 Fibre-chip alignment
In order to characterise the properties of waveguides, light is typically coupled in and out of the
waveguides with optical fibres [248]. This was done with the setup of Figure 3.11. The source
is a continuous wave diode laser whose wavelength can be tuned from 885 nm to 935 nm. The
laser light is divided by a beam splitter. Power Meter 1 is used to monitor the laser power. The
other light beam is launched into the chip and collected by Power Meter 2. When two or more
output ports of the chip are studied simultaneously, additional power meters are employed. All
power meters are silicon photodiodes.
Two six-axis stages allow the fibre arrays to be aligned to the waveguides. The axes consist
of translations along the x-, y-, and z-axis as well as rotations about said axes. Piezoelectric
controls and strain gauges make fine alignment on a scale of tens of nanometres possible. The
central four-axis stage enables further adjustments of the chip itself. The alignment is optimised
by maximising the light collected. Refractive index-matching oil is applied to both fibre arrays
to reduce Fresnel reflection at the interfaces, lubricate the fibre-chip contact points, and fill
44
3.4. CHARACTERISATION OF WAVEGUIDES
Fibre arrays 
Six-axis stages 
Waveguide chip 
Beam splitter 
z 
x 
y 
θy 
θx 
θz 
Four-axis block 
Laser 
Index-matching oil 
Fibre 
Input side 
Power Meter 1 Power Meter 2 
Output side 
Figure 3.11: Waveguide chip characterisation setup.
any facet imperfections that were created during the dicing of the chip. Experimental tests
showed that the application of oil often increases the power collected at the output ports by
more than 100 %.
In order to control the polarisation of the light which enters the chip, a polarisation-maintaining
fibre array is employed at the input side. The fibres in this component are all aligned with respect
to the array. By aligning the array in the same plane as the chip, as shown in Figure 3.11, the
polarisation of the light injected into the chip can be controlled. In general, optical fibres can
support transverse electric, transverse magnetic, and hybrid modes [144]. Thus, by launching
either the TE or TM mode of a polarisation-maintaining fibre into a waveguide, to a good
approximation only one of the waveguide’s two fundamental modes is excited. At the output
side, on the other hand, a multi-mode fibre array is used because the larger cores of multi-mode
fibres simplify the alignment.
Furthermore, the fibre-chip alignment was partially automated in order to decrease the errors
as well as time associated with alignment. This is because experimental trials demonstrated
that misalignment on a scale of less than 1 µm can noticeably decrease the coupling efficiency.
Moreover, automatic realignment can be beneficial if the alignment drifts with time, for in-
stance, due to temperature changes of the components which will generally have different ther-
mal expansion coefficients. A number of fibre-optic alignment algorithms have been described
in the literature. These include hill climbing [249], the Hamiltonian approach [250], the Nelder-
Mead simplex (NMS) method [251], centre-integration [252], and the genetic algorithm [253].
The NMS algorithm, invented in 1965 [254], was selected as it has been shown to be robust with
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regard to avoiding local minima as well as efficient [251]. The implementation was achieved
by modifying an in-built algorithm of the LabVIEW software package. This allowed the piezo-
electric controls to be steered. Nevertheless, since the piezoelectric controls only had a range
of about 35 µm, the initial coarse alignment still had to be performed manually.
The NMS algorithm will now be explained, following the descriptions given in [251, 255].
A general flow diagram of the method is shown in Figure 3.12. For the optimisation of M
parameters, M+1 points in the M-dimensional parameter space are initially chosen. M = 6 for
the alignment of either the input or the output array in isolation; M = 12 when they are aligned
simultaneously. The points should be well-distributed and form a simplex that is neither too
large, which would slow down the convergence, or too small, which would risk missing the
global maximum. At each of these points, the transmission through the chip is measured and
they are then ordered accordingly. The best (worst) point is the one with the highest (lowest)
transmission. Leaving out the worst one, the centre of gravity of the other M points is computed.
Next, the replacement of the worst point by a better one, for example, the reflection of the worst
point about the centre of gravity calculated earlier, is attempted. If this succeeds, the steps
are repeated, beginning with the ordering. If this step fails, however, the simplex is contracted
towards the best point before the steps are repeated. The algorithm stops when all simplex
points are close enough in the M-dimensional space, all transmissions are sufficiently similar,
or a fixed number of iterations has been exceeded.
1. Create initial simplex. 
2. Order points based on their transmissions. 
3. Find centre of gravity of all points except the worst one. 
4. Replace worst point with a better one. 
5. If step 4. succeeded, repeat 2.–4. If not, contract the 
simplex towards the best point and only then repeat 2.–4. 
Figure 3.12: Flow diagram of the Nelder-Mead simplex method.
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3.4.3 Fibre-chip bonding
In the previous section, methods to align fibres and waveguide chips were described. It will
now be discussed how the input and output fibre arrays can be permanently attached to a chip’s
facets. This is important in order to obtain a self-contained, robust, and cost-effective fibre-chip
system which is independent of the alignment setup shown in Figure 3.11.
Ultraviolet (UV) curing was used in this project to bond fibres to waveguide chips. UV curing
is a process in which an adhesive is cured by exposure to UV radiation [256]. The incident
radiation leads to a photochemical reaction which causes the adhesive to harden. The method
employed consists of applying an adhesive to the input array and optimising the alignment of
the input and output arrays afterwards. No refractive index-matching oil is used. Once the
transmissions are maximised, the adhesive is exposed to a source of UV light. The curing time
is on the order of minutes. Next, the process is repeated with the output array. The amount
of adhesive applied was optimised in order to obtain high transmissions as well as a robust
bond.
This fibre-chip bonding technique has a number of benefits. First, adhesives can be cured in
a controlled and efficient fashion, in some cases within seconds. Second, experimental trials
showed that application of the adhesive generally increased the transmissions. This is because
the adhesive fulfills the same roles as index-matching oil, which were outlined in the previ-
ous section. However, the improvement was not as pronounced as for oil. Third, it was found
that UV curing is a very robust solution. The measured transmissions were constant over a
time scale of months as well as during temperature changes caused by the operation of Mach-
Zehnder interferometers, indicating that no appreciable fibre-chip misalignment took place. Fi-
nally, it is possible to bond dissimilar materials together. Therefore, this technique also has
applications in the fabrication of hybrid chips of the type mentioned in Section 2.4, on which
single-photon sources and photonic quantum circuits consisting of different materials are inte-
grated [107].
3.5 Characterisation of quantum dot single-photon sources
In this section, the generation of single photons from quantum dots will first be described.
Following that, attention will turn to the characterisation of single-photon emission. Quantum
dots are often studied at liquid helium temperatures. This improves certain properties of the
single-photon emission. For instance, very narrow spectral linewidths can be achieved at such
temperatures [40]. In fact, the spectrum of a particular quantum dot is typically one of the first
features to be measured. A spectrometer is used for this purpose.
Quantum dots may be excited in a number of ways, as reviewed in [257, 258]. Embedding quan-
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tum dots in a light-emitting diode structure enables electrical excitation. Another possibility is
optical excitation. The discussion will now focus on this latter method. Above-band excita-
tion is a common approach here. In this technique, the photons incident on the quantum dot
sample have energies exceeding that of the band gap of gallium arsenide, which is in the range
from 810 nm to 870 nm between cryogenic and room temperatures [259]. This creates a large
number of carriers in the GaAs surrounding the quantum dot. Through relaxation processes,
the states of the quantum dot are thus filled. An alternative is resonant excitation: the energy of
the incident photons is set equal to that of the quantum dot transition. Resonant excitation was
employed in this work and will be described next.
When optically exciting a two-level system of a quantum dot, it is preferable to excite on reso-
nance. Photons generated this way tend to be more suitable for quantum information applica-
tions and the method is also beneficial with regard to spin operations [260, 261]. The theoretical
underpinnings of resonance fluorescence are reviewed in [262]; the technique was theoretically
analysed as early as 1969 [263]. The main challenge in implementing resonance fluorescence
is to distinguish the emitted photons from same-wavelength scattered laser light [261, 264]. In
2007, the first experimental report of resonance fluorescence in a single self-assembled quan-
tum dot was presented [264]. Furthermore, pulsed resonance fluorescence yields control over
the time when the photons are emitted. Single photons were generated from the quantum dot
source studied in this project via pulsed resonance fluorescence. Reports of experiments based
on this technique can be found in [103, 106, 265, 266].
Figure 3.13 shows the experimental setup used to collect single photons from the quantum dot
sample. The arrangement is based on [261, 265, 267]. The sample is kept at a temperature
of about 5 K in a closed-cycle cryostat. The fibre-coupled excitation laser is collimated and
manipulated in free space. Its polarisation is controlled by means of a polariser and a quarter-
wave plate. An objective lens focuses the beam onto the sample, which can be translated on a
scale of nanometres in all three dimensions with a nano-positioner, allowing a particular dot to
be selected. The incident beam is linearly polarised (Polarisation 1). Following that, the light
with Polarisation 1, which consists of the laser light reflected from the sample as well as some
of the quantum dot emission, is rejected by two polarising beam splitters. The single photons
emitted by the quantum dot with Polarisation 2, which is orthogonal to Polarisation 1, are
decollimated and collected by a fibre. This cross-polarisation filtering allows the laser light to be
extinguished by a factor exceeding 106 in the collected light. The sample is mounted such that
there is an angle of 45° between the laser’s polarisation and the two orthogonal polarisation basis
states defined by the quantum dot’s emission. This maximises the fraction of single photons
collected.
Moreover, the second-order correlation function, g(2) (τ), serves to assess the statistical and
coherence properties of a light field. In particular, it allows a single-photon source to be char-
acterised. Here τ is a time delay. The discussion is based on [40, 128, 268]. Classically, the
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Figure 3.13: Generation of single photons from a quantum dot with pulsed resonance fluorescence.
The solid (dashed) arrows represent light going to (reflected from) the sample. The incident laser light
(black) has a polarisation which is orthogonal to that of the single photons emitted by the quantum dot
which pass through the polarising beam splitters (red).
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Figure 3.14: Hanbury Brown and Twiss interferometry.
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second-order correlation function is given by
g(2) (τ) =
〈γ (t)γ (t+ τ)〉
〈γ (t)〉2 , (3.4)
where γ (t+ τ) is the intensity of the light at a time t + τ . In quantum mechanics, the function
becomes
g(2) (τ) =
〈
aˆ† (t) aˆ† (t+ τ) aˆ(t+ τ) aˆ(t)
〉
〈aˆ† (t) aˆ(t)〉2
, (3.5)
where aˆ(t) is the photon-annihilation operator in the Heisenberg picture. For an ideal single-
photon source, g(2) (0) = 0. Hence, the second-order correlation function can be used as a
measure of how close a system is to being a true single-photon source with regard to multi-
photon emission.
A Hanbury Brown and Twiss interferometer [269], as shown in Figure 3.14, was employed to
measure g(2) (τ). The incoming light passes through a balanced non-polarising beam splitter
and is collected by two silicone APDs. When light is registered at APD 1 (2), a start (stop)
signal is sent to the coincidence counter. The difference in arrival time between the start and
the stop signal is given by τ . For sufficiently small values of τ , the histogram of coincidence
events as a function of τ yields a good estimate of g(2) (τ). For a single photon and τ = 0, the
detectors cannot fire simultaneously and thus g(2) (0) = 0. This illustrates why g(2) (0) = 0 can
be considered to be the signature of a single-photon source.
3.6 Summary
In this chapter, the experimental methods were discussed. The waveguides were fabricated
through plasma-enhanced chemical vapour deposition, reactive ion etching, and electron beam
lithography. The characterisation of the waveguides involved ellipsometry, scanning electron
microscopy, profilometry, manual and automatic fibre-chip alignment, and UV curing. The re-
sistive heaters were produced with a photolithographic lift-off process. Moreover, the growth of
quantum dots with molecular beam epitaxy was outlined. Single photons were generated from a
quantum dot sample using pulsed resonance fluorescence. The light emitted was characterised
with a Hanbury Brown and Twiss setup.
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Waveguide simulations and design
considerations
The waveguide simulation results will be presented in this chapter. They will be discussed in the
context of design considerations for applications in the field of integrated quantum photonics.
The majority of the results was obtained using the beam propagation method due to its higher
accuracy compared with Marcatili’s method, which will be illustrated.
The waveguides were optimised according to three main criteria: single-mode operation, low
losses, and small device footprint. First, it is often easier to characterise and tune the properties
of single-mode waveguides than those of multi-mode waveguides. This is because when light
is launched into a multimodal waveguide, more than one mode may be excited. In addition, the
modes may be coupled, that is, electromagnetic power is transferred between them. Second,
the losses must be sufficiently low because single photons are frequently employed in quantum
optics experiments. As a result, only certain levels of loss can be tolerated. Third, making
the devices as small as possible is important with regard to scalability, as was explained in
Section 2.1. Finally, fabrication constraints mean that certain regions of the parameter space
may not be experimentally accessible. This important consideration will also be discussed in
this chapter.
The scope of the theoretical study will now be outlined. A cross-section of the structure con-
sidered is shown in Figure 4.1. Only buried channel waveguides were explored. Based on the
discussion in Section 2.4, this was done in order to simplify the etching process and to obtain
robust chips. Furthermore, square cross-sections were chosen so that w = h ≡ core size. This
is due to the effects of roughness, which will be explained in Section 4.4. The thickness of
the cladding layers was assumed to be infinite. The only exception is in Section 4.2 where
the contributions of these parameters will be described. Unless explicitly stated otherwise, the
wavelength was set to 900 nm and room temperature operation was considered. Finally, the
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Figure 4.1: Cross-section and associated parameters of the waveguides. The core is centred at the
origin.
refractive index difference, δ , is here defined as
δ ≡ n1−n2. (4.1)
Since the refractive index of silicon oxynitride can be varied approximately from that of silica
to that of silicon nitride, the values explored were chosen to be
0 < δ ≤ 0.5. (4.2)
The results were generally much more sensitive to δ than to the absolute values of n1 and
n2. Accordingly, the value of n2 was assumed to be fixed at 1.505. This choice is based on
measurements of cladding layers, which will be presented in Section 5.1.
The analysis in this chapter will also serve to rationalise the parameters selected for the fabri-
cation of the waveguides. When certain parameters were held fixed in a particular study, their
values were typically set equal to those of the fabricated waveguides, which will now be sum-
marised. The fabricated waveguides consisted of buried channel structures with a cross-section
of 1.6 µm x 1.6 µm. Cosine bends were employed. With the exception of the measurements
analysed in Section 5.5, their bend radius was 3 mm. At room temperature and a wavelength of
900 nm, the refractive indices of the waveguides were n1 = 1.545 and n2 = 1.505, which yields
δ = 0.04. Both cladding layers had a thickness of 4 µm, that is, ho = hu = 4µm. All tapers had
a linear profile and a length of 4 mm.
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4.1 Single- and multi-mode regimes
In this section, the characteristics of the modes supported by a waveguide will be described.
The profiles of four modes obtained with BPM are shown for the Ex field of the horizontal
polarisation in Figures 4.2a–4.2d. Analogous profiles were obtained for the Hy field as well as
the Ey and Hx fields of the vertical polarisation.
In Section 2.3, two complementary approaches were introduced in order to study the behaviour
of light in a waveguide: Marcatili’s method and the beam propagation method. Figures 4.3a and
4.3b compare Marcatili’s method and BPM in terms of the predicted value of ne f f for different
modes. These results are consistent with those previously reported in [60, 62]. For the higher-
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Figure 4.2: Cross-sectional profiles of different modes. The plots show (Ex)2 for the first four modes
of the horizontal polarisation. The fixed parameters include δ = 0.04 and core size = 3µm.
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Figure 4.3: Comparison of Marcatili’s method and the beam propagation method. The effective
refractive index is plotted as a function of core size for different modes. The numbers next to the curves
denote the corresponding values of p and q associated with each mode. The curves obtained with BPM
are shown as solid lines while those calculated using Marcatili’s method are dashed. Only the first four
modes are considered for each polarisation. The fixed parameters include δ = 0.04.
order modes, ne f f tends to be smaller at a given core size. Considering each method separately,
there is very little difference between the polarisations. In fact, it was shown in Chapter 2 that
for a square core the Exp=p1,q=q1 mode and the E
y
p=q1,q=p1 mode have the same value of ne f f
in Marcatili’s method. Therefore, throughout this dissertation, the single-mode region refers to
the parameters for which the Ex11 and E
y
11 modes are the only ones supported.
Moreover, there is generally good agreement between Marcatili’s method and BPM. Never-
theless, the former yields slightly smaller values of ne f f , particularly when ne f f is low, which
can cause fewer modes to be predicted at a given core size. Most importantly, the BPM results
demonstrate that the Ex11 and E
y
11 modes are supported in a rectangular waveguide with any finite
cross-sectional dimensions. This is a real feature and can be seen in the high-accuracy results
obtained with circular-harmonic analysis in [62]. Marcatili’s method fails to predict this. Thus,
due to its higher accuracy, BPM was used to generate all other simulation results presented in
this dissertation.
Having established the typical profiles and characteristics of modes, the single-mode region will
now be mapped out. The two parameters which will be varied are δ and core size. Figure 4.4
illustrates the cutoff between the single- and multi-mode regimes as a function of these two
variables. The results place significant restrictions on the possible waveguide parameters suit-
able for this project as single-mode operation is required. In addition, it may not be desirable to
be too close to the cutoff between the two regions. This is because the cutoff is sensitive to the
wavelength under consideration and the waveguides should still allow single-mode operation
over a range of wavelengths below 900 nm. In fact, for δ = 0.04 and a core size of 1.6 µm, the
single-mode regime extends down to a wavelength of about 810 nm. Also, for δ = 0.04 and
λ = 900nm, the waveguides only become multimodal for core sizes greater than 1.77 µm. In
this dissertation, the single-mode multi-mode cutoff is also referred to as just the cutoff.
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Figure 4.4: Single- and multi-mode regimes for different values of δ and core size.
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Figure 4.5: Mode diameter and ne f f as a function of core size. The Ex field of the Ex11 mode is
considered. The fixed parameters include δ = 0.04.
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Moreover, as the core size is varied, the mode size as well as the effective refractive index
change. This aspect can be seen in Figure 4.5. Based on [270], the mode radius for a square
core is defined to be the distance along the x-axis from the centre of the core to the point at which
the electromagnetic field has dropped to 1e of its maximum value. The results are analogous for
all of the four dominant fields of the two polarisations. The mode size has a minimum for a core
size of about 1.2 µm. As the core becomes smaller, the mode rapidly expands. This also helps to
explain why Marcatili’s method is not able to predict that the Ex11 and E
y
11 modes remain viable
no matter how small the core becomes. In Marcatili’s method, it is assumed that most of the
power propagates within the core and thus this assumption is violated when the core becomes
very small. On the other hand, the effective refractive index monotonously increases with the
core size for the range considered. As the core size becomes very small (large), ne f f approaches
the cladding (core) value of 1.505 (1.545). In the remainder of this dissertation, the waveguides
will be assumed to be in the single-mode regime unless explicitly stated otherwise.
4.2 Cladding
The discussion so far has taken the thickness of the cladding layers to be infinite. It is important
to understand when this is a valid assumption. In particular, the lower cladding layer must be
sufficiently thick to prevent leakage of electromagnetic power to the silicon substrate, which
has a refractive index of about 3.6 at room temperature and a wavelength of 900 nm [271]. That
way, losses of this nature can be minimised. Similarly, the upper cladding layer should have a
thickness for which the propagation of light in the chip can be considered to be unaffected by
the refractive index of the medium surrounding the chip. A symmetric structure with ho = hu
was investigated. It was found that for δ = 0.04 and a core size of 1.6 µm, the propagation loss
resulting from leakage to the substrate is negligible for ho = hu > 3.0µm for both polarisations.
For these parameters, the refractive index of the medium outside the chip does not influence
the propagation of light in the waveguide. As a result, all fabricated waveguides had cladding
layers with a conservatively chosen thickness of 4 µm.
4.3 Coupling to fibres and single-photon sources
The minimisation of loss is a critical part of the design of waveguides. The losses described in
Section 2.3.4, namely coupling, propagation, and bend loss, will all be individually analysed,
beginning with coupling loss in this section. The potential of tapering the silicon oxynitride
waveguides was investigated. At the input side, the target was to optimise the efficiency with
which light can be coupled in either from a polarisation-maintaining fibre or a waveguide based
on a III-V material. Tapering was also considered at the output side where the light is collected
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by a multi-mode fibre. In addition, the refractive index difference and core size of the wave-
guides were varied. It will be explained how these factors affect the coupling efficiency which
may be achieved.
First, coupling light into a waveguide from an optical fibre will be described. Assuming perfect
alignment, this results in losses due to Fresnel reflection and mode mismatch. It is possible to
taper fibres in order to reduce the coupling loss [272]. However, arrays of tapered fibres are not
as readily available as single tapered fibres. It was explained in Section 3.4.2 that a polarisation-
maintaining fibre array is needed at the input side in order to control the polarisation of the light.
Accordingly, a key question relates to the potential which tapering the waveguides themselves
has with regard to reducing the coupling loss. An investigation into the effects of changing
the width of the waveguides was carried out. This is because the width could be adjusted in
the mask design. Changing the height could not be done with the experimental techniques
available but could provide additional benefits in future work [273]. Based on the layout shown
in Figure 4.6, the taper width at the input and output side was varied.
The coupling efficiency is defined by
coupling efficiency≡ Pf
P0
, (4.3)
where Pf (P0) is the final (initial) power. The two cases of coupling into and out of a wave-
guide were studied in isolation. The parameters assigned to the fibres in the simulations re-
Polarisation-maintaining fibre Multi-mode fibre 
Input taper width Output taper width Waveguide width 
Propagation of light 
z 
x 
y 
Input taper length Output taper length 
Fibre cladding 
Fibre core 
Figure 4.6: Light coupled into and out of a tapered waveguide with optical fibres.
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flect the properties of the fibres used in the actual experiments. In particular, the polarisation-
maintaining and multi-mode fibres had core diameters of 5 µm and 50 µm, a cladding index of
1.452, and refractive index differences of 0.0042 and 0.014, respectively. All the fibres con-
sisted of fused silica. Fabrication imperfections at the facets, fibre-chip misalignment, and the
effects of index-matching oil were not considered for simplicity. The fundamental transverse
electric mode of the polarisation-maintaining fibre was calculated. Subsequently, this mode
was launched with a power of P0 into the silicon oxynitride waveguide. The value of Pf was ob-
tained by computing the overlap of the total power coupled in with the waveguide’s Ex11 mode.
This gave more accurate results because alternative methods, such as computing the total power
in a certain region, do not differentiate between the power which is in guided modes and that
which is in radiation modes. With the exception of the power calculations for a multi-mode
fibre, which will now be discussed, this approach was thus used to determine the coupling ef-
ficiencies and transmissions in all of the simulations. In order to find the coupling efficiency
at the output side, the waveguide’s Ex11 mode, which was now assumed to have a power P0,
was launched into a multi-mode fibre. The power left in the fibre after propagating a distance
of 1 mm was taken as Pf . As mentioned, since the fibre is multimodal, the overlap with the
fundamental mode was not employed in this case. In order to obtain the results for the ver-
tical polarisation when coupling in and out, analogous methods to those just described were
employed.
In Figure 4.6, linear taper profiles are shown. Initial trials were carried out in order to investi-
gate taper profiles and taper lengths for δ = 0.04 and a core size of 1.6 µm. Linear, quadratic,
and exponential profiles were tested. Generally, the quadratic and exponential tapers provided
no significant increase in the coupling efficiency. Thus, only linear tapers were pursued fur-
ther because they are straightforward to fabricate. Furthermore, the taper length was varied.
The results showed that the coupling efficiency tends to increase as the taper becomes longer.
However, beyond a length of approximately 0.5 mm, the improvements are negligible, which
can be understood in terms of adiabatic mode conversion. This refers to conditions in which
the local fundamental mode traverses a taper and little power is lost to higher-order modes or
radiation modes for a sufficiently gradual change in the core dimensions [274, 275]. Therefore,
the fabricated tapers all had a conservatively chosen length of 4 mm.
The results of varying, in isolation, the widths of the input and output tapers are summarised in
Figure 4.7. Only the results obtained with the horizontal polarisation are shown. The vertical
polarisation follows the same trend. In particular, for a given taper width greater than 1 µm, the
difference in coupling efficiency between the two polarisations is less than 1 % for this study.
Therefore, the remaining results in this section are all based on the horizontal polarisation. It
is clear that there is significant potential to reduce the coupling loss. Both plots show a peak
at a very narrow taper width, which is termed the micro-taper here. This finding is in agree-
ment with previous reports, which have highlighted the potential of micro-tapers for silicon
oxynitride [49, 182, 276] as well as other material systems [155, 277–281]. Moreover, for the
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Figure 4.7: Coupling efficiencies achieved with optical fibres when tapering the waveguides. The
micro- and macro-taper labels indicate the desired operating points. The fixed parameters include
δ = 0.04, core size = 1.6µm, taper length = 4 mm, and a linear taper profile.
input side curve a lower peak exists at greater widths while for the output side curve the cou-
pling efficiency flattens out in this region. This is termed a macro-taper. The coupling efficiency
increases for micro- and macro-tapers can be understood to a certain degree by considering the
variation of the mode size with the core size, which was shown in Figure 4.5. The polarisation-
maintaining fibre has a mode diameter of 6 µm. This is significantly larger than that of the
untapered waveguide, which has a mode diameter of 2 µm. Also, the multi-mode fibre supports
a wide range of modes whose power is distributed across the entire 50 µm core. Accordingly,
expanding the waveguide’s mode should reduce the mode mismatch loss by making the wave-
guide and fibre modes less dissimilar in size. The waveguides become multimodal when the
width is significantly increased, for instance, in the case of a macro-taper. Nevertheless, since
this is only the case over a length of a few millimetres and no coupling to other waveguides
takes place in those regions, the general properties of the waveguides will be assumed to be
unaffected by the tapers.
Furthermore, it was explained in Section 2.1.1 that the ultimate goal of integrated quantum
photonics is the integration of all functionality on a single chip. A single-photon source is an
essential component in this context. Although a wide range of single-photon sources exist,
semiconductor on-demand single-photon sources tend to be based on quantum dots grown in
III-V materials. Hence, the potential for coupling from III-V materials to silicon oxynitride
waveguides should be considered. Photonic quantum circuits based on ridge waveguides con-
sisting of a gallium arsenide core and an aluminium gallium arsenide cladding were recently
reported [70]. Two-photon quantum interference as well as tunable Mach-Zehnder interferom-
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eters which exploit the electro-optic effect were demonstrated; nevertheless, the single photons
were generated off-chip using spontaneous parametric down-conversion. That work was used
as a starting point to model III-V waveguides. Square channel waveguides made of gallium
arsenide buried in thick cladding layers of aluminium gallium arsenide were considered at a
wavelength of 900 nm. The refractive indices of gallium arsenide and aluminium gallium ar-
senide at different wavelengths can be found in [282, 283]. The value of n1 (n2) was chosen to
be 3.60 (3.45). This yields δ = 0.15, which was also reported in [70]. A core size of 500 nm was
chosen, which is in the single-mode regime and within 50 nm of the cutoff. The corresponding
mode diameter is 350 nm. Such a core size within 50 nm of the cutoff is representative of the
typical length scale associated with devices at this index difference. The resolution of 50 nm
was chosen as no significant differences in the results were found when the core size was varied
on this scale.
Thus, the polarisation-maintaining fibre in Figure 4.6 was replaced by this III-V waveguide
and only coupling at the input side was studied. As was done for the polarisation-maintaining
fibre, the fundamental mode of the III-V waveguide was computed and subsequently launched
into the silicon oxynitride waveguide. Tapering was just considered for the silicon oxynitride
waveguide. The results are summarised in Figure 4.8. There is now only a single peak with
a coupling efficiency of approximately 45 % at a taper width of about 1.1 µm. However, this
maximum is only a few percentage points greater than the coupling efficiency achieved without
a taper. Fundamentally, these results can be understood by considering the loss mechanisms.
The mode diameter of the III-V waveguide is much smaller than that of the silicon oxynitride
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Figure 4.8: Coupling efficiency as a function of SiOxNy taper width for a III-V waveguide source.
The III-V waveguide has a n1 (n2) value of 3.6 (3.45) and a core size of 0.5 µm. For the silicon oxynitride
waveguide, the fixed parameters include δ = 0.04, core size = 1.6µm, taper length = 4 mm, and a linear
taper profile.
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waveguide. Thus, reducing the mode size of the silicon oxynitride waveguide, which the 1.1 µm
taper achieves, improves the coupling efficiency. Still, the mode size can only be reduced to
a certain degree and, in addition, the refractive indices in the two systems are very different
which leads to significant Fresnel reflection for any taper size. This conclusion illustrates the
difficulties encountered when dissimilar materials are integrated into a single hybrid device.
While this is only one example of a III-V waveguide structure, the refractive indices and core
dimensions considered are representative of other III-V devices.
So far, the refractive index difference and core size of the silicon oxynitride waveguide have
been assumed to be fixed. It will now be analysed how the coupling efficiency changes when
these parameters are varied. For each refractive index difference, a core size in the single-mode
regime within 50 nm of the cutoff was chosen. For instance, core sizes of 3.6 µm and 0.45 µm
were obtained for δ values of 0.01 and 0.5 respectively. As before, this yielded a representative
cross-section and the resolution of 50 nm was found to be sufficient. The same approach was
taken in the other studies presented in the remainder of this chapter in which a representative
core size was selected at different values of δ . Again, the coupling efficiency was computed
in isolation for three cases: coupling in from a polarisation-maintaining fibre, coupling in from
a III-V waveguide, and coupling out into a multi-mode waveguide. The parameters quoted
above were used once more for the fibres and the III-V waveguide. For simplicity, no tapers
were included. The results are shown in Figures 4.9a and 4.9b. As expected, a trade-off exists.
When coupling in with a fibre, the coupling efficiency tends to rise as δ decreases. On the
other hand, when using a III-V waveguide source, the best coupling efficiencies are achieved
with high-δ silicon oxynitride waveguides. When coupling out into a multi-mode fibre, the
coupling efficiency is maximised at low δ . These trends are due to a combination of Fresnel
reflection as well as mode mismatch. The III-V waveguide has much higher values of n1, n2,
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Figure 4.9: Variation of the coupling efficiency with refractive index difference. For each value of
δ , a representative core size in the single-mode regime within 50 nm of the cutoff was chosen. (a) Light
is coupled in from a polarisation-maintaining fibre or a III-V waveguide. (b) Light is coupled out into a
multi-mode fibre.
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and δ and a much smaller mode size than the fibres do. Consequently, these results demonstrate
that compromises may have to be made when designing planar lightwave circuits for integrated
quantum photonics.
4.4 Roughness
In the previous section, the discussion focused on reducing coupling loss. Now propagation loss
will be analysed. Only the contribution of roughness will be considered as stress effects could
not be modelled in the RSoft package used. In addition, no suitable experimental technique was
available to measure the stress. It will be assumed in this section that there is no stress in the
layers.
The fabrication of buried channel waveguides inevitably introduces roughness. The roughness
at the sidewalls is mainly due to etching while the roughness on the top and bottom core-
cladding interfaces is primarily a result of the deposition. In the simulations, roughness could
be modelled by introducing perturbations to the waveguide’s width as well as its position along
the x-axis. Accordingly, this only allowed sidewall roughness to be studied. By symmetry,
the effects of roughness at the top and bottom core-cladding interfaces could also be deduced
to a certain degree. However, the combined effects of roughness on all surfaces could not be
analysed. The two parameters used to describe the roughness, root mean square roughness (σ )
and correlation length (ξ ), were introduced in Section 2.3.4. The final (initial) power in the
fundamental mode of the waveguide is Pf (P0). The loss in decibel is given by
loss≡−10log10
(
Pf
P0
)
. (4.4)
Figure 4.10 illustrates that the propagation loss resulting from roughness can have a strong
polarisation dependence. The linear relationship exhibited by the plot is in agreement with
Equation 2.63. Although the modes of a rectangular waveguide are not exactly transverse elec-
tromagnetic in nature, the plot suggests that the mode whose dominant electric field lies in a
plane parallel to the interfaces with roughness experiences a higher loss than the mode whose
dominant electric field is normal to the rough interfaces, consistent with [60]. As a result, met-
allisation of one of the waveguide’s surfaces would be a method to prevent the Ex11 or E
y
11 mode
from propagating [60]. In addition, at the beginning of this chapter it was mentioned that only
square waveguides were considered in this project. This is because a priori it is not possible to
predict with certainty whether the roughness at the top-bottom or sidewall interfaces dominates.
Accordingly, the risk with non-square waveguides is that rougher surfaces are made larger than
smoother surfaces. The simulations suggest that this could adversely affect the propagation
loss.
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Figure 4.10: Propagation loss as a function of length propagated. The fixed parameters include
δ = 0.04, core size = 1.6µm, σ = 20nm, and ξ = 20nm.
Furthermore, the refractive index difference and the cross-sectional dimensions are key param-
eters to study in the context of propagation loss. For this purpose, the propagation loss was
calculated at different roughness levels for multiple values of δ and representative core sizes.
The correlation length was set equal to the RMS roughness. Physically, it seems plausible that
the correlation length and the roughness have the same order of magnitude. The results obtained
were very similar for variations in the correlation length on the same order of magnitude. Scalar
BPM was used in this study. The trends were the same when the semi-vectorial approximation
was employed but scalar BPM showed a greater numerical stability, particularly at high levels
of roughness. Figure 4.11a demonstrates that the propagation loss increases significantly as the
refractive index difference is raised. This is because a higher refractive index difference means
the core and the cladding are more dissimilar. Hence, the effects of any roughness are amplified.
This suggests that for a given level of roughness, operating at small δ allows the propagation
loss to be minimised.
Moreover, a related study was undertaken. The issue considered was: at a given refractive
index difference, how does the propagation loss change with the core size? The general trend
for the results obtained with the horizontal polarisation at δ = 0.04 is illustrated in Figure 4.11b
and in agreement with the findings reported in [162]. Analogous trends were obtained for
both polarisations at different roughness levels and values of δ . The propagation loss is at a
maximum for a core size of about 1.1 µm. The loss drops as the cutoff is approached, which is at
a core size of 1.77 µm for δ = 0.04, and also decreases as the core size becomes very small. The
main reason for this behaviour is likely a reduced interaction of the mode with the core-cladding
interfaces as the mode diameter increases. This suggests that, unless very small core sizes are
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Figure 4.11: Variation of the propagation loss with different parameters. (a) The propagation loss
is plotted as a function of the RMS roughness. For each value of δ , a representative core size in the
single-mode regime within 50 nm of the cutoff was chosen. The correlation length was set equal to the
RMS roughness. (b) The propagation loss of the horizontal polarisation is plotted as a function of the
core size. The fixed parameters include δ = 0.04, σ = 20nm, and ξ = 20nm.
considered which could make fabrication errors more likely, one should operate close to the
cutoff for a given δ in order to minimise the propagation loss. This is the reason why a core size
of 1.6 µm was chosen for the fabricated waveguides. Propagation losses could be minimised
while keeping the waveguides in the single-mode regime down to a wavelength of 810 nm.
Naturally, changing the core size at a constant refractive index difference may also affect the
coupling loss at the input and output side. However, as discussed in the previous section, tapers
can significantly decrease the coupling loss. Therefore, minimising the propagation loss was
deemed to be of higher importance within the scope of this project.
4.5 Bend loss
Coupling and propagation losses were investigated in the previous two sections. Finally, bend
loss will now be considered. The key question is: how can light be guided around bends with
minimal loss while also keeping the device footprint small? Figure 4.12 illustrates the parame-
ters associated with the bends explored in this study. A S-Bend consisting of two circular arcs
and straight input and output sections is shown. Although the bend radius has been defined for
a S-bend with circular arcs, the definition can be generalised to other types of S-bends. This
is done by associating the radius which a circular bend with the same starting and end points
would have with each non-circular bend. Moreover, in Section 2.3.3 the paraxial approximation
was discussed, which demands that the fields have to propagate primarily along the z-axis and
that the refractive index may not change too rapidly with respect to z. The typical centre-to-
centre pitch in commercially available fibre arrays is 250 µm. However, using this value for β
led to numerical instabilities in certain simulations. Hence, some of the results in this section
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Figure 4.12: Parametrisation of bends. A S-bend consisting of two circular arcs is shown. The bend
radius is given by Rb. A power P0 is launched into the bend and a power Pf exits the bend. The distance
along the x-axis from the starting to the end point of the bend is defined to be β .
were obtained with smaller β values which, nevertheless, do not affect the general conclusions
presented. The waveguide’s fundamental mode is launched with a power P0 into the bend and a
power Pf is still in this mode at the end of the bend. The transmission is defined analogously to
the coupling efficiency, namely
transmission≡ Pf
P0
. (4.5)
Different types of bends may be compared. Three bend profiles were considered: circle, cosine,
and raised sine. These are based on the relations
x ∝
√
1−d1z2 (circle), (4.6)
x ∝ 1− cos(d2z) (cosine), (4.7)
x ∝ z−d3sin(d4z) (raised sine), (4.8)
where d1–d4 are constants [284]. It should be noted that a circular bend consists of two circular
arcs, each defined using Relation 4.6, that span the same x- and z-distance and have the same
bend radius. On the other hand, Relations 4.7 and 4.8 allow complete S-bends to be defined. In
order to compare these three types of S-bends, the bend radius was varied and the transmission
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was calculated at each radius. A representative data set with δ = 0.04 and β = 10µm is plotted
in Figure 4.13. For all bend profiles, it can be seen that when the bend radius is too small,
light is lost. Thus, there is a trade-off: tight bends lead to smaller devices but lose more light.
Furthermore, the performance of the different types of bends is similar in the regime of large
bend radii where losses are negligible. However, for small bend radii, cosine S-bends have the
highest transmissions. These trends were also obtained for other values of δ and β as well as
for the vertical polarisation. Accordingly, only cosine bends were studied experimentally.
In addition, the influence of the refractive index difference and core size on the fraction of
light lost in a bend has to be considered. The minimum bend radius was defined to be that
radius for which the transmission through a S-bend is 99 %. For a cosine bend with δ = 0.04,
core size = 1.6µm, and β = 250µm, the minimum bend radius is approximately 1 mm for both
polarisations. Figure 4.14 shows the variation of the minimum bend radius with the refractive
index difference. As before, a representative core size was selected at each refractive index
difference. This data was obtained with the horizontal polarisation and circular S-bends for
which β = 250µm. Analogous trends were found for other bend profiles and values of β as
well as for the vertical polarisation. As the minimum bend radius monotonically decreases with
the refractive index difference, the device footprint can be minimised by making the refractive
index difference as large as possible. This conclusion is also supported by the variation of the
coupling ratio’s period with the refractive index difference, which will be discussed in the next
section.
4.6 Directional couplers
A final critical consideration in the design of waveguides concerns the coupling of light from
one waveguide to another. It was described in Section 2.3.5 that directional couplers were
selected for this purpose. The coupling ratio may be tuned by varying the coupling length. This
effect is shown for both polarisations in Figure 4.15a, in agreement with Equation 2.76. The
period of the coupling ratio was defined to be υ . This is a key parameter as decreasing υ means
the device footprint can be reduced. The simulations suggest that the period is different for the
two polarisations, which can be seen in the gradual divergence of their curves as the coupling
length increases. This means the minimum device footprint which can be achieved may be
polarisation-dependent.
Moreover, it is important to analyse how the coupling ratio varies with wavelength. This is
shown in Figure 4.15b for the horizontal polarisation; the vertical polarisation displays the same
behaviour. The results indicate that directional couplers are generally wavelength-sensitive. As
the wavelength is changed, the curve shifts but the period only changes on the order of 10 %
over the wavelength range considered. It is often desirable to obtain a photonic quantum circuit
which behaves the same over a certain wavelength range. Thus, research into ways of reducing
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Figure 4.13: Comparison of different types of S-bends. The transmission is plotted as a function of
the bend radius. The fixed parameters include δ = 0.04, core size = 1.6µm, and β = 10µm.
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Figure 4.14: Minimum bend radius as a function of the refractive index difference. Circular S-
bends and the horizontal polarisation are considered. For each value of δ , a representative core size in
the single-mode regime within 50 nm of the cutoff was chosen. The fixed parameters include β = 250µm.
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Figure 4.15: Dependence of the coupling ratio on different parameters. The coupling ratio is
plotted as a function of coupling length in both figures. The fixed parameters include δ = 0.04,
core size = 1.6µm, s = 0.5µm, Rb = 3mm, and β = 10µm. (a) The horizontal (vertical) polarisation
is shown in black (red). (b) The horizontal polarisation is considered.
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(a) Varying separation.
0 . 1 0 . 2 0 . 3 0 . 4 0 . 51 0 0
2 0 0
3 0 0
4 0 0
5 0 0
6 0 0
Cou
plin
g ra
tio p
erio
d / µ
m
R e f r a c t i v e  i n d e x  d i f f e r e n c e
(b) Varying δ and core size.
Figure 4.16: Variation of the coupling ratio’s period with different parameters. The fixed parame-
ters include Rb = 3mm and β = 10µm. (a) The coupling ratio is plotted as a function of the separation.
δ was set to 0.04 and the core size to 1.6µm. (b) The coupling ratio is plotted as a function of δ . For each
value of δ , a representative core size in the single-mode regime within 50 nm of the cutoff was chosen.
The separation was set to 0.5 µm.
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the wavelength sensitivity of directional couplers has already been carried out. Solutions that
have been proposed in this regard include altering the cross-sectional profile of the guides in the
coupling region [285] and using tunable Mach-Zehnder interferometers in place of directional
couplers [286, 287].
Finally, two additional factors affecting the period of the coupling ratio were studied: separation
and refractive index difference. With regard to the former, the two arms of a directional coupler
have to be brought sufficiently close for coupling to take place. This is because the fields
decay exponentially outside of the core, as was discussed in Sections 2.3.2 and 2.3.5. As a
result, Equation 2.77 predicts that the period of the coupling ratio increases exponentially with
the separation. The simulation results in Figure 4.16a verify this trend. This suggests that, in
so far as the fabrication methods allow, the separation in the coupling region of a directional
coupler should be minimised in order to reduce the device footprint. Moreover, in Section 4.5
it was discussed that the minimum bend radius decreases with the refractive index difference.
Figure 4.16b shows that a similar trend exists for the period of the coupling ratio when the
separation of a directional coupler is held constant and a representative core size is considered.
The period actually increases again as δ becomes very large. Nonetheless, for small core sizes
it may be possible to fabricate directional couplers with smaller separation values, which would
cause the period to drop. Therefore, this data further supports the conclusion that the device
footprint can be minimised by increasing the refractive index difference. In addition, the greater
propagation loss per unit length at high δ could at least be partially compensated by the fact
that the devices can be shorter.
4.7 Summary
In this chapter, the design of the waveguides was discussed. The following list summarises their
desired properties as well as the consequences in terms of δ and the core size:
• Single-mode =⇒ δ and core size not too large
• Efficient coupling to fibres =⇒ low δ
• Efficient coupling to III-V sources =⇒ high δ
• Low propagation loss =⇒ low δ and maximise or minimise the core size at that δ
• Small device footprint =⇒ high δ
It was discussed in Section 3.1.3 that the etching process used in this project limited the height
of the waveguides to about 1.6 µm. A square cross-section was chosen since the variation of
roughness between different core-cladding interfaces was unknown before the actual fabrica-
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tion was carried out. Knowledge of the relative levels of roughness would have affected the
choice of which waveguide dimension should be made larger. The waveguides had to be in the
single-mode regime as that allowed their properties to be easily characterised and understood.
Minimising the losses when coupling with fibres into and out of the waveguides was deemed
to be more important initially than optimising the coupling to III-V sources and reducing the
device footprint. In fact, the direct coupling to III-V sources could not be explored experimen-
tally within the scope of this project. Thus, refractive indices of n1 = 1.545 and n2 = 1.505,
giving δ = 0.04, were selected. Furthermore, in order to minimise the propagation loss without
potentially creating fabrication difficulties by moving to very small core sizes, a cross-section
of 1.6 µm x 1.6 µm was chosen. For δ = 0.04, the waveguides are only multimodal for core
sizes greater than 1.77 µm. These cross-sectional dimensions also ensure single-mode opera-
tion down to a wavelength of 810 nm.
This choice of parameters therefore increased the chances of obtaining functioning devices in
the short term. At the same time, however, the refractive index difference of 0.04 is greater than
what has been commonly employed with silica-on-silicon photonic quantum circuits [66, 288].
Thus, the waveguides developed in this project represent an important step towards high-δ
devices with a small footprint as well as integrated source-waveguide chips in which III-V
structures are attached to silicon oxynitride devices [107].
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Characterisation of waveguides
In this chapter, the experimental waveguide characterisation results will be presented. The
measured data will be compared with the simulation results. Particular attention will be given
to polarisation effects. The basic parameters studied include the refractive index, thickness,
roughness, and losses. The latter will be sub-divided into coupling, propagation, and bend loss.
Finally, measurements of directional couplers will be discussed.
All devices were fabricated on 4′′ wafers. These were subsequently diced into individual chips.
With the exception of those described in Section 5.4, the chips used had a length (width) of
2.5 cm (1.3 cm). The length was chosen so as to provide enough space for the circuits consid-
ered in the next chapter. On the other hand, the width was selected based on the characteristics
of commercially available fibre arrays. These often have a centre-to-centre pitch of 250 µm and
may feature 48 channels. Thus, 48 waveguides were typically included on each chip.
5.1 Refractive index and thickness
The refractive indices and thicknesses of the deposited layers were measured with an ellipsome-
ter at room temperature and a wavelength of 632.8 nm. The tunability of its refractive index is
one of the key advantages of the silicon oxynitride material system. Since the precursor gases
had been chosen to be SiH4, N2O, and N2, the oxygen in the SiOxNy layers must come from
N2O. Therefore, increasing the flow rate of N2O during the deposition process should lower the
refractive index of the deposited layer. Figure 5.1 verifies this prediction. It can be seen that the
refractive index is tunable from the silica to the silicon nitride regime. In fact, when the flow of
nitrous oxide is low, the index exceeds 2.0, which is the value expected for silicon nitride [157].
This is because of additional silicon in the film. The trend of the refractive index as a function of
nitrous oxide flow is consistent with previous reports in the literature [181, 189, 276, 289, 290].
In particular, the index changes much more rapidly at small flows than at large ones. This means
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Figure 5.1: Variation of the refractive index with the flow of nitrous oxide. The line connecting
the data points is a guide to the eye. The refractive index was measured at the wafer centre. The fixed
parameters include λ = 632.8nm.
that the refractive index can be controlled more accurately at low index values, which is also
reflected by the close spacing of the data points in that regime.
Moreover, it is important to consider the uniformity of the wafers and the reproducibility of
the process. For a single wafer, experimental characterisation showed that the variations were
small within a central circle with a diameter of approximately 3.0′′. The variation of the index
(thickness) within this circle was ±0.2 % (±0.5 %). More variability was observed in the outer
regions, near the edge. The differences between wafers were analysed too. This was done by
characterising wafers on which silicon oxynitride films had been deposited under nominally
identical conditions during different deposition runs. The run-to-run variations were found to
be similar to those across the central 3.0′′ circle quoted above. The measured variations across
a single wafer and between different runs are consistent with those in previous studies of silicon
oxynitride films carried out for the purpose of fabricating buried channel waveguides [181–184].
Therefore, based on the wafer and chip dimensions described earlier in this chapter, about 12
chips could be obtained from each wafer.
The refractive index values of the waveguides fabricated in this project were measured to be
n1 = 1.550 and n2 = 1.510 at room temperature and a wavelength of 632.8 nm, which yields
δ = 0.04. This choice of indices was rationalised in the previous chapter. As the target wave-
length of the waveguides is 900 nm, the dispersion of the refractive index had to be considered.
The chosen indices are both much closer to the refractive index of silica than to that of silicon ni-
tride. Thus, it was assumed that the dispersion of the core and cladding material is identical and
follows the dispersion of silica, which has been reported in [291]. That study summarises the
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dispersion of synthetic fused silica at different temperatures. Based on that data, the refractive
indices of the waveguides were deduced to be n1 = 1.545 and n2 = 1.505 at room temperature
and a wavelength of 900 nm.
5.2 Polarisation-maintaining properties
It was shown in the previous chapter that certain properties of waveguides can be very sen-
sitive to polarisation. Consequently, it is important to understand polarisation crosstalk, that
is, power transfer between the Ex11 and E
y
11 modes. It has been reported that the waveguide
length, cross-sectional dimensions, sidewall angle, and refractive indices all affect the degree to
which mode coupling takes place [292, 293]. Polarisation crosstalk was tested experimentally
by slightly modifying the setup of Figure 3.11. Instead of using multi-mode fibres to collect the
light, a polarisation-maintaining fibre array was employed instead. This allowed the polarisa-
tion of the light exiting the waveguides to be analysed. Within experimental errors, no change in
polarisation was measured for single waveguides as well as directional couplers. This demon-
strates that the waveguides are polarisation-maintaining over the length scales considered in this
project. Since crosstalk is minimal, pronounced polarisation effects are thus possible. This will
be demonstrated in the later discussion of propagation loss, directional couplers, and Mach-
Zehnder interferometers. A general analysis of the length scales over which waveguides are
polarisation-maintaining under different conditions can be found in [292, 293]. These depend
on the degree to which the fundamental modes can be considered to be transverse electromag-
netic as well as how close to degeneracy they are.
5.3 Tapers
In this section, the experimental tests of different types of tapers will be discussed. Figure 4.7
demonstrated that micro- and macro-tapers should reduce the losses coupling into and out of a
chip. However, the micro-tapers require a waveguide width of about 300 nm. It was attempted
to fabricate these narrow tapers but they disappeared during processing. This is because small
features tend to be more easily defined with a thin layer of resist. In order to achieve a waveguide
height of 1.6 µm, resist with a thickness of 2 µm had to be used. Therefore, only tapers with
widths from 1 µm to 9 µm, all of which could be reliably fabricated, were measured.
Figures 5.2a and 5.2b illustrate the results obtained when the taper width at the input side was
varied. The measured transmissions include coupling loss as well as propagation loss. The total
propagation loss in each waveguide is unlikely to vary significantly with the taper width due
to the constant and comparatively short length of the tapers of 4 mm. Accordingly, to a good
approximation, for each polarisation the measured transmissions are directly proportional to the
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(a) Horizontal polarisation.
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(b) Vertical polarisation.
Figure 5.2: Dependence of the transmission on input taper width. The lines are theoretical predic-
tions based on the simulated results when light is coupled in with a polarisation-maintaining fibre. The
fixed parameters include λ = 891nm, taper length = 4 mm, and a linear taper profile.
coupling efficiencies which would have been obtained in the absence of any propagation loss.
The normalised theoretical transmissions are plotted as lines. For the horizontal polarisation,
the theoretical coupling efficiencies when light is coupled in with a polarisation-maintaining
fibre were given in Figure 4.7. The normalised transmissions were thus obtained by scaling
that data by a constant factor to take the propagation loss and the coupling loss at the output
side into account. For the vertical polarisation, the same procedure was carried out with the
equivalent theoretical data. Therefore, it can be seen that within errors the simulation results
are reproduced by both polarisations.
For each data point on the figure, multiple waveguides were measured. Their transmissions
were then averaged. The error bars are based on the standard error in the sample mean at
each taper width. Furthermore, fibre-to-fibre measurements were carried out where the input
fibre array was coupled straight into the output array and no chip was present. All quoted
transmissions were normalised by the values obtained in that process. The simulations suggest
that no coupling loss should occur when the polarisation-maintaining fibres are coupled into the
multi-mode ones. Thus, this normalisation allowed losses in the fibres to be cancelled out. The
normalisation with fibre-to-fibre measurements was also performed for all other transmission
and loss values quoted in the remainder of this chapter.
The sources of error, and ways in which their influence had been mitigated in addition to mea-
suring nominally identical waveguides, will now be described. The discussion also applies to
the measurements performed in the study of propagation and bend loss, which will be consid-
ered later in this chapter. The errors in the measurements have three main sources: fabrication
imperfections, misalignment, and power meter fluctuations. First, fabrication imperfections
included variations of the refractive index and thickness across a chip, isolated defects in the
waveguides, and differences in facet quality along the chip. Waveguides with visible defects
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were excluded from the data. Differences in facet quality were minimised as follows. The
waveguides associated with Figures 5.2a and 5.2b were all on the same chip. In addition, index-
matching oil was applied. Second, since six-axis alignment had to be achieved on the scale of
the waveguide cross-section, the transmission of a given waveguide often varied between dif-
ferent measurements due to slight misalignment. The alignment algorithm employed helped to
reduce this problem. Moreover, for each waveguide the fibres used to couple in and out of the
chip were not realigned when the launch polarisations were switched. This was done in order
to be able to compare the two polarisations at a constant level of alignment because the optimal
alignment had been found to be independent of the polarisation in the experiments. Third, fluc-
tuations typically introduced a fractional error of a few per cent into each power meter reading.
This error was minimised by integrating the power meter readings.
Finally, all waveguides belonging to Figures 5.2a and 5.2b also had a linear macro-taper of
width 8.4 µm and length 4 mm at the output side. The transmissions of these waveguides were
compared with those of nominally identical waveguides without macro-tapers at the output side.
Given that the simulation data indicated the polarisation dependence of the coupling efficiency
is very weak, these tests were only carried out for the horizontal polarisation. The transmissions
of the waveguides with output macro-tapers were measured to be three percentage points higher
on average. This is consistent with the results shown in Figure 4.7. Accordingly, the chosen
macro-tapers were experimentally demonstrated to be effective in reducing losses at both the
input and output side.
5.4 Propagation loss
The propagation loss will be considered next. Based on the coupling loss simulation data, it
is possible to estimate the propagation loss which must be present in the chips. This can be
done by subtracting the simulated coupling loss from the measured total loss. In this way, the
propagation loss of the first waveguide chips studied in this project was estimated to be in excess
of 4 dBcm−1. Moreover, it was possible to observe light being scattered out of the waveguides.
As a result, the propagation loss of these chips was deemed to be too high and was not explored
in more detail.
In order to reduce the propagation loss, the deposition process was adjusted to decrease the
roughness of the layers. Subsequently, the propagation loss of the new chips was rigorously
analysed using the cutback technique discussed in Section 2.3.4, which consists of measuring
waveguides of different lengths by successively re-dicing a chip. This allowed a much more ac-
curate value to be obtained than would have been possible by subtracting the simulated coupling
loss from the measured total loss. This is because the experimental coupling loss, provided it
is constant, does not affect the propagation loss obtained with the cutback method. For this
reason, the measured waveguides also had no tapers. Three different lengths of the same chip
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were measured. To minimise differences in facet quality, the input facet was left intact and the
repeated dices only removed part of the chip at the output side. For each length, the losses of at
least 20 waveguides were measured for both polarisations. The results were averaged in order to
reduce the effects of errors. The sources of error are the same as in the previous section.
The results are illustrated in Figure 5.3, in which the total loss in decibel is plotted as a func-
tion of length. The error associated with each data point is the standard error in the sample
mean. The lines of best fit are in excellent agreement with Equation 2.63 and the gradients are
equal to the propagation losses. This yields (3.52±0.10) dBcm−1 and (1.45±0.07) dBcm−1
for the horizontal and vertical polarisation respectively. The comparatively small errors in the
final values were achieved by measuring a large number of waveguides at each length. These
results confirm that the propagation loss is generally polarisation-sensitive. Nevertheless, for
certain other wafers the total losses of chips with a standard length of 2.5 cm were similar for
both polarisations and, based on the data of Figure 5.3, closer to those expected for the verti-
cal polarisation. This suggests that the polarisation dependence of the propagation loss varies
between wafers.
Furthermore, it could be deduced that the top and bottom core-cladding interfaces likely have
a higher level of roughness than the sidewalls. This conclusion is based on the observed dif-
ference in propagation loss between the two polarisations and assumes any stress in the layers
only has a small contribution to the propagation loss. The reasoning behind this deduction was
presented in Section 4.4. In order to study the roughness experimentally, scanning electron and
atomic force microscopy [294] measurements were performed. The former, as explained in
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Figure 5.3: Propagation loss measurements. The total loss is plotted as a function of chip length. The
fixed parameters include λ = 900nm.
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Chapter 3, allowed assessments to be made of the extent to which the resist is eroded during
etching as well as of the core’s cross-sectional dimensions. It also gave a qualitative indica-
tion of the roughness. On the other hand, quantitative measurements of the roughness on the
top surface of the core layer, before the deposition of the upper cladding layer, were possible
with atomic force microscopy. Based on this approach, the root mean square roughness on
the top surface of the core layer was estimated to be 5 nm to 20 nm. Comparing this range
with Figure 4.11a would suggest that the experimentally measured propagation losses should
be lower. There are two main reasons for this difference. First, only roughness at two parallel
core-cladding interfaces could be modelled in the simulations. Actual waveguides will have a
degree of roughness at all interfaces. Second, stress also induces propagation loss. It was as-
sumed above, however, that stress does not play a dominant role with regard to the propagation
loss. If this assumption were incorrect, it would not be possible to deduce that the roughness
at the top and bottom core-cladding interfaces is greater than that at the sidewalls. In that case,
stress-induced birefringence would also be another explanation for the polarisation sensitivity
of the propagation loss. Ultimately, the apparent variability of the polarisation sensitivity of the
propagation loss between wafers is likely due to variations in the roughness or stress.
In future work, the stress in the layers should be measured. The importance of quantifying the
stress is illustrated by the discussion above and will be reiterated in the analysis of directional
couplers in Section 5.6. Furthermore, non-square channel waveguides could be designed to
minimise the area of the roughest surfaces. The simulations indicate that this could reduce
the propagation loss. Alternatively, annealing the waveguide chips at high temperatures of
around 1000 ◦C could be explored. Annealing allows hydrogen bonds which mainly absorb
at wavelengths around 1500 nm to be removed [181, 182, 185–187]. More importantly for
wavelengths near 900 nm, annealing tends to reduce propagation losses caused by scattering
and stress. This is a result of reflow processes which smooth the core-cladding interfaces [187]
and could be further enhanced with suitable dopants such as boron or phosphorous [182, 276].
Hence, annealing is a promising option for the waveguides considered in this project.
Finally, in Table 5.1 the general characteristics and propagation losses of the waveguides studied
in this work are compared with the literature on silicon oxynitride channel waveguides. Only
studies which provide details with regard to the fabrication and properties of the waveguides
were included. It should be noted that in some of the previous reports the propagation loss was
obtained by subtracting an estimated coupling loss from the measured total loss. As explained
earlier in this section, this method can lead to large errors. The table shows that many of the
parameters chosen in this project are representative of those selected in previous work.
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References PECVD
gases
λ / nm δ Core di-
mensions /
µm
Annealed? Propagation
loss / dB cm−1
This work SiH4,
N2O, N2
900 0.04 1.6 x 1.6 No 3.52±0.10,
1.45±0.07
[187] SiH4,
N2O,
NH3, N2
1574 0.117 2.3 x 0.9 No (Yes) 1 (0.23–0.47)
[186] SiH4,
N2O, N2
1550 0.042–0.142 (2–8) x
(0.45–0.85)
No 1.40–3.47
[185] ? 1550 0.03 3.0 x 2.5 Yes 0.04
[183, 184] SiH4,
N2O, N2
633 0.061–0.085 (1.6–4.0) x
0.3
No <1.9
[181, 182] SiH4,
N2O,
NH3, N2
1560 0.022 3.0 x 3.0 Yes 0.7
Table 5.1: Comparison of this project with the literature on silicon oxynitride channel waveguides.
The core dimensions are defined as width x height.
5.5 Bend loss
Finally, the bend loss was studied. This is important with regard to minimising the device foot-
print while managing transmissions. Accordingly, the transmissions of bends with different
bend radii were measured. The results are shown in Figure 5.4. Each data point corresponds
to a measurement of one waveguide. All bends were on the same chip in order to eliminate
differences in coupling or propagation losses between chips. The error bars represent constant
fractional errors, which were estimated based on the typical variations introduced by misalign-
ment, fabrication imperfections, and power meter fluctuations. The total path length of the
different waveguides varied with the bend radius. However, based on the magnitude of the
propagation losses described in the previous section, this difference in length did not have to be
accounted for in the experimentally measured transmissions. This is because the likely impact
the different path lengths had on the transmissions is significantly smaller than the errors in the
data. The lines are theoretical fits based on Equations 2.65 and 2.66; here the path lengths of
the bends did have to be computed. The constants in Equation 2.66 depend on the mode under
consideration and were thus fitted separately for each polarisation. The data and the fits are in
good agreement despite the fact that the model is based on circular bends and transition loss is
not taken into account.
Furthermore, based on the fits, the minimum bend radius was estimated to be 1.8 mm for both
polarisations. This value was obtained as follows. It can be seen that the fits predict the trans-
missions to be constant at large bend radii. Multiplying, independently for each polarisation,
this value by 0.99 thus yields the fitted transmission which corresponds to the minimum bend
radius. However, the error associated with this minimum bend radius is likely to be signifi-
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Figure 5.4: Transmission as a function of bend radius. The data points were fitted with
Equations 2.65 and 2.66. The fixed parameters include λ = 900nm and a cosine bend profile.
cant because only one bend whose radius is between 1 mm and 2 mm had been fabricated. The
experimentally obtained minimum bend radius is thus in general agreement with the simula-
tions, which had predicted a value of around 1 mm with only a slight polarisation dependence.
Straight waveguides on this chip were also found to have transmissions comparable to those of
bends with radii of at least 2 mm, confirming that both the pure bend loss as well as the transi-
tion loss is negligible for these bends. Hence, with the exception of this study, the bend radius
of all fabricated bends was conservatively chosen to be 3 mm.
5.6 Directional couplers
Finally, directional couplers were studied. In Section 2.3.5, it was explained that the coupling
ratio of a directional coupler may be tuned by changing the coupling length. This aspect was
investigated first. The experimental coupling ratios of all directional couplers discussed in this
dissertation were obtained with Equation 2.75 in order to cancel out losses. The separation
between the waveguide arms in the coupling region was initially selected to be 0.5 µm. As dis-
cussed in Section 4.6, this represents a compromise between achieving a small device footprint
and avoiding fabrication difficulties.
The results are shown in Figure 5.5. Each data point corresponds to a measurement of one
directional coupler, which also applies to the other graphs in this section in which the coupling
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Figure 5.5: Coupling ratio as a function of coupling length. The data points were fitted with
Equation 2.76. The fixed parameters include λ = 894nm and separation = 0.5 µm.
ratio is plotted as a function of another variable. The lines of best fit are based on Equation 2.76.
It can be seen that the data is in excellent agreement with the fits. There is also a noticeable
difference between the two polarisations. The greater coupling ratio period of the vertical po-
larisation is in agreement with the simulation data in Figure 4.15a. Three chips from the same
wafer were used to obtain Figure 5.5, demonstrating that the trend is reproducible across a
wafer. Analysing chips from different wafers also yielded similar results. In addition, the data
shows that coupling ratios very close to zero could be obtained. This suggests that there is
very little difference between the two waveguide arms. If one arm were significantly different
from the other, for instance, in terms of refractive index difference or core size, the simulations
indicate that a coupling ratio of 0 would no longer be attainable.
The sources of error here are similar but not identical to those described in Section 5.3. Mis-
alignment is no longer a general problem as losses proportional to the propagating power are
cancelled out in Equation 2.75. Nonetheless, the alignment and thus the losses at the output side
may have changed while the laser was switched from one input port to the other, which would
have introduced errors. Next to this factor, the other sources of error include losses that are not
proportional to the propagating power, fabrication imperfections, and power meter fluctuations.
Moreover, the definition of the coupling ratio given in Relation 2.68 illustrates that the coupling
ratio is most sensitive to fractional changes in the measured powers near η = 0.5. In order to
account for all these different random error contributions in a simple model, it was assumed that
the error in each power meter reading was 5 %. The errors were then propagated through Equa-
tion 2.75 to arrive at the coupling ratio errors. All formulae employed in this dissertation for
the propagation of errors may be found in [295]. It can be seen in Figure 5.5 that this approach
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leads to errors that are larger near η = 0.5, as expected. The coupling ratio errors associated
with all directional couplers considered in this chapter are based on the model just described.
Moreover, on average the fractional errors in the coupling ratios are significantly smaller than
those in the transmissions, which had been discussed in the previous sections. This is because it
was not possible to cancel out losses in the same way for the transmission measurements.
Next, the wavelength dependence of the coupling ratio was measured. The results are shown in
Figures 5.6a and 5.6b. The simulation data of Figure 4.15b suggests that the coupling ratio’s
wavelength dependence should generally be different for directional couplers which do not
have the same coupling length. In particular, the coupling ratio could increase or decrease with
wavelength. Here, Regime 1 refers to the first coupling lengths for which the coupling ratio is
near 0.5 and decreasing with the coupling length. Regime 2, on the other hand, denotes the first
coupling lengths for which the coupling ratio is near 0.5 and increasing with the coupling length.
In Regime 1 (2), the coupling ratio of a given coupler is expected to fall (rise) with wavelength
over the wavelength range considered according to Figure 4.15b. Directional couplers from
both regimes were measured and the data confirms this trend. Still, the simulations predict
the coupling ratios to be even more sensitive to the chosen wavelength. Possible explanations
include fabrication imperfections and stress, both of which will be discussed in more detail at
the end of this section.
Finally, it was important to test the impact of varying the separation between the waveguides
in the coupling region in order to determine how the device footprint could be minimised in
the future. The separation was only changed in this study; all other directional couplers had a
separation of 0.5 µm. Two additional chips were measured. On one, the separation was chosen
to be 0.25 µm and on the other 0.75 µm. The results of these measurements were combined
with those from Figure 5.5 to yield Figure 5.7a. The fits were computed as discussed earlier
in this section. Based on the fits, the coupling ratio periods were deduced. The errors in the
period values were obtained from the fit. These periods and errors are plotted as a function of
the separation in Figure 5.7b. In Sections 2.3.5 and 4.6, it was demonstrated that the period
increases exponentially with the separation. Thus, the fits for Figure 5.7b were obtained by
fitting Equation 2.77. It can be seen that the data follows the expected trend. Furthermore, the
gradients of the two lines of best fit are different, which means that the period’s rate of change
with respect to the separation is polarisation-dependent. This observation has been previously
reported in [296] although that study did not consider a step-index structure. Future work could
consider tuning the periods for the two polarisations. Making them equal would remove the
polarisation sensitivity of the coupling ratios. On the other hand, the two periods could be
tuned to be multiples of one another. This approach would allow polarisation splitters to be
created [296, 297].
Nevertheless, there are two main areas in which the measured results do not fully reproduce the
simulated data, which will now be discussed. One difference is that the period of the coupling
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Figure 5.6: Wavelength dependence of the coupling ratio. The lines connecting the data points are a
guide to the eye. The fixed parameters include separation = 0.5 µm.
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Figure 5.7: Dependence of the coupling ratio and its period on the separation. The horizontal
(vertical) polarisation is shown in black (red). The fixed parameters include λ = 894nm. (a) The cou-
pling ratio is plotted as a function of the coupling length for different separation values. The data points
were fitted with Equation 2.76 and the fits are shown as lines. The data from Figure 5.5 is reproduced in
the middle graph. (b) The deduced period of the coupling ratio is plotted as a function of the separation.
Equation 2.77 was used to fit the data and the lines of best fit are shown.
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ratio is significantly and systematically larger in the experiments than in the simulations, which
can be seen by comparing Figures 4.16a and 5.7b. This difference is likely caused by a combi-
nation of three factors. First, the variations in the coupling ratio’s period between wafers were
larger than the errors plotted in Figure 5.7b. These variations were on the order of 10 %. Sec-
ond, the waveguides may not have had the nominal properties as a result of fabrication errors.
For example, increases in the core size, separation, or refractive index difference from the nom-
inal values lead to longer periods. Further simulations were carried out to study these factors in
isolation. It was found that an increase of about 60 % in the core size, 120 % in the separation, or
230 % in the refractive index difference would be required to reproduce the measured periods.
The core size and refractive index difference are unlikely to have contributed much, based on
the typical errors and reproducibility associated with these parameters, which were described in
Chapter 3. Such increases in the core size and refractive index difference would have also made
the waveguides highly multimodal. Given their well-understood properties, as described in this
chapter, this possibility can be excluded. Although the separation had also been verified for
a number of devices with scanning electron microscopy, it is likeliest that a discrepancy arose
here during the fabrication process. This is because in electron beam lithography resolving such
closely spaced features is more difficult than defining a single waveguide due to electron scatter-
ing effects. In particular, the proximity effect causes problems in this respect. Third, any stress
in the layers would have affected the electromagnetic field distribution inside the waveguides
and could have changed the coupling ratio’s period too. Hence, although in isolation each of
these three factors is unlikely to have caused the observed difference, in combination they can
explain the discrepancy in the periods.
Another difference is that the fabricated devices are significantly more polarisation-sensitive
than the simulated structures. This can be seen, for instance, by comparing Figures 4.15a
and 5.5. The main reason here is likely stress-induced birefringence. Again, as suggested in
Section 5.4, the stress level in the layers should be quantified in future work.
5.7 Summary
In this chapter, the results relating to the experimental characterisation of the waveguides were
discussed. The basic parameters investigated include the refractive index, thickness, roughness,
and loss. The three main contributions to the latter, namely the coupling, propagation, and bend
loss, were considered. Finally, the properties of directional couplers were studied. Based on
these findings, it was possible to design and fabricate more complex circuits, which will be the
subject of the next chapter.
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Chapter 6
Phase modulation and Deutsch-Jozsa
algorithm
In the previous two chapters, the simulations and experimental characterisation of the wave-
guides were discussed. In this chapter, applications of the waveguides in the context of inte-
grated quantum photonics will be presented. These include phase modulation and switching
capabilities as well as an implementation of the Deutsch-Jozsa algorithm using on-demand sin-
gle photons.
6.1 Single Mach-Zehnder interferometers
The structures described so far are all passive. This means after photons have entered the
quantum circuit, there is no possibility to modify the circuit’s characteristics. In the KLM
scheme for linear optical quantum computing, which was outlined in Section 2.1, phase shifters
are an essential component. Thus, Mach-Zehnder interferometers will now be studied.
The rate at which the phase of a photonic qubit changes depends on the refractive index of the
medium it is travelling in. The phase is given by
φ =
2pinl
λ
, (6.1)
where ne f f should be used in place of n when a particular mode is considered [298]. Hence, be-
ing able to vary the refractive index of a waveguide yields control over the phase of the photons.
In particular, changing the refractive index in one arm of a Mach-Zehnder interferometer means
a photon traversing this arm will accumulate a different phase to one travelling in the other arm.
It has been shown that for doped silica photonic quantum circuits such a phase modulator can
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exploit the thermo-optic effect and be based on a resistive heater [21, 50, 51], which is the ap-
proach taken in this project. As described in Section 3.2, strips of metal were evaporated onto
the upper cladding layer of certain chips. Ohmic behaviour will be assumed for now. Applying
a voltage V to a modulator of resistance R creates a current I and generates heat with a power P
given by
P =
V 2
R
, (6.2)
=
I2Gν
S
, (6.3)
where G is the length, ν is the resistivity, and S is the cross-sectional area of the metal [299].
Therefore, a metal with a sufficiently high resistivity is required for the heaters. This ensures
that the majority of the heat is generated directly on the waveguides under consideration and
not in metal connection elements elsewhere on the chip, based on Equation 6.3. In addition,
the high resistivity is also needed in order to make the heaters sufficiently short to achieve a
given resistance. As a result, nickel-chromium (80 % nickel and 20 % chromium) was chosen.
At room temperature, this alloy has a resistivity of 10−6 Ωm, which is approximately a factor
of 50 greater than the resistivity of the gold connections used [300].
The relationship between the phase and the applied voltage will now be considered. Accord-
ing to Equation 6.1, the change in phase is directly proportional to the change in refractive
index, ∆n. To first approximation, for silica at room temperature, ∆n is given by 10−5∆T , where
∆T is the change in temperature [301]. ∆T is expected to be directly proportional to the energy
applied [302]. Therefore, using Equation 6.2, it follows that the phase should vary with the
square of the voltage. The discussion has assumed ohmic behaviour so far. The phase is finally
written as
φ = e1+ e2V 2+ e3V 3+ e4V 4, (6.4)
where e1, e2, e3, and e4 are constants and the V 3 and V 4 terms incorporate non-ohmic be-
haviour [21, 50, 303]. The constants depend on the fabrication process and must be fitted for
each device. The need to incorporate non-ohmic behaviour will be demonstrated in the next
section.
The energy required to achieve suitable phase shifts in silicon oxynitride will now be estimated.
It will be assumed that certain physical properties of silicon oxynitride can be approximated by
those of silica. Based on Equation 6.1, the change in refractive index needed to bring about a
phase shift of 2pi rad is on the order of 10−4 for a wavelength of 900 nm and a heater length of
4 mm, which corresponds to the length of the fabricated heaters. This relatively small value of
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∆n means that many properties of the waveguides, for instance, the number of guided modes,
are not significantly altered by phase tuning. It was mentioned that for silica at room temper-
ature ∆n ≈ 10−5∆T . Hence, a temperature change of approximately 20 ◦C is required. Heat
diffusion is ignored in this discussion and it is assumed that the temperature of the MZI arm
which is not directly underneath the resistive heater is constant. The waveguide chips stud-
ied had a mass of about 1 g and the specific heat capacity of silica at room temperature is
around 700 Jkg−1 ◦C−1 [304]. Each chip typically comprised 48 equally spaced waveguides.
Hence, if all the energy goes into raising the temperature of only a few per cent of the chip’s
mass, 1 J of energy is sufficient to achieve a temperature change of 20 ◦C and thus a phase shift
of 2pi rad.
The discussion will now turn to the probability distribution measured at the output ports of a
MZI when a single photon traverses the system. The results are the same when a coherent
source such as a laser is considered. The behaviour of a MZI depends on the coupling ratios
of its two directional couplers as well as the phase applied. This aspect will now be analysed
based on Figure 2.10. It will be assumed that the photon is injected into Port 1 but this does
not affect the general conclusions reached. Different solutions of Equations 2.87 and 2.88 are
plotted in Figure 6.1. It can be seen that in a balanced MZI the probability of finding the photon
at Port 3 reaches 0 as well as 1; the same applies to Port 4. However, when at least one of the
directional couplers does not have a coupling ratio of 0.5, this is no longer the case. Despite
that, for η1 = η2 6= 0.5 or η1 = 1− η2 6= 0.5, either P1−3 or P1−4 still reaches 0 for some
phase. Only studying one of the output ports could therefore suggest that the interferometer is
balanced when in actuality it is not. Hence, both output ports must be considered in order to
experimentally assess the quality of a MZI. The visibility will be used as the quality measure of
a MZI and it is here defined by
visibility≡max(ηe f f )−min(ηe f f ) , (6.5)
where max
(
ηe f f
)
and min
(
ηe f f
)
are the maximum and minimum effective coupling ratios of
the interferometer respectively. This particular definition was chosen for the following reasons.
First, a MZI can be considered to be a variable beam splitter, which makes it desirable to be able
to tune ηe f f from 0 to 1. Second, both output ports have to be considered in order to determine
the visibility. Third, the visibility is unaffected when η1 is replaced by 1−η1 or η2 is replaced
by 1−η2. Finally, swapping the values of η1 and η2 does not change the visibility either.
Substituting Equation 2.89 into Relation 6.5 allows the visibility to be expressed as
visibility = 4
√
η1η2 (1−η1)(1−η2). (6.6)
Figures 6.2a and 6.2b illustrate how the visibility changes with the coupling ratios of the direc-
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Figure 6.2: Visibility of a Mach-Zehnder interferometer for different coupling ratios.
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tional couplers, based on Equation 6.6. In the left figure, the general case is shown in which the
coupling ratios of the directional couplers may not be the same. In the right figure, the direc-
tional couplers are assumed to be identical with a coupling ratio of η0. It can be seen that both
coupling ratios should be as close as possible to 0.5 in order to maximise the visibility and that
only a balanced MZI has a visibility of 100 %. Furthermore, when at least one of the coupling
ratios is near 0.5, the gradient of the curve is vanishing, which suggests that a certain level of
fabrication imperfections can be tolerated when nominally balanced MZIs are produced.
6.1.1 Experimental results
The experimental results obtained from measurements of MZIs will now be presented. The
beginning and end of each heater was at least 0.5 cm away from the directional couplers. Lo-
calising the heat away from the couplers is desirable so that their characteristics are unaffected.
First, the current-voltage relationship was investigated. Figure 6.3 shows the resistance plot-
ted as a function of voltage for a representative heater. From repeated measurements of the
same device, the error in each resistance value was estimated to be less than 0.1Ω. The re-
sistance slowly increases with voltage. This is to be expected because the temperature of the
chip rises as the power applied is increased and the temperature coefficient of resistance for
nickel-chromium is small and positive [305]. Clearly, the non-ohmic behaviour should be taken
into account, which justifies the non-ohmic terms in Equation 6.4.
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Figure 6.3: Resistance as a function of voltage for a resistive heater. The values refer to the total
resistance and thus include the resistance of the gold connections.
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Next, a wide range of MZIs was characterised. The focus was on devices for which η1 and η2
are close to 0.5 because that would yield high visibilities, as discussed in the previous section.
All interferometers considered had nominally identical directional couplers. Figure 6.4 shows
the effective coupling ratio and phase as a function of the voltage for a MZI. These results ob-
tained for silicon oxynitride waveguides are comparable to those previously reported for doped
silica planar lightwave circuits [21, 50]. The characterisation was performed at a wavelength of
920 nm. The voltage was monotonically scanned from 0 V to 25 V as the goal was to achieve
stable steady-state performance so that it would not be necessary to pulse the heaters. It was
found that the tuning of the interferometer mainly depended on the power applied at any one
instant and not on the energy supplied over a certain time interval. This suggests that the heat
quickly diffused through the chip into other components. Based on the voltage applied and the
resistance values presented in Figure 6.3, it can be seen that to achieve a phase shift of 2pi rad,
a power of about 1 W was needed. This is similar to what has been reported for doped silica
photonic quantum circuits [303]. The value can also be compared with the energy estimate
presented in the previous section, as follows. The thermal diffusivity is defined as the thermal
conductivity divided by density and specific heat capacity at constant pressure [306]. It has a
value of about 1 mm2 s−1 for silica at room temperature [307]. It is assumed that silicon oxyni-
tride’s thermal diffusivity is comparable to that of silica. All chips were fabricated on silicon
substrates with a thickness of 525 µm. Thus, given the approximate rate at which the heat ap-
plied leaves the silicon oxynitride chip, achieving a phase change of 2pi rad with 1 W of power
is consistent with 1 J being required to bring about this phase shift.
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Figure 6.4: Effective coupling ratio and phase as a function of voltage for a Mach-Zehnder in-
terferometer. The measured effective coupling ratio was fitted with Equation 6.7, which yielded the
black line. The phase was derived from this fit and is plotted as a red line. The fixed parameters include
λ = 920nm.
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The effective coupling ratio was obtained with Equation 2.85 by successively coupling into
Ports 1 and 2 in order to cancel out losses. The error in ηe f f was calculated in the same way as
the error in the coupling ratio of a directional coupler, which was discussed in Section 5.6. In
order to obtain the expected ηe f f curve, shown as a black line in Figure 6.4, Equation 6.4 was
substituted into Equation 2.89. Furthermore, it was assumed that η1 = η2 = η0. This is justified
as none of the interferometers tested showed characteristics indicative of η1 6= η2, which were
discussed in the previous section. The equation obtained is thus
ηe f f = 1+2
(
η20 −η0
)[
1+ cos
(
e1+ e2V 2+ e3V 3+ e4V 4
)]
. (6.7)
Based on the measured ηe f f values and their errors, the parameters e1–e4 in Equation 6.7 were
fitted. Their values and associated errors are given in Table 6.1. It can be seen that the values
of the parameters e3 and e4 are non-zero but comparatively small and also have relatively large
errors, consistent with slight non-ohmic behaviour. The coupling ratio of a directional coupler
nominally identical to those in the interferometer had been measured to be 0.505±0.012 at
920 nm. The coupling ratio was therefore fixed at this value in the fit. The expected visibility
for a MZI with such couplers, obtained with Equation 2.89, is 99.99+0.01−0.11 %. The error results
from propagating the error in the coupling ratio. The measured visibility was calculated from
the data points at the first maximum and minimum. This yields (99.5±0.2)%. The error
results from the typical variations seen in repeated measurements of the same MZI. Thus, the
expected visibility is slightly larger than the measured visibility. Moreover, Figure 6.4 shows
that the maxima and minima become less pronounced as the voltage is increased and hence the
measured visibility degrades further. The reason for this behaviour is likely the global heating
of the chip. In order to achieve an effective coupling ratio of 0 or 1, complete interference must
take place. As the power applied to the chip is increased, the diffusion of heat from the section
to which it is being applied to other regions begins to play a significant role. For example,
the other interferometer arm as well as the directional couplers may be affected. Still, for the
purpose of achieving all effective coupling ratio values, being able to tune the phase over a
range of 2pi rad is sufficient.
The wavelength is another important factor with regard to the behaviour of a MZI. Figure 6.5
presents the variation in visibility as the wavelength coupled into the MZI considered so far was
Parameter Value Error
e1 -0.289 0.006
e2 0.0244 0.0004
e3 -0.00023 0.00004
e4 0.0000057 0.0000011
Table 6.1: Values and errors of the fitted phase parameters. The units of e2–e4 are [V]−2, [V]−3, and
[V]−4 respectively while e1 is dimensionless.
91
6.1. SINGLE MACH-ZEHNDER INTERFEROMETERS
changed. The measured values and their errors were computed as before. The coupling length
of the directional couplers in this MZI was 58 µm. The coupling ratio’s wavelength dependence
for such a coupler was given in Figure 5.6a. Thus, using these values the expected visibilities
and corresponding errors could be calculated based on the approach described above. Both
curves show a similar trend. However, the measured visibilities are all slightly lower than the
expected ones. Once more, heating effects are the most likely source of this discrepancy.
Finally, the switching frequency was investigated. It was found that the maximum frequency at
which the power supplied to the resistive heater can be turned on and off without affecting the
steady-state values of ηe f f is about 2 kHz. This is because the effective coupling ratio requires
0.5 ms to settle at a new value, which was confirmed by studying the rise and fall time of the
power measured at the outputs. The rate of heat diffusion is likely to be the primary limita-
tion here. Given that the upper cladding layer is 4 µm thick and once again assuming silicon
oxynitride’s thermal diffusivity is comparable to that of silica quoted above, a switching time
on the order of 0.5 ms is indeed expected. Alternative methods of phase modulation can allow
higher switching frequencies to be attained although this may require different techniques and
materials. For instance, strain-optic tuning using surface acoustic waves has been demonstrated
in silicon oxynitride with a frequency in the megahertz range [193, 194]. Similarly, the strain-
optic effect was used in silica to achieve a switch (reset) time on the order of microseconds
(milliseconds) [52]. Moreover, nanoelectromechanical [298] and electro-optic [68] phase shift-
ing have been demonstrated in silicon nitride and lithium niobate, respectively, with switching
frequencies in the megahertz range.
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Figure 6.5: Measured and expected visibilities of a Mach-Zehnder interferometer at different
wavelengths. The lines connecting the data points are a guide to the eye.
92
6.2. MULTIPLE MACH-ZEHNDER INTERFEROMETERS
6.2 Multiple Mach-Zehnder interferometers
Having demonstrated the effective operation of single Mach-Zehnder interferometers in the
previous section, more complex circuits consisting of multiple MZIs will now be considered.
Heating effects and crosstalk will be discussed first before attention will turn to four-port
switching.
6.2.1 Active cooling
It was demonstrated that to achieve a phase shift of 2pi rad, a power of approximately 1 W
must be applied to a resistive heater. This negatively impacts the visibility and becomes a
compounded issue when several MZIs are operated at the same time. In fact, initial tests showed
that the heat applied to one MZI can affect others which are more than 1 cm away on the chip.
In order to address these problems, the setup shown in Figure 3.11 was modified. This consisted
of attaching the chip to a piece of copper which, in turn, was placed onto a Peltier cooler as well
as a heat sink [303, 308–311]. As a result, the global temperature of the chip could be controlled
and held constant even when multiple phase modulators were operated in parallel. Experimental
trials were carried out in order to assess the impact of this change. In fact, active thermoelectric
cooling reduced both the degradation in the visibilities observed for single interferometers as
well as the crosstalk between them.
6.2.2 Four-port switching
In the previous section, active cooling was described which enabled the simultaneous operation
of multiple Mach-Zehnder interferometers with minimal crosstalk. In complex photonic quan-
tum circuits, the ability to controllably and efficiently transfer photons between multiple wave-
guides is valuable. Hence, in this section the simultaneous operation of three interferometers to
produce a four-port switch will be discussed. The circuit shown in Figure 6.6 was fabricated.
This circuit enables light coupled into Port i1 or i2 to be switched into any of the output ports.
The experiment was performed with active cooling in order to have global temperature control.
Light was coupled into Port i1 and the voltages applied to the three heaters were optimised with
the goal of maximising, in turn, the power at each of the output ports. For each MZI, the range
of φ explored was 2pi rad. It was found that the operation of any one MZI was unaffected by the
voltage applied to any other, confirming that crosstalk had been minimised. The results for both
polarisations are shown in Figures 6.7a and 6.7b. The error bars are based on the fluctuations
in the power meters employed. It can be seen that the light could be effectively switched into
any of the output ports. This is also evident in the visibilities. These were found by determin-
ing the maximum and minimum effective coupling ratio for each interferometer in isolation.
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Figure 6.6: Four-port switching circuit. Light coupled into Port i1 or i2 can be switched into any of
the output ports by applying appropriate phase shifts, φ1–φ3, to the three MZIs.
(a) Horizontal polarisation. (b) Vertical polarisation.
Figure 6.7: Four-port switching results. The powers measured at the four output ports are plotted for
four different trials. Each trial number corresponds to the output port number for which the power was
maximised. The fixed parameters include λ = 891nm.
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The visibilities were calculated to be (99.4±0.3)%, (99.74±0.19)%, and (99.6±0.3)% for
the horizontal polarisation as well as (96.5±0.8)%, (97.2±0.6)%, and (96.0±0.9)% for the
vertical polarisation for MZI 1, 2, and 3, respectively. Since light was only injected into Port i1,
losses could not be cancelled out and Equation 2.83 had to be employed to calculate the effec-
tive coupling ratios. The errors in the visibilities were obtained by propagating the errors in the
measured powers. Considering Figures 6.7a and 6.7b separately, it is clear that the peak heights
are not identical. This suggests that there are differences in facet quality and therefore coupling
loss at the four output ports. The differences between the visibilities of the three interferom-
eters cannot account for this effect. In fact, as the visibility differences are within the errors
for each polarisation, the six directional couplers can be considered to be identical. Finally, it
can be seen that the visibilities are greater for the horizontal polarisation. This indicates that
the coupling ratios of the directional couplers are closer to 0.5 for that polarisation than for the
vertical one.
These results demonstrate how circuits may be actively reconfigured. Moreover, next to be-
ing an effective switch, a circuit consisting of cascaded MZIs has a wide range of applica-
tions in quantum information science. For instance, qudit states can be created by placing a
photon in a superposition across many paths. Qudit states are important in a number of ar-
eas including quantum state tomography [312], quantum key distribution [313], and quantum
computing [314]. In particular, they have been investigated with regard to the Deutsch-Jozsa al-
gorithm [201, 202, 206, 215] as well as other quantum algorithms [315]. Furthermore, cascaded
MZIs are pertinent to quantum walks [316], reprogrammable universal circuits [303, 317], and
photon angular momentum [318, 319]. Finally, they allow multiplexing and demultiplexing to
be performed [320, 321] which is useful, for example, in quantum key distribution [322].
6.3 Deutsch-Jozsa algorithm with on-demand single photons
The experiments described so far were performed with laser light. A coherent source is suffi-
cient in order to study the general properties of the devices. Still, quantum optics research often
requires single photons. Accordingly, in order to underscore the suitability of the waveguides as
a platform for integrated quantum photonics with applications in linear optical quantum com-
puting, experiments with single photons are necessary. For example, this gives an indication as
to whether or not the losses are sufficiently low. Consequently, the characterisation of an on-
demand single-photon source will now be described. Following that, the first implementation
of the Deutsch-Jozsa algorithm, as well as tunable Mach-Zehnder interferometers which act on
single photons, based on silicon oxynitride waveguides will be presented.
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6.3.1 Single-photon source
The single-photon source considered is a quantum dot. The characteristics and advantages of
quantum dots were described in Section 2.2.1. Figure 6.8 illustrates the particular sample stud-
ied: InAs/GaAs quantum dots are embedded in a planar cavity as part of a light-emitting diode.
Quantum dots in cavities as well as diodes are reviewed in [323]. Placing quantum emitters in
a resonant cavity can achieve benefits such as directed emission [324]. The purpose of the pla-
nar cavity structure explored here is to guide the emitted photons as shown in the figure. Near
900 nm and at room temperature, the refractive index of gallium arsenide (aluminium arsenide)
is approximately 3.60 (2.97) [282, 283, 325]. The alternating high- and low-index layers of
GaAs and AlAs above and below the quantum dot region form two distributed Bragg reflectors.
Each of these layers has a thickness of λ4n and they are separated from the quantum dots by two
GaAs spacer layers. Silicon (carbon) was used as the dopant in the n-doped (p-doped) part of
the device. This structure was optimised to have a narrow transmission region centred at 947 nm
and a reflectivity close to 1 around that transmission window. The quantum dot under consider-
ation represents a two-level system with an electron in the ground state and a X− exciton in the
upper state. The dot emits at 947 nm. The number of Bragg periods was chosen to be 8 at the
bottom of the structure and 3 at the top. Thus, the photons emitted by the dot preferentially exit
through the top of the device. The propagation of different-wavelength photons is suppressed
in this direction. This planar cavity thus enables spectral filtering and control over the direction
of emission. The purpose of the light-emitting diode here is to allow the sample to be mapped
out as the quantum dots all emit light when biased correctly. During the actual experiment, the
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Figure 6.8: InAs/GaAs quantum dots embedded in a planar cavity as part of a light-emitting diode.
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diode was only used to obtain flat band conditions.
Single photons were generated from the quantum dot using pulsed resonance fluorescence, the
setup for which was illustrated in Figure 3.13, and collected with a silicon APD. When an
oscillatory electromagnetic field interacts with a two-level quantum system, Rabi oscillations
may be observed. These refer to oscillations in the probability corresponding to the occupation
of one of the states and are analysed in [131, 262]. This effect was investigated first and the
results are given in Figure 6.9. The errors associated with the measurements are Poissonian in
nature because the detection of photons leads to Poissonian errors [326, 327]. Rabi oscillations
are clearly visible. As the power increases, damping can be seen, the origin of which is still
debated [265, 328]. The laser pulse which yields the first peak is known as a pi-pulse. To
generate the single photons for the experiments discussed in the remainder of this chapter, the
power used to excite the dot was half of that required for a pi-pulse. The reason for this choice
is that the reduction in signal was outweighed by the decrease in scattered laser light. The data
shows that in this case the dot signal was about 70 % of its maximum value.
Furthermore, using the experimental setup illustrated in Figure 3.14, a Hanbury Brown and
Twiss measurement was performed. Figure 6.10 gives the second-order correlation function
measured for the quantum dot under consideration. A laser repetition rate of 80 MHz was
used, as can be seen in the period of the peaks. The value of g(2) (0) was obtained by dividing
the area of the central peak by the mean area of the other peaks [131, 329]. Taking all fully
measured peaks into account, this yields g(2) (0) = (5.8±1.0)%. As before, Poissonian errors
are associated with the measurements. The error in g(2)(0) was thus determined by propagating
these errors. Consequently, the quantum dot under consideration emits only 5.8 % as many
multi-photon pulses as a Poissonian source of the same intensity [257, 330]. Most likely, the
measured g(2) (0) is slightly larger than 0 due to scattered laser light.
6.3.2 Deutsch-Jozsa algorithm
In the previous section, the results relating to the characterisation of the single-photon source
were analysed. Using this source, an implementation of the Deutsch-Jozsa algorithm will now
be presented. In order to achieve maximum stability, the experiment was performed with active
cooling and with the fibre arrays bonded to the chip’s facets. The circuit consisted of a single
tunable Mach-Zehnder interferometer with the layout given in Figure 2.10, which had been
designed to be balanced at 947 nm. The photons were only injected into Port 1. A silicon APD
was employed to collect the light.
The results obtained with both polarisations are shown in Figures 6.11a and 6.11b. The voltage
applied to the resistive heater was swept monotonically from 0 V to 23 V and the counts at one
of the output ports were recorded. Following that, the voltage scan was repeated and the counts
at the other output port were measured. The same APD was used for this purpose in order
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Figure 6.9: Rabi oscillations. The intensity is plotted as a function of the square root of the laser power
used to excite the quantum dot. The background counts have been subtracted.
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Figure 6.10: Single-photon emission by the quantum dot source. g(2) (τ) is plotted as a function of
different delay times. The data was recorded for −54s < τ < 145s. The measurements are spaced by
0.2 ns in the delay time. The background counts have not been subtracted.
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Figure 6.11: Execution of the Deutsch-Jozsa algorithm. The bottom graphs show the counts per
second as a function of the applied phase after the subtraction of background counts. P∗1−3 (P
∗
1−4) is
shown in black (red). In the top graphs, the effective coupling ratio derived from this data is plotted.
The measured effective coupling ratios were fitted with Equation 6.7, which yielded the black lines. The
fixed parameters include λ = 947nm.
to achieve comparable results. This data is shown in the bottom figures. The counts in these
figures refer to the values obtained after subtracting the background from the total counts. At
each voltage, the total counts had been integrated for 10 s. The background counts had been
integrated over a period of several minutes before each voltage sweep in the absence of any
light from the dot. The error bars in the bottom figures are based on propagating the Poissonian
errors in the total and background counts, where the former dominated. In addition, the fact
that the maxima for Port 4 are slightly higher than those for Port 3 is most likely due to a lower
facet quality at Port 3.
As light had not been injected into the second input port and as the two output ports had not been
monitored in parallel, losses could not be cancelled out and Equation 2.83 was used to calculate
the effective coupling ratio at each voltage. The resulting values are plotted in the top figures.
The errors in the effective coupling ratios were obtained by propagating the errors shown in the
bottom figures. The lines in the top figures are fits performed with Equation 6.7, based on which
the phase at any given voltage could be deduced. These fits were carried out independently
for each polarisation and η0 was fitted too. This yielded coupling ratios of 0.50±0.02 and
0.581±0.010 for the horizontal and vertical polarisation respectively. It can be seen that the
data matches the theory very well even though lossless conditions are assumed in Equation 6.7.
When the phase shift applied to the MZI is equal to 0, 2pi, 4pi... (pi, 3pi, 5pi...), the implemented
function is constant (balanced), as illustrated on the graphs.
The fidelity with which the algorithm can be carried out is defined to be the visibility of the
MZI. Based on the fitted coupling ratios, this yields fidelities of 100.0+0.0−0.2 % and 97.4
+0.6
−0.7 % for
the horizontal and vertical polarisation respectively. The errors in the fidelities were obtained
by propagating the coupling ratio errors. In this case, the fits give a better estimate of the
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visibility than the actual data points, which had been used to calculated the measured visibilities
in Section 6.1.1. This has two reasons. First, as this experiment involved active cooling, it can
be seen in Figures 6.11a and 6.11b that there is now only a minimal degradation of the visibility
as the voltage increases. Therefore, the extremal effective coupling ratio values predicted by
the fits can also be achieved in practice. Second, the errors in the data points at the extrema are
now significantly larger as Poissonian errors are present.
Hence, only a single function evaluation is necessary in order to determine with a high confi-
dence level whether the function is constant or balanced. For the demonstration of the algorithm,
only φ = 0, pi rad had to be tested. Nevertheless, measuring the entire tuning curve showed that
the interferometer works as expected. The fidelities achieved compare favourably with those
seen in a previous implementation of the Deutsch-Jozsa algorithm in which single photons
from a quantum dot were used as qubits [211]. In other quantum optics experiments with sil-
icon oxynitride waveguides, the single photons were generated with spontaneous parametric
down-conversion [41–45]. For the first time, silicon oxynitride photonic quantum circuits were
operated with on-demand single photons.
It was discussed in Section 2.5 that the two-qubit form of the Deutsch-Jozsa algorithm re-
quires only single-qubit operators. The operations demonstrated here are thus sufficient for
both the single-qubit and the two-qubit version of the algorithm. Entanglement is only present
for N ≥ 3. Thus, analogous curves to those shown in Figures 6.11a and 6.11b would have
been obtained with a coherent light source. However, using a single-photon source achieved
two purposes. First, the quantum algorithm provided an illustration of the potential of quantum
speedup. Second, the suitability of the waveguides for applications in the area of integrated
quantum photonics was highlighted.
Detailed explanations of how the Deutsch-Jozsa algorithm can be extended to three or more
qubits may be found in [200, 202, 206, 214, 215, 218]. In addition to single-qubit gates, this
requires different types of controlled-phase gates [214]. A controlled-phase gate has already
been demonstrated for photons [331]. Alternatively, a controlled-NOT gate could be employed.
This is because in combination with single-qubit gates it forms a set of universal gates with
which any unitary operation can be performed [332]. In fact, a controlled-NOT gate has already
been implemented using on-demand single photons [288].
Ultimately, the high-fidelity execution of a quantum algorithm presented in this section shows
that the silicon oxynitride waveguides developed represent a promising platform for the ad-
vancement of linear optical quantum computing. Nevertheless, a key challenge which must
still be addressed is further loss reduction as photon loss is a source of error. It is possible
to prove that any quantum computation can be carried out with arbitrary accuracy as long as
the error per operation is below a certain threshold value and satisfies suitable independence
assumptions [333]. This threshold depends on the model considered [334] and has implications
with regard to the minimum efficiencies required for the physical components of a quantum
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computer. For instance, within the one-way quantum computing paradigm, it has been shown
that the product of the source and the detector efficiency must exceed 23 for efficient linear op-
tical quantum computing to be possible even if the linear optical elements are ideal apart from
some absorptive loss [335]. By comparing the laser’s repetition rate with the counts obtained in
the Deutsch-Jozsa algorithm experiment described in this section, it can be deduced that the sig-
nal is reduced by several orders of magnitude due to loss in the different components. This ex-
periment had not been optimised in order to achieve the best possible transmissions. Still, when
comparing some of the highest efficiencies achieved for different integrated quantum photonics
components with the threshold value quoted above, it becomes clear that loss is still a major
obstacle. For example, source and detector efficiencies of around 75 % were demonstrated with
quantum dots [336, 337] and silicon APDs [338] respectively. In addition, micro-tapers with
a coupling efficiency of 92 % were implemented with high-δ silicon waveguides [281] and a
propagation loss of 0.0085 dBcm−1 was achieved with doped silica waveguides [339]. It is
possible that the losses in the different components can be significantly reduced when single-
photon sources, quantum circuits, and single-photon detectors are all integrated in a single-chip
architecture.
6.4 Summary
In this chapter, building blocks for integrated quantum photonics were presented. Tunable
Mach-Zehnder interferometers with near perfect visibilities were demonstrated as well as their
use in a four-port switch. Moreover, using on-demand single photons from a quantum dot
source, the Deutsch-Jozsa algorithm was carried out with a fidelity of up to 100 %.
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Chapter 7
Conclusion
The development of silicon oxynitride waveguides for applications in the field of integrated
quantum photonics was described in this dissertation. Through simulations, the parameters of
the devices were optimised for operation at 900 nm. Following their fabrication and characteri-
sation, the waveguides were used to create building blocks for linear optical quantum comput-
ing. The results will now be summarised before potential future work will be outlined and a
general outlook on quantum information science will be provided.
The waveguide design criteria included: single-mode operation, low losses, and small device
footprint. In particular, the transmissions were maximised by studying the coupling, propaga-
tion, and bend loss. The device footprint was minimised by optimising the bends and direc-
tional couplers. Trade-offs between the criteria were frequently encountered. A buried chan-
nel structure with a core (cladding) index of 1.545 (1.505) and cross-sectional dimensions of
1.6 µm x 1.6 µm was ultimately chosen.
The waveguides were fabricated using plasma-enhanced chemical vapour deposition, electron
beam lithography, and reactive ion etching. A fibre-chip alignment algorithm was implemented
and ultraviolet curing allowed robust fibre-chip bonds to be created. The refractive index was
shown to be tunable from the silica to the silicon nitride regime and could be better controlled
at lower values. Polarisation effects were investigated with respect to all waveguide properties.
Optimised tapers improved the coupling into and out of the waveguides. The propagation loss
was measured to be 3.52 dBcm−1 (1.45 dBcm−1) for the horizontal (vertical) polarisation. The
minimum bend radius was determined to be less than 2.0 mm. Varying the coupling length
allowed the coupling ratios of directional couplers to be modified. The period of the coupling
ratio, as well as its rate of change with the separation of the waveguides in the coupling region,
was found to be polarisation-dependent. Overall, the properties of the waveguides were in good
agreement with theory and simulations.
Active elements were added to the waveguides by fabricating phase modulators in the form of
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resistive heaters. A maximum switching frequency of 2 kHz was achieved and Mach-Zehnder
interferometers with near perfect visibilities were realised. Crosstalk was minimised with active
cooling. This enabled a four-port switch to be created with visibilities above 99 %. Finally, the
potential of quantum speedup and the suitability of the waveguides as a platform for photonic
quantum technologies were demonstrated. This was done by carrying out the Deutsch-Jozsa al-
gorithm with on-demand single photons. The source was a self-assembled InAs/GaAs quantum
dot sample grown with molecular beam epitaxy. Pulsed resonance fluorescence was employed.
The value of g(2) (0) was measured to be 5.8 % and the algorithm was executed with a fidelity
of 100 %. This is the first implementation of the Deutsch-Jozsa algorithm, as well as tunable
Mach-Zehnder interferometers which act on single photons, based on silicon oxynitride wave-
guides. Moreover, silicon oxynitride photonic quantum circuits were operated with on-demand
single photons for the first time.
7.1 Future work
The silicon oxynitride waveguides developed in this project can serve as an enabling technology
on the road to integrated quantum photonics. The areas which require further work can be
grouped into two categories: improving the quality of the devices and adapting them to different
applications. These two aspects will now be discussed in turn.
To improve the quality of the waveguides, a number of modifications are possible. First, the
losses have to be reduced further as quantum optics experiments typically require single pho-
tons. Hence, only a certain loss level can be tolerated. The simulations suggest that the coupling
loss could be significantly decreased with micro-tapers. Creating such tapers will require the
fabrication to be adjusted. For example, optimisation of the etching process in order to de-
crease the erosion of resist would make it possible to use a thinner resist layer. This would
allow smaller features to be resolved. Other options to reduce the coupling loss include taper-
ing the fibres [272], instead of or in addition to tapering the waveguides, and polishing the chip
facets [340]. The latter can improve the facet quality. Lowering the propagation loss will also
be required. For this purpose, the stress in the layers should be characterised and the devices
annealed at high temperatures. Second, polarisation effects are important. For instance, it was
shown that the propagation loss as well as the directional couplers are polarisation-dependent.
Birefringence may be tuned in waveguides by modifying the deposition and fabrication process,
which in turn affects the stress [341], or adjusting the waveguide design, including the number
of layers, refractive indices, and core dimensions [49, 181, 182, 276, 289, 297]. Thus, bire-
fringence could be eliminated or, alternatively, employed to create devices such as polarisation
splitters. Third, the reproducibility of the devices could be improved, particularly with regard
to the variations in the transmissions between different waveguides. These are at least partially
due to fabrication imperfections. As the variations across a wafer as well as the run-to-run re-
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producibility of the refractive index and thickness are already comparable to those reported in
the literature, the work should focus on optimising the deposition process to reduce the den-
sity of defects in the waveguides. Facet polishing, as mentioned, could also be considered in
order to improve the quality of the facets and thus increase the reproducibility of the measure-
ments. Finally, the switching frequency of Mach-Zehnder interferometers implemented via the
thermo-optic effect seems to be limited to values on the order of 2 kHz by silicon oxynitride’s
thermal diffusivity. Accordingly, other phase modulation methods such as strain tuning should
be explored too.
Moreover, the waveguides will have to be adapted to different applications. First, next to the
path encoding explored in this project, other schemes such as polarisation encoding could be
considered [57]. Second, graded refractive index structures should be investigated. These could
prove very useful with regard to the trade-offs encountered when choosing whether to operate
at a high or low refractive index difference by allowing adiabatic transitions between the two
regimes. The ability to tune its refractive index over a wide range makes silicon oxynitride a
particularly suitable material to integrate different functionalities in a single device. This is cru-
cial because the ultimate goal in integrated quantum photonics is a monolithic structure which
houses single-photon sources, photonic quantum circuits, and single-photon detectors. Third,
as the waveguide circuits become more complex, the characterisation methods will also have to
be adapted. The approach employed in this project may not be suitable for the characterisation
of devices which are part of large-scale networks. Alternative in situ techniques will have to be
considered. For example, ultrafast modulation spectroscopy has recently been demonstrated to
be suitable for this purpose [342].
7.2 Outlook
Given that quantum information science has only been developed over the last decades, it is en-
couraging that some technologies, such as quantum key distribution, have already been commer-
cialised. Quantum computing, for example, will require more time to mature due to the demand-
ing nature of the requirements that must be fulfilled. Nevertheless, given the global research
effort, it appears to be only a matter of time until it is possible to begin harnessing the enormous
potential of many more applications of quantum information science. It is not yet clear which
physical system will prevail in this quest or whether perhaps a combination of very distinct
systems will be required [343–347]. However, it is likely that photons will play a dominant role
as a result of their properties as well as their current use in a variety of quantum technologies.
Ultimately, this suggests that there is a bright future for integrated quantum photonics.
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