Mean-variance portfolio optimization requires both invertible and well-conditioned covariance matrices. This paper compares the performance of covariance conditioning techniques applied to the realized covariance matrices of the portfolio of constituents of the Dow Jones Industrial Average. We use the volatility of portfolio returns derived from volatility-timing investment strategies employing different conditioning techniques as the criterion of assessment. As portfolio dimensions increase there is increasing need for matrix conditioning to maintain the precision improvement offered by intraday data. We find that the relative performance of the single factor model provides a computationally tractable alternative to fully estimated realized covariance matrices in a global minimum variance dynamic portfolio setting.
Introduction
Markowitz mean-variance (MV) optimization is the standard framework for optimal portfolio construction (See Chan, Karceski, and Lakonishok (1999) , Jagannathan and Ma In general, even without sampling refinements, estimation of high dimensional realized covariance matrices is both computationally expensive and plagued by sampling error. The required computational time affects implementation feasibility and sampling error can result in numerically ill-conditioned matrices, yielding noisy estimate and possibly making inversion problematic. Under the assumption of normally distributed data, Ledoit and Wolf (2003) suggest that to minimize ill-conditioning the number of observations, n, needs to be at least ten times the number of dimensions, p.
Previous literature has addressed imprecise covariance matrix estimates by imposing more structure on the covariance matrix. Variants of shrinkage are employed to mitigate ill-conditioned matrices. Fleming, Kirby, and Ostdiek (2003) and de Pooter, Martens, and van Dijk (2008) use rolling estimators, Jagannathan and Ma (2003) use non-negative constraints on the portfolio weights, and Ledoit and Wolf (2003) use shrinkage toward the market estimate. Fan, Fan, and Lv (2008) find that the major advantage of factor models is in the estimation of the inverse of the covariance matrix and demonstrate that the factor model provides a better conditioned alternative to the fully estimated covariance matrix. Using daily level data, Chan, Karceski, and Lakonishok (1999) and Jagannathan and Ma (2003) show that factor models can reduce the variance of optimal mean-variance portfolios and offer utility gains over strategies employing full sample covariance matrices. Specifically, Jagannathan and Ma (2003) compare the performance of portfolios determined using sample covariance matrix estimates (based on daily data).
They conclude that an ad-hoc non-negativity on portfolio weights provides performance similar to the performance of portfolios based on factor and shrinkage covariance estimators. They show that the single factor model performs well when the number of observation is not much greater than the number of dimensions.
To date, the realized covariance literature has focused on evaluating estimators for a very small number of assets. The exceptions to this are Voev (2008) and Liu (2008) who focus on forecasting the covariance matrix for portfolios of 15 assets and 30 as-sets, respectively. Both studies conclude that some form of smoothed realized covariance estimates provides improvements over daily level estimates. Barndorff-Nielsen and Shephard (2004) provides the framework for estimating realized betas. Bollerslev and Zhang (2003) , Andersen, Bollerslev, Diebold, and Wu (2006) , and Morana (2007) consider realized betas using daily returns. They conclude that betas are time-varying and persistent. Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008b) exploit this persistence and forecast realized betas using intra-day returns.
Our paper contributes to the discussion by examining three features of interest to both academics and practitioners. First, we examine both the in-sample and out-of-sample performance of the estimators to disentangle estimation precision from the efficacy of the forecasting model. Second, we examine the performance of realized covariance estimators as the dimension increases from 3 to 30 and show the importance of conditioning the estimates at high dimensions. We find that at high dimensions, computationally sparse estimators offer portfolio volatilities that are similar to the best performing fully estimated covariance matrix. Third, we compare the performance of covariance conditioning techniques in a volatility timing setting and with traditional forecast evaluation regressions. We compare the performance of the single factor model to that of a fully estimated realized covariance matrix for portfolios of the 30 Dow Jones Industrial component stocks. We conclude that the single factor model offers a compelling, computationally tractable alternative.
The remainder of the paper is organized as follows. Section 2 provides the realized covariance estimator and the conditioning approaches. Section 3 provides the performance assessment criteria including the global minimum variance volatility timing strategy and the portfolio-level Mincer-Zarnowitz forecast evaluation. In Section 4 we discuss the data, the necessary parameter estimates, and the empirical results. Section 5 concludes.
Methods

Realized Covariance Estimators
The discretely observed price process p(t i ) is a function of both the latent price process x(t i ) and the market microstructure effects u(t i ), which are treated as "observation error" such that the price of asset A is observed as:
Returns are written as
Andersen, Bollerslev, Diebold, and Labys (2001) first proposed realized variance estimation using ad-hoc calendar-time sampling. Synchronous observations across markets are achieved by interpolating previous tick prices onto an ad-hoc common sampling grid (e.g., every 5 minutes) yielding m equally spaced intraday observations. The calendar time realized covariance estimator for asset A and B can be written as:
For variance reduction, Zhang, Mykland, and Ait-Sahalia (2005) have advocated sub-sampling as a technique that exploits the richness of high frequency data by sparsely sampling the observations into non-overlapping grids and then smoothing the estimator by averaging over subgrids. The resulting sub-sampled estimator of K subgrids is:
where Σ
AB (m) is the realized covariance for the kth grid. As outlined in BarndorffNielsen, Hansen, Lunde, and Shephard (2008a) , sub-sampling has the same asymptotic distribution as the Bartlett kernel within the realized kernel framework. Alternative methods for estimating realized covariance in the presence of market micro structure noise are numerous, but are beyond the scope of this paper. (See McAleer and Medeiros (2008) for a comprehensive review.) In this study, we limit the analysis to actively traded stocks which reduces market microstructure biases on both the variance and covariance estimates. Following Andersen, Bollerslev, Diebold, and Labys (2003) we using a fiveminute sampling frequency.
Ill-Conditioned Covariance Matrices
Many applied problems in finance require a covariance matrix estimator that is not only invertible, but also well-conditioned. While the true covariance matrix is guaranteed to be well-conditioned, covariance estimates may not be due to sampling error. The sample covariance matrix is a consistent estimate of the true covariance matrix as
A strictly positive definite matrix is necessary for matrix inversion, a necessary step in the mean-variance framework. A symmetric matrix A, with eigenvalues λ i , is positive definite when all the eigenvalues of A satisfy λ i > 0. The relationship between positive definiteness and invertibility is understood via the eigenvalues, where the determinant is defined as:
A matrix is invertible when the det(A) = 0, therefore non-negative eigenvalues ensure that a positive definite matrix is invertible.
"Well-conditioned" is a numerical property of an operator and states that all small perturbations of x lead to only small changes in f (x). The condition number of a matrix A is defined as: κ(A) = A A −1 , where · is the Frobenius norm and can be expressed as: A = tr(AA T ). We note that
and in our case
A is symmetric so
Ai where λ Ai are the eigenvalues of A. In this setting, the condition number can be interpreted as the eccentricity of the ratio of eigenvalues
. An ill-conditioned matrix has a very large condition number and is close to being numerically non-invertible.
The relative magnitude of the eigenvalues of the realized covariance matrices play a prominent role in mean-variance asset allocation. Positive definiteness requires the eigenvalues be positive and the well-conditioned property imposes an additional requirement of non-vanishing eigenvalues. Intuitively, as an eigenvalue shrinks toward 0, a principal component vanishes and the rank is reduced and the system is collinear. Numerically, as the smallest eigenvalue vanishes toward zero, the condition number explodes to infinity. This problem highlights the importance of preserving the smallest eigenvalue which is accomplished by imposing more structure to mitigate the imprecision of covariance estimates.
In the following subsections we present two approaches to generating well-conditioned, consistent estimates of the true covariance matrix: shrinkage and single-factor models.
Shrinkage Estimators
As the number of dimensions increases relative to the number of observations, the resulting covariance matrices become ill-conditioned and, in particular, are characterized by the smallest estimated eigenvalues being too small and the largest being too big relative to the true eigenvalues. Shrinking these estimated covariance matrices towards some idealized structure yields more stable estimates. The resulting eigenvalues are more compressed and the covariance estimates are better conditioned.
Generally, linear shrinkage can be written as:
where Σ t is the estimate of Σ t , the covariance matrix of returns, and G is the idealized covariance structure. The positive definiteness of the shrinkage estimator can be considered by examining
where positive definiteness requires v T Σ t v > 0 for all nonzero vectors v. To ensure positive definiteness, the target matrix G is chosen to be positive definite and the shrinkage factor α is chosen to optimize a criteria, such as MSE, which requires maintaining positive definiteness of the resulting estimator Σ t . We consider two forms of linear shrinkage:
the rolling estimator and the Ledoit-Wolf estimator.
Rolling Estimators
Rolling estimation is a common feature in covariance applications (See Fleming, Kirby, and Ostdiek (2003) , Zhu (2008), de Pooter, Martens, and van Dijk (2008) , Bandi and Russell (2006) for examples in the realized covariance literature).
This approach is motivated by the conditional heteroskedasticity of financial time series.
In the presence of conditional heteroskedasticity, estimation of the covariance matrix involves a trade-off between considering a sufficiently large number of observations to obtain an unbiased and consistent estimate and considering a short enough history to accommodate changes in the covariance structure. Rolling realized covariance estimation attempts to balance the statistical power obtained using a large sample against the loss of precision from including stale information. It is easy to see that
is a variant of shrinkage estimation where the current realized covariance estimate is shrunk toward a function of past estimates. Σ t then, is an exponentially weighted rolling covariance estimator for Σ t . Based on the work of Foster and Nelson (1996) and Andreou and Ghysels (2002) we use an exponentially weighted rolling scheme which provides MSE efficiency gains for realized covariance estimators. We avoid estimating α and instead, following the Risk Metrics approach, we set α = 0.94, which Morgan (1996) found produces the best backtesting results. This exponentially weighted moving average (EWMA) method, applied to daily data, is perhaps the most widely used volatility model in industry.
Determining positive definiteness of the rolling estimator draws upon Foster and Nelson (1996) and assumes that Σ t−1 is a consistent estimator of Σ t−1 . The target matrix possesses the desirable properties of the true covariance matrix: positive definite and well-conditioned. As a result the rolling estimation shrinks the eigenvalues of the realized covariance estimator towards the more consistent eigenvalues of the target matrix resulting in better conditioned covariance matrices.
Ledoit-Wolf Estimators
Ledoit and Wolf (2003, 2004b) introduced an estimator that is an optimal linear combination of a target matrix and the sample covariance matrix under squared error loss:
where Σ t (α) = αG + (1 − α) Σ t , α ∈ [0, 1], and G is the target matrix. Intuitively, this estimator seeks to minimize the quadratic distance between the true and the estimated covariance matrices. We use the equicorrelated matrix, suggested by Ledoit and Wolf (2004a) and used by Voev (2008) , as our target matrix.
The equicorrelated matrix is defined as having all the off-diagonal elements of the covariance matrix having the average sample correlation. Φ, with elements φ ij , denotes the unobserved true equicorrelated covariance matrix and F , with elements f ij , as the corresponding estimate. The diagonal elements are the variance elements of the sample covariance matrix. The optimal shrinkage parameter α is estimated according to the method outlined in Ledoit and Wolf (2003) , where s i,j corresponds to elements of matrix
This procedure shrinks the estimated eigenvalues towards the eigenvalues of the target matrix. The resulting eigenvalues have a smaller maximum and a larger minimum, resulting in a better conditioned estimator.
For implementation within the high-frequency data setting, we draw upon the well know long memory property of realized covariance and assume that the covariance process is locally constant. For a window of length l, we assume that E[s ij,τ −l ] = σ ij,t where τ ∈ 
Factor Model
The market model is a one-factor model that relates individual equity returns to return on a market factor:
where r A is the return of the individual asset, r M is the return of the market as represented by the index, and β A represents the systemic risk of the asset with the market. We assume that ε A,t ∼ N (0, σ 2 A ) and that residuals ε A are uncorrelated to market returns.
The resulting covariance matrix is:
Here β is the p × 1 vector of betas for all the assets, σ 2 M is the variance of the market and D is the diagonal matrix of residual variances. It is natural to estimate Φ as:
where, as above, s i , j are the elements of the estimated realized covariance matix and
In terms of conditioning the matrix, Fan, Fan, and Lv (2008) show that when K = o(p) , where K is the number of factors, the inverse of the factor model covariance matrix converges to the true inverse covariance faster than the inverse of the sample covariance matrix, implying that the factor model is a better conditioned alternative to the fully estimated covariance matrix. Moreover, they also show that the factor structure offers quicker convergence to the global minimum variance portfolio. As expected, when the number of factors is proportional, K = O(p), to the number of dimensions, then the two estimators have the same performance. It is easy to show that the covariance matrix of the single-factor model is always positive definite:
for all nonzero vectors v, v Dv = 3 Assessment Criteria
Volatility Timing
We consider portfolio allocation as our criterion for assessing estimator performance.
Chan, Karceski, and Lakonishok (1999) and Jagannathan and Ma (2003) advocate the use of the Global Minimum Variance (GMV) portfolio to avoid the problematic estimation of µ t , the vector of expected returns. The GMV portfolio is independent of µ t and is the solution to the following optimization problem:
where Σ is the covariance matrix and ι is a unitary vector of length p. The GMV weights are given as:
At the end of day t we generate several covariance estimates using either historical open-to-close returns or day t intraday returns. We use these covariance estimates to determine GMV portfolio weights. We then compare the covariance estimators on the basis of the volatility of the resulting time series of portfolio returns. We consider both in-sample precision of the estimators and out-of-sample forecast quality.
Estimation and Forecasting
We present both in-sample volatility timing results and out-of sample forecasted volatility timing results. For the in-sample experiments, the time series of realized portfolio returns are defined based on the log difference of the open price to close price of day t. As such, the returns are known and only the covariance structure is left to estimation. This allows us to focus on the incremental benefits of covariance conditioning methods, independent of forecast models. In the out-of-sample experiments, one step ahead returns are defined as the log difference between the day t + 1 closing and opening prices. We distinguish between these two settings because the out-of-sample results rely on both the precision of the estimate and the robustness of the forecast model. Recognizing forecast model specification as an essential part of the problem, in the spirit of Briner and Connor (2008) we seek to separate estimation error from forecast model specification error.
We restrict our volatility timing positions to open-to-close returns. This is done with the intention of avoiding overnight returns. Realized covariance estimation is designed to exploit the richness of intraday data and overnight returns run counter to this idea.
Works such as Hansen and Lunde (2005) and Gallo (2001) address overnight returns by comparing a number of additive and scaling models. Our study is focused on the estimation of realized covariance, and including overnight returns introduces another source of model specfication error.
Forecasting Realized Betas
Motivated by previous investigations ( Andersen, Bollerslev, Diebold, and Wu (2006) , Morana (2007) , Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008b) ) showing that realized beta is persistent, we consider forecasting realized betas. Andersen, Bollerslev, Diebold, and Wu (2006) assess the dynamics and predictability of realized betas and conclude that although displaying less persistence than realized variances or covariances, realized betas can be modeled well as stationary I(0) processes. Similar to BarndorffNielsen, Hansen, Lunde, and Shephard (2008b) , we consider the performance of a simple ARMA(1,1) forecast of the realized betas and realized variances. The motivations for this specification are three-fold. First, the factor structure is a parsimonious representation of the covariance structure. Second, the resulting covariance matrix forecasts are guaranteed to be positive definite. Finally, the ARMA framework allows us to capture the persistence of realized variances and realized betas.
Mincer-Zarnowitz Evaluation
Following Briner and Connor (2008), we employ the Mincer and Zarnowitz (1969) forecast evaluation framework to test the performance of the covariance estimators via the resulting portfolio volatility forecasts. (See ) In order to give equal weight to the accuracy of each element of the covariance matrix, portfolio volatility is assessed for an equally-weighted portfolio. σ 2 p = w Σw, where w is a vector of equally-weighted positions.
With this approach, select assets -or elements of the estimated covariance matrix -do not dominate the analysis.
Specifically, for each covariance forecast we regress a proxy for ex post volatility of the equally-weighted portfolio on an intercept and the candidate portfolio volatility forecast:
Under this specification, σ p (t) is the portfolio volatility proxy at time t, and σ p (t−1) is the candidate forecast of portfolio volatility. The null hypothesis for this test is H 0 : b 0 = 0 and H 0 : b 1 = 1.
Following the recommendations in Hansen and Lunde (2006) we perform the MincerZarnowitz regressions directly on the level instead of considering log-volatility. In simulation and empirical analysis, Hansen and Lunde (2006) find that this formulation is more robust and provides a consistent ranking of volatility forecasting models. The
Mincer-Zarnowitz regression has heteroskedastic error terms when applied to variances, leading us to focus on volatility. We report robust Newey West standard errors for our parameter estimates to account for autocorrelated errors.
Empirical Analysis
We consider volatility timing strategies using daily covariance estimates based on lowfrequency (open-to-close) returns and sub-sampled five-minute returns. For each class of estimator, in addition to the fully estimated covariance matrices we also consider shrinkage estimators, single index estimators, and ad hoc approaches to matrix conditioning.
We assess the performance of the estimators by considering the volatility of the time series of open-to-close returns of the dynamic global minimum variance (GMV) portfolios based on each of the estimated covariances. We consider both in-sample precision and forecast quality. Finally, we consider the effect of portfolio dimensions on both precision and forecast quality of the different estimators.
Data: Dow 30 Stocks
We estimate the time-varying covariance structure of the stocks in the Dow Jones Industrial Average (DJIA) over the period from January 1, 2002 to December 31, 2006. We consider several realized covariance estimators based on intraday returns and we consider
estimators based on open-to-close returns. For both return frequencies, we consider a single factor model with the S&P 500 Index as the sole factor. We use the SPDR S&P 500 exchange traded fund (ETF) (SPY) as our proxy for the S&P 500 index. This ETF holds a market-value-weighted portfolio of the equities that comprise the S&P 500 Index.
We use quote data from the TAQ database for intraday price observations. We collect quotes from only the primary exchange for each security and filter the observations before filling five-minute log-price grids.
1 To facilitate sub-sampling across the calendar-time returns, we generate five five-minute log-price sample grids with the starting time for each grid shifted forward one minute. Returns are calculated as the log-price-difference of the midpoints of the quotes that are closest to, but not past, the grid endpoints.
Open-to-close returns are calculated from the first and last grid log prices.
In Table 1 we provide volatility summary statistics based on high-frequency (HF) and low-frequency (LF) returns for the stocks in the DJIA and for the SPY over our sample 
Model Parameter Estimates
To implement the shrinkage and single-factor covariance estimators we must determine the shrinkage parameter for the former and fit the single-index model to the data each 1 We filter the quote data as follows: eliminate quotes 1) not from primary exchange; 2) with a time stamp outside the 9:30 a.m. and 4:00 p.m. window; 3) with bid or offer prices less than or equal to zero; 4) with TAQ-identified errors (Mode equals 4, 7, 9, 11, 13, 14, 15, 19, 20, 27, or 28) ; 5) not matched to a trade using the Lee and Ready (1991) algorithm with a 1 second lag on reported trades Henker and Wang (2006) ; 6)all duplicate quote records (same time stamp and same bid and ask prices); 6) reflecting a 10% move from the previous quote midpoint; 7) with a spread greater than 10% of the midpoint price; and 8)"redundant" quotes that reflect no revision to the bid or ask from the most recent quote.
day for the latter. Recall that we will use the Risk Metrics industry standard decay rate of .94 for the EWMA rolling estimator and for the Ledoit Wolf estimator we estimate the shrinkage parameter for each day in our sample based on a lagged one-year rolling window. Across the sample period we obtain a mean alpha of 0.4636, with a minimum estimate of 0.2521 and maximum of 0.8338. For simplicity, we estimate the Ledoit Wolf covariance matrix using the mean alpha for the entire sample.
In Table 2 we provide average coefficient estimates and the average R 2 for each stock for estimates based on high frequency data and those based on low frequency data. The high-frequency betas are estimated daily with sub-sampled five-minute returns and the low-frequency betas are estimated each day using the past 250 open-to-close returns.
Using high-frequency data, the average coefficient estimate is 0.85 and the average R 
Estimation Precision Results
In order to first focus on the precision of our estimators, we implement the GMV volatility timing strategies with the portfolio weights determined in sample. The results of this analysis are provided in Table 3 . We present the standard deviation of the time series of open-to-close returns that result from rebalancing the GMV portfolio each day t based on the day t covariance matrix estimate. We include the 0.025 and 0.975 bootstrapped confidence interval, the maximum daily loss, as well as the minimum and maximum portfolio weights, and the median minimum and median maximum weights across all days in the sample. The maximum loss and the weight characteristics allow us to monitor the presence of ill-conditioned covariance estimates that result in extreme portfolio weights. does result in more extreme weights than OC 250 but, at least in sample, these weights appear to be based on useful information about the structure of open-to-close returns.
Finally, we include OC 30 , using only the most recent 30 days of returns, to provide an indication of performance when the number of observations equals the number of assets.
Note, OC 30 does yield a positive definite covariance matrix, but the resulting minimum and maximum portfolio weights indicate that this estimator is ill-conditioned. These extreme weights lead to very high portfolio return volatility. In this case the value of more local information is overwhelmed by estimation error. This estimation error results computational multicollinearity.
In Panel C we present the results for dynamic GMV strategies based on covariance estimates using day t five-minute returns. All of the realized covariance estimates are the average of five sub-sampled estimates, each made using 78 five-minute returns. RC 78s is the fully estimated, sub-sampled realized covariance. In sample, RC 78s provides the dynamic GMV portfolio with the lowest volatility. Compared to the low-frequency estimators, the results for RC 78s look closest to those for OC 78 but with somewhat less extreme portfolio weights perhaps due to the conditioning provided by sub-sampling.
Note, in this case, all of the information is local as only day t intraday returns are used. is well-conditioned by design but introduces severe estimation error.
Volatility Timing Forecast Quality Results
In Table 4 we provide the out-of-sample performance characteristics of dynamic GMV portfolios using a series of covariance matrix forecasts. We evaluate the one-step ahead model is only 12% greater than the corresponding in-sample volatility reflecting the 99% overlap in the information set for the day t + 1 covariance estimate and the day t forecast for day t + 1. While both the nonnegativity constraint and the single factor approach to conditioning somewhat decreased the performance of the OC 250 estimator, the onestep ahead forecasting performance is somewhat improved. OC 78 , the best performing low-frequency estimator in sample, resulted in a portfolio volatility 60% higher than the in-sample volatility. The OC 30 covariance, already shown to be ill-conditioned in sample, led to exploding portfolio volatility out of sample.
Turning to the results for forecasts using high-frequency returns, presented in Panel B, we see that RC Sub performs slightly worse than OC 250 , as the precision gains reflected in sample are lost one-step ahead. Based only on information from day t, RC Sub provides a noisy forecast of the day t + 1 covariance matrix compared to forecasts based on the long-horizon, low-frequency estimators. The conditioned RC We also consider a less naive forecast method, fitting an ARMA(1,1) model to forecast the realized variances and betas. This approach yields portfolio volatility lower than RC SI 78s but somewhat higher than the simpler rolling estimate. To provide a check on the importance of the covariance terms in the performance of the forecasts, we again consider the zero-correlation matrix RC ZC 78s . As was the case in sample, the out-of-sample zero-correlation forecast does not perform well, yielding portfolio volatility substantially greater than found for the single factor model.
Mincer-Zarnowitz Forecast Evaluation
In addition to the volatility timing experiment, we also evaluate the quality of the covariance forecasts using traditional Mincer-Zarnowitz regressions. Recall that we evaluate the forecasts for an equally-weighted portfolio to avoid distortions in the forecast quality assessment due to GMV asset weights. The coefficients and R 2 statistics are reported
in Tables 5 and 6 . Consider first Table 5 where the proxy for the unobservable ex post portfolio volatility is the sub-sampled realized volatility for day t. The statistical forecast quality results confirm the inferences from the volatility timing analysis. Consistent with existing literature, the smoothed high-frequency forecasts exhibit less bias and less noise than the low-frequency estimators and the raw realized covariance matrix. However, the analysis also indicates that the single factor model provides forecast quality equivalent to the fully-estimated realized covariance matrix. With insignificant bias, a slope coefficient insignificantly different from one, and an R 2 of 0.60, RC
SF,RM Sub
provides excellent forecast quality. In terms of goodness of fit, incorporating ARMA forcasts offers some improvement (R 2 = 0.66) but this comes with increased bias.
We also evaluate the forecasts using the squared open-to-close returns as the proxy for ex post portfolio volatility. These results are reported in Table 6 . Consistent with the literature, forecast quality is substantially diminished, across the board, for this target volatility. This is not surprising given the volatility of the volatility reported for the individual stocks in Table 1 : the target itself is very noisy. Nonetheless, the smoothed high-frequency estimators again provide generally higher forecast quality with the lowest bias and the best fit. The margin of improvement over the low-frequency estimators, however, is greatly diminished evaluated for this target.
Taken together these results indicate that realized covariance-based forecasts provide greater predictability than low-frequency forecasts even when one is restricted to making low-frequency investment decisions. Moreover we have shown that the forecast improvements associated with realized covariance translate into forecast improvements for the resulting portfolios.
Portfolio Dimension Analysis
To further investigate the effects of ill-conditioning on our covariance estimations and forecasts, we consider the GMV volatility timing strategies across portfolios with an increasing number of assets. We generate the portfolios by averaging a large number of randomly sampled subsets, thereby avoiding stock selection bias at lower dimensions. The results, presented in Table 7 and Table 8 , highlight the importance of dimensionality in the covariance estimation and forecasting problem. In Panel A of both tables, we report the average volatility for equally-weighted portfolios of the sampled assets. This provides a benchmark for the pure diversification effect with volatility falling as the number of assets increase, independent of any information on the structure of asset returns. For the set of assets we study, the diversification effect is strong from three to ten assets with a 17% reduction in volatility over this range. The effect tapers off with only a five percent additional improvement as assets increase from ten to the full portfolio of thirty assets.
Consider the in-sample estimation results presented in Table 7 . With the exception of OC 30 , the estimators all provide substantial improvement on the naive benchmark at all dimensions. Furthermore, with the same exception, the results indicate a steady reduction in the volatility of returns to the GMV strategies and a steadily increasing performance improvement relative to the benchmark. The intuition for the increasing performance gap is that in addition to the diversification effect captured in equally-weighted portfolios, the dynamic portfolios exploit information in the estimated covariance matrix.
With an increasing number of assets, precise information is more valuable when there are more degrees of freedom over which to capitalize on the information.
Consider now, the OC 30 . This short-horizon estimator provides large performance advantages over the longer horizon OC 250 and OC 78 estimators for dimensions 3 through 20. At fifteen assets, the volatility of the OC 30 portfolio is 300 basis points or nearly 30% less than the volatility for OC 250 . This highlights the importance of using a short horizon to capture relevant information that can be lost when using an excessively long horizon.
This performance advantage, however, dissipates as the number of assets increases relative to the number of observations. Looking across the dimensions, we see that the volatility of the OC 30 portfolio is 100 basis points higher at 25 than at 10 assets as poor matrix conditioning out-weighs the diversification effect. At 30 assets, the OC 30 estimator, close to singular at this dimension, performs very poorly. In contrast, OC 78 offers less performance gains at lower dimensions than OC 30 but OC 78 volatility continues to fall through 30 assets.
As expected, the realized covariance estimators dominate the long-horizon, low-frequency estimators at all horizons. RC SF 78s performs comparable to OC 78 across the dimensions and RC 78s reduces portfolio volatility by about 100 basis over OC 78 at all dimensions.
Recognizing that the in-sample analysis is vulnerable to overfitting the data, we forecast one-step ahead to examine the robustness of our results. Estimators which overfit to our variance proxy will display limited persistence and poor out of sample results.
Indeed we see that OC 78 now fails to outperform OC 250 at any dimension, an indication that OC 78 is overfit in sample and is of limited practical use.
Considering the high frequency estimators, the sub-sampled variant, RC 78s , provides lower volatility of portfolio returns than the RC 78 for the entire set of dimensions con- 
Future Work and Conclusion
Our paper contributes to the realized covariance literature by examining three features of interest to both academics and practitioners. We examine the performance of realized covariance estimators as the dimension increases from 3 to 30 and show the importance of conditioning the estimates at higher dimensions. We show that at high dimensions, computationally simple estimators offer portfolio volatilities that are similar to the best performing fully estimated covariance matrix. Finally, we examine in-sample performance to disentangle precision from forecasting. Both estimation and forecasting present sources of error, and we argue that by only looking at the final forecast results, the precision of an estimator can be overshadowed by the errors of a naive forecast.
As future work we will consider more sophisticated one-step ahead forecasts using the single factor estimators. The current results using the ARMA(1,1) model are encouraging and suggest that this is a sensible starting point for high dimensional covariance forecast-
ing. An attractive feature of the single-factor model is that it is straightforward to apply, as there is no intermediate step requiring estimation of a smoothing factor. Furthermore, it circumvents the problem of ensuring positive definite forecasts. Our empirical analysis has focused primarily on open-to-close returns. In future work we will include overnight returns according to techniques suggested by Gallo (2001) and Hansen and Lunde (2005) . This will allow for the replication of more practitioner oriented trading strategies and will allow us to examine allocation strategies in the presence of transaction costs.
We have compared a number of conditioning techniques for realized covariance and the characteristics of the GMV portfolios they generate. Using a straight-forward estimation approach we confirm that improved forecast quality of realized variance and covariances translates to better forecast qaulity in portfolios. The results are encouraging and suggest that single-factor models can offer similar results for even higher dimension portfolios.
robustness of the shrinkage methods for different values of of the shrinkage parameter α. Table 9 presents the resulting volatility of portfolio returns using GMV as the investment strategy. We conclude that the variation in results is quite modest with respect to a large range of shrinkage parameters. Recall that our target matrix is the the constant correlation matrix which is somewhat similar to the single-factor estimator. In particular, both of these estimators have the same diagonal elements. We can easily see that the size and frequency of extreme weights are reduced as we smooth. Again, we see that out of sample forecasts call for more smoothing than do in sample estimates. 
