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Look out ’cause here I come, and I’m marching on to the beat I drum,
I’m not scared to be seen, I make no apologies, this is me.
"This is me", The Greatest Showman
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Abstract
The development in the 1980s of the first scanning probe techniques, i.e Scan-
ning tunneling microscopy (STM) and Atomic Force microscopy (AFM), enabled
the manipulation and characterization of very different systems at the nanoscale,
such as 2D materials and biomolecules. This advent, among others, promoted
the transition of nanoscience to technological applications, such as electronic
components, sensors and biomedical sensing devices, with novel unique prop-
erties. Still, to improve upon their integration and performance, a detailed
understanding of their physical properties is called for. This endeavor gave rise
to novel research fields aiming to tune the properties of these nano-systems
atom-by-atom, in a bottom up approach. The dramatic effect that changes at
single atom level may have in these systems is better realized through the giant-
stiffening of one of the worlds stiffest materials, i.e. graphene. In particular, by
removing only a 0.2% of the carbon atoms composing the graphene one may
increase its Young modulus over a factor of 60% , an effect which has no parallel
at the macroscale. This and other results help to illustrate the importance of
atomic-level interactions/effects in the properties of nano-systems.
In this view, theoretical modeling has proven to be a fundamental tool to
augment the resolution/understanding of the experiments down to the single
atom. Among the different simulation approaches, coarse-grain models have
been widely explored to understand the properties of nanoscale materials. How-
ever, these models lack the atomistic detail required to understand the effect of
single atom modifications. To circumvent this limitation, in this thesis we har-
ness over 30 years of development of "all-atom" classical Molecular Dynamics
(MD) simulations in the biophysics community to now study nanoscale systems
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and in particular how single atom changes may drastically alter their properties.
Notably tackling these (large) nanoscale problems has only been possible early
this decade with the advent of new computing architectures such as graphical
cards (GPUs) allowing to study systems that are several nanometers large and
most importantly for very long periods of time (microsecond long). Here we
aim to inspect not only the dynamical changes occurring in a nano-system by
introducing atomic modification on its (intrinsic) structure, but also when these
modifications are introduced on its environment (e.g. solvent conditions). The
latter is particularly relevant in biological systems, where the solvent is known
to actively modulate their function as in the case of biological waters. On the
overall we are able to tackle many different open questions present in the liter-
ature such as: (1) the importance of the atomistic detail of water structuring
in mediating the protein-surface interaction; (2) how water may be used to ac-
tively control both the structure and mechanical properties of an assembly of
single-stranded DNA (ssDNA) molecules; (3) how the dynamical properties of a
nano-system may be tuned by changing a small percentage of the atoms (<1%)
composing it.
The thesis manuscript is organized as follows: The first chapter outlines
the previous experimental works motivating the thesis as well as the current
state–of–the–art in modeling the role of atomic mutations at the nanoscale.
Subsequently, we describe the different simulation approaches here employed.
In the second chapter, we show the importance of the atomistic descrip-
tion of the solvent molecules when in mediating the protein-surface interaction.
This study was motivated by previous theoretical works, which systematically
reported protein unfolding upon its adsorption when using implicit solvation
methods (where solvent is described as a continuous dielectric medium). The
advantage of these implicit solvation methods is that they allow us to reduce by
almost a factor of 10 the number of atoms used in the simulations. Notwith-
standing, a careful assessment of the validity of this approximation (replacing
the water molecules interaction by an effective continuous approach) lacked an
experimental validation. To that end, we focused on the adsorption process of
a protein, the Inmunoglobulin G (IgG), over graphene with both explicit and
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implicit solvation methods. Our implicit solvent simulation results show that
the IgG protein unfolds upon its adsorption to graphene, which contrasts with
both explicit solvent simulations and previously reported experimental studies.
To unravel the origin of this contrasting behavior, we perform a detailed energy
decomposition analysis of both implicit and explicit solvent simulations. The
latter reveals that protein-surface attraction is counterbalanced by the cost of
breaking the solvation shells surrounding both the protein and surface. As a
result, the adsorption proceeds smoothly as is activated by the entropic water
thermal fluctuations. Contrastingly, implicit solvent simulations underestimate
the cost of breaking the solvation shells (as they are inexistent in such effective
models), prompting an instantaneous abrupt IgG adsorption over graphene. This
is accompanied by a pronounced loss of solute-solvent interaction resulting in
a large electrostatic unbalance inside the protein which ultimately results in its
unfolding.
In the third chapter, we focus on the effect of modifying the solute-solvent
interactions on the mechanical properties of a biosystem. More specifically, we
use MD simulations to study the variation of the mechanical response of a ss-
DNA self-assembled monolayer with its hydration (ranging from 0 to 600 water
molecules per ssDNA). Note that the mechanical response is here quantified by
the curvature of the ssDNAs assembly, being the highest curvature associated
with larger stress. Our simulations show that the curvature of the monolayer
goes through three well differentiated stages with increasing hydration (H), in
agreement with previous experimental results: (1) at low hydration levels, the
curvature increases with the hydration; (2) for H>100 water/ssDNA the curva-
ture decreases until (3) it saturates at H=400 water/ssDNA. By performing a
detailed energetic and structural analysis, we describe the physical mechanisms
in these three stages: (1) the ssDNAs become stiffer with the hydration but
they continue approaching to each other, prompting a more energetic (a larger)
upward deflection of the monolayer as the hydration increases; (2) the ssDNAs
length increases with the hydration to enhance the number of water molecules
between them, which hinders the increase of the curvature; (3) the new water
molecules added to the system remain outside the monolayer, and thus the struc-
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tural and mechanical properties of the monolayer barely change. We also inspect
the effect of the grafting density of the ssDNA monolayer on its hydration-driven
mechanical response variation. All in all, our results reveal a surprising fact that
water molecules play an active role in controlling the structural and mechanical
properties of these assemblies.
Finally, in the fourth and fifth chapters we demonstrate how the dynamical
properties of nano-systems may be tuned via atom-by-atom modifications of its
intrinsic structure. In particular we focused on two different systems: the Azurin
protein (chapter four) and graphene monolayers (chapter five). In the former
(chapter four), we show that single amino-acid mutations albeit not affecting
the structure result in a pronounced stiffening of the protein, most notably near
its active site (the Cu2+ center). This work emerged from a collaboration with
STM experiments showing that the electronic transport process through a single
gold-Azurin-gold junction sharply changes by replacing one of the amino-acids of
the Azurin with a cysteine. Interestingly, our unrestrained molecular dynamics
simulations of the protein and three mutants in water show: (1) their struc-
ture is practically identical to the "wild-type" form; (2)they fluctuate less that
the "wild-type" protein. The second result indicates that the Azurin structure
becomes stiffer with the introduction of such mutations. Additionally, from
the adsorption process of both "wild-type" and mutant Azurin variants over
a gold surface, we propose that quenching the Azurin fluctuations via point-
mutation significantly alters its adsorption process over gold and therefore the
gold-protein-gold contact. This result paves the way to understand how point
mutations may affect the conductance in these molecular junctions.
In the fifth chapter, we inspect how a low density of monovacancies on
graphene sheets can strongly alter its thermal expansion coefficient (TEC). Con-
trary to most materials, graphene TEC is negative, i.e. graphene contracts
when heated. This abnormal effect is caused by the thermal excitation of the
graphene out–of–plane vibration modes. These same modes are also quintessen-
tial to understand other graphene mechanical properties. Interestingly these have
been postulated to explain the significant increase of graphene Young modulus
through the introduction of small amount of defects. Still, an atomistic under-
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standing of how these properties (out–of–plane vibrations, defects and mechan-
ical properties) are related was missing. To unveil this connection, we perform
40 ns-long simulations of the graphene dynamics using different monovacancy
densities (from 0 to 6 ×1012 cm−2). Our results show a reduction of graphene
TEC absolute value with the introduction of monovacancies, in agreement with
experimental results. A detailed analysis of the stress distribution along the
graphene membrane evidences that monovacancies create strain fields in their
surrounding areas, which affects the low energy out–of–plane graphene modes
responsible for the negative TEC.
Resumen
El desarrollo en la década de los 80 de las primeras técnicas de sondas de ba-
rrido, entre las que se encuentran la microscopía de efecto túnel (STM) y la
microscopía de fuerzas atómicas (AFM), permitieron la manipulación y la ca-
racterización de una gran variedad de sistemas en la nanoescala, tales como
los materiales 2D y las biomoléculas. Éstas técnicas, entre otras, estimularon la
transición de la nanociencia hacia aplicaciones tecnológicas tales como compo-
nentes electrónicos, sensores y dispositivos de detección biomédica, todos ellos
con propiedades únicas. Aún así, para optimizar su integración y rendimiento,
es necesario entender detalladamente sus propiedades físicas. Esta necesidad dio
lugar a nuevos campos de investigación con el objetivo de ajustar las propie-
dades de estos nano-sistemas átomo a átomo, bajo un enfoque ”bottom-up”.
La mejor forma de ejemplificar el notable efecto que cambios a nivel atómico
pueden producir en estos sistemas es a partir del intenso endurecimiento ob-
servado en uno de los materiales más rígidos del mundo, el grafeno. En éste
material, la eliminación de tan sólo un 0.2% de sus átomos puede incrementar
su módulo de Young en un factor por encima del 60%, un efecto sin precedentes
en la macro-escala. Este y otros resultados ayudan a ilustrar la importancia de
las interacciones/efectos a nivel atómico en las propiedades de sistemas en la
nanoescala.
En este contexto, la modelización teórica ha demostrado ser una herramienta
fundamental para mejorar el entendimiento de los experimentos a escala atómi-
ca. De entre los distintos enfoques de simulación, los método de ”grano-grueso”
han sido ampliamente utilizados para entender las propiedades de los materiales
en la nanoescala. Sin embargo, estos modelos carecen de los detalles atomísti-
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cos requeridos para entender los efectos provocados por modificaciones mono-
atómicas. Para superar esta limitación, en esta tesis aprovechamos los más de
30 años de desarrollo de simulaciones atomísticas de Dinámica Molecular (MD)
para estudiar sistemas en la nanoescala y, en particular, como cambios mono-
atómicos pueden alterar notablemente sus propiedades. Abordar este problema
ha sido posible gracias a la aparición reciente de nuevas arquitecturas compu-
tacionales, tales como las tarjetas gráficas (GPUs), que permiten el estudio de
sistemas de varios nanómetros y, más importante, durante largos períodos de
tiempo (del orden de microsegundos). En esta tesis estudiamos no sólo el efecto
de introducir modificaciones atómicas en la estructura intrínseca de un nano-
sistema, sino también cuando estas modificaciones son introducidas en el medio
que los contiene. Este último caso es particularmente relevante en sistemas bio-
lógicos, en los que el solvente modula activamente su función y estructura. Con
este estudio, somos capaces de abordar muchas cuestiones abiertas de distinta
índole presentes en la literatura, tales como: (1) la importancia de los deta-
lles atómicos a la hora de describir el papel del agua como mediador de las
interacciones entre proteínas y superficies; (2) como el agua puede ser utiliza-
do para controlar de forma activa la estructura y las propiedades mecánicas de
monocapas autoensambladas de hebras simples de ADN (ssDNA); (3) como las
propiedades dinámicas de un nano-sistema pueden ser controladas a partir de la
modificación de un pequeño porcentaje (<1%) de los átomos que lo componen.
El manuscrito de esta tesis está organizado de la siguiente manera: El primer
capítulo explica, en términos generales, el trabajo experimental previo que motiva
la tesis, así como las técnicas de vanguardia utilizadas en la modelización teórica
del rol de mutaciones atómicas en la nanoescala. A continuación, se describe el
metodo de modelización teorica que se ha utilizado en esta tesis (simulaciones
de MD).
En el segundo capítulo, se muestra la importancia de la descripción atómica
del solvente cuando este actúa como mediador de la interacción entre proteinas
y superficies. Este estudio está motivado por trabajos teóricos previos, los cuales
describieron sistemáticamente la perdida de la estructura terciaria de la proteina
durante su adsorción al usar métodos de solvatación implícitos (en los que el
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solvente se describe como un medio dieléctrico continuo). La ventaja de estos
métodos reside en que permiten reducir hasta un factor 10 el número de átomos
utilizado durante las simulaciones. A pesar de ello, es necesario comprobar que
esta aproximación es válida para entender el proceso de adsorción de proteinas
comparando los resultados a los que da lugar con resultados experimentales.
Con este fin, estudiamos el proceso de adsorción de una proteína, la Inmuno-
globulina G (IgG), sobre grafeno tanto con métodos de solvatación explícitos
como implícitos. Los resultados obtenidos de las simulación de solvente implíci-
to muestran que la proteína IgG pierde su estructura al adsorberse en grafeno, lo
que contrasta tanto con los resultados obtenidos usando solvente explícito como
con estudios experimentales previos. Para descifrar el origen de esta diferencia,
se han analizado detalladamente las diferentes contribuciones energéticas a la
adsorción en ambos tipos de simulaciones, es decir, usando solvente implicito
y explicito. El análisis de estas últimas revela que la atracción energética entre
la superficie y la proteina esta compensada por el coste energético de romper
las capas del solvatación que rodean tanto a la proteína como a la superficie.
Como consecuencia, la adsorción de esta proteina es un proceso lento y que solo
ocurre gracias a las fluctuaciones térmicas entrópicas del agua. Sin embargo, las
simulaciones por solvente implícito subestiman el coste de ruptura de las capas
de solvatación, dando lugar a la adsorción instantanea de la IgG en el grafeno.
Este proceso viene a su vez acompañado de una notable pérdida de interacción
electrostática solvente-soluto que produce un gran desequilibrio electrostático
en el interior de la proteína, que finalmente constituye el origen de la pérdida de
estructura terciaria observada usando este tipo de solvatacion.
En el tercer capítulo, nos centramos en el efecto de modificar las interac-
ciones solvente-soluto en las propiedades mecánicas de un sistema biológico.
En concreto, se han utilizado simulaciones de MD para estudiar la variación de
la respuesta mecánica de una monocapa autoensamblada de hebras simples de
ADN (ssDNA) al cambiar su hidratación (desde 0 hasta 600 moléculas de agua
por cada ssDNA). Nótese que la respuesta mecánica se cuantifica a partir de
la curvatura de la monocapa, estando la curvatura máxima asociada con el es-
trés mecánico máximo. Nuestras simulaciones muestran que la curvatura pasa
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por tres etapas bien diferenciadas cuando su hidratación (H) aumenta, lo que
concuerda con resultados experimentales previos: (1) para niveles bajos de hi-
dratación, la curvatura aumenta con la misma; (2) para valores de H >100, la
curvatura disminuye hasta que (3) la evolucion de la curvatura satura cuando
H >400. A partir de un análisis detallado de la estructura y de las interacciones
energéticas que dan lugar al movimiento de la monocapa, describimos los me-
canismos físicos detrás de cada una de estas etapas: (1) las hebras de ssDNA se
endurecen con la hidratación y se aproximan las unas a las otras, dando lugar
a que la monocapa se deflecte hacia arriba con más intensidad (deflexión mas
grande) a medida que la hidratación aumenta; (2) la longitud de las hebras de
ssDNA aumenta con la hidratación para incrementar el número de moléculas de
agua que puede entrar entre ssDNAs adjacentes, lo que dificulta el aumento de
la curvatura; (3) las nuevas moléculas de agua añadidas al sistema permanecen
fuera de la monocapa, por lo tanto, las propiedades estructurales y mecánicas de
la monocapa apenas se ven afectadas. También inspeccionamos el efecto de la
densidad de hebras de la monocapa en las tres etapas anteriormente descritas.
En general, nuestros resultados muestran el sorprendente hecho de que las molé-
culas de agua juegan un rol activo en el control de las propiedades estructurales
y mecánicas de estos agregados de ssDNAs.
Finalmente, en los capítulos cuarto y quinto demostramos cómo las propie-
dades dinámicas de nano-sistemas puede controlarse mediante modificaciones
”átomo a átomo” introducidas en su estructura. Particularmente, nos centramos
en dos sistemas diferentes: la proteína Azurina (véase capítulo 4) y una monoca-
pa de grafeno (véase capítulo 5). En el primer caso (capítulo 4), mostramos que
la mutación de un solo aminoácido en esta proteina da lugar a un considerable
endurecimiento de la misma, más apreciable en zonas cercanas a su centro ac-
tivo (el centro Cu2+). Este trabajo surge de una colaboración experimental en
la que experimentos de STM muestran que el proceso de transporte electrónico
a través de una unión oro-Azurin-oro cambia abruptamente al reemplazar uno
de los amino-ácidos de la Azurina por una cisteína. Nuestras simulaciones de la
dinámica libre en solucion de tres mutantes de la Azurina mostraron: (1) que sus
estructuras son prácticamente idénticas respecto a las de la forma ”wild-type” de
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la Azurina; (2) que sus fluctuaciones son menores que en el caso de las proteína
”wild-type”. Este segundo resultado indica que la estructura de la Azurina se
endurece con la introducción de estas mutaciones. Además, la simulación del
proceso de adsorción sobre oro tanto de la estructura ”wild-type” de la Azurina
como de sus mutantes sugiere que la redución de las fluctuaciones de la Azurina
a partir de la creación de estas mutaciones altera significativamente su proce-
so de adsorción y, por tanto, al contacto Azurina-Oro. Este resultado abre una
vía para entender como mutaciones de un solo aminoacido pueden afectar la
conductancia de la Azurina en este tipo de uniones moleculares.
En el quinto capítulo, analizamos como la baja densidad de monovacantes
en láminas de grafeno puede alterar considerablemente su coeficiente de expan-
sión térmica (TEC). Al contrario que la mayoría de los materiales, el TEC del
grafeno es negativo, es decir, este se contrae al calentarse. Este extraño efecto
es causado por la excitación térmica de los modos vibracionales ”fuera de plano”
del grafeno. Estos mismos modos también influencian otras propiedades mecá-
nicas del grafeno. Cabe destacar que estos modos han sido postulados como el
origen del notable aumento del modulo de Young del grafeno observado a partir
de la introducción de una pequeña cantidad de defectos. A pesar de ello, aún no
estaba clara la relación a nivel atómico entre estas tres propiedades (vibraciones
”fuera de plano”, defectos y propiedades mecánicas). Para explicar esta conexión,
hemos realizado simulaciones de la dinámica del grafeno para diferentes valores
de la temperatura y varias densidades de monovacantes (desde 0 hasta 6·1012
cm−2). Los resultados muestran una reducción del valor absoluto del TEC del
grafeno con la introducción de monovacantes, como también se observa experi-
mentalmente. A partir de un análisis detallado de la distribución del estrés a lo
largo de las diferentes membranas de grafeno (diferentes densidades de mono-
vacantes), observamos que las monovacantes crean campos de tensión en sus
proximidades, lo que afecta a los modos ”fuera de plano” del grafeno y, por lo
tanto, al TEC.
1 | General Introduction
Nanoscience is the scientific field which focuses on the manipulation and charac-
terization of matter at the nanometer scale, i.e one millionth of a millimeter [1].
Many different molecular aggregates belong to that size scale, ranging from nan-
otubes and nanoparticles, over organic chemistry macromolecules, to Deoxyri-
bonucleic Acid (DNA) and proteins. Thus, nanoscience is a interdisciplinary
branch of knowledge that combines aspects of different basic sciences, such
as chemistry, physics, biology, electronic engineering, medicine and biomedical
engineering.
In the last decades, the ability to directly manipulate and characterize matter
at the nanoscale via experimental investigations has been widely developed [1].
This capability has allowed to discover that the properties of nanoscale systems
are significantly different from the ones shown by their mesoscopic counterparts
(composed by the same atoms) [1]. For example, gold nano-clusters are excellent
catalysts while their bulk counterpart is inert [2]. Moreover, carbon nanotubes
present a combination of the features of the two naturally occurring bulk forms
of carbon: strength (diamond) and electrical conductivity (graphite) [1]. Such
astonishing divergence between the mesoscopic and nanoscopic levels reveals
that understanding the properties at the mesoscale is not sufficient to describe
material behavior. This points out the need to understand the physics rules that
govern these systems in the nanoscale to enable their integration in different
nanotechnological applications, such as electronic devices and sensors. In this
thesis, we aim to theoretically study the dynamical properties of different systems
at the nanoscale, and to understand how they can be tuned by just changing
a small percentage of its atoms. This analysis contributes to gain insight into
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the influence of atomic-scale modifications in the properties of nano-systems,
helping to tightly control their properties, and paving the way for their device
implementation and the improvement of their performance.
In this chapter, we first discuss the meaningful role of atomic modifications
on the dynamical properties of different nano-structures and why understanding
this role with theoretical simulations is a major computational challenge (see
sec. 1.1). We focus on the two types of atomic-level alteration which have
been analysed in this thesis, i.e. conducted over the system solvation conditions
(extrinsic, see sec. 1.1.1), or over the intrinsic structure of the nano-system
(see sec. 1.1.2). Then, we present the main features of the simulation method
used in this thesis for studying this role : "all-atom" Molecular Dynamics (MD)
simulations (see sec. 1.2). At the end of the chapter, an overview of this thesis
is given (sec. 1.3).
1.1 Tuning dynamical properties at the nanoscale with atomic-
level modifications: modelling requirements and state of the
art
We here refer with dynamical properties to the characteristics of a system which
describe its movement and deformation upon the influence of diverse stimuli,
such as temperature changes (thermal properties), application of forces (me-
chanical properties) or the interaction with other systems. These properties are
then essential for describing and predicting the behavior of a system in a given
set-up and environment. Thus, gaining further insight about the dynamic prop-
erties of a system/structure is needed for allowing its potential use as active
element of a given application. In fact, controlling these properties by altering
the external or internal conditions of the system could help not only to antici-
pate its possible malfunction, but also to improve and increase its technological
applicability.
At the nanoscale, the dynamical properties can be tuned by changing just a
small percentage of the system/structure atomic interactions. This has been pre-
viously demonstrated in diverse fields, from biology [3] to materials science [4],
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which evidences the importance of the atomic-level interactions in the char-
acteristics of nano-systems. Still, the physical mechanisms by which a simple
atomic modification can affect the general properties of a nano-system are not
yet well understood. In this regard, theoretical modelling/simulations can serve
as a critical tool to describe the role of these atomic alterations. This is not
always a simple task, as changes on both the atomic interactions and the dy-
namical properties of the nano-system of interest must be properly captured by
the chosen model. The former of these two requisites involves characterizing
the dynamics of all the atoms of the system (achieved with atomistic models),
which poses a larger computational cost than if a group of atoms is considered
as a single interacting particle (as in coarse-grain models). The latter require-
ment, generally implies modelling the behavior/movement of a system larger
than 10 nm, which increases even more the computational cost. The advent of
new computing architectures, such us graphical cards (GPUs) or parallel CPU
processing, has made possible to meet these two requisites/problems, as they
have enabled to greatly reduce the simulation time, and, in turn, the compu-
tational cost. Before explaining in detail the characteristics of the simulation
method used in this thesis , i.e. "all-atom" MD simulations, in the remainder
of this section we present different examples in which the atomic influence on
the dynamical properties of a nano-system has been evidenced, emphasising the
main requisites needed to properly understand that influence with theoretical
simulations. We have classified these examples according to the position where
the atomic modifications where conducted, i.e. extrinsic (sec. 1.1.1) or intrinsic
(sec. 1.1.2) to the structure of the system understudy.
1.1.1 Effect of extrinsic modifications
We refer here with extrinsic modifications to the ones performed in the environ-
ment of the system understudy. This type of modification is specially relevant
in biological systems, as their native environment is a liquid solvent, i.e. a high
percentage of water. In fact, the solvent not only acts as a merely passive agent
in the properties of these biosystems, but it actively modulates their function
and structure [5, 6]. For example, water gives rise to hydrophobic interactions
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which stabilize the structure of globular proteins. Furthermore, the formation of
an intricate hydrogen network around some biomolecules is needed to preserve
their structure. This is the case of the single-stranded DNA (ssDNA) molecule,
which can only maintain its helical structure when surrounded by water. Addi-
tionally, water molecules screen the charge-charge interactions, which reduces
the electrostatic forces between charged groups and thus softens the interaction
between them. All these reasons evidence the important role of water on the
structure and properties of biomolecules and motivate the understanding of its
influence on the dynamical properties of these systems.
In this regard, theoretical modelling can provide great insight. However, the
explicit introduction of all the water molecules when modelling that influence re-
quires a huge computational cost, as it typically increases the size of the system
by, at least, a factor of 10. This has encouraged the fructiferous development
of a manifold of implicit-solvation methods [7–11], which are based on repre-
senting the solvent as a continuous dielectric medium. These methods have
the advantage of reducing the computational cost, but they lose the atomistic
description of the solvent, which could be important, for example, for describing
the solvation shells of the biomolecules. For that reason, these methods can
only be used with a prior validation consisting on comparing their results with
the ones obtained experimentally for an analogous system. In this thesis, we test
the suitability of these methods for understanding a given dynamical property
of a protein, i.e. its interaction with a hydrophobic surface (see more details in
sec. 1.3 and on chap. 2). Moreover, we have inspected the effect of varying the
hydration conditions of a complex bio-system, such as a self–assembled mono-
layer (SAM) of ssDNAs, on its mechanical properties. For this last problem, the
necessity of tightly controlling both the amount of water in the system (up to a
few water molecules) and the mechanical response of the whole SAM can only
be achieved by combining the use of atomistic MD simulations and GPUs, thus
enabling us to model the response of a large SAM when the humidity of the
system is slightly increased (see more details in sec. 1.3 and chap. 3).
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1.1.2 Effect of intrinsic modifications
We refer here with intrinsic modifications to those which involve changes on
some of the structural elements composing a system, such as the introduc-
tion/presence of defects on the crystal structure of materials. The effect of
this type of modifications has been explored in many different nanoscientific
areas, ranging from materials science to medicine, evidencing that they could
substantial influence not only the dynamical properties of nano-systems, but also
their electrical [12, 13], magnetic [14] and biological [3, 15] properties. Among
the different examples present in the literature, in this tesis, we focus on two
types of intrinsic modifications: the introduction of defects on the structure of
carbon-based nanomaterials, and the creation of single amino-acid mutations
on proteins/protein complexes. In the reminder of this subsection, we detail
the insights previously gained about these two intrinsic modifications with both
experiments and theoretical modelling, and the open questions existent still in
the literature about their effect.
Influence of defects on the mechanical properties of carbon based ma-
terials
Carbon-based nanomaterials, such as Carbon Nanotubes (CNTs) or graphene,
have demonstrated impressive properties since their discovery (1990-2005). They
have a Young’s modulus of about 1 TPa [16, 17] and their tensile stress ranges
between 60 GPa and 130 GPa [16, 17], which turns them into ones of the world’s
stiffest materials. Furthermore, they have exhibited other exceptional proper-
ties, such us a high thermal conductivity (2000-6000 W ·m−1 ·K−1) [16, 18].
These and others outstanding properties evidence the great potential of these
materials as active element of a wide range of nanotechnological applications,
ranging from nano-sensors to field effect transistors [16].
A great deal of research effort has been devoted in the last decade to im-
prove/control the properties of these carbon-based systems and thus promoting
their implementation into nanotechnology devices. In this context, the influence
of defects on their mechanical properties has been widely explored [16, 17, 21–
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Figure 1.1: Influence of defects on the Young’s modulus of carbon-based nano-
materials: results obtained from previous (a,b)MD and (c)experimental works.
From a) to c), we displayed the Young’s modulus variation obtained by increasing the
number of defects in refs. 19, 20 and 4, respectively. The type of defects studied on
each work is also here indicated, representing its form on the top panel. The results
displayed in a) refer to the Young’modulus of CNTs, while the ones displayed in b), c)
refer to graphene Young’modulus. These figures have been reproduced from ref. 4 by
permission of Springer; from ref. 20 by permission of The Royal Society of Chemistry;
and from ref. 19 by permission of Elsevier.
23], as the presence of these intrinsic modifications is almost inevitable during
the different production processes of these nanomaterials [16]. In fact, the first
experimental works that analyzed the influence of defects on the mechanical
properties of one of these carbon-based materials, i.e. graphene, were not es-
pecially designed for studying that influence, but the existence of defects was a
direct consecuence of the graphene production process [22, 23]. In these exper-
iments, they concluded that the Young’s modulus of graphene decreases with
the presence of defects on its structure [22, 23]. This result was confirmed
by following theoretical works [19, 20, 24], where different kinds of defects,
such as monovacancies, divacancies or Stone-Wales (SW) defects, were intro-
duced on the crystal structure of these carbon-based materials, see Fig. 1.1a-b.
As illustrated in this figure, they also predicted a monotonic reduction of the
Young’s modulus with defects density [19, 20], in agreement with one’s intuition.
However, in 2014, the first experimental work directly designed to introduce a
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controlled density of monovacancies on graphene and evaluate how this change
its mechanical properties concluded that its Young’s modulus increases with a
small density of monovacancies [4], see Fig. 1.1c. This striking result contrasts
with previous experimental and theoretical results, which highlights the necessity
of understanding the physical mechanisms underlying the effect of defects on
graphene mechanical properties. Ref. 4 suggested that this counter-intuitive re-
sult may be arising from a defect-induced ironing of the "out-of-plane" thermal
fluctuations of graphene, without further proof (see more details in sec. 5.1.2).
To give further insight into this controversy, we here aim to inspect the effect
of monovacancies on the "out-of-plane" thermal fluctuations of graphene by es-
timating another thermo–mechanical property of graphene influenced by these
fluctuations, i.e. the Thermal Expansion Coefficient (TEC). For this estimation,
we need not only a proper characterization of the structure of the monovacancy,
but also to simulate the dynamics of sufficiently large graphene sheets for cap-
turing changes on its "out-of-plane" fluctuations. This is then only possible
with the combination of "all-atom" MD simulations (which provides the atom-
istic detail) and novel computing architectures, such as GPUs or parallel CPUs
processing, which allows us to describe the dynamics of large graphene sheets
during long-enough simulation times for determining changes on the graphene
lattice parameter with very high precision (10−5Å, see more details in chap. 5).
Influence of single amino-acid mutations on proteins
Proteins are large biomolecules conformed by one or more chains of amino-acid
residues. An amino-acid is an organic compound composed by an amine group
(−NH2), a carboxyl group (−COOH) and a side chain. This last component
is the one which changes from one amino-acid to another and its variety ranges
from a solely hydrogen atom (alanine) to functional groups as complicated as
an imidazol ring (histidine). The different amino-acids which conform a protein
are sequentially bonded together via peptide bonds, i.e, a C-N covalent bond
formed by the reaction between the carboxyl and amine grops of the two adjacent
amino-acids, thereby forming the amino-acid chain (primary structure of the
protein). This chain folds around itself, leading to the formation of different
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Figure 1.2: Analysis of the influence of single amino-acid mutations on the
mechanical response of a virus capsid, the Minute Virus of Mice (MVM), per-
formed in ref. 3 a) Structure of the virus and position of the mutations. Here both
top an side views of the capsid are shown. b) Distribution of the stiffness values (k)
obtained through several Atomic Force Microscopy (AFM) indentations on each vari-
ant of the MVM capsid. In each graph, the distribution in purple corresponds to the
wild-type capsid, and the one in a different color to a mutant capsid (labeled). These
figures have been reproduced from ref. 3 by permission of the National Academy of
Sciences.
hydrogen bonds (h-bonds) between its different parts (secondary structure of
the protein), forming patterns which ultimately determines the protein’s unique
3D shape (tertiary structure of the protein). The secondary structures commonly
known as α − helix and β − sheet are examples of typical hydrogen bond (h-
bond) patterns usually present in proteins.
The most interesting property of these biomolecules is its high specificity
for performing successfully a given biological function, such as transporting the
oxigen through the blood or separating the two strands of the DNA for the
transcription of the genetic information. In fact, its structure is extremely linked
to its biological function, as the loss of the former will imply that it could
not perform the latter. This high specificity turns them into very interesting
candidates to be incorporated as active elements of different biotecnological ap-
plications. However, proteins mostly need engineering at both its structure and
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physical properties to meet the conditions required for their applications. This,
together with the necessity of understanding the factors which could drive their
malfunctioning, have encouraged the scientific community to study the prop-
erties of proteins and understand how they can be tuned by the introduction
of modifications on its intrinsic structure. This endeavor has revealed that the
dynamical properties of proteins can be drastically changed by the introduction
of a single amino-acid mutation on its structure, i.e. by substituting one of its
amino-acids by another [3, 15, 25–30]. In fact, not only their dynamical prop-
erties are influenced by this atomic-scale modification, but also their biological
function [3, 15], which reinforces even more the necessity of understanding the
effect of these subtle modifications. Additionally, this influence of single point
mutations on the dynamical properties of proteins is also observed for more com-
plex protein-based biosystems, such as virus capsids. Previous AFM experiments
have demonstrated that the stiffness of the capsid of the MVM increases up to
a 55% with the introduction of different single point mutations on each of the
60 sub-units that form the icosahedral capsid, see Fig. 1.2, without practically
altering its structure [3]. These results have suggested that this might have
some evolutionary origins, as stiffening the capsid structure may result in a re-
duction of its virological activity and, therefore, the softer capsides are naturally
selected [31]. However, an understanding of how a single amino-acid mutation
can affect the dynamical/mechanical properties of such large bio-systems is still
lacking in the literature. We here give further insight into this problem by ana-
lyzing the influence of single amino-acid mutations on the dynamics of a small
protein, the Azurin (see more details in sec. 1.3 and on chap. 4). Consider-
ing that large simulation times are required to accurately identify changes on
the fluctuations of a protein (> 100 ns), that influence can only be unveiled
by combining graphical cards processing (GPUs) with the use of atomistic MD
simulations.
1.2 Theoretical approach: atomistic MD simulations
To shed light on the influence of atomic modifications on the dynamical prop-
erties of the nano-systems described on the previous section, in this thesis we
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have modelled their dynamics with "all-atom" MD simulations. This simulation
method characterizes the dynamic of all the atoms of a system by numerically
solving the Newton’s equations of motion [32, 33]. In these simulations, the
inter-atomic interactions are usually described by empirical or semi-empirical
potentials, which are commonly known as force fields [32, 34]. In this section,
we detail the main characteristics of the MD simulations performed in this the-
sis, such as the type of force fields used (see sec. 1.2.1) and other important
modeling considerations (see sec. 1.2.2).
1.2.1 Force fields
The term force field refers to both the analytical expression which describes the
potential energy of a system as a function of the coordinates of its particles and
the set of empirical parameters entering into this expression [34]. These parame-
ters are usually determined/estimated either from ab-initio quantum calculations
or by fitting them to experimental data extracted from diverse techniques such
as Nuclear Magnetic Resonance (NMR) spectroscopy, Raman spectroscopy or
X-ray diffraction [34]. Ideally, they must be sufficiently accurate to reproduce
the properties of interest and, at the same time, they must be simple enough
not to increase excessively the computational cost. In parallel with the progress
achieved in the comprehension of the physical mechanisms at the nanoscale with
MD simulations, several force fields, with different degrees of complexity, have
been developed and improved in the last decades to treat the inter-atomic inter-
actions of many kinds of systems. The choice of a particular force field strongly
depends on the system and the physical properties under study [32]. In this
thesis, we have used two different force fields: the AMBER force fields and the
bond-order potential AIREBO. The main characteristics of these force fields will
be detailed in the following paragraphs.
Biomolecules: AMBER force fields
AMBER refers to a package of molecular simulation programs specialized on
modelling and analyzing the dynamics of different biomolecules [35, 36]. More-
over, the name AMBER is used for referring to the inter-atomic empirical poten-
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tials (force fields) that this package includes [36]. These force fields are primarily
designed for the characterization of the dynamics of biomolecules, such as pro-
teins and nucleic acids (ff99SB and ff14SB force fields), carbohydrates (Glycam)
or other organic compounds (AMBER generalized force field) [36]. All of them
have, in general, the following form [32, 35]:
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As shown in eq. 1.1, the AMBER force fields consider both bonded inter-
actions (highlighted in magenta) and non-bonded interactions (highlighted in
blue). The first term describes the vibrational characteristics of the covalent
bonds present in the system and includes three different energetic interactions,
see eq. 1.1: the bond, angle and dihedral terms. These three energetic interac-
tions respectively describe the energy variation caused by changes in the bond
length (stretching mode), the angle between two bonds (bending mode) or the
dihedral angle between three bonds (torsional mode), see Fig. 1.3a. Concern-
ing the non-bonded interactions, they characterize how the energy between two
non-bonded atoms changes with their distance (rij), and are described via the
sum of the Lennard-Jones potential (LJ term in eq. 1.1) and the electrostatic
potential (eelec term in eq. 1.1). The latter describes the electrostatic inter-
action between charged atoms, referring qi and qj to the charge of the atoms
involved on the interaction. The former (Lennard-Jones potential) includes both
the Pauli repulsive interaction (∝ r−12ij ) and the van-der-Waals (vdW) attractive
interaction (∝ −r−6ij ), which estimate the electrical quantum effects induced on
two atoms for being very close to each other (rij ∼ 1− 20Å), see Fig. 1.3b.
The AMBER software, together with its force fields, have been widely used
for characterizing important processes and properties of diverse biosystems, such
as protein folding/unfolding [37, 38] or the mechanical response of nucleic-
acids [39]. In fact, they have been cited more than 14000 times [36] since






























Figure 1.3: Characteristics of the empirical potential used in this thesis for mod-
elling atomic interactions of biomolecules. a)Schematic representation of the three
vibrational effects of the bonds considered in this thesis via the bonded energy terms:
stretching (bond term), bending (angle term) and torsion (dihedral term). b) Rep-
resentation of the Lennard-Jones potential, highlighting the two physical interactions
described by this potential (Pauli repulsion, vdW attraction).
their emergence in the 2000s [35], which highlights their relevance in the con-
text of biomolecular simulations. Furthermore, the software and, particularly,
the force fields have been under continuous development during these last two
decades [36, 40], thus establishing them as a modern and reliable way of theoreti-
cally describing the dynamics of biomolecules. For all these reasons, in this thesis
we have used these state-of-the-art force fields and software for analysing the ef-
fect of atomic modifications on the dynamical properties of different biosystems
(see sec. 1.3 for more details).
Graphene out-of-plane vibration modes: AIREBO force field (LAMMPS
package)
AIREBO is the second generation of a reactive empirical bond order (REBO)
potential which successfully describes the intra-molecular interactions in carbon
and hydrocarbon compounds [41]. This type of potentials (bond-order) have
the advantage over other force fields that they are able to describe the different
bonding states of an atom, i.e. they are able to distinguish for example between
single and double bonds [41, 42] and describe the energetics involved in bond
breaking. Thus, they can properly characterize chemical reactions involving the
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breaking/remaking of a bond. There are many different bond-order potentials
in the literature (Tersoff [43], Brenner [42], ReaxFF [44]) and all of them have
the following form:
EREBOij = E
repulsive(rij) + [bij · Eattractive(rij)] (1.2)
where Erepulsive and Eattractive refer respectively to the repulsive and at-
tractive pairwise interactions between two atoms (i and j) separated a distance
rij ; while bij represents the coupling of the i − j bond with its chemical en-
vironment. This last term, i.e. bij , is the one which allows to include in the
physical description of the bonds, the different chemical effects that may affect
their strength, such as coordination numbers, bond angles or conjugation ef-
fects [41, 42]. The AIREBO potential extends the performance of one of this
REBO potentials (Brenner [41]) by including a characterization of the torsional
effects of the bonds (see Fig. 1.3 in sec. 1.2.1) and of the non-bonded inter-




















) and the bond torsional effects (Etorsijkl ) [41] are char-
acterized analogously to the AMBER force fields (see eq. 1.1).
The AIREBO potential has demonstrated to accurately describe a wide range
of mechanical [45] and thermal properties [46, 47] of pristine graphene [45–47].
In particular, the torsional term of this force field provides a good description
of the low energy out–of–plane phonon modes of graphene (ZA,ZO), which are
crucial to properly reproduce its thermal and mechanical response (see chap. 5
for more details). Furthermore, it has been also used for studying the mechanical
properties of different carbon-based materials with defects [45, 47], demonstrat-
ing its validity for characterizing the influence of defects on these properties. For
all these reasons, we have decided to use this potential for analyzing the effect of
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atomic-scale modification on the thermo-mechanical response of graphene (see
sec. 1.3 and chap. 5 for more details).In this case, we have used the AIREBO
potential in combination with the Molecular dynamics package LAMMPS, which
is more focused on materials modeling and includes this potential.
1.2.2 General features of our MD simulations
In this subsection, we provide a brief description of some of the state-of-the-art
modeling techniques used in our simulations for improving their efficiency and for
imposing some conditions to the dynamics of the systems under study. One of
these methodologies is the application of Periodic Boundary Conditions (PBC).
This technique consists on introducing all the atoms/molecules of a system into
a 3D box with a convenient shape, e.g. a cubic box, and surrounding it with its
translational images/replicas in the three spatial directions [32], see Fig. 1.4a.
Thus, when an atom passes through one side of the original simulation box
(unit cell), it enters with identical velocity into the opposite side of one of the
images, which is equivalent to re-appearing at the other side of the unit cell
(see Fig. 1.4a). This methodology allows to model the dynamics of a system
genuinely conformed by a finite number of particles as it was infinite, which
is specially relevant when simulating the dynamics of a system embedded on
a liquid solution [32]. In this thesis, we use PBC on all the MD simulations
where explicit solvent is used (see chap. 2 for more details) and for modeling
the dynamics of a two–dimensional (2D) crystal such as graphene (see sec. 1.3
and chap. 5 for more details).
It is important to note that, using PBC, the spurious interaction between a
given atom and its image could contribute to its dynamics. For avoiding this
effect, we introduce a cut-off radius (rcut, see Fig. 1.4a) to all the non-bonded
interactions, i.e. the atom pairs which distances are greater than rcut have a
null interaction. Note that the value of rcut has to be smaller than half the
simulation box size [32] for avoiding the interaction with the images. With the
proper choice of rcut, we not only ignore this spurious interaction, but also we
reduce the computational cost by considering only the non-bonded interactions







Figure 1.4: Schematic representation of the use of a)Periodic Boundary Con-
ditions and b)Steered Molecular Dynamics. In a) the molecules/atoms are repre-
sented via colored spheres, the original simulation box is represented in black, while the
images are highlighted in grey. The mechanism whereby the atoms/molecules move
from one side of the original simulation box to the other is here explained through
green arrows. In b) we represent the difference between the trajectory of the desired
value of the controlled generalized parameter (X0(t), black) with the trajectory of its




decays with the distance, see eq. 1.1).
To control the temperature or/and the pressure of the system, we have
used different thermostats and barostats. Regarding the thermostats, we have
used the Langevin [48] and Nose-Hoover thermostats [49]. Both thermostats
are based on introducing a fictitious variable to the force of each atom, whose
physical meaning is similar to a friction, for slowing down or accelerating the
atoms until the temperature of the system (estimated through the total kinetic
energy) is equal to the desired value. When the temperature of the system
is controlled and its volume is kept fixed the simulation is labeled as constant
volume (NVT) simulation. When controlling the value of the pressure via a
given barostat (e.g. Berendsen [50] or Montecarlo [51] , see more details in next
chapters), the volume of the system changes in order to increase or decrease the
pressure of the system (estimated through the total momentum interchanged by
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the particles of the system) until the desired value. This type of simulation is
usually known as constant pressure (NPT) simulation. In this thesis, we perform
both NPT and NVT simulations (see next chapters for more details).
Finally, we explain the methodology followed when we need to restrain/control
the dynamics of some parts of our system during the simulations. In this case,
we have used Steered Molecular Dynamics (SMD) [52], a MD variant which
is based on adding to the force field of the system an harmonic potential that
influences only the trajectory of the group of atoms whose dynamics we want




K · (X(t)−X0(t))2 (1.4)
In eq. 1.4, X0(t), refers to the desired value of the generalized parameter of
the system that is monitored (e.g. the distance between two atoms, the angle
between three atoms, etc.) at each instant of the trajectory. Its time evolution is
normally determined by fixing the simulation time (tf ) and the value ofX0 at the
end of the simulation. The evolution is then defined considering thatX0 changes




Fig. 1.4b. The time evolution of the real value of that generalized parameter is
defined in eq. 1.4 as X(t) and strongly depends on the strength of the restrain,
which is determined via the elastic constant K, see Fig. 1.4b. For small K, the
restrain on the parameterX, will not be very effective and the difference between
X0(t) and X(t) will be larger. However, using a sufficiently large value of K,
the value of X can be tightly controlled at each time step of our simulations.
1.3 Thesis organization
In this thesis, we aim to understand with theoretical simulations the influence of
atomic-level modification on the dynamical properties of different nano-systems.
Once the importance and the state-of-the-art of this objective have been ex-
posed, and the general characteristics of the chosen modelling approach ("all-
atom" MD simulations) have been detailed, we proceed with the layout of the
thesis.
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The thesis is organized as follows:
• In chapter 2, we analyze the role of water in mediating biomolecule-surface
interactions, focusing on understanding the relevance of an atomic de-
scription of the water molecules when these interactions are modeled.To
that end, we study the adsorption process of a protein, Immunoglobulin
G (IgG), over graphene with both explicit (all the water molecules are
explicitly included) and implicit (the solvent is described as a continuous
dielectric medium) solvation methods. Our implicit solvent simulation re-
sults show that the IgG protein unfolds upon its adsorption to graphene,
contrasting with previously reported experimental results and also with
explicit solvent simulations. Thus, the current description of these im-
plicit solvation methods is not appropriate for correctly characterizing the
protein adsorption process. By performing an energy decomposition anal-
ysis of both implicit and explicit solvent simulations, we unveil the two
factors which cause the mischaracterization of this process with implicit
solvation methods. Firstly, these methods underestimate the cost of break-
ing the surface and protein solvation shells; and, secondly, they omit the
water-water electrostatic interaction gained by the solvent during adsorp-
tion. This study unveils the detailed energy balance between the different
enthalphic interactions which contribute to the IgG adsorption and the
relevance of entropic effects in this process.
• In chapter 3, we inspect the effect of the hydration conditions on the me-
chanical properties of a complex biosystem, i.e. a SAM of ssDNA. Our
MD simulation results show that the curvature of this system changes
more than a 25% with the hydration. More importantly, it goes through
three well differentiated stages as the hydration increases, in agreement
with previous experimental results: (1) the curvature increases with the
hydration; (2) the curvature decreases with the hydration until (3) its vari-
ation saturates. To understand this significant hydration-drive mechanical
effect, we perform a detailed energetic and structural analysis for all the
hydration levels considered. Thus, we show that the gradual reduction of
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the water-ssDNA affinity with the hydration causes significant changes on
the ssDNAs structure, which in turn translate into a strong mechanical
response variation of the whole SAM. Finally, we analyse how the graft-
ing density value of the SAM influences its hydration-driven mechanical
response variation. The results described in this chapter provide further
insight about the effect of modifying the solute-solvent interactions on the
mechanical properties of a DNA-based biosystem.
• Chapter 4 presents a study of the influence of single amino-acid mutations
on the structure and dynamics of the protein Azurin. It has been exper-
imentally shown that the electronic transport process through a metal-
Azurin-metal junction sharply changes by replacing one of its amino-acids
with a cysteine, which motivates us to understand the role of these muta-
tions on its structure/dynamics. By simulating the unrestrained dynamics
in water of three mutants studied in the experiments, we conclude that the
introduction of these mutations barely changes the Azurin structure but it
reduces its fluctuations, i.e. the Azurin becomes stiffer. Analyzing the ad-
sorption process of both wild-type and mutant Azurin variants over a gold
surface, we suggest that quenching the Azurin fluctuations with mutations
may significantly alter its adsorption process over gold, even changing the
Azurin most probable adsorption configurations. This result may explain
the experiments, as variations on the Azurin-electrode configuration could
ultimately affect the conductance through the junction.
• In chapter 5, we focus on the effect of atomistic modifications on the
dynamical properties of a 2D material: a graphene monolayer. More
precisely, we analyze how the introduction of a low density of monova-
cancies on graphene structure can strongly alter its large negative TEC.
The negative TEC of graphene arises from the thermal excitation of the
graphene out–of–plane vibration modes, which causes graphene to con-
tract when heated. We here aim to understand how slight atomic modifi-
cations (<0.2%) can influence these out-of-plane fluctuations by simulat-
ing the graphene dynamics using different monovacancy densities (from
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0 to 6 ×1012 cm−2) and estimating its TEC. Our results show that the
graphene TEC absolute value reduces with the introduction of monova-
cancies, in agreement with experimental results. By inspecting the stress
distribution along the different graphene sheets, we conclude that mono-
vacancies create strain fields in their surrounding areas, which ultimately
affect the low energy out–of–plane fluctuations of graphene.
• The conclusions of the work and the perspectives are presented in chapter
6.
2 | Importance of the water model used to describe
biomolecule-surface interactions
The surrounding solvent has an important role in mediating protein-surface in-
teractions. Therefore, it is of paramount importance that the solvent meth-
ods employed to model this kind of processes are able to correctly capture the
complex mechanisms occurring in the protein-water-surface interface. Recently,
implicit solvent methods have been used in a regular basis to study different
process where the water-protein-surface interaction plays a major role, such as
protein adsorption. However, it is still not clear if these solvation methods ap-
propriately describe the role of the water molecules during these processes [53].
In this chapter, we test the suitability of the two most popular implicit solvent
methods based on the Generalized Born (GB) formalism, i.e. the HCT [54] and
OBC [55] methods, to describe the adsorption process of the protein IgG on
graphene with MD simulations. The results obtained using these two implicit
solvent methods clearly show that the IgG denaturates upon adsorption, which
contrasts with previously reported experimental and explicit solvent results [56].
To explain this discrepancy, we perform a detailed energy decomposition analy-
sis of the adsorption process simulations using both explicit and implicit solvent
methods. This analysis reveals that the ill-characterization of the IgG-graphene
adsorption process using implicit methods arises from two main factors. Firstly,
implicit solvation methods underestimate the cost of breaking both protein and
substrate solvation shells, prompting an instantaneous adsorption process. Sec-
ondly, as the protein adsorbs, the implicit solvent description of the loss of
solute-solvent interaction leads to large electrostatic energy unbalances inside
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the protein, which causes its unfolding. These findings not only help to eluci-
date how implicit solvent models may be improved to accurately characterize the
protein-surface interaction, but also reveal the detailed solvent mechanisms that




Protein adsorption has been a subject of great technological and fundamental
interest [57, 58]. Proteins constitute the largest and most widely employed class
of biomolecules for surface functionalization. As a result, numerous biotech-
nology applications such as biocompatible implants, biosensors and regenerative
medicine [57, 59–61] rely on the process of protein adsorption. This broad appli-
cability has stimulated in the last years the development of many experimental
studies addressed to achieve the challenge of visualizing biomolecules and their
hydration layers [62, 63] and controlling how a protein adsorbs to a surface [64–
67]. However, the protein adsorption mechanism is not completely understood
yet [58, 68, 69]. This results from the intrinsic nature of the process, that is
driven by the interplay between both enthalpic and entropic forces [57]. The for-
mer are mostly composed by two components: the protein-surface interaction
and the energy change due to protein’s and water’s structural rearrangement
arising from its adsorption. The entropic forces, commonly known as hydropho-
bic forces, are, to a first approximation, a measure of how the disruption of the
network of water-solute h-bonds induces or prevents the protein from adsorb-
ing. Therefore, a proper description of hydrophobic forces requires a correct
description of water ordering at the protein and surface interfaces[70, 71]. How
each of these kinds of interactions (enthalpic/entropic) contributes in the ad-
sorption process is still a very challenging problem, difficult to be determined
solely from the experiments. For this reason, atomistic computer simulations,
such as Classical MD, have turned into an essential tool to shed light on the
protein adsorption process. After all, these simulations provide atomistic-level
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insights into protein-substrate interactions thus giving a deeper understanding
and control on protein adsorption experiments [72, 73].
2.1.2 Explicit and Implicit Solvation methods
In MD simulations of the dynamics of biomolecules, a correct description of the
solvent environment is needed as it provides a crucial contribution to the struc-
ture and function of these systems [53], see sec. 1.1.1. The most direct way to
properly account for the interaction between solvent-solute is by explicitly includ-
ing all the water molecules present on the system. Nevertheless, this comes with
a huge computational cost. By explicitly including all solvent molecules, one typ-
ically increases the system size by at least one order of magnitude, as compared
to the size of the solute alone. Consequently, the exploration of the system
phase space becomes slower, opening the possibility to an ill-characterization
of the system final configurations simply because the equilibrium state has not
been reached. This computational bottle-neck has encouraged a fructiferous de-
velopment of a manifold of implicit-solvation methods [7–11]. In these methods,
the solvent is represented by a continuous medium instead of individual explicit
solvent molecules [53]. As a result, using this class of approximations one is
able to greatly reduce the number of atoms of the solvated system. There-
fore, the simulation computational cost is also reduced, allowing for a better
exploration of the phase space while keeping a physically accurate description
of the biological system of interest [73, 74]. The suitability and efficiency of
these methods has long been validated on many different applications such as:
binding free energies of small complexes to large proteins [75], protein folding
landscapes [76, 77], or scoring protein conformations in fold prediction [78, 79].
Nevertheless, large differences between implicit models with experiments or ex-
plicit solvent approaches are generally expected when the properties of water
molecules are substantially different from the bulk solvent, e.g. in media in-
terfaces [77, 80]. The competitive interaction of water molecules for binding
to the atoms of the molecule and the substrate surface is of paramount im-
portance [68]. In addition, the formation of a quasi-ordered network of water
molecules near both the substrate and the biomolecule surface [81] is misrepre-
36 Introduction
sented with implicit solvation methods [80, 82–85]. As a result, these methods
completely neglect energy terms that contribute to the molecule-surface binding
such as the well-known dehydration process [57]. These and other known limita-
tions [53] of implicit solvation methods seem to point out that the detailed role
of solvent in mediating biomolecule-surface interactions can only be recovered
by explicit solvation methods.
Although, implicit solvent methods have been used in a regular basis to
study protein adsorption, it is still not clear if they are appropriate [53]. In fact,
MD simulations of protein adsorption for the same or alike systems have shown
qualitatively different results depending on the solvent method used. The works
that use implicit solvent models [86–92] observe a severe degree of unfolding
upon protein adsorption, which is in contrast with works were explicit solvent is
used [56, 93–96]. This discrepancy was analyzed in a previous work [97], in which
the adsorption dynamics of the Bovine Serum Albumin (BSA) on graphene us-
ing both implicit and explicit solvent models was studied. That work revealed a
huge enhancement of the loss of the secondary structure of the adsorbed protein
using implicit solvent methods. This result seemed to point out to a mischar-
acterization of the hydrophobic forces in implicit solvent methods. Usually this
type of interaction is defined to be proportional to the solvent accessible surface
area (SASA) of the system, which is a magnitude that changed drastically when
the protein is near to the surface. Ref. [97] proposed that this drastic change
could lead to an incorrect strong hydrophobic adsorption force, thus seriously en-
hancing the graphene-protein interaction and promoting a denaturation of the
protein in the surface. However, that assumption was not correctly validated
with a detailed analysis of the forces that participate in the protein adsorption
process.
2.1.3 Overview
In this chapter, we test that assumption by comparing the performance of explicit
and implicit solvation methods to simulate the adsorption process on a graphene
surface of the IgG protein. The chapter is organized as follows. The rest of
this section motivates the choice of IgG/Graphene as the system of study. In
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sec. 2.2 the details about the MD simulations used in this chapter are described.
Sec. 2.3 presents the final IgG-graphene adsorption configurations obtained with
both implicit and explicit solvation methods, highlighting the similarities and
differences with the experimental results reported in ref. 56. The assumption
presented in ref. 97 is tested in sec. 2.4, analyzing in detail the role of the
non-electrostatic solvation contribution when implicit solvent methods are used.
Finally, in secs. 2.5 and 2.6, we perform a detailed analysis of the evolution of the
vdW and electrostatic energy components of the system, respectively, for both
explicit and implicit solvent simulations. This analysis highlights the importance
of the entropic effects when a protein adsorbs on a hydrophobic surface, and
shows the two factors that lead to the unfolding of the protein when implicit
solvent is used.
2.1.4 IgG and its adsorption on Graphene
Antibodies, also named as immunoglobulins, are proteins which neutralize the
antigens that enter into the human organism, such as viruses and bacteria [98].
Five different class of human antibodies are known, i.e IgA, IgD, IgE, IgG, and
IgM, which differ in size, biological properties and function [98]. Among them,
the IgG is the most common type of antibody found in the human body and is
one of the most abundant plasma proteins. It is a glycoprotein composed by four
peptide chains, i.e two heavy chains and two light chains connected by disul-
fide bonds, and two glycan chains, all of them arranged in a Y-shape [98], see
Fig. 2.1a. Its molecular weight is near 150 kDa [98] and its secondary structure
content is essentially constituted by β−sheets. This protein is characterized by
two main regions, see Fig. 2.1a: a region whose structure remains practically un-
altered when the IgG protein interacts with an antigen (constant region); and a
region which is variable, thus allowing the protein to recognize and bind to each
specific antigen via the antigen-binding sites (variable region) [98]. This high
selectivity of the IgG towards antigens makes it an ideal candidate for numer-
ous biomedical applications, such as immunoassays [99] and biosensors [100].
For these applications, the IgG must be previously immobilized on a substrate

















Figure 2.1: IgG structural characteristics. a)Schematic representation of the IgG
structure. The position of its four amino-acid chains and of the two regions (variable
an constant) which characterize its structure are here depicted. b) Representation of
the flat-on (top panel) and standing-up (bottom panel) configurations of the IgG on
graphene.This figure has been reproduced from ref. 56 by permission of The Royal
Society of Chemistry.
pointing towards the solution. Since the IgG bioactivity is extremely sensitive
to the conformational structure of their antigen-binding sites [57], studying and
controlling its adsorption to surfaces is a matter of fundamental importance in
the way of achieving IgG-based biomedical devices [56].
In last years, controlling the adsorption of the IgG has proven to be a difficult
task as the IgG preferentially adsorbs flat on surfaces [56, 101–103], i.e. with the
antigen-binding sites contacting the surface, see Fig. 2.1b. Consequently, these
sites are less accessible when the protein is adsorbed and its bio-functionality
reduces [56]. In a previous work [56], it has been validated via both AFM
experiments and explicit solvent MD simulations that the IgG protein remains
bioactive upon adsorption on graphene and that the most probable adsorption
orientation of the IgG on graphene is a standing-up one, i.e. with its antigen-
binding sites pointing towards the solution (see Fig. 2.1b). The preservation of
its bioactivity indicates that both tertiary and secondary structure of the IgG
are not significantly altered upon adsorption on graphene. These results unveil
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the IgG-graphene system as a promising candidate for the next generation of
biosensing devices [56].
2.2 Methods
2.2.1 System preparation and Force Fields
The protein structure of the IgG, composed of 1316 amino acids and 2 gly-
can heteropolymer chains, was obtained from the protein data bank (PDBID:
1IGT [104]). It is composed by four peptide chains (two heavy chains and two
light chains, see Fig. 2.2a) arranged in a Y-shape. Protons were added to the
protein structure according to the calculated ionization states [105] of its titrable
groups at a blood pH of 7.4, resulting in a zero net charge. The IgG was then
centered on top of a 20x20 nm2 two-layer graphene slab with A-B stacking. We
have oriented the IgG flat on the surface (see Fig. 2.2b-c). The initial distance
between the lowest protein atom and the first graphene layer was 10 Å (see
Fig. 2.2b) . All graphene atoms were set to be neutral and the bottom graphene
layer of the slab was kept fixed during all simulations. This setup mimics the
typical configuration in many adsorption experiments where a graphene layer is
supported on an inert, mechanically rigid substrate.
The protein and the oligosaccharide were modeled by the AMBERff99SB [107]
and Glycam04 [108] force fields respectively. These force-fields successfully
sample the conformational space that an antibody explores in aqueous solu-
tion [109] and when it is adsorbed to surfaces [56]. The carbon atoms of the
two-layered graphene were modeled by the Optimized Potentials for Liquid Sim-
ulations (OPLS) aromatic carbon force field present on AMBER’s generalized
force-field. [110]. This force field is known to properly describe graphene’s me-
chanical and hydration properties [111], as well as its interaction with biological
systems [109, 112]. Moreover, recent joint experimental and theoretical work,
showed that this force field is capable of not only correctly characterizing the
adsorption process of the IgG onto a graphene surface [56], but also to properly
describe the graphene tribological properties in Ultra–High Vacuum (UHV) and








Figure 2.2: Initial configuration of the system IgG-graphene a)Representation of
the IgG molecule. Its four peptide chains have been marked with four different Connolly
Surfaces [106]: the two light chains [104] are represented with metallic-pastel colors and
the two heavy chains [104] with opaque colors. The three fragments that compose the
IgG, i.e. the fragment crystallizable region (Fc) and the two antigen-binding fragments
(Fab) are labeled accordingly. b)Side and c)Top views of the initial IgG-graphene
configuration. The IgG is represented with its secondary structure: β-sheets (yellow),
α-helix (purple), 310-helix (dark-blue), turns (violet), and random-coils (red). The
position of the two glycan chains has been highlighted with a Connolly Surface [106].
The disulfide bridges of the protein are also marked with an orange bond. The graphene
has been represented in grey color.
2.2.2 Solvation methods
We have treated the solvent via two different approaches: explicit and implicit
solvation. In the explicit solvent case, the TIP3P water model [114] has been
chosen. We have used PBC with a cubic unit cell that extends 20 Å beyond the
molecule in the three directions. In order to solvate the system, this unit cell
has been filled up with water molecules, placed in such a way that the minimum
solute−water distance is 1 Å. This results in a system composed by ∼450.000
atoms. Note that in the implicit solvent simulations the system is only composed
by the IgG and graphene atoms, i.e only ∼60.000 atoms.
In the implicit solvent case, two different methods based in the GB formalism
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are used: the HCT [54] and OBC [55] methods. In this formalism, the total
solvation free energy of a molecule is given by [55]:
ESOL = ESOL(el) + ESOL(nonel), (2.1)
where ESOL(el) accounts for the variation in the electrostatic interaction be-
tween the molecule atoms due to the presence of a continuum dielectric solvent,
and ESOL(nonel) includes both the solute-solvent vdW interactions and the hy-
drophobic effects. This second term is defined to be proportional to the total
SASA of the molecule, i. e. ESOL(nonel) = γSASA [54, 55, 115, 116]. As
shown later in this work, (see sec. 2.4) the contribution of this term to the
total solvent energy is negligible. Considering that, to reduce the simulation
cost [117] and facilitate the interpretation of the results, we have not included
this term in our implicit solvent simulations.
The first term, ESOL(el), is computed using the GB approximation [55],
which describes the screening of the electrostatic interaction of two atoms of
the molecule (qi, qj) due to the presence of a pure solvent with high dielectric
value εω (80 for water at 300K) as:
























where rij is the distance between atoms i and j, and Rborni is the effective Born
radii of atom i. This radii reflects the degree of burial of the atom i inside the
molecule, i.e. the deeper is the atom inside the molecule the higher the radii
is. Therefore, according to eq 2.2, the atoms that are nearer to the molecular
surface has a bigger contribution to ESOL(el) than the ones that are buried inside
the molecule.
The difference between the two implicit solvent models here used is in the
effective Born radii definition. In the HCT model [54], for computing the Born
radii, the molecules that conform the solute are defined as a group of vdW
spheres with dielectric constant unity. The rest of space, i.e. all the space that
is not occupied by a sphere, has the high dielectric value of the media. The
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Born radii for each atom is then computed as:
(Rbornk )











where Hk is the fraction of eclipsed surface area of a sphere of radius r centered
at atom k with vdW radius ρk when it is surrounded by spheres of radius ρk′
at a distance rkk′ . In the OBC [55] model the authors changed this original
Born radii definition because it overestimates the solvation energy for deeply
buried atoms. This overestimation is caused by the presence of artificial highly
dielectric crevices in internal regions of the solute in which actually the solvent
has been completely expelled [115].
2.2.3 MD parameters and Simulation protocol
We used the AMBER software suite [35] with NVIDIA GPU acceleration [118,
119]. For explicit solvent simulations, Particle Mesh Ewald (PME) [120, 121]
(with a real–space cutoff of 10 Å) was used to account for long–range electro-
static interactions. vdW interactions were truncated at the real–space cutoff.
SHAKE [122] algorithm was used to constrain bonds containing hydrogen atoms,
thus allowing us to use an integration time step of 2 fs. Coordinates were saved
every 1000 steps. A constant temperature of 300 K was ensured in all the
simulations by means of a Langevin thermostat [48] with a friction coefficient
γ = 1 ps−1 . For implicit solvent simulations, we do not use PBC, i.e. the long-
range energetic contributions are not truncated. We also use the SHAKE [122]
algorithm and keep a constant temperature using a Langevin thermostat [48]
with the same conditions employed in explicit solvent simulations.
Our simulation protocol is composed by 3 main stages. In the first stage we
performed an energy minimization to prevent steric clashes, using a combination
of steepest descent and conjugate gradient methods. During this process, we
kept weak restraints at the protein backbone and graphene substrate. In the
second stage, we heated up the system from 0 to 300 K while restraining the
position of the protein backbone and the first graphene layer. In the explicit
solvent simulation, we use NPT conditions during this stage. A Berendsen
barostat [50] with a relaxation time of tp = 1 ps was used to keep the
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Figure 2.3: Evolution of the system density during the preliminary NPT simula-
tion used for equilibrate the volume of the system with two different barostats.
During this preliminary stage, we heat up the system from 0 to 300 K while restraining
the position of the protein backbone and the first graphene layer. Here we compare
the results obtained with two different barostats: Berendsen [50] (the one used in our
adsorption protocol, in green color) and Monte Carlo [51] (in orange color). As can be
observed, the time evolution of the system density does depends on the barostat used,
but the converged density value obtained at the end of the simulation (ρ) is roughly
the same with the two barostast: ρBer = 1.1084 g/cm3 and ρMC = 1.1161 g/cm3.
Therefore, the difference between these two final values is less than a 1%.
pressure constant at 1 atm. In spite of the known limitations of this barostat,
ref. 123 shows that it can be efficiently used to equilibrate the system density.
We have explicitly tested this point by analyzing the density evolution in that
NPT preliminary stage using the Monte Carlo barostat [51]. Fig. 2.3 shows
that the difference between the final density values obtained with these two
methods is less than 1%, what reinforces the validity of the Berendsen barostat
for equilibrating the system density.
Once these two preliminary stages had been performed, we started with the
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adsorption process of the protein, in which we let the protein to freely adsorb to
the substrate. This stage can be divided in three parts. First, we performed a
10 ns simulation in which the protein is free to adsorb to the nearby substrate.
In the explicit solvent simulation, we use NVT periodic conditions during this
first phase. Next, we performed a SMD simulation to enhance the adsorption
process. This SMD process consisted in moving towards the surface a selected
group of atoms at a constant velocity of 5 Å/ns via an harmonic restrain (with
k=50 kcal/mol). This restrain is only applied to the alpha carbons belonging to
16 cysteine residues evenly distributed over the protein. Finally, once the protein
has reached the surface, a long MD stage of up to 140 ns in a NVT ensemble
was carried out for the explicit solvent simulation. In the case of implicit solvent
simulations, the early high degree of unfolding justified to stop this final stage
of our simulations at 30 ns.
2.2.4 Structural and energetic magnitudes analyzed
In order to characterize the protein-surface adsorption process, we have evaluated
the following structural quantities: root-mean-square deviation (RMSD) of the
protein backbone and domains [124], the inter-domains distances dFc−Fab1 and
dFab1−Fab2 [124], the evolution of the secondary structure of the protein [125,
126] and the evolution of the contact surface area (CSA) between protein and




[SASAP (t) + SASAS(t)− SASAP−S(t)] , (2.4)
where the time dependent solvent-accessible-surface-area SASA(t) [106] was
calculated for protein (SASAP (t)), graphene substrate (SASAS(t)), and protein-
substrate (SASAP−S(t)).
We have also performed a detailed energy decomposition analysis to un-
derstand the differences between explicit and implicit solvent results. The only
enthalpic interaction between protein and substrate is the vdW interaction, as
the graphene atoms are not charged. When we refer here to vdW interaction, we
mean the interaction described by the Lennard-Jones potential, which includes
both the vdW attractive effects and the Pauli repulsive effects (see sec. 1.2.1).
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We computed this interaction energy as a function of time via an energy de-
composition on each frame of our MD trajectories. As a result, protein-surface
interaction is given by:
EP−Stotal (t) = E
P−S




vdW (t)− ESvdW (t), (2.5)
where EP+SvdW (t) stands for the vdW energy of the combined protein+substrate
system, and EPvdW (t) and E
S
vdW (t) are the vdW energies of the isolated protein
and substrate, respectively. Moreover, to elucidate the role of the solvent in
the adsorption process when explicit solvent is used, we have calculated also the
interaction of each individual system i.e. the protein and the substrate, with the
water molecules. These two magnitudes are computed analogously to EP−SvdW :










whereEW+P (S)total (t) stands for the total energy of the combined water+protein(surface)
system, and EP (S)total (t) and E
W
total(t) are the total internal energies of the isolated
protein(substrate) and water systems, respectively. The water-protein inter-
action is a combination of electrostatic and vdW effects, i.e. EW−Ptotal (t) =
EW−Pel (t) + E
W−P
vdW (t), while the water-substrate interaction is a pure vdW in-
teraction as the graphene atoms are not charged, i.e. EW−Stotal (t) = E
W−S
vdW (t).
Finally, to reveal the solvent influence in the IgG-graphene adsorption process
when implicit solvent methods are used, we have analyzed the evolution of
ESOL(el) and ESOL(nonel), i.e. the electrostatic and non-electrostatic compo-
nents of the system solvation energy (see sec. 2.2.2).
2.3 Structural dynamics of the adsorption: implicit vs explicit
solvation models
2.3.1 IgG tertiary structure
Explicit solvent simulations results, see Fig. 2.4a, show that, upon adsorption,
the IgG keeps its three-lobe structure in which each lobe corresponds to a frag-
ment (Fab1/2, Fc). This structure is also clearly distinguished in previously
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Figure 2.4: Final IgG-graphene configurations obtained at the end of the ad-
sorption process using a)Explicit TIP3P [114], b)HCT implicit [54] and c)OBC
implicit [55] solvation methods. Both side (bottom row) and top views (middle
row) of these configurations are shown. The color representation used for the system
protein-substrate is the same as in the Fig. 2.2. The relative configuration of the four
chains [104] that conforms the IgG upon adsorption is also showed (top row, see Fig. 2.2
for more details). The inset in a) shows an AFM image of the IgG antibody adsorbed
in graphene published in ref. 56 and is reproduced by permission of The Royal Society
of Chemistry.
reported AFM experiments of IgG molecules adsorbed over graphene [56] (see
inset in Fig. 2.4a). Furthermore, these experiments [56] show that one of the
fragments is slightly higher than the other two. This is reflected by a brighter
color of one of the lobes on the image shown in the inset of Fig. 2.4a. This
observation is fully consistent with our MD explicit solvent results, as in our
simulations the Fc fragment is slightly higher than the Fab fragments (see side
views in Fig. 2.4a). Moreover, the inter-domain distances obtained in the AFM











Figure 2.5: Time evolution of the inter-domain distances during the adsorption
process. a)Time evolution of the inter-domain distances dFc−Fab1 and dFab1−Fab2 us-
ing the three solvent methods here considered: Explicit [114] (black), HCT implicit [54]
(blue) and OBC implicit [55] (red). The experimental values of these two inter-domain
distances reported in ref. 56 are included in this figure with a green straight line. b)The
method used for estimating the experimental inter-domain distances is here shown. This
image is reproduced by permission of The Royal Society of Chemistry.
experiments, i.e. dFab1−Fab2 ∼ 7.8 nm and dFab1−Fc ∼ 6.7 nm, are also in good
agreement with explicit solvent MD simulations [56] as shown in Fig. 2.5. Every-
thing considered, we may conclude that the IgG adsorbed structure obtained in
explicit solvent simulations is in excellent agreement with AFM experiments [56].
A key point concerning the IgG adsorption to surfaces is whether it preserves
its biological functionality, i.e. the ability to bind specifically to an antigen via
the Fab fragments.This is the case for IgG adsorbed to graphene as confirmed
in ref. 56 via single molecule force spectroscopy experiments. This bioactivity
can only occur if and only if the variable region of the Fab fragments preserves
its tertiary structure [127]. Our explicit solvent simulation results corroborate
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this, as the relative position of the two chains conforming each Fab fragment is
preserved upon adsorption (see Fig. 2.4a).
In Fig. 2.4b-c, we report the final adsorption configurations obtained for both
implicit solvent methods here considered, i.e. HCT [54] and OBC [55]. For
both implicit solvent methods, we observe that the IgG tertiary structure alters
significantly upon adsorption, which is in striking contrast with explicit solvent
simulations results. Concerning the HCT [54] method results, see Fig. 2.4b, we
identify three major structural changes. The first is the major unfolding of the
Fab fragments, being the Fab2 the most affected. Secondly, the collapse of the
Fc fragment occurring due to the clustering of the glycan chains located in the
core of the Fc. The third and last aspect is the clustering of the Fab1 and Fc
fragments observed in Fig. 2.4b, which is driven by the self-interaction of one of
the heavy chains of the IgG. Considering now the OBC [55] results, see Fig. 2.4c,
we note that the IgG also suffers a major unfolding due to adsorption, even more
pronounced than the one obtained using the HCT method. The severe loss in
the tertiary structure of Fc and Fab1 fragments leads to a spreading of the IgG
over the surface. Additionally, the two glycan chains of the Fc fragment separate
during the OBC implicit solvent simulation, see Fig. 2.4c
Both OBC and HCT structural changes are at odds with AFM experiments
previously mentioned [56]. They are unable to reproduce the three lobe structure
and the compact adsorption area of the IgG obtained in AFM experiments [56],
see inset of Fig. 2.4a and Fig. 2.5. In addition, the major degree of unfolding of
the Fab fragments observed in both implicit solvent simulations is incompatible
with the bioactivity of the IgG observed experimentally [56]. This seems to
indicate that OBC and HCT implicit methods do not correctly describe the
adsorption process of the IgG.
All these changes in the IgG tertiary structure can be quantitatively con-
firmed analyzing the evolution of the RMSD deviation of each IgG fragment,
which is shown in Fig. 2.6. Explicit solvent simulations show RMSD values be-
low 5 Å for all fragments, highlighting the strong similarity of the final adsorbed
configurations with its crystal structure [104]. This is not the case for implicit
solvent results, which show for the three fragments larger RMSD values than
Importance of the water model used 49
Fab1 Fab2 Fc
Figure 2.6: Changes in the IgG tertiary structure during the adsorption process.
Time evolution of the RMSD for the atoms belonging to the two antigen-binding frag-
ments (Fab1 and Fab2 and the Fc fragment using the three different solvent methods
here considered: Explicit [114] (black), HCT implicit [54] (blue) and OBC implicit [55]
(red). The time of simulation for the explicit solvent case has been rescaled using the
relation t∗ = tsim/4.6.
using explicit solvent. In fact, for both implicit solvent methods, the Fab1 frag-
ment loses more tertiary structure (RMSD∼ 7 Å) in the initial 10 ns (before the
enhanced adsorption) than in 150 ns of the explicit solvent simulation. Similar
processes may be observed in the other fragments of the molecule, evidencing
the striking difference between implicit and explicit solvent methods in describing
the IgG tertiary structure upon adsorption.
When comparing OBC [55] with HCT [54] MD results we observe that, on
the overall, the former leads to a larger structural change. In particular, in
Fig. 2.6, we see that the RMSD of Fab1 and Fc is not stabilized in 40 ns of
OBC simulation, indicating that further unfolding would occur. Furthermore,
the RMSD is above 10 Å for two fragments (Fc,Fab1), which is consistent with
the almost complete loss of its tertiary structure shown in Fig. 2.4c. Considering
that the sole difference between both implicit solvent methods is the electrostatic
solvent energy contribution (see sec. 2.2.2), these differences seems to suggest
that the observed protein unfolding upon adsorption may be related with the
description of that energy component. In particular with the definition of the
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degree of burial [55] of the aminoacids at the protein surface interface.
2.3.2 IgG secondary structure
  
a) b)IgG adsorption process IgG free solved in water
Figure 2.7: Time evolution of the IgG secondary structure content during the
adsorption process. a)We show the time evolution of the β-sheet (top) and random-
coils (bottom) content for the three solvent methods here considered: Explicit [114]
(black), HCT implicit [54] (blue) and OBC implicit [55] (red). The time of simulation
for the explicit solvent case has been rescaled using the relation t∗ = tsim/4.6. b)Time
evolution of the β-sheet (top) and random-coils (bottom) content during a 40 ns long
MD simulation of the IgG protein free solved in water. The results obtained with each
one of the three solvent models here used, i.e. Explicit [114], HCT implicit [54] and
OBC implicit [55], are shown. The color scheme is the same as in a).
To quantify the loss of protein secondary structure resulting from the ad-
sorption, we analyze the evolution of the β-sheet content, which is the most
abundant secondary structure in the IgG. The explicit solvent simulation pre-
Importance of the water model used 51
dicts a decrease of the β-sheet content bellow 2 %, see Fig. 2.7a. That result
is consistent with the preservation of the functionality of the protein [127] re-
ported experimentally [56]. However, implicit solvent simulations predict a β-
sheet content decay higher than 10 %, balanced with an increase of the content
of random-coils as shown in Fig. 2.7a. These differences in the IgG secondary
structure evolution do not happen when we simulate its free dynamic in solution
using OBC and HCT implicit solvation methods, see Fig. 2.7b. Thus, the loss
of the IgG secondary structure content observed in Fig. 2.7a can only arise from
a deficient description of the adsorption process when those implicit solvation
methods are used.
It is worth to note that the loss of β-sheet content observed in implicit sol-
vent simulation results, see Fig. 2.7a, is not a gradual process. In the first 10 ns
of implicit solvent MD simulations, the protein only lose a 3 % of its β-sheet
content. However, when we enhance the adsorption using a short 1.6 ns long
SMD simulation, see sec. 2.2.2, β-sheet content decreases more than a 7 %.
That abrupt change can be understood as the direct consequence of the great
boost of the protein-surface contact induced in this SMD process. Still, the
influence of the structural restrain imposed during this process, i.e. the distance
of 16 cysteine residues, must be thoroughly analyzed to assure that it is not the
origin of the sharp β-sheet loss observed in this stage. To that end, we perform
the same SMD simulation but starting from a larger protein-surface distance
(diniP−S = 30 Å, see sec. 2.2.1). Thus, the protein is farther away from the sur-
face and the protein-surface contact can not be the origin of an abrupt β-sheet
content decrease. For performing this simulation, we use the OBC implicit sol-
vent method [55], as that is the solvent method which distorts more the protein
secondary structure during the adsorption process (see Fig. 2.7a). The results
of that simulation are shown in Fig. 2.8. As clearly shown in this figure, when
the protein does not interact with the substrate, the secondary structure of the
IgG barely changes during the SMD process. This indicates that the restrain
applied to 16 cysteine residues in this SMD stage is not affecting the IgG struc-
tural stability and then the abrupt secondary structure loss observed in Fig. 2.7a
is only promoted by the increase of protein-surface interaction. This protein-





Figure 2.8: Analysis of the structural changes that can be induced during the
SMD simulation for restraining the Cα belonging to 16 cysteine residues. a) We
here show both side (left) and top (right) views of the initial (top) and final (bottom)
configurations obtained after a SMD simulation of the IgG adsorption process with
an initial protein-surface distance larger than the one used in our adsorption protocol
(diniP−S = 30 Å > 10Å, see sec. 2.2.1). The solvent method used for this simulation
is the OBC implicit solvent method [55]. The color representation used for the protein-
substrate system is the same as in Fig. 2.2. For comparison, we also include in b) the
final configuration obtained after the SMD process used in the adsorption protocol,
i.e. starting at diniP−S = 10 Å. In c), the time evolution of the β-sheet (top) and
random-coils (bottom) content of the IgG during both SMD processes, i.e. starting at
diniP−S = 30 Å (continuous line) and at d
ini
P−S = 10 Å (dashed line) is also shown.
structural-instability promoted by the contact is in agreement with data shown
in Fig. 2.4, and shall be subject of a thorough discussion in following sections.
In summary, upon analysis of the IgG tertiary and secondary structure shown
in Figs. 2.4, 2.6 and 2.7, we may conclude that OBC and HCT methods predict
a major structural rearrangement of the IgG upon adsorption to graphene. Al-
together this is incompatible [127] with the preservation of both structure and
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bio-functionality shown by the experimental observations [56]. Therefore, our
results firmly confirm that improvements on OBC and HCT implicit methods
are required in order to correctly describe the adsorption process of the IgG.
2.4 Effect of ESOL(nonel) in the adsorption process
In ref. 97, similar results were found for a completely different protein, the
BSA. Antibodies such as IgG and serum albumin are different in size, secondary
structure composition and net charge. Despite these differences, implicit sol-
vent simulations predicted also a major BSA unfolding upon its adsorption [97],
contrasting with both explicit solvent simulations [97] and recent experimental
reports [128]. Therefore, the observed IgG unfolding upon adsorption in implicit
solvent simulations seems not to be a specific feature of this protein, but a gen-
eral characteristic of implicit solvent methods. The authors in ref. 97 speculated
that such degree of unfolding could be attributed to a strong energy gradient
that arises from an abrupt change of the non-electrostatic solvation contribution
(ESOL(nonel)) when the protein contacts the surface. In this section we test the
validity of this assumption through a detailed energy decomposition analysis.
In Fig. 2.9a, we plot the energetic change of the protein-substrate system
(∆ET ) as a function of the distance between them (dP−S) using the HCT
method. To compute it, we initially placed the IgG at dP−S ∼ 12.5 Å and
brought it closer to the surface in steps of 0.1 Å , see Fig. 2.9b. The total
energetic change from its initial value, i.e ET at dP−S ∼ 12.5 Å, is evaluated
in all intermediate steps of dP−S . We also compute the different contributions
to the total energy change:
∆ET = ∆EP−SvdW + ∆ESOL(el) + ∆ESOL(nonel) , (2.8)
where EP−SvdW is the graphene-protein vdW interaction energy, ESOL(el) is
the electrostatic component of the solvation energy and ESOL(nonel) the non-
electrostatic contribution to the solvation energy (see eqs. 2.1 and 2.2). In
Fig. 2.9a, we observe that the change of the total energy of the system (∆ ET )
strongly depends on the protein-surface separation. From here on, we focus





Figure 2.9: Description of the ∆E(dP−S) with implicit solvent methods.
a)Change of the total interaction energy (brown) with the protein-surface distance
(dP−S) using the HCT implicit [54] solvent method. The contributions to this change
are the protein-substrate interaction (green), the electrostatic solvation contribution
(purple) and the non-electrostatic solvation contribution (inset, in black color). The
distance dP−S is defined as the z coordinate of the lowest hydrogen atom of the pro-
line 889, considering that the upper graphene layer is at z=0. b)Representation of the
system configuration used to compute this energy change. The color representation is
the same as in Fig. 2.2.
only its evolution at dP−S ≥2.5 Å where the adsorption process is energetically
favorable (∆ET decreases). It is important to remark that in these calculations,
the coordinates of the protein were kept fixed in all steps, i.e. not allowing for
the structural reorganization of the protein. The protein configuration used is
the final adsorption configuration obtained in explicit solvent simulations, as it is
the folded configuration that leads to the largest SASA change when the protein
contacts the surface.
First we consider the change of the non-electrostatic solvation contribution
(∆ESOL(nonel)) as a function of dP−S , see inset of Fig. 2.9a. From here we
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a) b)
Figure 2.10: Change of the electrostatic component of the solvation energy,
ESOL(el), of the protein+substrate system with the distance between them
(dP−S). Here the results obtained using the a)HCT [54] and b)OBC [55] implicit
solvent methods are showed. The change of the total energy of the system (∆ET , in
brown),the change of the protein-substrate interaction (∆EP−SvdW , green) and the total
solvation contribution (ESOL = ∆ESOL(el) + ∆ESOL(nonel), dashed line) are also
shown for comparison.
observe not only that ESOL(nonel) changes smoothly with dP−S but also that
its contribution to the total energy change is negligible, i.e. ∆ESOL(nonel) =
3.5%∆ET . These two aspects support that ESOL(nonel) plays a minor role, if at
all, in the adsorption process. Therefore, ∆ESOL(nonel) alone cannot account for
the spurious protein unfolding observed in implicit solvent simulations [92, 97],
showing that the previous conjecture [97] was wrong. Note that this negligible
contribution of ∆ESOL(nonel) to the total energy change happens in a simulation
designed to maximize it, i.e. we picked the IgG folded structure with the largest
CSA which should result in the largest ∆ESOL(nonel) = γ?CSA.
We then focus on the change of the other energy components: EP−SvdW and
ESOL(el). Firstly, we consider the vdW protein-surface interaction (E
P−S
vdW ) evo-
lution. From Fig. 2.9a, we observe that this energy component accounts for most
of the variation in the total energetic change as it decreases byEP−SvdW ∼ 1000 kcal/mol.
Thus, this attractive interaction is the main driving force of this process. Sec-
ondly, we consider the variation of the ESOL(el), which, for protein adsorption on
56 vdW interaction: implicit vs explicit solvation description
neutral surfaces, represents the solvent electrostatic screening within the pro-
tein. This component is the only difference between OBC and HCT implicit
solvent descriptions, see sec. 2.2.2, and its change when the protein approaches
to the surface is represented in Fig. 2.10. From this figure, we extract two
important features about this energetic component. First, the OBC implicit sol-
vent method predicts a larger ESOL(el) variation than the HCT implicit solvent
method, see Fig. 2.10a-b. This result may explain the slight differences observed
in the adsorption configurations obtained with these two implicit solvent meth-
ods. Second, we see that ∆ESOL(el) is contributing significantly to the total
energy change, namely by 30%. In particular, for HCT(OBC) we observe that
ESOL(el) increases by 300(400) kcal mol−1 during the adsorption, which high-
lights the highly repulsive nature of this interaction, see Fig. 2.10. Additionally,
this variation shows that, when approaching the surface, the protein is losing
a significant amount of its electrostatic screening, what will certainly affect its
internal stability. In the following sections, we are going to use this information
to propose a new hypothesis for explaining the observed unfolding of the IgG
upon adsorption.
2.5 vdW interaction: implicit vs explicit solvation description
2.5.1 vdW protein-substrate interaction: comparison between ex-
plicit and implicit solvent results
In this section, we focus on the evolution of all the vdW energetic components
of the system during the adsorption process to understand how they change with
the solvation model and their role in the IgG adsorption. We first analyze the
time evolution of the vdW protein-substrate interaction, i.e. the variation of
that magnitude during the adsorption time (∆tEP−SvdW ), for all the solvents here
considered, see Fig. 2.11a. Note that henceforth the results presented always
refer to the MD simulations characterized in sec. 2.3. From Fig. 2.11a, we
observe that in all cases ∆tEP−SvdW < 0, i.e. the vdW protein-substrate interaction
favors the adsorption process regardless of the solvent method used. In contrast
with this similarity, two major differences may also be noticed when comparing




Figure 2.11: Evolution of the interaction energy between the protein and the
substrate, EP−SvdW . a)Variation of the interaction energy between the protein and the
substrate during the simulation time for the whole adsorption process (∆tEP−SvdW ). The
obtained results using the TIP3P explicit solvent [114] (black), the HCT implicit [54]
solvent (blue) and the OBC implicit [55] solvent (red) are all showed. The time of
simulation for the explicit solvent case has been rescaled in all the figures using the
relation t∗ = tsim/4.6. b)Evolution of the interaction energy between the protein
and the substrate with the contact surface area (CSA) for the three solvent method
used: Explicit [114] (black), HCT implicit [54] (blue) and OBC implicit [55] (red). The
evolution of ∆tEP−SvdW with CSA using explicit solvent has been also represented in the
inset. c)Rate of change of EP−SvdW with the CSA for the three solvent methods here
used. This rate of change has been computed via a linear regression of the MD data.
explicit and implicit solvent results. First, at the end of the adsorption process,
we observe that |∆tEP−SvdW | is ∼ 5 times larger in implicit solvent simulations
as compared to the explicit solvent ones. It is worth to mention that, among
implicit solvent methods, the largest energy is obtained with the OBC method,
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which is also the one where a larger protein unfolding is observed (see Figs. 2.6
and 2.7). The second major difference between implicit and explicit solvent
results concerns the variation rate of EP−SvdW in the initial 10 ns stage prior to
the enhanced adsorption protocol. In explicit solvent simulations we observe
a smooth decrease of EP−SvdW as the protein approaches the surface. This is
at odds with OBC/HCT results, where we observe an initial abrupt change of
this interaction. In fact, in explicit solvent simulations at the end of the whole
adsorption process (∆t = 150 ns) the total ∆tEP−SvdW is much smaller than the
corresponding change during the initial 10 ns of implicit solvent simulations.
In order to understand the origin of the different ∆tEP−SvdW obtained at the end
of each simulation we now analyze how this interaction correlates with the CSA.
From Fig. 2.11b, we observe that ∆tEP−SvdW depends linearly on CSA, with a simi-
lar slope for all the solvent methods here considered. Moreover, when computing
the slope we obtain ∆tEP−SvdW /∆CSA ∼ 32 kcal mol
−1 nm−2, see Fig. 2.11c,
which is in agreement with vdW interactions energies per unit area obtained in
gold-standard quantum chemistry simulations (10-100 kcal mol−1 nm−2) [129].
Besides the obvious conclusion that regardless the solvent method used the in-
teraction EP−SvdW is computed similarly, this result highlights that implicit solvent
methods predict a larger ∆tEP−SvdW only because the CSA is also larger at the
end of the adsorption process. Thus, larger ∆tEP−SvdW is solely a consequence,
and not the origin, of why different solvation methods result in very different
final adsorption configurations. Additionally, this indicates that, to trace the
origin of these differences, we must understand why CSA increases more rapidly
in implicit solvent methods as compared to explicit ones.
2.5.2 CSA evolution: origin of the differences observed in explicit
and implicit solvent simulations
The slower increase rate of CSA obtained in explicit solvent simulations can
be understood in light of the time evolution of all intermolecular vdW inter-
actions (∆tEvdW ) shown in Fig. 2.12a. There, we observe that, in the ini-
tial free adsorption regime (t< 10 ns), the attractive protein-substrate inter-
action energy (EP−SvdW ) is compensated by the sum of two repulsive solvent
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Figure 2.12: Role of the vdW interaction in explicit solvent simulations. a)Time
evolutions of the CSA (top panel) and of the sum of all intermolecular vdW interaction
energies (bottom panel, black dashed line) using explicit solvent. These interaction en-
ergies are the vdW water-protein interaction,EW−PvdW (orange), the vdW water-substrate
interaction, EW−SvdW (brown), and the vdW protein-substrate interaction, E
P−S
vdW (black).
b) The enthalpic vdW energy balance between the attractive protein-surface interaction
and the force opposing solvent squeezing-out is broken by the water thermal fluctua-
tions, that lead to transient force unbalances and, ultimately, to protein adsorption.




vdW ). This can be thought
as an energy balance where the energy gained in adsorbing the protein is ex-





vdW ∼ 0. As a result, it follows that the the vdW com-
ponent of the effective adsorption force is zero, i.e. F effvdW = 0. This result leads
to an apparent contradiction as, on one hand, the adsorption is spontaneous (as
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shown by the CSA in Fig. 2.12a) and, on the other hand, the enthalpic vdW
energy balance is null. To solve this paradox, we must now consider the entropic
contribution to the adsorption energy. Although we do not explicitly quantify
this contribution, it is considered in our MD simulations, as these simulations
sample the whole phase space of the system. The thermal vibrations of the wa-
ter molecules allow for a protein to diffuse while in solution. Additionally, given
the isotropic nature of the medium, statistically no direction is privileged with
respect to other in this diffusion. If we now consider a case where an adsorb-
ing substrate breaks this isotropy, we may argue that this diffusion will privilege
displacements towards the surface even if the enthalpic energy gain is null. The
mechanism by which this occurs can be thought as follows. Let us consider a
protein surrounded by water molecules in the vicinity of a substrate as shown in
Fig. 2.12b. The force felt by the protein is a sum of an attractive interaction
with the surface, i.e. FP−SvdW , with a force opposing solvent squeezing-out , i.e.
F
W−(P+S)
vdW , necessary for the adsorption to occur. Although our MD simulations
indicate that, on average, these two compensate each other, the solvent ther-
mal fluctuations lead to temporary force unbalances. As schematically shown in
Fig. 2.12b, these unbalances can lead to a squeeze-out of the solvent and subse-
quent approximation of the protein towards the substrate. This analysis implies
that the adsorption process using explicit solvent happens as a consequence of
a subtle effect, i.e. the slight separation of water molecules from the protein
surface due to thermal oscillations. Therefore, a slow approach of the protein to
the surface is expected when using explicit solvent from which it follows a slow
evolution of the CSA.
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In order to understand why in implicit solvent MD simulations the CSA
evolution is much faster than in explicit solvent MDs, we focus in the vdW
solute-solvent interactions of the former. As mentioned in sec. 2.4, these in-
teractions are included in implicit solvent simulations via the non-electrostatic
solvation component, i.e ESOL(nonel), whose contribution to the total energy
is negligible as compared to the EP−SvdW . This is at odds with the fact that
vdW interactions are non-specific. From this property, it follows that the vdW
interaction force with its surrounding should be about the same either if it is
in contact with the surface or with the solvent, assuming that the total area
enclosing the protein is constant during the process. Although this does seem
to be the case in explicit solvent simulations, this is not so for implicit solvent




vdW 6= 0 as shown in sec. 2.4. There-
fore, ESOL(nonel) is unable to describe the important vdW solvent contribution
to the total energy during the adsorption process, which could be associated
to processes such as the cost of breaking the solvation shells surrounding the
protein and the substrate. Moreover, this also results in an overestimation of
the effective adsorption force in implicit solvent simulations as FW−(P+S)vdW ∼ 0
and thus F effvdW ∼ F
P−S
vdW . This overestimation has two direct consequences: a
quasi-instantaneous adsorption process, and a much higher adsorption force as
compared with explicit solvent simulations. This two consequences allow us to
explain the two differences observed between implicit and explicit solvent results
in the CSA evolution, i.e. faster evolution and the larger final absolute values.
2.6 Electrostatic interaction: implicit vs explicit solvation de-
scription
2.6.1 Evolution of the electrostatic component of the solvation en-
ergy in explicit and implicit solvent simulations
The previous section highlights the importance of the vdW energy component of
the solvation energy in compensating the large protein-surface interaction. When
it is underestimated (as in the implicit solvent simulations), the CSA between
the protein and the surface dramatically increases, see Fig. 2.11a. Although
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this rapid change of the CSA certainly affects the protein stability, it does not
suffice to understand the unfolding observed in implicit solvent simulations. In
this section, we focus on the other component of the system solvation energy,
i.e. the electrostatic component (∆tESOLel ), to completely understand that
IgG unfolding. This energy contribution is defined as the difference between
the electrostatic energy of the protein-substrate system immersed in water with
respect to its electrostatic energy in vacuum [115]. In implicit solvent simulations
this energy component is defined as the GB solvation (see eq. 2.2), i.e.
ESOL,implicitel = ESOL(el) = EGB (2.9)
For our system, as the graphene atoms are not charged, this term accounts for
the solvent screening of the protein intra-molecular electrostatic interactions. In









where EWel accounts for the electrostatic internal energy of the water, E
W−P
el
accounts for the electrostatic water-protein interaction and EW−Sel accounts for
the electrostatic water-surface interaction. Note that as the graphene atoms are
not charged, EW−Sel = 0.
In Fig. 2.13a, we show the time evolution of ∆tESOLel for both explicit and
implicit solvent methods. From that figure, we observe that, in explicit solvent
simulations, the electrostatic contribution of the solvent energy hardly changes
during the adsorption process as ∆tESOLel ∼ 0. To analyze in detail this re-
sult, we have decomposed in Fig. 2.13b the evolution of ESOLel into its different
non-null components, i.e EWel and E
W−P
el . From this figure, we may derive two
different results. Firstly, the electrostatic protein-water interaction does not favor
the adsorption as ∆tEW−Pel > 0. Secondly, ∆tE
W−P
el is strongly correlated with
∆tE
W
el , as during the whole adsorption process ∆E
W
el ∼ − ∆E
W−P
el . These
two results indicates that while the protein adsorbs, the loss of water-protein
electrostatic energy arising from protein’s dehydration is fully compensated by
the gain of water’s internal electrostatic energy. This internal energy gain is in
turn a result of new water-water h-bonds being formed during protein’s dehy-
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a) b)
Figure 2.13: Variation of the electrostatic contribution to the solvation energy
during our MD simulations (∆tESOLel ). a)Using the three solvent methods here
considered: HCT implicit [54] solvent (blue), OBC implicit [55] solvent (red) and
explicit solvent [114] (black) b)Using explicit solvent (black line), with the contribution








dration. The balance between these two mechanisms explains why ESOLel does
not seem to contribute enthalpically to the adsorption process.
In sec. 2.5, we showed that, in implicit solvent simulations, the protein
adsorbs instantly due to a high protein-surface vdW interaction. This fast ad-
sorption results in a rapid increase of the CSA during the first 2.5 ns for both
implicit solvent methods, see Fig. 2.14a. Additionally, in Fig. 2.14b we also ob-
serve that, during this time range, ∆tESOLel > 700 kcal/mol, which shows that
the electrostatic contribution of the solvent energy is working against the protein
adsorption thus acting as an effective repulsive force. However, this repulsive
force is unable to hinder the protein adsorption as the attractive vdW protein-
surface interaction compensates this energy loss, see Fig. 2.9a. Still, as a result
of the adsorption the system is left with a large electrostatic energy unbalance
which may only be alleviated by a major structural rearrangement of the charges
present on the system, which in implicit solvent are only the protein atoms. Re-
markably, in Fig. 2.14c we observe that the protein’s internal electrostatic energy,




Figure 2.14: Correlation between the solvent electrostatic screening and the
internal electrostatical energy of the protein. Time evolution during the whole
adsorption process of a)the CSA, b)the electrostatic component of the solvation energy,
ESOL(el), and c)the internal electrostatic energy of the protein, EPel using the HCT [54]
(blue) and the OBC [55] (red) implicit solvent methods.
EPel , not only decreases significantly as a result of the adsorption process, but
also the variation of this energy component is strongly correlated with ∆tESOLel .
This correlation demonstrates that the aforementioned electrostatic unbalance
leads to a major protein structural rearrangement. Moreover, it is important
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occur almost instantaneously, i.e. within the first two nanoseconds. The large
energy unbalances, coupled with their fast time rates, result in a swift protein
unfolding upon adsorption when using implicit solvent methods, as clearly evi-
denced by its secondary structure evolution shown in Fig. 2.7a. Therefore, on
the overall, the protein adsorption using implicit solvation methods can be seen
as a three step process. Firstly the protein quickly approaches to the surface
as a consequence of the vdW interaction. Secondly, as a consequence of the
protein-surface approach, a large electrostatic repulsive force emerges from the
solvent contribution. Lastly, to reduce this energy unbalance, the protein is in-
stantaneously forced to rearrange its atoms, which in turn leads to the protein’s
unfolding. As a result, one may argue that this spurious unfolding observed in
many different implicit solvent MD works concerning the protein adsorption to
uncharged surfaces may be understood in terms of the ill-characterization of
these three elements.
2.6.2 Gain of water-water electrostatic interaction: only considered
in explicit solvent simulations
One of the two major differences observed between implicit and explicit solvent
MD simulations concerns the evolution of the electrostatic energy component of





el ∼ 0. This major qualitative and quantitative difference
may be traced back to the definition of this term in the two solvent methods,
see eqs. 2.9 and 2.10. In the explicit solvent simulation ∆tE
SOL,explicit
el consid-
ers two different solvent effects: the changes in protein’s intra-molecular solvent
screening via the ∆tEW−Pel term, and the changes in the solvent-solvent electro-
static interaction via the ∆tEWel term. Notably, in Fig. 2.13b, we observed that
these two terms are highly correlated. This correlation highlights the feedback
mechanism in which electrostatic energy losses arising from protein’s dehydration
are compensated by similar energy gains in the solvent (through e.g. additional
solvent-solvent h-bonds). This loss(gain) of electrostatic interactions of the wa-
ter molecules with protein(water) is what ultimately regulates the electrostatic
contribution of the solvation energy, leading to ∆tE
SOL,explicit
el ∼ 0 during ad-
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sorption. However, in implicit solvent simulations ∆tE
SOL,implicit
el only accounts
for the first of these two effects, i.e. the loss of the solvent screening of the intra-
molecular protein electrostatic interactions. For this reason, using this solvent
method, the electrostatic contribution to the solvent energy suppose a positive
energy gradient (∆tE
SOL,implicit
el > 0), which only can be balanced with the
reorganization of the protein’s atoms. This difference remarks the importance
of considering the gain of the water-water electrostatic interaction during ad-
sorption, as only when it is omitted (implicit solvent), the evolution of ESOLel
affects the structural stability of the protein.
2.6.3 Loss of water-protein electrostatic interaction: different de-
scription in implicit and explicit solvation methods
The other difference between implicit and explicit solvent simulations concerns
the loss of water-protein electrostatic interaction while the protein adsorbs/dehydrates.
To understand this difference, we first need to comprehend how ESOL,implicitel de-
scribe this process. To this aim, we have analyzed the variation of ESOL,implicitel
when a charged model molecule approaches to a neutral model surface. Both
systems, i.e the molecule and the surface, are conformed by spheres/atoms of
radius 1 RvdW , as shown in the inset of Fig. 2.15. The spheres of the molecule
are equally positively charged, while the ones of the surface are neutral. We
have used the same definition of ESOL,implicitel = ESOL(el) = EGB as in the
HCT method [54], see sec. 2.2.2. According to that definition, each charged
sphere/atom i of the solute contributes to the total electrostatic component of




























where Rborni , i.e. the effective Born radii, reflects the degree of burial of the
sphere/atom i inside the molecule. We have computed numerically that expres-
sion to analyze how changes ESOL(el) with the molecule-surface distance,dM−S .





Figure 2.15: Modeling the loss of the solvent electrostatic screening predicted
by implicit solvent methods. Change of the electrostatic component of the solvent
energy, ESOL(el), when the distance between the model molecule and surface (dM−S)
decreases. The model molecule is conformed by 852 positively charged spheres and the
surface is formed by 667 neutral spheres distributed in three layers. The radius of all
the spheres is 1 RvdW . A representation of the whole system is showed in the inset.
In Fig. 2.15 we observe that, as the molecule approaches to the surface,
ESOL(el) largely increases. This result is very similar to the one showed in
Fig. 2.9a, i.e. when the molecule and the surface are the IgG protein and the
graphene double layer, respectively. This similarity highlights that the observed
increase of ESOL(el) during adsorption is not a specific consequence of the ad-
sorption process of the IgG, but a general feature of the implicit solvent meth-
ods. To understand this feature, we analyze the contribution of each molecule’s
sphere to ∆ESOL(el) for different dM−S values. In Fig. 2.16a, we observe an
enhancement of the contribution of the spheres closer to the surface when dM−S
decreases. This enhancement, in accordance to eq. 2.11, arises from an increase
of the Born radii of these “close to surface” spheres as shown in Fig. 2.16b
Therefore, the increase of ESOL(el) when a charged molecule approaches to a



















Figure 2.16: Change of the ∆ESOL(el) per sphere. a)∆ESOL(el) per sphere when
dM−S = 6 RvdW (left) and dM−S = 2 RvdW (right). b)Change of the Born radii
(Rborn) [54] per sphere while decreasing the distance between the model molecule and
the model surface (dM−S). The results here shown are also for dM−S = 6 RvdW (left)
and dM−S = 2 RvdW (right).
neutral surface accounts for the following process. When the molecule is far
from the surface, the degree of burial of one molecule sphere, only depends
on its position inside the molecule. For this reason, these “close to surface”
spheres/atoms are outer spheres in that situation (small Born radii). However,
when the molecule approaches to the surface, the position of the surface spheres
starts to affect the degree of burial of the molecule spheres. As a consequence,
these “close to surface” spheres/atoms start to act as inner spheres, i.e their
Born radii enlarges. This ultimately leads to the increase of ESOL(el), explaining
how the loss of water-protein electrostatic interactions is described in implicit
solvent simulations.
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In explicit solvent simulation, the loss of water-protein electrostatic interac-
tions is described via the removal of the water molecules that are in the region
between the molecule and the surface. This removal process is more gradual
than the process of change of the Born radii used in implicit solvent simula-
tions. Additionally, as implicit solvent methods overestimate the effective vdW
protein-surface attractive force, the adsorption process is faster in these simula-
tions than using explicit solvent, see sec. 2.5. These two factors cause, as shown
in Fig. 2.13, a larger and faster loss of water-protein electrostatic interaction in
implicit solvent simulation (∆tE
SOL,implicit
el ) than in explicit solvent simulations
(∆tEW−Pel ). Considering the direct correlation between this loss and the reor-
ganization of the protein’s atoms, this difference is translated into instantaneous
and great changes in the structure of the IgG protein. Therefore, the abrupt
loss of water-protein electrostatic interactions contributes also to the unfolding
of the protein in implicit solvent simulations.
2.7 Conclusions
In this chapter, the IgG adsorption process on a graphene surface was studied
using both explicit and implicit solvent MD simulations. The results of the
explicit solvent simulation show that water molecules play an active role in
the adsorption process. When the protein approaches the graphene surface,
the loss of water-protein electrostatic interaction becomes balanced by the gain
of the water-water electrostatic interaction. This regulates the electrostatic
contribution of the solvation energy. Additionally, the cost of breaking protein
and surface solvation shells, compensates the vdW attraction that exists between
them. Despite of this energy compensation, the protein adsorbs on the surface.
This indicates that the driving force of the adsorption process does not only
present an enthalpic origin. The thermal vibrations of the water molecules allows
the protein to diffuse, and the presence of an attractive protein-surface force
guides this protein diffusion towards the surface. Therefore, entropic effects
seems to be important in the adsorption process of a protein on a hydrophobic
surface.
In contrast, implicit solvent methods underestimate the cost of breaking the
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solvation shells of the protein and the substrate. This leads to an overestimation
of the effective vdW protein-surface attractive force, causing an instantaneous
adsorption process. In addition to the fast adsorption process, a large energy
gradient arises from the loss of the water-protein electrostatic interaction. Con-
trary to explicit solvent simulation, that energy gradient is not balanced by the
gain of water-water electrostatic interaction, which is not included in implicit
solvent simulations. Therefore, the only way of alleviating that energy unbal-
ance is by reorganizing the position of the only charges of the system, the protein
atoms. This reorganization happens abruptly, which leads to the unfolding of
the protein. Thus, with these MD simulations, we have been able to understand
the factors that lead to unfolded protein configuration upon adsorption when
implicit solvent methods are used. To prevent the unfolding of the protein, we
propose to improve both non-electrostatic and electrostatic components of the
solvation energy. Concerning the first, we think that, in this current formulation,
it underestimates the vdW repulsive solute-solvent interaction, which according
to explicit solvent simulations has an important role in the adsorption process.
Regarding the electrostatic component, we propose that a correction in the Born
radii definition is needed in order to obtain a more gradual loss of the solvent
screening of the intra-protein electrostatic interactions.
3 | Tuning the Mechanical Response of ssDNA films
via its hydration level
The influence of water on a vast range of processes occurring in biological sys-
tems, such as protein folding or DNA hybridization, could be use to tune in a
controlled manner the properties of such systems. Experiments [130] have re-
cently shown that the mechanical response of a biosensing device conformed by
a SAM of ssDNA strands can be directly controlled with its hydration. In fact,
they are able to tune this mechanical response from an upward to a downward
deflection only by increasing the relative humidity of the system. In order to
understand the mechanisms behind this water-induced change, in this chapter
we have studied with atomistic MD simulations the variation of the mechanical
response of a high-densely packed SAM with the hydration level. Our MD sim-
ulation results reproduce the hydration-driven variation of the SAM mechanical
response observed experimentally for two different values of the SAM grafting
density. What’s more, we have been able to describe in detail the physical origin
of the two main trends of the SAM mechanical response: upward, and downward
deflection. First, at low hydration levels, the main driving force of the SAM me-
chanical behaviour is the water-ssDNA interaction. Consequently, the number
of water-ssDNA h-bond bridges, i.e. formed between a single water molecule
and several ssDNA atoms, increases with the hydration. This stiffens the ssDNA
structure as the hydration increases, causing a more energetic (larger) deflection
of the SAM with the hydration (upward deflection). However, when the water-
water interaction becomes relevant to the SAM behaviour, the ssDNAs tend to
enlarge the volume of the nanopores by increasing their height. That reduces
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the maximum curvature angle between two consecutive ssDNAs, hindering the
increase of the SAM curvature (downward deflection).
3.1 Introduction
3.1.1 Water interaction with polymer monolayers
The interaction of water with different interfaces at the nanoscale has attracted
much attention in multiple areas of science and technology, such as sensing,
catalysis, tribology and protein adhesion. In the last decade, a great deal of effort
has been devoted to understand the properties of this interaction both when the
water molecules are static [131–134] and when they are in motion [135–138] . In
these two contexts, atomistic MD simulations have been used as an essential tool
to shed light on the water-interface interaction properties [133, 136, 138, 139] ,
as they accurately reproduce the experimental behavior of water molecules in
contact with interfaces [113, 133] .
Recently, a new class of biointerfaces has started to be a subject of growing
interest [140–149] . These biointerfaces consist on densely end-grafted polymer
assemblies and are commonly known as polymer brushes. The possible applica-
tions for these polymer assemblages range from lubrication [143, 150, 151] to
the reduction of protein adsorption [146, 152] . Consequently, these systems has
been widely studied during the past years, with the aim of controlling their tri-
bological, mechanical and structural properties. Diverse stimuli have been used
to tune the properties of polymer monolayers, such as the system temperature,
the pH, the ionic strength and the nature of the solvent [153] . In particular, the
reaction to the last of these stimuli, i.e. the nature of the solvent, has been exten-
sively explored both theoretically [154] and experimentally [140, 141, 143, 146] ,
concluding that it significantly affects the structure and the properties of these
monolayers. Nevertheless, to the extent of our knowledge, the effect of the wa-
ter molecules in the properties of these systems, and its variation upon changes
in the water concentration has not been explained in detail. Here, we address
this void in the literature by analyzing the structural variation with the number
of water molecules of a ssDNA monolayer with atomistic MD simulations.














Figure 3.1: Structural characteristics of the ssDNA and DNA molecules.
a)Schematic representation of the ssDNA and DNA molecules. The four different
nucleobases present in these two molecules are also here shown. b)Conformation of
the A-DNA, B-DNA and Z-DNA molecules.
3.1.2 ssDNA and DNA molecules
The DNA is the nucleic acid which encodes the genetic instructions used in the
development and functioning of most living organisms. Additionally, it is the
responsible from the hereditary transmission of this information. Its structure
consists on two nucleotide strands coiled around each other forming a double he-
lix structure, see Fig. 3.1a. It exists in many possible conformations, that include
A-DNA, B-DNA and Z-DNA conformations, see Fig. 3.1b. However, only the
last ones (B-DNA and Z-DNA) have been directly observed in functional living
organisms [155]. Each conformation can be identified from its diameter (25.5Å,
23.7Å and 18.4Å, respectively), the number of nucleobases in a double-helix
turn (11, 10 and 12, respectively), and the distance between two consecutive
nucleobases (2.3Å, 3.4Å and 5.3Å).
The term ssDNA molecule refers to one of the two nucleotide strands that
conform the DNA molecule, see Fig. 3.1a. A nucleotide is the structural com-
ponent of both ssDNA and DNA and is composed by a monosaccharide sugar
(deoxyribose), a phosphate group and a nitrogen-containing nucleobase. This
last component, i.e. the nucleobase, is the only element which can change from
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one nucleotide to another among four different possibilities: an adenine (A),
a thymine (T), a guanine (G) and a cytosine (C) (see Fig. 3.1a). Hence, the
ssDNA/DNA sequence can be defined naming only the nucleobase sequence. It
is worth mentioning that the two nucleotide strands which conform the DNA
molecule must be complementary, i.e. thymine only joins to adenine (and vice
versa) and cytosine only joins to guanine (and vice versa).
3.1.3 Tuning mechanical response of ssDNA SAMs: Experimental
results
ssDNA monolayers have demonstrated a great potential in the biosensing and
biomedical fields [156] . In recent years, many biosensing devices have been
developed based on the mechanical response of these ssDNA monolayers and
its variation when the ssDNA strands join their complementary sequence [130,
157–159]. An example of such kind of devices was built by Mertens et al. in
the work reported in ref. 130. In this work, they analyzed the effect of the
hydration conditions on the surface stress (σ) of a gold-coated silicon micro-
cantilever functionalized with a densely-packed SAM of ssDNAs [130]. They
were able to control the hydration of this system by monitoring its relative
humidity (r.h.). Their results showed that its mechanical response went through
three well-differentiated stages when the r.h. increases [130], see Fig. 3.2a. From
0 to 10% r.h. (stage I), its surface stress increased up to σ ∼ 50 mN m−1,
i.e. the cantilever deflected upwards; From 10 to 65% r.h. (stage II), its surface
stress decreased more than 100 mN m−1, leading to a downward deflection
of the cantilever (σ < 0); Finally (stage III), i.e from 65 to 100% r.h., its
surface stress barely changed. This response with the hydration was substantially
modified by exposing the ssDNA strands about ∼ 1h to their complementary
sequence [130], thus indicating that the nanomechanical response of this system
with the hydration is sensible to the DNA hybridization process. More concretely,
they did not detect an increase of the surface stress of the cantilever at low
hydration levels when the ssDNA strands were exposed to their complementary
sequence [130], see Fig. 3.2b. Their most interesting result was extracted by
exposing the ssDNA strands functionalized in the cantilever to a single-base





Figure 3.2: Nanomechanical response with the hydration of a cantilever func-
tionalized with a densely packed SAM of ssDNAs experimentally measured in
ref. 130. a) Variation of the surface stress of the cantilever as the r.h. increases. The
three well-differentiated stages are here indicated. A schematic representation of the
system is shown in the inset. b) Changes observed in the nanomechanical response
of this cantilever when the the ssDNA strands are exposed to their complementary
sequence (red) or to a sequence with a single-base mismatch (purple). These figures
have been reproduced from ref. 130 by permission of Springer.
mismatched ssDNA sequence [130]. In this case, the nanomechanical response
with the hydration was more similar to the one obtained for the ssDNA strands
alone than the one detected when they were exposed to their complementary
sequence, as the surface stress of the cantilever increased for low r.h. values, see
Fig. 3.2b. This last result highlighted the possibility of detecting DNA mutations
with an unprecedented sensitivity (single DNA-base) via the nanomechanical
response of this biosystem with the hydration.
However, the physical mechanisms behind the mechanical response with the
hydration of this SAM-cantilever system are not yet well understood, which is the
first step towards its potential use as a biosensing device. Moreover, it has been
evidenced that its hydration-driven response strongly depends on its structural
factors, such as the ssDNA grafting density [160] or the length of the ssDNA
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sequence [161], which complicates even more the task of fully controlling this
potential biosensor. It seems that the water-ssDNA hydration forces drive the
nanomechanical changes of the whole system, as similar results were observed
with an uncharged synthetic mimic of DNA (the PNA molecule) [130], which
indicates that the electrostatic interactions between different ssDNAs could not
play an essential role in the mechanical response. Still, many important questions
about the functioning of this system continue without a clear answer, such as
how the water-ssDNA interactions could change as the r.h increases or how that
variation could affect the mechanical response of the whole nano-system. That
information is difficult to be gathered only with the experiments, which highlights
the necessity of analyzing the hydration influence in the mechanical response of
a SAM of ssDNAs with theoretical methods for a complete understanding of
this problem.
3.1.4 Overview
In the last decade, few theoretical works [162, 163] have been developed to
explain the origin of the unprecedented hydration-driven mechanical variation
measured in ref. 130 (see previous subsection). In both works, they used a mean-
field model to understand the influence of water in the structure, free energy and
mechanical response of a ssDNA monolayer. The main difference between both
works is that the formation of ssDNA-water h-bonds and water-water h-bonds is
only considered in ref. 163. Although both were able to capture the experimen-
tal non-monotonic response of this system with the hydration [162, 163], the
effect of the water molecules on the mechanical response of a SAM of ssDNAs is
not yet well understood. In that goal, the use of atomistic MD simulations can
suppose a major breakthrough as they are able to accurately describe simultane-
ously the atomic water-ssDNA interaction and the SAM collective movements
promoted by that interaction. Here, we use this method to analyze the hydration
effect on the structure and mechanical properties of a ssDNA assembly. To that
aim, we have build up a rectangular SAM conformed by 200 ssDNA strands; we
have restrained its movement to a substrate whose position is not fixed; and we
have analyzed how its curvature changes with the number of water molecules
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of the system by performing 180 ns-long MD simulations at different hydration
levels. The substrate chosen for performing these simulations was a one-layer
graphene, as it is more flexible than the one used in the experiments [130]. Thus,
the hydration effects induced on the SAM mechanical response will be amplified,
which will allow us to visualize in a much smaller system (nano-scale) the same
mechanical effects observed in the experiments (micro-scale). Additionally, we
study two ssDNA monolayers with a different grafting density value each, i.e a
different number of ssDNA molecules per unit area. In this chapter, we present
all the results obtained in this work. The chapter is organized as follows. In
sec. 3.2, we expose the details of the MD simulations used for studying the
mechanical response of our SAM-graphene system at different hydrations, as
well as the energetic and structural magnitudes analyzed for understanding the
hydration effect. In sec. 3.3, we show that our MD simulations predict a huge
variation of the ssDNAs SAM mechanical response with the hydration. Our
results agrees with the experiments [130], which validates the force fields used
in this work for describing the water-SAM interaction. In sec. 3.4, we analyze
all the energetic components that could drive the SAM mechanical response
variation with the hydration observed in sec. 3.3, concluding that the water-
ssDNA interaction and the water-water interaction are the most relevant ones.
We distinguish three hydration ranges regarding the importance of these two
interactions at each hydration level. In sec. 3.5, a detailed analysis of the ss-
DNAs SAM structure at each hydration range is presented. The results obtained
from that analysis indicate that by increasing the number of water molecules,
the structure of the SAM sharply changes, which influences its curvature. More
concretely, we unveil that the hydration-induced changes on the height of the
ssDNA strands strongly affect the mechanical response of the whole system.
Finally, in sec. 3.6, we analyze the influence of the SAM grafting density on its
mechanical response dependence with the hydration. The detailed structural and
energetic analysis here presented not only helps to understand the experimental
changes observed in the mechanical response of ssDNA monolayers during hy-
dration [130, 160, 161], but also how water could affect to analogous systems,
such as polymer brushes.
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3.2 Methods
3.2.1 System preparation and Force Fields
For this work, we have prepared two SAMs constituted by 200 ssDNA strands
distributed with a quadrangular packing configuration in a rectangle of 20 x 10
molecules, see Fig. 3.3a. We have chosen a SAM rectangular form to mimic
the experiments [130, 160], where the ssDNA strands are immobilized in rect-
angular micro-cantilevers. The difference between both SAMs is the value of
the ssDNAs grafting density (ρ), which is ρ = 4.0 x 1013 molecules· cm−2
for the first and ρ = 3.0 x 1013 molecules· cm−2 for the second. These two
values of the SAM grafting density are the ones used in the experiments re-
ported in refs. 130, 160 for analyzing the hydration-induced stress variation on
ssDNA/DNA monolayers. We have controlled the ρ value by fixing the distance
between the bottom-most positions (C5’ atom of last nucleotide) of adjacent
strands, which is db ∼ 15.8(18) Å when ρ = 4.0(3.0) × 1013 cm−2 (see
Fig. 3.3b). Once the SAMs have been prepared, we have centered each of
them on top of a one-layer graphene. The dimension of that graphene layer
was 30×15.6/35×17.5 nm2 for the SAM with ρ = 4.0/3.0 x 1013 cm−2. The
initial distance between the bottommost atom of all the ssDNA strands and the
graphene layer was about 3.5Å.
The ssDNA molecule sequence used is the same as in the experimental
results reported in refs. 130, 160, i.e. 5′ − CTACCTTTTTTTTCTG − 3′.
The initial structure was generated using NAB software [36], which allowed us
to reproduce a double helix with the canonical A-form and the desired sequence.
Then, we removed the complementary strand, and stretched the ssDNA molecule
considering that the diameter of the ssDNA A-form is too large (23Å) [164] to
place that strand in such densely-packed SAMs. The final configuration of the
strand is about 64Å high and 15.5Å thick (diameter). Given that the phosphate
groups in the backbone of the ssDNA are charged, to achieve charge neutrality
15 sodium counter-ions were added per each ssDNA molecule.
The parmbsc0 [165] modification of the Cornell ff99 force field [166] was
used for the ssDNA molecules. This force field was known to properly describe
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Figure 3.3: Characterization of the SAM-graphene system used. a)Top and
side views of the system initial configuration. In the side view, we highlight the two
main characteristics of our SMD protocol: (1) The graphene atoms whose position
is fixed (orange) to force the graphene layer to deflect in only one direction; (2) The
bottommost atom of each ssDNA strand (red) whose position is restrained to the
graphene layer. b) Definition of the ssDNA length (L), the ssDNA width (W ) and the
distance between adjacent ssDNAs (D)
DNA’s hydration [167, 168], mechanical, [39] and frictional [169] properties,
as well as its behavior in DNA self-assembled monolayers [161]. The graphene
atoms were modeled using the OPLS aromatic carbon force field included in
the AMBER generalized force field [110]. This force field properly describes
graphene mechanical and hydration properties [111, 170] as well as its interaction
with biological systems [109, 112] such as DNA/ssDNA [171–173]. The sodium
counterions were described using the Joung/Cheatham parameters [174]. The
water molecules were described using the Explicit TIP3P water model [114].
This water model suitably described the DNA hydration pattern [168] and also
graphene’s wetting properties [88].
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3.2.2 MD parameters and Simulation protocol
We used the AMBER software suite [35] with NVIDIA GPU acceleration [118,
119]. For the sake of numerical efficiency and accuracy, PBC were used with
a rectangular box that extends more than ∼ 70Å above/beyond the whole
system in the x and z directions. To restrict the movement of the system in the
y direction, the size of the box in that direction is equal to the system size, i.e.
158.1(180)Å for the SAM with ρ = 4.0(3.0) × 1013 cm−2. To account for
long–range electrostatic interactions, PME [120, 121] was used with a real–space
cutoff of 10 Å. vdW interactions were also truncated at the real–space cutoff.
We used an integration time step of 1 fs and coordinates were saved every 1000
steps. A constant temperature of 300 K was ensured in all the simulations by
means of a Langevin thermostat [48].
Our simulation protocol is composed by 3 main stages. In the first stage we
performed an energy minimization to prevent steric clashes, using a combination
of steepest descent and conjugate gradient methods. During this process, we
kept restraints at all the ssDNA atoms and the graphene monolayer. In the
second stage, we heated up the system from 0 to 300 K using a 1 ns long NVT
simulation while restraining again the position of all the ssDNA and graphene
atoms. Finally, we performed a 180 ns long SMD simulation to analyze the
system mechanical behavior. That simulation is based on two main characteris-
tics. First, we kept fix the position of the left-most graphene atoms to force the
graphene layer to deflect only in its longer direction, i.e. mimicking the func-
tioning of a micro-cantilever, see Fig. 3.3a. Second, we restrained the distance
between the bottom-most atom of all the ssDNA molecules (C5′ of the last
nucleotide) and its nearer graphene atom to ∼ 3.5Å via an harmonic restrain
(k = 100 kcal/mol), see Fig. 3.3a. That restrain was maintained during the
whole dynamic, allowing that the distance between the ssDNAs bottom-part
and the graphene layer hardly changes during the simulation. Thus, we do not
restrict the dynamic of the graphene substrate but the ssDNA molecules are
always fixed to it, see Fig. 3.3a. We performed that simulation protocol for the
two SAMs here studied (ρ = 4.0 x 1013 cm−2 and ρ = 3.0 x 1013 cm−2),
and using eleven different hydration levels (H), which are defined accordingly to





Figure 3.4: Convergence of the energetic and structural parameters of our
system during 180 ns of simulation. a) Time evolution of the total energy change
for all the hydration levels studied (0 to 600 water/ssDNA) and using the SAM with
ρ = 4.0 x 1013 cm−2. The average of the total energy in the first 1 ns has been taken
as our energy reference. b) Time evolution of the spatial-average of the ssDNAs length
(L, see sec. 3.2.3) for all the hydration levels here considered (0 to 600 water/ssDNA).
the number of water per single–stranded DNA (water/ssDNA) that we include
in the system: 0, 25, 50, 75, 100, 150, 200, 300, 400, 500 and 600. For all
these hydration values, we found that at the end of the simulation (t=180 ns)
both the total energy and particularly the structural parameters of the system
have fully converged, see Fig. 3.4.
3.2.3 Structural and energetic magnitudes analyzed
To estimate the variation of the SAM-graphene mechanical response with the
hydration, we have evaluated the curvature of this system for all the hydration
cases here analyzed. That magnitude has been computed following two steps,
see Fig. 3.5. First, we have extracted the x-z profile of the graphene layer at
the end of the simulation (t=180 ns). This x-z profile is extracted by averaging
the z coordinate value of all graphene atoms with the same x coordinate, see
Figs. 3.5a-b. Second, we have fitted that profile to a second-order polynomial,
see Fig. 3.5c. Then, the curvature value corresponds to the quadratic term





Figure 3.5: Method used for calculating the SAM-graphene curvature. a)Top
and b) side views of the graphene layer at the end of the MD simulations for H = 50.
To extract its x-z profile, we average the z coordinate value of all graphene atoms with
the same x coordinate. In the inset shown in a), we represent some of that graphene
atoms colored accordingly to the value of its x coordinate. c) The x-z profile extracted
with that graphene coordinates is here shown (continuous blue line). The curvature
of that profile is estimated with the quadratic term coefficient of the second-order
polynomial which best fits it (dashed blue line).
hydration cases, we are able to quantify the variation of this system curvature
with the hydration.
In order to characterize the structure of the SAM of ssDNAs at each hydra-
tion level, we have used the CPPTRAJ tools within the AMBER package. [124].
We have evaluated the four following quantities: the distance between adjacent
ssDNAs along the x direction (D, see Fig. 3.3b), the SASA [106] of each ssDNA
(SA), the ssDNAs length (L, see Fig. 3.3b), and the ssDNAs width (W , see
Fig. 3.3b). The length of each ssDNA is estimated using two different meth-
ods. First, we have computed the ssDNA end-to-end distance,i.e. p. Second,
we have calculated all the components of the ssDNAs radius of gyration (Rg)








Figure 3.6: Comparison between the value of p and the value of π · Rg|| for
estimating the ssDNA length (L).
tensor[124]. The ssDNA length is proportional to the component of that tensor
which is parallel to its axis, i.e. Rg||. That is confirmed in Fig. 3.6, where
we plot the evolution of the end-to-end distance and Rg|| with the hydration
when ρ = 4.0 x 1013cm−2. As shown in that figure, the ssDNA length can be
estimated as:
L ∼ p ∼ π · Rg|| (3.1)
Finally, the ssDNA width is estimated using the components of the Rg tensor
that are perpendicular to its axis, Rg⊥. Analogously with the Rg length definition
shown in eq. 3.1, the relation between W and Rg⊥ can be expressed as:








where Rg⊥,1 and Rg⊥,2 are the two components of the Rg that are perpendicular
to the ssDNA axis. Eqs. 3.1 and 3.2, are the ones used to compute the values










Figure 3.7: Characterization of the distribution of water molecules along the
SAM. The water molecule distribution obtained for H = 50 is used as an example.
a) The position of the oxygen atoms of all the water molecules (in red) along the
SAM at the end of the MD simulation is here shown. The ssDNAs are represented
using their backbone configuration coloured in cyan and the graphene atoms are shown
in a bond representation colored in orange. b) The histogram of that oxygen atoms
distribution along the whole SAM is here shown. The number of water molecules has
been normalized to the hydration level (H) of the system. The dashed black rectangle
marks the chosen area used to characterize the water distribution at each hydration
level.
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We have calculated these four SAM structural magnitudes (L, W , D, SA)
for all the ssDNA molecules of our SAM. Then, we have computed their spatial-
average along the whole SAM and their spatial standard deviation (X and σX
with X = L, W , SA, D). The spatial-average and spatial standard deviation
of these structural magnitudes have been evaluated each 20 ps during the last
10 ns of our MD trajectories, i.e. when the system is thermally equilibrated (see
Fig. 3.4), and time-averaged in that time slot for studying their evolution with
the hydration level (see results in sec. 3.5).
Additionally, we have analyzed the relation between the water molecules and
the ssDNAs structure by calculating the number of h-bonds formed between the
water molecules and the ssDNA atoms (Nhb) and by studying the water molecule
distribution along the x-y plane of our system (see Fig. 3.3a). In the case of
Nhb, we have computed its total number in the whole system and distinguished
between the ones formed with a solely ssDNA atom (N shb) and the ones formed
with various ssDNA atoms (N bhb). These magnitudes have been evaluated each
20 ps during the last 10 ns of our MD trajectories and time-averaged in that time
slot for studying their evolution with the hydration level (see results in sec. 3.5).
For estimating the water molecule distribution, we have performed a 20 x 10
histogram of the position of the water oxygen atoms along the whole SAM x-y
plane at the end of the simulation, see Fig. 3.7. As shown in that figure, the
quantity of water molecules in the SAM limits is systematically lower than in the
rest of the SAM. Thus, considering that the water distribution in the limits of
the SAM may be significantly distorted, we have defined a region (5x6 histogram
cells, see dashed black rectangle in Fig 3.7) placed in the middle of the SAM and
we have used that region for comparing the SAM water distribution at different
hydration levels.
Finally, we have performed a detailed energy decomposition analysis to un-
veil the origin of the main driving mechanisms of the SAM-graphene collective
movement. Considering that this system is composed by three sub-systems (wa-
ter, ssDNAs and graphene substrate), its total energy can be decomposed in the
following six energy terms:
ET = EG + ED + EW + EW−D + EG−D + EW−G (3.3)
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where EG, ED and EW stand for the internal energies of the graphene, the ss-
DNA strands and the water molecules, respectively; EW−D is the water-ssDNAs
interaction energy, EG−D is defined as the graphene-ssDNAs interaction energy
and EW−G is the water-graphene interaction energy. These six energy terms
were computed as a function of time via an energy decomposition on each
recorded frame of our MD trajectories.
The three internal energies are a combination of bonded, electrostatic and
vdW interactions. When we refer here to vdW interaction, we mean the in-
teraction described by the Lennard-Jones potential, which includes both the
vdW attractive term (∝ −r−6) and the Pauli repulsive effects (∝ r−12), see
sec. 1.2.1. In the case of the three interaction energies, i.e. EW−D, EW−G
and EG−D, they are purely non-bonded interactions, i.e. they only have elec-
trostatic and vdW energy contributions. The water-ssDNAs interaction energy
was defined as:
EW−D(t) = EW+D(t)− EW (t)− ED(t) (3.4)
where EW+D stands for the energy of the combined water+ssDNAs system. The
other two interaction energies, i.e. EW−G and EG−D were defined analogously.
3.3 Mechanical response of the SAM-graphene biosystem with
the hydration level
In Fig. 3.8b-l, we compare the side view of the final MD configurations obtained
after 180 ns of simulation for all the hydration levels here studied, i.e. from 0 to
600 water/ssDNA. From this figure, we observe that the SAM-graphene system
bends upwards regardless the hydration level. However, its deflection varies more
than 25 % between H = 0 and H = 600. Additionally, the crumpling degree of
the graphene layer at low hydration levels is very different to the one observed
when H = 600. These results confirm that, as was previously observed[130],
the mechanical response of this biosystem can be modified by controlling its
hydration. To quantify this mechanical change, we compute the curvature of
the graphene layer (χ) as explained in sec. 3.2.3 for all the hydration levels
here studied, see Fig. 3.8m. At low hydration values, i.e. from H = 0 to
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10 nm b) 0 water/ssDNA c) 25 water/ssDNA d) 50 water/ssDNA
e) 75 water/ssDNA f) 100 water/ssDNA g) 150 water/ssDNA h) 200 water/ssDNA
i) 300 water/ssDNA j) 400 water/ssDNA k) 500 water/ssDNA l) 600 water/ssDNA
a) Initial
m) n) 
Figure 3.8: Mechanical response of the SAM-graphene biosystem with the hy-
dration level. a) Initial configuration of the SAM-graphene system. The graphene
atoms are shown in a bond representation colored in orange. The ssDNAs are repre-
sented with a ribbon diagram in blue color. The terminal carbons of each ssDNA used
to restrain them to the graphene layer are represented in red. b)-l) Side view of the
SAM-graphene configurations obtained after 180 ns of simulation for all the hydration
levels. The water molecules are not represented for a better visualization of the struc-
ture. m) Curvature of the graphene layer at the end of the simulation, χ = 1/Rcurv,
as a function of the hydration level. This magnitude has been computed by fitting
the graphene x-z profile to a second-order polynomial (see sec. 3.2.3). n)Experimental
results obtained by J. Mertens et al.[130] .
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H = 75, χ takes values near χnot−hydrated ∼ 0.033 nm−1. This indicates
that the SAM-graphene mechanical response does not importantly change in
this regime. However, for H = 100, χ raises up to 3.5 · χnot−hydrated, reaching
the largest curvature value in the whole hydration range. That result means
that the deflection of the SAM-graphene system sharply increases from H = 75
to H = 100. Then, for larger hydration levels, χ gradually decreases until it
reaches a saturation value, χsaturation ∼ χnot−hydrated, when H ∼ 400, see
Fig. 3.8m.
Comparing these results with the experiments reported by Mertens et al. [130],
we find that our χ evolution when H > 90 is strongly similar to the cantilever
surface stress variation (∆σ) with the relative humidity (r.h.) observed in the
experiments, see Fig. 3.8n. This result validates our MD simulations as the
surface stress and the curvature of a cantilever must be proportional according
to the Stoney’s equation[130, 175, 176]. However, the curvature evolution ob-
tained for H < 90 in our MD simulations is not observed in the experiments
as shown in Fig. 3.8n. This result is expected considering that we use a differ-
ent method to control the system hydration level, i.e. we change the number
of water molecules while they monitor the relative humidity of the system. As
was previously reported [177, 178], some water molecules remain bonded to
the DNA molecules even at 0% r.h. Therefore, it is impossible to analyze the
cantilever mechanical response when the SAM of ssDNAs is completely dehy-
drated by monitoring the relative humidity. Considering the similarity with the
experiments [130] of our MD results above H = 90, see Figs. 3.8m and 3.8n,
we conclude that the ssDNAs have ∼ 5.6 water molecules per nucleotide firmly
bonded to them at 0% r.h. To the best of our knowledge, this is the first
estimation of the number of water molecules bonded at 0% r.h to a ssDNA
strand. This number is consistent with the 3 water molecules per nucleotide
previously reported for a DNA strand [177, 178] considering that in a ssDNA
the 2-3 hydrogen bond positions for base pairing are free while they are not
in a DNA molecule. Therefore, considering that our MD simulations properly
reproduce previous experimental results [130], we trust in the reliability of the
huge hydration-driven mechanical change of the SAM-graphene system shown
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in these simulations.
3.4 Analysis of the driving forces of the system during hydra-
tion
a) b)
Figure 3.9: Analysis of the physical origin of the driving forces that cause the
SAM-graphene upward deflection. a)Evolution during the hydration process of the
6 energy components of the SAM-graphene system: graphene internal energy (EG,
in red), ssDNAs energy (ED = EssDNA + EssDNA−ssDNA, in blue), water energy
(EW = EH2O +EH2O−H2O, in black), water-ssDNAs interaction energy (EW−D, in
green), graphene-ssDNAs interaction energy (EG−D, in magenta) and water-graphene
interaction energy (EW−G, in yellow). The value of each energy component at a given
hydration level has been computed by averaging its instantaneous value in the last
10 ns of simulation. b) Evolution with the hydration level of the energetic gradient,
∇H2O Ei =
E(hydi)−E(hydi−1)
200·(hydi−hydi−1) . We compute that energy gradient for the three main
energy components:ED, EW and EW−D. The color used for each energy component
is the same as in a). The energetic gradient arisen from the EW component when
the hydration rises from H = 0 to H = 25 is not included in the figure as EW can
not be computed when the system is not hydrated. We also represent the sum of
∇H2O EW−D and ∇H2O EW in grey color. The three hydration regimes defined
accordingly to the main driving interaction are delimited in b): hydR-I in light green,
hydR-II in dark green and hydR-III in black.
To trace back the origin of the SAM-graphene mechanical changes observed
in the previous section, in what follows, we focus on the evolution of the six en-
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ergy components which can influence the behavior of the SAM-graphene system:
the graphene energy (EG), the ssDNA energy (ED), the water energy (EW ),
the water-ssDNAs interaction energy (EW−D), the graphene-ssDNAs interac-
tion energy (EG−D) and the water-graphene interaction energy (EW−G), see
sec. 3.2. In Fig. 3.9a, we show the evolution with the hydration level of these
6 energy components. As shown in that figure, only three energy components
significantly change during the hydration process: EW (black), ED (blue) and
EW−D (green). Therefore, only these three energetic interactions can drive the
mechanical changes observed in sec. 3.3. To quantify their contribution to that
driving force, we analyze the energy gradient per water molecule arisen between
two consecutive hydration levels for EW ,ED and EW−D. The expression used






200 · (Hi −Hi−1)
. (3.5)
whereNH2O refers to the total number of water molecules in the system , defined
as NH2O = 200 ·Hi.
In Fig. 3.9b, we show the obtained evolution of ∇H2O E for these three
energy components, i.e. ∇H2O ED, ∇H2O EW and ∇H2O EW−D. In the
evolution of the ssDNA energy gradient (∇H2O ED, in blue) we can distinguish
two different phases, see Fig. 3.9b. From H = 0 to H = 100, this magnitude
barely changes with the hydration (∇H2O ED ∼ 6.5 (kcal/mol)/H2O), while
from 100 to 600, it decreases. However, during the whole hydration process,
∇H2O ED > 0, which indicates that the ssDNA energy does not favor the
changes of the SAM-graphene configuration observed during hydration. There-
fore, ED not only does not drive the SAM-graphene movement described in
the previous section, but also it entails a energetic cost for that movement. In
contrast, the water energy and the water-ssDNA interaction do promote the
SAM-graphene mechanical changes analyzed in sec. 3.3, as ∇H2O EW−D < 0
and ∇H2O EW < 0 during the whole hydration process, see Fig. 3.9b. The
sum of these two magnitudes, i.e. ∇H2O EW−D and ∇H2O EW is larger than
∇H2O ED for all the hydration levels here considered, see Fig. 3.9b, which con-
firms that the energetic cost arisen from the ED component does not hinder
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the SAM movement promoted by EW−D and EW .
Although both the water energy and the water-ssDNA interaction favor the
observed movement of the ssDNAs SAM, two striking differences may be noticed
when comparing the evolution of their energetic gradient, see Fig. 3.9b. First,
fromH = 0 toH = 100, |∇H2O EW−D| > 6·|∇H2O EW |, i.e. the water-ssDNA
energy gradient is much larger than the water energy one. This result highlights
that, at low hydration levels, the main contribution to the total driving force
arises from the water-ssDNA interaction. Second, during the hydration process
|∇H2O EW−D| decreases to ∼ 0, while |∇H2O EW | increases, taking values
near 10 (kcal/mol)/H2O when H = 600. This indicates that the origin of the
dominant driving force changes from the water-ssDNA interaction to the water
energy during the hydration process, as the former vanishes while the latter
strengthens. In fact, we can clearly distinguish three hydration regimes (hydR)
regarding the energetic interaction which dominates the SAM driving force, see




the water-ssDNA interaction is the main driving force of the system. Second,
from H = 100 to H = 300 (hydR-II), 0.5 > |∇H2O E
W−D|
|∇H2O EW |
> 2.5, so the
main driving force arises from the interplay of both the water-ssDNA interaction




< 0.5, so the energetic contribution which drives the
SAM movement is mostly the water energy.
The consequences of the change in the physical origin of the force which
drives the SAM of ssDNAs collective movement are better understood consider-
ing the definition of the two energy components involved, i.e. the water-ssDNA
interaction and the water energy. The first energy component describes the en-
ergetic interaction between the water molecules and the ssDNA molecules. This
is essentially an electrostatic interaction, i.e. it intensifies when the distance be-
tween the water atoms and the ssDNAs is smaller. Thus, when it is the driving
mechanism of the system (hydR-I regime), the new water molecules added to
the system tend to approach to the ssDNA strands and form new water-ssDNA
hydrogen bonds (hereafter refereed as w-D h-bonds). Regarding the other driv-
ing energetic term, i.e. the water energy (EW ), it is defined as the internal
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energy of the solvent. That energy depends essentially of the number of water
h-bonds. Then, when EW starts to influence the SAM behaviour (hydR-II),
the new water molecules added to the system not only tend to approach to the
ssDNA molecules, but also tend to increase the number of water h-bonds of the
system. Finally, in the last hydration regime (hydR-III), the main contribution to
the driving force arises from the water energy, which means that the new water
molecules enter into the system to form more water h-bonds and not to approach
the ssDNAs. In summary, the tendency of the new water molecules added to the
SAM-graphene biosystem is the main driving force of the system, and it changes
during hydration. That change can be seen as a three step process: first they
tend to approach the ssDNA strands, secondly they tend simultaneously to be
near the ssDNAs and increase the number of water h-bonds, and finally they
only enter into the SAM to interact with the other water molecules and form
more water h-bonds. In what follows, to put these three water tendencies in
contact with the SAM-graphene mechanical response observed in sec. 3.3, we
study in detail the ssDNAs SAM structural changes promoted by each one of
them.
3.5 SAM structural characterization during the hydration
process
In Fig. 3.10a-b, we show the evolution during hydration of the average value
along the whole SAM of three important structural properties of the ssDNAs
(see sec. 3.2): its length (L, in red), its width (W , in blue) and its SASA
(SA, in purple). L evolves from 40 − 60Å, as shown in Fig. 3.10a. This
range correspond to a ssDNA length per base of 2.5 − 3.75Å, which agrees
with previously reported values obtained both experimentally and theoretically
for this structural magnitude [161, 179, 180]. In the case of the W values,
13− 16 Å are obtained, similar to the ssDNA width observed in high-resolution
AFM images [181]. The last magnitude, i.e. the SA, quantifies the SASA of the
ssDNAs and is schematically represented with a colored line in Fig. 3.10c. As
shown in that figure, the SASA of a ssDNA strand decreases as it is more coiled.
Then, the evolution of SA provides information about how the ssDNAs structure



















Figure 3.10: Characterization of the ssDNA structure with the hydration level.
a)-b)Here we show the evolution with the hydration of the medium value along the
whole SAM of: a) the ssDNAs length (L), the ssDNAs width (W ) and b) the ssDNAs
SASA (SA). The represented value of these magnitudes at each hydration level has
been computed by averaging its instantaneous value in the last 10 ns of simulation.
The three hydration regimes defined accordingly to the main driving interaction are
here delimited: hydR-I in light green, hydR-II in dark green and hydR-III in black. The
SA estimates how coiled the ssDNA structure is as shown in c). The ssDNA SASA
in c) is represented with a continuous coloured line. d)Schematic representation of
the ssDNAs structural variation in the hydR-I regime (in light green, left) and in the
hydR-II regime (in dark green, right).
changes during hydration, as it indicates if they are less or more coiled. In the
following subsections, we analyze the evolution of these three magnitudes in each
hydration regime (hydR-I, hydR-II and hydR-III), to link the three water driving
tendencies analyzed in sec. 3.4 with the SAM-graphene response observed in
sec. 3.3.
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3.5.1 SAM Structural changes in the hydR-I regime: from 0 to 100
water/ssDNA.
Looking to Fig. 3.10a we observe that L ∼ 40 Å during the whole hydR-
I regime , i.e. the medium ssDNA length barely changes with the hydration.
Simultaneously, W decreases a 4 %, as shown in Fig. 3.10a. Fig. 3.10b shows
that SA also decreases in the hydR-I regime. Therefore, in this regime, the
addition of new water molecules to the system does not affect the ssDNA length,
but causes that the ssDNAs become more coiled and narrower over the SAM.
This structural ssDNA behaviour is schematically represented in the left panel
of Fig. 3.10d.
To understand this change, we must bear in mind that the main driving
mechanism in this hydration regime arises from the high water affinity for ssDNA
strands (see sec. 3.4). This high water-ssDNA affinity entails that the new
water molecules added to the SAM tend to approach to the ssDNA molecules
and form new water-ssDNA h-bonds [182, 183]. These water-ssDNA h-bonds
are not only formed between one water and one ssDNA atom (single water-
ssDNA h-bonds), but also between one water and various ssDNA atoms (water-
ssDNA bridges) [184, 185] . This last water-ssDNA h-bonds type, i.e the water-
ssDNA bridge can be formed with ssDNA atoms that belong to the same ssDNA
molecule or that form part of different ssDNAs. Therefore, the number of total
















hb to the total number of water-ssDNA bridges. In Figs. 3.11a
and 3.11b, we plot the evolution of both N shb and N
b
hb, respectively, during the
SAM hydration.
From these figures, we observe that bothN shb andN
b
hb continuously increases
from H = 0 to H = 100, which is consistent with the high water-ssDNA affinity
that characterize this hydration range. The N shb increase is linearly proportional
to the water molecules increment at each hydration value of this hydR-I regime












Figure 3.11: Relation of the ssDNA structure evolution with the total number of
water-ssDNA h-bonds. a)Evolution during the hydration process of the total number
of single water-ssDNA h-bonds, i.e. the number of h-bonds formed between one water
and one ssDNA atom. b)Evolution during the hydration process of the total number of
h-bonds formed between a single water molecule and several ssDNA atoms (N bhb, dark
green line). We distinguish between the number of h-bonds formed with ssDNA atoms
that belong to the same ssDNA strand (light green line) and the number of h-bonds
formed with atoms that belong to different ssDNAs (olive line). The three hydration
regimes defined accordingly to the main driving interaction are here delimited: hydR-I
in light green, hydR-II in dark green and hydR-III in black. c)Schematic representation
of the relation between N bhb and how coiled is the ssDNA molecule. The color of the





∼ 0.45, see Fig. 3.11a). This result confirms that the increase of
N shb is only a direct consequence of the addition of new water molecules to the
SAM. Therefore, the system tendency to increase this magnitude is not going to
directly affect the ssDNA structure. In contrast, the formation of a new water-





Figure 3.12: Relation of the SAM structural changes with the variation of
its mechanical response a)Evolution with the hydration of the medium value along
the whole SAM of the inter-ssDNA distance (D). The represented value at each
hydration level has been computed by averaging its instantaneous value in the last
10 ns of simulation. The three hydration regimes (hydR-I, hydR-II, hydR-III) defined
accordingly to the main driving interaction are here delimited. The relation between D
and the main driving force of the system in each hydration regime is here depicted with
two schematic representations. b)Schematic representation of the relation between the
ssDNAs length and the SAM curvature.
ssDNA bridge requires that some parts of the ssDNAs become closer enough to
enable that a solely water molecule form a new h-bond brigde between them.
Then, the increase of N bhb (see Fig. 3.11b) does imply changes in the ssDNA
structure. In fact, the ssDNA structural changes described in the first paragraph
of this subsection are consistent with an increase of N bhb. As is schematically
represented in Fig. 3.11c, the more coiled the ssDNA structure, the larger the
number of both N b,intrahb and N
b,inter
hb that it can form. Then, from H = 0
to H = 100, the high water-ssDNA affinity prompts an increase of N bhb, which
leads to a more coiled configuration of the ssDNAs. This, in turn, results in
a reduction of the average ssDNA width along the SAM, as is schematically
described in Fig 3.10d.
The increase of N bhb observed in Fig. 3.11b not only explains the ssDNA
structural changes, but also the SAM-graphene mechanical response variation
observed in Fig. 3.8m during the hydR-I regime. As shown in Fig. 3.11b, the




hb . The in-
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crease of N b,intrahb prompts the stiffening of the ssDNAs structure. This stiffening
process of the ssDNA molecule via its interaction with water was previously ex-
perimentally observed [184] and causes that it costs more energy to deform its
structure. Concerning the increase of N b,interhb , it means that more water-ssDNA
bridges are formed between adjacent ssDNAs. To that end, the ssDNAs need
to be closer enough and they can not separate during this hydration regime.
To prove that assumption, we analyze the evolution of the medium value of
the inter-adjacent-ssDNAs distance along the whole SAM (D, see Fig. 3.12a).
Looking to that evolution, see Fig. 3.12a, we observe thatD ∼ 12.5Å when the
system is not hydrated and it barely changes during this first hydration regime.
As the bottom position of the ssDNAs is restrained to db ∼ 15.8Å , that result
highlights that the adjacent ssDNAs approach together and they do not separate
from H = 0 to H = 100 (see schematic representation in Fig. 3.12a). There-
fore, during this first hydration regime the ssDNAs approach to their adjacent
ssDNAs up to D ∼ 12.5Å , which is compatible with an upward deflection of
the SAM-graphene system. What’s more, they become stiffer during this range.
This indicates that it costs more energy to maintain that close distance between
adjacent ssDNAs, prompting an increase of the SAM mechanical response. This
explains the results observed in Fig. 3.8m during this hydR-I regime, i.e. an
enhancement of the SAM-graphene mechanical response.
However, that enhancement of the SAM-graphene mechanical response is
not a gradual process, see Fig. 3.8m. From H = 0 to H = 75, the mechanical
response barely changes and then it sharply enhances from H = 75 to H = 100
(see sec. 3.3). In contrast, the ssDNAs structure progressively stiffens during
the whole hydR-I regime, as shown in Figs. 3.10b and 3.11b. To understand this
difference, we have analyzed the homogeneity grade of the previously analyzed
ssDNAs structural quantities along the SAM. In Fig. 3.13a, we show the spatial
standard deviation of the ssDNA length (σL, top row) and of the inter-adjacent-
ssDNAs distance (σD, bottom row). As shown in this figure, the homogeneity
grade along the whole SAM is completely different from H = 0 to H = 75 than
from H = 75 to H = 100. In the first range, i.e from H = 0 to H = 75, both
σL and σD are larger or similar to its value when the system is not hydrated.



































Figure 3.13: Homogeneity grade of the structure of the SAM. a)Evolution with
the hydration of the spatial standard deviation of two magnitudes which characterize
the ssDNAs structure: the ssDNAs length (σ L, top row) and the inter-ssDNA distance
(σ D, bottom row). The represented value of these magnitudes at each hydration level
has been computed by averaging its instantaneous value in the last 10 ns of simulation.
b) Water molecules distribution in the center of the SAM (see Fig. 3.7 in sec. 3.2.3).
From top to bottom, we show the water molecule distribution whenH = 25 toH = 100.
This is at odds with the result observed at H = 100, when both σL and σD
start to decrease. This evolution agrees with the change of the water molecule
distribution homogeneity from H = 0 to H = 100, represented with color maps
in Fig. 3.13b (see Fig. 3.7 in sec. 3.2.3). In that figure, we observe that the water
molecules distribution along the SAM is rather heterogeneous from H = 25 to
H = 75 but it is remarkably homogeneous at H = 100. That compatibility
between the water distribution results and the ssDNA structure ones indicates
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that it does exist a change of the SAM homogeneity degree in this hydR-I range.
From H = 0 to H = 75, the SAM is quite heterogeneous but from H = 75 to
H = 100 it starts to homogenize. This change in the SAM homogeneity explains
why we do not observe a significant enhance of the SAM-graphene mechanical
response up to H > 75 . When the SAM is quite heterogeneous, i.e. from
H = 0 to H = 75, the ssDNAs move in different directions. This causes a
non-uniform response of the SAM, which can not prompt an increase of the
SAM-graphene system mechanical reaction with the hydration even when the
ssDNAs are becoming stiffer. On the contrary, from H = 75 to H = 100, the
homogeneity degree of the SAM increases. This means that the ssDNAs start
to work cooperatively in the same direction, what leads to the sharp increase of
the SAM-graphene mechanical response observed in Fig. 3.8m.
To conclude, in this subsection we have been able to explain both the struc-
tural and the mechanical behaviour of the SAM in the hydR-I range, considering
that in this regime the main driving force arises from the high water-ssDNA
affinity. As observed in Figs. 3.11a and 3.11c, that high water-ssDNA affinity
causes an increase of both N shb and N
b
hb, which in turn leads to two different ss-
DNAs structural variations: they become stiffer and move towards their adjacent
strands. These factors prompt that, when the SAM homogeneity is high enough
(from H = 75 to H = 100), the mechanical response of the SAM-graphene
system sharply increases.
3.5.2 SAM Structural changes in the hydR-II regime: from 100 to
300 water/ssDNA.
To understand also the SAM-graphene mechanical changes happenning during
the hydR-II regime, now we focus on the ssDNA structural quantities evolution
during this range, i.e. from H = 100 to H = 300. In Fig. 3.10a, we observe
that L starts to substantially increase in this hydration regime. It raises from
∼ 40Å to ∼ 55Å, which is more than a 35%. That increase is accompanied by
a W decrease, see Fig. 3.10a, and an increment of the SA, see Fig. 3.10b. This
result indicates that in this hydration range, the addition of new water molecules
to the system stretches the ssDNA molecules, causing them to become narrower
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and less coiled. That structural ssDNAs behavior is schematically represented
in the right panel of Fig. 3.10d.
Looking now to both N shb and N
b
hb evolution, see Figs. 3.11a and 3.11b
respectively, we observe that in the hydR-II range the former continues increasing
while the latter starts to decrease. This is consistent with the system driving
mechanism in this hydR-II regime, see sec. 3.4. In this hydration range, the new
water molecules added to the system have still affinity for the ssDNA strands,
which explains the N shb increase. However, these new water molecules also tend
to interact with other water molecules and form new water h-bonds, see sec. 3.4.
This indicates that in the hydR-II regime the water-ssDNA affinity is not as high
as in the previous regime, which explains the N bhb decrease.
This decrease of N bhb is compatible with the ssDNAs structural results dis-
cussed in the previous paragraphs. Considering the connection between the SA
and N bhb explained in Fig. 3.11c, the reduction of the number of water-ssDNA
bridges in the system allows for the SA to increase, i.e. the ssDNAs configura-
tion become less coiled. That in turn allows that the other two ssDNA structural
magnitudes (L andW ) evolve to increment the number of water h-bonds of the
system. As observed in Fig. 3.10a, L increases and W decreases in this hydR-
II range, which is translated into a larger free volume between two adjacent
ssDNA molecules. That free volume constitute a nanopore of the SAM (see
Fig. 3.3 in sec. 3.2.1) and the larger it is, the more water molecules enter inside
it. Therefore, during the hydR-II range the ssDNAs not tend to be more coiled
but to stretch, letting more water molecules enter to the SAM nanopores and
thus promoting that the number of water h-bonds increases.
Finally, we have related this ssDNAs structural variation with the SAM me-
chanical response observed in this hydR-II regime. As shown in Fig. 3.8m,
that mechanical response decreases from H = 100 to H = 300, which can
be explained considering two different SAM structural aspects. First, the inter-
adjacent-ssDNA distance (D) keeps near ∼ 12Å during this whole second
regime, see Fig. 3.12a. This result means that adjacent ssDNAs preserve the
relative position that they have in the first hydration regime, i.e. they tilt to-
wards each other (see sec. 3.5.1 and the schematic representation of Fig. 3.12a).
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Second, L greatly increases as is shown in Fig. 3.10a. That increase reduces the
maximum curvature angle accordingly to the equation (see schematic represen-





Therefore, the increase of the length of all the ssDNAs necessarily implies that
the curvature variation induced by each of them is smaller in the second regime
than in the first (hydR-I). This explains the decrease of the SAM-graphene
mechanical response shown in our MD simulation results (see Fig. 3.8m).
To sum up, the coexistence of both water-ssDNA and water-water affinities
that characterizes this hydR-II range prompts that the ssDNAs become less coiled
than in the previous regime. Instead, the ssDNA molecules tend to stretch,
allowing that more water molecules enter into the SAM nanopores and thus
the number of water h-bonds increases. That stretching process of the ssDNAs
causes the reduction of the maximum curvature that they can induce to the
whole SAM, prompting the reduction of the SAM-graphene mechanical response
even when the ssDNAs continue moving towards each other (see 3.12a). This
result evidences that the reduction of the mechanical response does not arise
as a consequence of a water-mediated repulsive interaction between ssDNAs
as was previosly suggested [130], but from a strong variation of the ssDNAs
conformation. Therefore, the general changes induced in the ssDNAs structure
during SAM hydration greatly affect the SAM mechanical response, so they
must also be considered to understand that collective SAM behavior.
3.5.3 SAM Structural changes in the hydR-III regime: from 300 to
600 water/ssDNA.
We now proceed with the analysis of the ssDNAs structural variation during the
hydR-III regime, i.e. from H = 300 to H = 600. In Figs. 3.10a-b, we observe
that the evolution in that hydration interval of the SA, the L and the W is very
similar. From from H = 300 to H = 400, they increase about a 5%. Then, for
H > 400, their evolution saturates, i.e. they barely change as the hydration
raises. Similarly, N bhb and N
s
hb vary about a 6% from H = 300 to H = 400 and
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they saturate for higher hydration values, see Figs. 3.11a and 3.11b. In contrast
with that trend, the value of D does not saturate during the hydR-III regime,
see Fig. 3.12a. In fact, its evolution drastically changes. While in previous
hydration ranges the D value remains around 12Å, in this hydR-III regime it
increases up to D ∼ 14.75Å, revealing that adjacent ssDNAs separate from
each other from H = 300 to H = 600.
To understand these results, we must bear in mind that the main driving
mechanism of this hydR-III range is the strong water tendency to increase the
number of water h-bonds (see sec. 3.4). This characteristic implies that the
new water molecules added to the system tend to approach to other water
molecules. At the beginning of the hydration range, i.e. from H = 300 to
H = 400, most water molecules are inside the SAM nanopores, see Fig. 3.14.
Therefore, the high water-water affinity prompts that the new water molecules
enter into the SAM nanopores even when there is not enough space for them.
That entrance entails an enlargement of the steric pressure of the system, which
can only be reduced by separating the adjacent ssDNA strands (see schematic
representation in Fig. 3.12a). This explains the D evolution during this regime,
i.e. the increment of the inter-ssDNA distance for H > 300 (Fig. 3.12a).
The forced entrance of water molecules into the SAM explains the evolution
of the number of water-ssDNA h-bonds at the beginning of this hydration range,
i.e. from H = 300 to H = 400. As the adjacent ssDNAs have to separate
from each other, the number of water-ssDNA bridges formed between them
significantly decreases. That result is confirmed in Fig. 3.11b, where we observe
a remarkable reduction of N b,interhb from H = 300 to H = 400. This reduction
must be compensated by the increase of other type of water-ssDNA h-bonds,
as it is more favorable to the system not to lose water-ssDNA interactions (see
Fig. 3.9a in sec. 3.4). To that end, the ssDNAs structure varies from H = 300
to H = 400, see Figs. 3.10a-b. As shown in that figures, both L and W
increases, which increments the number of water-ssDNA interactions on the
SAM top and inside the nanopores, respectively. This enable that both N shb and
N b,intrahb increase, see Figs. 3.11a-b, compensating the water-ssDNA bridges loss
promoted by the ssDNAs separation.




Figure 3.14: Water distribution variation from H = 300 to H = 600 (hydR-III
range). Side view of the SAM-graphene final configurations obtained after 180 ns
of MD simulation using a)H = 300 and b)H = 500. As shown in this figure,
the number of water molecules located outside the SAM greatly increases with the
hydration in the hydR-III range. The water molecules are shown in this figure via a
point representation in red color. The SAM representation is the same used in Fig. 3.8.
It is worth to mention that the evolution of the water molecules distribution
during the hydR-III range changes, see Fig. 3.14. As shown in that figure, the
number of water molecules located on top of the SAM greatly increases for
H > 400. As a consequence, the formation of new water h-bonds with water
molecules that are not in the SAM nanopores becomes more favourable as the
system hydrates. In other words, the tendency of the new water molecules added
104 SAM structural characterization during the hydration process
to the system changes from moving inside the nanopores to being placed on top
of the SAM. This prompts the reduction of the number of water molecules
entering into the SAM nanopores, which directly impacts the SAM structural
evolution. First, it progressively diminishes the hydration effect on the number of
water-ssDNA bridges of the system, see Fig. 3.11b. This decreases the necessity
to form more N shb when H > 400, allowing that the ssDNAs structure does not
have to change. This is compatible with the results observed in Figs. 3.10a-b for
H > 400, as the evolution of the three magnitudes which describe the ssDNAs
structure saturates. Finally, it is important to mention that the inter-ssDNA
distance continues increasing even at H = 500. This result highlights that
some water molecules continue entering into the nanopores at high hydration
levels.
To conclude, we use all the results discussed in this subsection to explain
the variation of the SAM-graphene mechanical response observed in the hydR-III
range, see Fig. 3.8m. From that results, we can extract two main conclusions.
First, the increase of the inter-ssDNA distance promoted by the water tendency
of entering into the SAM nanopores implies that the ssDNA molecules stop
moving towards each other. That phenomenon translates into a reduction of
the SAM-graphene mechanical response, which agrees with the results depicted
in Fig. 3.8m. Second, two stages can be differentiated in the evolution of that
SAM-graphene response: from H = 300 to H = 400 it decreases more than a
35%, while for H > 400 it roughly saturates. That evolution is more similar
to the ssDNAs structural variation than to the inter-ssDNA distance one, as
only in the former we also distinguish two different stages (see Figs. 3.10a-b).
This indicates that the variation of the ssDNAs structure is also influencing
the SAM-graphene mechanical response. Considering the relation between the
length of a ssDNA and the maximum curvature angle that it can induce to the
whole system, see sec. 3.5.2 and Fig 3.12b, the cause of these two different
stages is revealed. From H = 300 to H = 400, not only D increases but
also L increases, see Fig. 3.10a. As both changes hinder the SAM mechanical
response, the sum of its effects results in a large reduction of the SAM-graphene
mechanical reaction. However, for H > 400 only D increases, prompting a
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subtle reduction of the SAM mechanical response. This highlights once again
the importance of the ssDNAs structural changes during hydration to explain the
variation of the whole SAM mechanical response, as it can be only completely
understood if these changes are considered.
3.6 Effect of the grafting density
  
a) 0 water/ssDNA b) 25 water/ssDNA c) 75 water/ssDNA d) 100 water/ssDNA e) 300 water/ssDNA





Figure 3.15: Mechanical response results for the SAM with ρ = 3.0 x 1013 cm−2
obtained after 180 ns of MD simulation. a)-e) Side and top views of the SAM-
graphene configurations obtained when hyd = 0, 25, 75, 100, 300 water/ssDNA.
The color representation used for the whole system is the same as in Fig. 3.8a-l.
The water molecules are not represented for a better visualization of the structure.
f)Evolution with the hydration of the range of inter-ssDNA distance values (D), when
ρ = 3.0 x 1013 cm−2 (yellow) and when ρ = 4.0 x 1013 cm−2 (red). g)Evolution of
the system curvature as a function of the hydration level (χ = 1/Rcurv, yellow contin-
uous line). The result obtained for the SAM with ρ = 4.0 x 1013 cm−2 is also shown
for comparison (red dashed line). Both curves have been rescaled considering that the
zero curvature is obtained when H = 90. The not-accessible hydration range in the
experiments[130, 160] , i.e. from H = 0 to H = 90, is marked in grey. h)Experimental
results obtained for the variation of the SAM mechanical response with the r.h. when
ρ = 3.0 x 1013 cm−2 [160] (yellow), and when ρ = 4.0 x 1013 cm−2 [130] (red).
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The previous section reveals that the mechanical response of a densely
packed SAM during hydration is closely connected with the structural changes
that its ssDNAs suffer during this process. In what follows, we focus on the ef-
fect of other SAM structural characteristic which also influences its mechanical
response as demonstrated in refs. 130, 157, 160, 186, that is the SAM grafting
density. To that aim, we simulate at different hydration levels the dynamic of a
SAM-graphene system which grafting density is only ∼ 1.3 times smaller, i.e.
ρ = 3.0 x 1013 cm−2. In Figs. 3.15a-e and 3.16a we show both the side and top
views of the final configuration obtained for the eight hydration levels considered
for this case, i.e. from H = 0 to H = 300. From that figures, we observe that
the ssDNAs distribution along the SAM at H = 0 is more irregular than in the
ρ = 4.0 x 1013 cm−2 case, see top views in Fig. 3.16a-b. To understand that
result, we must consider that the ssDNAs need to approach to each other to keep
their helical structure when the system is not hydrated [161] (see sec. 1.1.1).
In the previous grafting density case, the ssDNAs are placed near enough [161]
to approach their adjacent strands maintaining their regularly arranged initial
position in the SAM, i.e. the inter-ssDNA distance is practically the same for
all the ssDNAs (see Fig. 3.15f). However, when ρ = 3.0 x 1013 cm−2, the
distance between the bottom position of the adjacent ssDNAs is larger than in
the previous case (db ∼ 18Å > 15.8Å). Therefore, the collective movement
of all ssDNAs to approach to its adjacent ones is less energetically favorable.
This causes that all ssDNAs can not place equidistant from their adjacent ones
forming a regularly ordered SAM. Instead, they self-organize in various ssDNA
aggregates, which are smaller than the system size, see Fig. 3.15a. As a conse-
quence, the distance between adjacent ssDNAs belonging to distinct aggregates
is quite larger than the one corresponding to the same aggregate, leading to an
increase of the dispersion of the D value along the SAM, see Fig. 3.15f. This ir-
regularity is reduced when the hydration increases, as the water molecules help to
keep the ssDNA strands upright in their regularly arranged initial position [161] .
In Figs. 3.15a-e we also observe that this SAM with ρ = 3.0 x 1013 cm−2
bends upwards for all the hydration levels, but its deflection grade strongly
changes with the hydration. This indicates that the mechanical response of
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b) ρ = 4.0x1013 cm-2a) ρ = 3.0x1013 cm-2 
Figure 3.16: Top views of the SAM-graphene configurations obtained after 180
ns of simulation using a)ρ = 3.0 x 1013 cm−2 and b)ρ = 4.0 x 1013 cm−2
for H = 0-300. The color representation used for the whole system is the same as in
Fig. 3.8a-l. The water molecules are not represented for a better visualization of the
structure.
this system can also be tuned with the hydration. To quantify that mechanical
response variation, we use the same methodology as in sec. 3.3, i.e. we esti-
mate the graphene curvature (χ) for each hydration level, see Fig. 3.15f. The χ
evolution obtained can be compared with the experimental results reported by
Dominguez et al. in ref. 160. In that work, they analyze the surface stress varia-
tion of a SAM with ρ = 3.0 x 1013 cm−2 as the r.h. increases, see Fig. 3.15g.
As discussed in sec. 3.3, the system curvature evolution when H > 90 must
be proportional to the experimental surface stress variation for r.h > 0 %, as
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90 water molecules are firmly bonded to each ssDNA strand at 0% r.h. That
result is confirmed in Fig. 3.15f, where we observe a χ reduction when H > 90,
analogously to the surface stress tendency detected experimentally [160], see
Fig. 3.15g. This similarity highlights the relevance of our MD simulation results,
as they are compatible with the experiments regardless the SAM grafting density
value.
Comparing now this χ evolution with the one observed when the graft-
ing density is higher (ρ = 4.0 x 1013 cm−2), we observe two similarities, see
Fig. 3.15f. For both grafting densities, χ increases up to a maximum curvature
value when the hydration is low, and χ progressively decreases from H = 100
to H = 300. Despite of these similarities, two main differences are observed.
First, the hydration value that corresponds to the maximum curvature, here-
after refereed as Hmax, is smaller in this new grafting density case. As shown
in Fig 3.15f, for this new grafting density Hmax = 75, while Hmax = 100
in the ρ = 4.0 x 1013 cm−2 case. Second, in the ρ = 3.0 x 1013 cm−2 case we
observe a pronounced χ reduction immediately after the maximum curvature,
which is not detected in the higher grafting density case. This difference is also
observed when comparing the experimental results obtained for the mechani-
cal response of these two SAM [130, 160], see Fig. 3.15g. What’s more, the
Hmax difference explains why an enhancement of the SAM mechanical response
with the hydration is only experimentally observed when ρ = 4.0 x 1013 cm−2,
see Figs. 3.15f-g. Therefore, our MD simulation results can capture the differ-
ences experimentally observed in the mechanical response of SAMs with distinct
grafting density values.
To gain further insight into the causes of that mechanical response’s differ-
ences, we evaluate the effect of the grafting density variation on the competition
between the two driving interactions of the system, i.e the water-ssDNA inter-
action (EW−D) and the water-water affinity (EW ). In Fig. 3.17a, we plot the
evolution of the energetic gradient arisen from both interactions during the hy-
dration process, i.e ∇H2O EW−D and ∇H2O EW , when ρ = 3.0 x 1013 cm−2.
As shown in that figure, no substantial changes exist in the evolution of that two
magnitudes when the SAM grafting density is modified from 4.0 x 1013 cm−2 to






Figure 3.17: Evolution of a)the energetic gradient (∇H2O E) arisen from the
three main energy components of the system and b)the number of h-bond
formed between a single water molecule and several ssDNA atoms (N bhb), for the
two grafting densities here studied. For these two magnitudes, we show both the re-
sults obtained when ρ = 4.0 x 1013 cm−2 (dashed line) and when ρ = 3.0 x 1013 cm−2
(continuous line). In b), we distinguish between the number of water-ssDNA bridges
formed with ssDNA atoms that belong to the same ssDNA strand (light green line)
and the number of of water-ssDNA bridges formed with atoms that belong to differ-
ent ssDNAs (olive line). The three hydration regimes defined accordingly to the main
driving interaction are here delimited: hydR-I in light green, hydR-II in dark green and
hydR-III in black.
3.0 x 1013 cm−2 (see Fig. 3.9 in sec. 3.4). This result indicates that the three
hydration ranges (hydR-I,hydR-II, hydR-III) delimited for ρ = 4.0 x 1013 cm−2
can also be used in this new case, as the evolution of the main driving interac-
tions with the hydration is essentially the same. More importantly, it highlights
the necessity of a deeper analysis of the properties of these SAMs to explain the
mechanical response differences observed between them.
We continue tracing the origin of the two differences in the mechanical
response by analyzing the effect of this grafting density change on the ssDNAs
structural evolution. In Figs. 3.18a-b, we plot the evolution of the L, W and
SA during hydration when ρ = 3.0 x 1013 cm−2. We focus on the evolution
of these three magnitudes from H = 0 to H = 100, i.e the hydration range
where the two mechanical response differences are detected (hydR-I). In that














Figure 3.18: Structural characterization of the ssDNA structure with the hy-
dration level for the ρ = 3.0 x 1013 cm−2 case. a)-b)Here we show the evolution
with the hydration of the averaged value along the whole SAM of: a) the ssDNAs
length (L), the ssDNAs width (W ) and b) the ssDNAs SASA (SA). These values
at each hydration level have been computed by averaging its instantaneous value in
the last 10 ns of simulation. The three hydration regimes defined accordingly to the
main driving interaction are delimited in both a) and b): hydR-I in light green, hydR-II
in dark green and hydR-III in black. c) Schematic representation of the structural
differences observed between the ρ = 4.0 x 1013 cm−2 case (top panel) and the
ρ = 3.0 x 1013 cm−2 case (bottom panel) during the hydR-I range.
hydration range, we observe that both W and SA increases from H = 0 to
H = 50, at variance with the results obtained when ρ = 4.0 x 1013 cm−2.
What’s more, the L decreases for low hydration values (H = 0 − 75) when in
the ρ = 4.0 x 1013 cm−2 case this magnitude barely changes during the whole
hydR-I range (see Fig 3.10a). These differences evidence that the SAM structural
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behavior during the hydR-I range depends on the grafting density value, even
when the main driving force of the system is in both cases the formation of new
water-ssDNA h-bonds.
To understand that dependency, the variation of the initial inter-ssDNA dis-
tance value when the SAM grafting density is changed must be considered. In
the higher density case, the ssDNA strands are placed at db = 15.8 Å. When
the system is not hydrated, W is approximately equal to db, see Fig 3.10a.
This indicates that all the space between two ssDNA strands is essentially filled
with the atoms of these two ssDNAs, see top panel of Fig. 3.18c. As the first
water molecules are introduced in the system, the ssDNAs structure becomes
narrower and more coiled, allowing the entrance of that water molecules into
the nanopores and the increase of the water-ssDNA h-bonds number. How-
ever, db ∼ 18 Å in the ρ = 3.0 x 1013 cm−2 case. That value is larger than
the ssDNA width when the system is not hydrated, which is W ∼ 15.7Å, see
Fig 3.18a. This means that the space between adjacent ssDNAs at H = 0 is
not completely filled by their ssDNA atoms, see Figs. 3.15a and 3.18c. Con-
sequently, the ssDNAs do not need to narrow for letting the entrance of the
first water molecules into the nanopores. In fact, they tend to broaden, al-
lowing a larger ssDNA-water-ssDNA interaction inside the nanopores and en-
hancing the number of water-ssDNA bridges formed between different ssDNAs,
see Fig. 3.17b. This broadening process of the ssDNAs structure entails that
they naturally shorten and become less coiled, which explains the obtained
evolution at very low hydration levels of the L and the SA, respectively (see
Figs. 3.18a-b). Thus, the larger inter-ssDNA distance value which characterizes
the SAM with ρ = 3.0 x 1013 cm−2 explains the ssDNAs structural changes
observed for this case at low hydration levels and why they are not detected
when ρ = 4.0 x 1013 cm−2.
The ssDNAs broadening process continues until the number of water molecules
is large enough to fill the volume of the nanopores, i.e. when H ∼ 50 − 75.
From that point, the high water-ssDNA affinity which characterizes the hydR-I
range is translated into other structural tendency. As shown in Fig 3.18a, the
W and the SA decreases from H = 50 to H = 100, similarly to the struc-
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tural evolution obtained in the ρ = 4.0 x 1013 cm−2 case during the whole
hydR-I range, see Fig 3.10a. This result indicates that once the volume of
the nanopores is filled, the ssDNAs continue enhancing the water-ssDNA inter-
action using the same method than in the previous grafting density case, i.e.
becoming narrower and more coiled and thus promoting the formation of more
water-ssDNA bridges, see Fig. 3.17b. This new ssDNAs structural tendency, is
compatible with the increase of L observed in Fig 3.18a for H ∼ 75 − 100.
Considering that a general increase of the ssDNAs length hinders the enhance
of the whole system curvature, see sec. 3.5.2 and Fig 3.12b, the origin of the
smaller value of Hmax observed for the ρ = 3.0 x 1013 cm−2 case is revealed.
When ρ = 4.0 x 1013 cm−2, L does not change until the second hydration
range, allowing the curvature of the SAM to increase during the whole hydR-I
range, i.e. for H ∼ 0−100. However, when ρ = 3.0 x 1013 cm−2, L starts to
increase within the hydR-I range (H ∼ 75), as a consequence of a change in
the ssDNAs structural tendency from broadening along the SAM to narrowing.
This increase of the ssDNAs length at H ∼ 75 hinders the enhancement of the
SAM curvature observed at lower hydration levels (H = 0− 75, see Fig 3.15g),
thus explaining why the value of Hmax is smaller for the new grafting density
case (Hmax ∼ 75) than in the previous one (Hmax ∼ 100).
Finally, to understand the second main difference observed in the evolution
of the SAM curvature when ρ = 3.0 x 1013 cm−2, i.e. its pronounced reduction
between 75 and 100 water/ssDNA, we must consider again that the structural
homogeneity grade of the SAM substantially varies during the hydration pro-
cess. We have already discussed this variation via the evolution of the spatial
dispersion of the D along the whole SAM, see Fig. 3.15f. As shown in that
figure, the value of D ranges between 10-20Å from 0 to 75 water/ssDNA, indi-
cating that the ssDNAs distribution is extremely heterogeneous in that hydration
regime. However, when H ∼ 100 that dispersion reduces more than a 50%, see
Fig. 3.15f, which reveals that the SAM becomes more regular at that hydration
point. That sharp reduction of the structural heterogeneity grade of the SAM
between 75 and 100 water/ssDNA implicates that the structural tendency of
all the ssDNAs rapidly changes from being quite diverse to becoming extremely
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similar. Therefore, the movement of all the ssDNAs when H = 100 is more
collective than in the previous hydration values, prompting a more pronounced
general response of the SAM at that hydration level. This intensification of
the SAM mechanical response due to its sharp homogenization was also ob-
served when ρ = 4.0 x 1013 cm−2, see secs. 3.3 and 3.5, but in this case the
ssDNAs structural evolution tends to increase the SAM deflection. Therefore,
the explanation for the pronounced χ reduction observed for the SAM with
ρ = 3.0 x 1013 cm−2 immediately after the curvature maximum is not only that
the heterogeneity grade of the SAM structure sharply reduces, but also that it
happens when the deflection of the SAM starts to decrease. With that result, we
complete the explanation of the two main differences observed when the grafting
density of the SAM is reduced from 4.0 x 1013 cm−2 to 3.0 x 1013 cm−2. Note
that we have been able to properly explain these differences only by analyzing
the structural changes that the ssDNAs suffer during the hydration process.
This highlights again the importance of that ssDNAs structural changes to fully
understand how the SAM mechanical response can be tuned with the hydra-
tion and the effect of the SAM grafting density value in that hydration-driven
tunability.
3.7 Conclusions
In this work, we have studied how the hydration affects to the curvature (me-
chanical response) of a biosystem consistent on a SAM restrained to a graphene
substrate. To that end, we have performed long-MD all-atom simulations to
obtain thermally equilibrated configurations of this system at different hydra-
tion levels, i.e. from 0 to 600 water/ssDNA. We have performed these sim-
ulations using two different grafting densities: ρ = 4.0 x 1013 cm−2 and
ρ = 3.0 x 1013 cm−2. With that simulations, we conclude that the curvature
of a SAM can be sharply tuned with the hydration. Moreover, we observe that
the hydration driven response of this system depends on its grafting density
in agreement with previous experimental results [130, 160]. A detailed struc-
tural and energetic analysis of these simulations allows us to put in contact the
atomic water-ssDNA interaction with the changes observed in the curvature of
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the whole nano-system. The results here obtained highlight the importance of
the SAM structural changes arisen from the hydration to completely understand
its mechanical response with the hydration and the effect of the grafting den-
sity. More concretely, in the ρ = 4.0 x 1013 cm−2 case, the high water affinity
of the ssDNA strands at low hydration leves, i.e from 0 to 100 water/ssDNA,
induces an increase of the number of h-bonds bridges formed between one water
molecule and various ssDNA atoms. Thus, the ssDNA strands become stiffer,
which causes an enhance of the SAM curvature once the structure of the system
is sufficiently homogeneous. When the water-ssDNA affinity starts to decrease,
i.e from 100 to 300 water/ssDNA, the water molecules enter into the SAM
nanopores not only to interact with the ssDNA strands, but also to interact
with other water molecules. Consequently, increasing the size of the nanopores
by enlarging the length of the ssDNA strands results more favourable than form-
ing more water-ssDNA bridges. The increase of the ssDNAs length causes a
progressive reduction of the SAM curvature that only stops at very high hy-
dration levels, i.e when H ∼ 400 . From that hydration point, the new water
molecules added to the system do not enter more into de nanopores but remain
on top of the SAM, without practically altering its structure and mechanical
response.
For the other SAM, i.e. when ρ = 3.0 x 1013 cm−2, similar results are
observed at high hydration levels, but significant differences are detected from 0
to 100 water/ssDNA, i.e. when the high water-ssDNA affinity prompts the for-
mation of more water-ssDNA bridges during hydration. For this grafting density
value, the ssDNAs width is smaller than the nanopore size. Therefore, at low hy-
dration levels, the ssDNA strands have to broaden over the surface to approach
to its adjacent ssDNAs and then form more h-bonds bridges between one water
molecule and different ssDNA strands. This broadening effect increases with the
hydration, thus leading to a progressive reduction of the ssDNAs length (the ss-
DNAs become shorter), which in turn allows the increase of the whole SAM cur-
vature. At H ∼ 75, the ssDNAs have to narrow again for allowing the entrance
of more water molecules into the nanopores, which causes that they stretch with
the hydration and then the SAM curvature becomes smaller. This process ex-
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plains why the response of a SAM with ρ = 3.0 x 1013 cm−2 does not increases
for H > 90, while it is the case for a SAM with ρ = 4.0 x 1013 cm−2 [130, 160].
We expect that the methodology and the mechanisms analyzed here will be es-
sential to undertand not only the changes observed in the mechanical response
of ssDNA monolayers with the hydration [130, 160, 161], but also the effect
of the water molecules on the structural and mechanical properties of similar
systems, such as polymer brushes.
4 | Tuning structure and dynamics of Azurin junc-
tions via single amino-acid mutation
In the growing field of biomolecular electronics, blue-copper Azurin stands out as
one of the most widely studied protein in single-molecule contacts. Its electron-
transport properties have been analyzed via experiments based on self-assembled
monolayers [187], as well as single-protein wires using Scanning Tunneling Mi-
croscopy (STM) [12, 188]. Interestingly, despite the paramount importance of
the structure/dynamics of molecular contacts in their transport properties [189],
these factors remain largely unexplored from the theoretical point of view in the
context of single Azurin junctions. This information might be crucial to a com-
plete understanding of the experimental results, as important Azurin parameters
such as its interaction with the electrodes, or its orientation relative to them,
can not be straightforwardly gathered from the experiments [190].
In this chapter, we address this issue performing all-atom MD simulations of
Pseudomonas Aeruginosa Azurin adsorbed to a Au(111) substrate. In particular,
we focus on the structure and dynamics of the free/adsorbed protein and how
these properties are altered upon various single-point mutations. The results
revealed that wild-type Azurin adsorbs on Au(111) along two well defined con-
figurations: one tethered via cysteine groups and the other via the hydrophobic
pocket surrounding the Cu2+. Surprisingly, our simulations revealed that single
amino-acid mutations gave rise to a quenching of protein vibrations ultimately
resulting on its overall stiffening. Given the role of amino-acid vibrations and
reorientation in the dehydration process at the protein-water-substrate inter-























Figure 4.1: Characteristics of the Azurin structure. The Azurin is represented
according to its secondary structure content: eight β-sheets (red), a single α-helix
(purple), 310-helix (dark-blue), turns (cyan), and random-coils (white). The copper
atom is shown using its vdW representation in an opaque orange color, and its coor-
dination residues are represented with ball-stick model. The disulfide bridge and the
main chain of the two cysteines (Cys3,Cys26) which formed it are colored in light or-
ange. The sulfur atoms of these two cysteines are highlight in pink. The position of
the hydrophobic patch has been marked with a green Connolly surface [106].
of the mutant, giving rise to new adsorption configurations.
4.1 Introduction
4.1.1 Metalloproteins and Azurin
Metalloproteins are characterized by containing a metal ion cofactor bonded to
the organic protein peptide chain. That characteristic allows these proteins to
maintain unique tertiary structures and to perform electronic transport (redox)
processes, which are essential to accomplish the important biological functions
where they are involved. These biological functions comprises, for example
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the transport of O2 and CO2 through the blood, the oxidative phosphorylation
needed for the respiration of animal cells, and the photosynthesis process carried
out in plants and certain bacteria [191].
Among the different metalloproteins, Azurins have been a subjet of growing
interest in the last years [189, 192–196]. This protein belongs to the cupredoxins
family, i.e. its metal ion consists on a copper one. It is a quite small protein, with
a molecular mass of 14 kDa and only 128 amino-acids (∼ 2000 atoms). In this
protein, the metal ion (the copper) is ligated to five amino-acids of the peptide
chain, i.e. the gly45, hys46, cys112,his117, met121. This protein region consti-
tutes the copper coordination sphere and it is assumed to mediate the Azurin
electronic transport process, which is characterized by the reversible change of
the Cu redox state from Cu(I) to Cu(II). This electronic transport process is
related to the denitrification mechanism performed by certain bacteria, such as
the Pseudomonas, Bordetella and Alcaligenes [191]. The characterization of the
Azurin structure is completed by describing its main secondary structure ele-
ments, i.e. a β− barrel (formed by eight β− sheets, see Fig. 4.1) and a solely
α− helix. The copper coordination region (Cu + 5 ligands) is situated at one
edge of the β − barrel and surrounded by a set of hydrophobic amino-acids
(Azurin hydrophobic patch, see Fig. 4.1). In the other edge of the β − barrel,
the protein posses its unique disulphide bridge (Cys3-Cys26), which can be used
to anchor the protein to surfaces as it is quite exposed to the surrounding media.
4.1.2 Azurin electron transport experiments: Blinking methodology
In the last decade, the unique interplay between optical and vibronic properties
with electron transfer [187, 188, 198–200] together with biorecognition capa-
bilities, makes Azurin proteins very promising candidates for molecular bioelec-
tronic applications. However, the mechanism for electron transport through
these systems within solid-state junctions remains, to date, unclear. This has
encouraged in the last years the development of different experimental works
aiming to understand the Azurin electron transport process. The conductance
of this protein has so far been measured by various techniques [12, 187, 201–
203], including STM which has been exploited in both the break-junction and
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Figure 4.2: Schematic representation of the blinking experiments. Representative
“blink” identified in the experimental transients of the conductance relative to the
current flowing between the two electrodes at a constant distance. This kind of event
is observed when the Azurin spans the gap between the STM tip and the Au substrate
electrodes (see inset). When the protein detaches itself from one of the electrodes,
the conductance drops down again to the initial set point level. This figure has been
reproduced from ref. 197 by permission of MDPI.
blinking modes [12]. The latter is particularly suitable for measuring proteins,
as it allows evaluation of single-protein conductance whilst minimizing distur-
bance of the protein’s secondary structure. In this technique, the tip is brought
into close proximity with an individual protein, avoiding mechanical pulling, and
kept at a fixed distance from the surface (tunneling distance). The transient
current is then monitored. Occasionally, contact is created between the STM
tip and the protein due to thermal fluctuations of the molecule, which induce
its spontaneous attachment to the tip. This kind of event will be henceforth
called “blinking”. When this happens, jumps in the current signal are detected,
see representative trace in Fig. 4.2. The conductance of the protein can then be
measured until the protein detaches from the tip, when the conductance drops
again to the initial set point level, see Fig. 4.2. The protein detachment from
the tip can happen as a consequence of different factors, such as the tip thermal
drift.
This technique was initially applied to small organic molecules [204–207].
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Later, the same technique was improved by adding a pulling step subsequent
to the blinking event in order to corroborate the presence of a molecule in the
junction. This has made it possible to measure the conductance of more com-
plex organic molecules [208] or metal-organic complexes like porphyrins [209].
These measurements have proven highly sensitive to the specific target molecule
showing a clear dependence on its size and nature and even to subtle conforma-
tional changes or the orientation and the tilting angle of the molecular junction.
In addition, it has been demonstrated that this technique can be used to trig-
ger and monitor on-surface chemical reactions [209]. Applying it to small-size
biomolecules such as azurins [12], ensures a minimal impact on the general
folding protein structure as compared with the STM break-junction technique,
where the tip is used for performing a fast pulling of the protein junction. It is
important to note, however, that the two techniques have shown quite consistent
results on the blue-copper azurin [12], indicating the high mechanical stability
of this globular system.
4.1.3 Tunability of Azurin electronic properties via single-point mu-
tations
Azurin mutants have also been investigated in depth [210]. The introduction of
mutations in the Azurin structure has proven to affect its redox properties [210–
212]. More concretely, a highly tunable variability of the protein redox potential,
which spans over a 700 mV range, was found, depending on the specific mu-
tant and without significantly altering the redox-active site [211, 212] . This
modification of the Azurin redox properties can be achieved not only replac-
ing the nearest residues to the Cu coordination center, but also replacing the
outer-sphere residues. Additionally, recent STM blinking experiments [12] have
evidenced that single amino-acid mutations can affect the electronic transport
properties of this metalloprotein. In this experiments, they analyzed the effect
of replacing an amino-acid located in the second coordination sphere of the Cu
atom (lysine 41) by a cysteine. The introduction of a cysteine has been widely
used to increase the stability of proteins between two gold electrodes, as this
residue strongly binds to gold (it posses a sulfur atom) [12, 213]. Using the blink-
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Figure 4.3: Blinking experiments results: differences in the Azurin electron
transport behaviour with the introduction of single amino-acid mutations. 2D-
blinking maps for both wild-type (top) and K41C Mutant (bottom), proteins at different
electrochemical (EC) gate potentials. Several tens (up to a hundred) of individual
blinking traces are accumulated to build each 2D map without any selection. The
counts have been normalized for each map versus the maximum value so that each
2D map has its maximum count set to 1. The far right graphs summarize the average
single-protein conductance (G) vs the EC gate (V) for both studied proteins. This figure
has been reproduced from ref. 12 by permission of the American Chemical Society.
ing technique, see sec. 4.1.2, and controlling the EC potential of the system,
they were able to measure the conductance of both the wild-type and mutated
proteins at different EC gate potentials. The results [12] showed a maximum
in the conductance versus the EC gate potential for the wild-type protein, while
the conductivity of the mutant did not depend on the EC potential, see Fig. 4.3.
This seems to indicate that only changing one aminoacid, the Azurin electron
transport process can be drastically changed, demonstrating the feasibility of
tailoring charge transport in bioelectrical contacts and opening new horizons in
the potential uses of this metalloprotein in biomolecular electronic devices [12].
All these results motivate the understanding of the electronic transport prop-
erties of the Azurin on metal junctions and how they can be changed with the
introduction of mutations. However, a proper description of Azurin transport
mechanisms is extremely complicated, not only because of the complex nature
of the proteins but also because of a number of various factors which, to date,
remains unclear. Among these factors are the protein interaction with the elec-
trodes [187], the orientation of the protein relative to them [189], the oxidation
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state of the Cu coordination center [188, 214] and the role of other moieties
different from the Cu center in the transport behavior of this protein [215]. This
information is usually difficult to be gathered only from the experiments [190].
Moreover, only few theoretical works [189, 196, 215] have investigated to date
the effect of all these factors in the Azurin electronic properties, and only some
of them have also analyzed the effect of single-point mutations [215]. One of
these works has recently obtained the whole electronic structure of the wild-type
Azurin protein and three Azurin mutants with ab-initio calculations, showing
that mutations do not introduce any significant change in the Azurin electronic
structure [215]. This result suggests that the introduction of mutations may
affect to other electronic properties of the Azurin junctions, such as the cou-
pling of the Azurin with the gold electrodes. Considering that this characteristic
is very sensible to the protein orientation [189], which in turn depends on the
adsorption dynamics of the protein, a better understanding of the structure and
dynamics of the Azurin on a metal junction and the role of mutations in these
two properties is clearly needed to gain further insight into the tunability of the
Azurin electronic transport with mutations [12, 215].
4.1.4 Overview
MD simulations of the protein dynamics may allow us to gain further insight
into the structure and behavior of the metal-protein-metal junctions [68, 216–
218]. These studies can provide information regarding protein orientation, and
whether the protein folding is preserved or affected by the interaction with the
electrodes [218]. This method has already been used in the past to study the
structure and dynamics of the Azurin protein free solved in water [195, 219] as
well as anchoring to a gold surface via its cysteines [189, 196, 220]. However,
to our knowledge, the systematic analysis of the free adsorption process of this
protein onto gold surfaces, i.e. with no preferential anchorage point assumed
a priori, has remained elusive. Such free-adsorption study may allow us to un-
ravel not only the characteristics of the Azurin-gold electrode interaction beyond
cysteine-gold tethering (e.g. adsorption configurations, protein dynamics, etc.),
but also other factors which may influence the protein-surface interaction.
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Additionally, to our knowledge, the effect of single-point mutations on the
Azurin adsorption process has not been previously studied. Considering that
the introduction of these mutations affects to the vibrations/flexibility of the
Azurin [25], as well as to the flexibility of other proteins [3, 15, 25–30] (see
sec. 1.1.2), their role in the Azurin adsorption dynamics should be inspected to
understand their influence on the Azurin electronic transport behavior. For all
these reasons, in this work we have decided to perform long MD-simulations
(reaching up to 0.5µs for some of them) to analyze the structure and dynamics
of a wild-type Azurin from the pseudomonas aeruginosa in solution as well as its
adsorption to Au(111). Furthermore, we wanted to explore how the structure
and dynamics are affected via the introduction of single amino-acid mutations.
We have analyzed the effect of three different mutations based on substituting
a single residue of the protein chain (K41, L120, and S89) by a cysteine, i.e. the
K41C, L120C and S89C mutations. In this chapter, the results of that study are
described.The chapter is organized as follows. In sec. 4.2, the details of the MD
simulations used for studying the structure and dynamics of the wild-type and
mutated Azurin variants both unrestrained in water and during the adsorption
process are explained. In sec. 4.3, the structural and dynamical results obtained
during the unrestrained MD simulations in water for both the wild-type and
mutated proteins are presented. A detailed analysis of the fluctuations per
residue in the three mutated structures considered in this work reveals that the
introduction of mutations quenches the flexibility of some turn regions of the
protein, leading to an overall stiffening of the Azurin structure. In sec. 4.4, the
structural and dynamical results obtained during the MD adsorption simulations
for the wild-type protein and one mutated protein (K41C) are detailed. This
work suggests that single-point mutations stiffer the Azurin structure, which
may influence the dynamics of this protein during adsorption (smaller capability
for self-reorienting), thus resulting in different final adsorption configurations
than the ones obtained for the wild-type protein.
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4.2 Methods
4.2.1 General MD details
In this subsection, we report the general simulation details of all the MD simula-
tions performed in this work. We have considered five different Azurin proteins:
wild-type Azurin, Apo Azurin (without the copper ion), and three wild-type mu-
tants. The X-ray crystallographic structure of wild-type Azurin was obtained
from the protein data bank [221] with the PDB code 4AZU [193]. Protons were
added to the protein structure according to the calculated ionization states [105]
of its titratable groups at a pH of 4.5, in accordance with recent experiments [12].
The Apo initial structure consisted in simply removing the copper ion from the
crystallographic structure of wild-type Azurin. The three Azurin mutants here
considered have been prepared by replacing a given amino-acid (lysine 41, leucine
120 and serine 89) by a cysteine. This particular mutation is expected to pro-
mote the anchoring of the newly added cysteine to the gold contacts [12, 222].
The residue replacement was performed changing the amino-acid type and re-
moving the side-chain of the mutated amino-acid (lysine 41, leucine 120, serine
89) in the wild-type protein PDB with a text editor. The position of the atoms
of the new side-chain was selected in agreement with the CYS ligand structure
extracted from the protein data bank [221] (see the side-chain conformation
of the mutated residues in Fig. 4.4). Note that although all mutations are in
the vicinity of the copper(II) ion they are located at different distances from
it, see Fig 4.4. In the L120C and K41C, the mutation is located in the sec-
ond coordination sphere of the Cu atom (dMut−Cu ∼ 9 Å) whilst in the
S89C, the mutation is in a flexible coil near the Azurin β-barrel at a distance of
dMut−Cu ∼ 11 Å from the copper(II) ion (see Fig 4.4). The net charge of the
resulting structures is zero for the wild-type, L120C and S89C, and -1 for the
K41C and Apo proteins. In that last two cases a Na+ counter-ion was added to
neutralize the net charge of the system.
For studying the Azurin adsorption process, we prepared a surface consisted
on a Au(111) three atomic layers-thick slab. The initial cell used for creating this













Figure 4.4: Initial configuration of the Azurin proteins. The Azurin is represented
with its secondary structure: β-sheet (red), α-helix (purple), 310-helix (dark-blue),
turns (cyan), and random-coils (white). The copper(II) ion is shown using its vdW
representation in an opaque green color, and its coordination residues are represented
with a ball-stick model. The disulfide bridge and the main chain of the two cysteines
which formed it are colored in light orange. The sulfur atoms of these two cysteines
are highlight in pink. The position of the three mutated residues (lysine 41, leucine
120 and serine 89) and the initial configuration (prior to minimization stages) of their
side-chains in the wild-type and mutated proteins are here also indicated (orange,pink
and yellow respectively). The distance between the Cu atom and the alpha carbon of
the K41/L120/S89 mutated amino-acid is dMut−Cu ∼ 9.1Å/8.9Å/11Å.
Once the three-layers slab was created, it was truncated to get a rectangular
slab with dimensions 8×8 nm2 in the x-y directions. A minimization of the sur-
face structure alone was performed before the adsorption simulations to prevent
steric clashes. The Au(111) lattice parameter value was not affected during this
preliminary simulation. The positions of the atoms in the lowest layer were fixed
during the MD runs using a harmonic restraint of 5 kcalmol−1.
The ff14SB force field [40] was used to describe all standard amino-acids
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present in the Azurin. The inter-atomic potentials of the copper(II) ion and its
corresponding 5 ligands were described using a quantum mechanically derived
force field [223]. This force-field includes both bonded and non-bonded terms
between the Cu ion and its 5 ligands and has been widely used to model the
blue-copper Azurin protein [12, 224–227]. In particular recent experiments [225]
have shown how early stages of mechanical unfolding of this protein are well de-
scribed by this force-field. The gold surface was described using the CHARMM-
METAL [228, 229] force field, which is thermodynamically consistent with the
force field used to describe the protein and has been successfully employed to
study similar inorganic-bio-molecular interfaces [229, 230]. Moreover, all simu-
lations were performed in water, which was explicitly modeled using the TIP3P
force field [114]. The Joung/Cheatham parameters were used to describe the
sodium counter-ions [174, 231].
All the simulations were performed using the AMBER software suite [35] with
NVIDIA GPU acceleration [118, 119, 232]. We used PBC with a rectangular
box larger enough to prevent the interaction between the protein and its periodic
images. PME, with a real–space cutoff of 10 Å , was used to account for long–
range electrostatic interactions. vdW contacts were truncated at the real space
cutoff of 10 Å . In all the simulations, the temperature of the system was
adjusted by means of a Langevin thermostat [48] with a friction coefficient of
γ = 1 ps−1 . For the simulations performed in the NPT ensemble (equilibration
runs, see simulation protocols subsections below), a Berendsen barostat [50]
with a relaxation time of tp = 1 ps was used. The validity of this barostat
for equilibrating the system density has been previously confirmed in sec.2.2.2.
The SHAKE [122] algorithm was used to constrain bonds containing hydrogen,
thus allowing us to use an integration step of 2 fs. Coordinates were saved every
1000 steps
4.2.2 Simulation Protocol for the unrestrained Azurin dynamic in
water
Unrestrained MD simulations in water were performed for the five Azurin proteins











Figure 4.5: Time-dependency of the Azurin structure and dynamics during its
unrestrained simulation in water. a) Time evolution of the RMSD and the β-sheet
content during the unrestrained simulations in water for all the proteins here considered
(see more details about the methodology used for computing these two structural
magnitudes in sec. 4.2.4). From this figure, we conclude that no major structural
changes arise during the last 200 ns of the larger simulations, i.e. the ones corresponding
to the Apo, wild-type and K41C mutant proteins. Therefore, 300 ns of simulations are
enough for characterizing the structure of these Azurin proteins in water. b) root-
mean-square fluctuation (RMSF) per residue of the wild-type (left panel) and K41C
(right panel) proteins calculated in two time ranges of their unrestrained simulations in
water: tsim=100-300 (cyan) and tsim=300-500 ns (colored) (see sec. 4.2.4 for details
about the methodology used for computing the RMSF). As observed in this figure, the
RMSF distribution along the protein is practically identical in these two time ranges for
both Azurin variants, thus indicating that 300 ns of simulation are enough for a proper
description of the unrestrained Azurin fluctuations/dynamics in water.
protocol consisted of four stages. First (stage 1), we prepared the system by
embedding the protein in water in such a way that the minimum solute−water
distance is 1 Å, thus resulting in a system with dimensions ∼ 72Å×66Å×70Å.
Second (stage 2), we energy minimized the structures using a combination of
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Figure 4.6: Evolution of the energy of the system during the unrestrained
Azurin MD simulations in water. We show the energy evolution obtained for the
wild-type (black), K41C mutant (blue), L120C mutant (red), S89C mutant (green)
and Apo (brown) proteins. The average of the total energy in the first 10 ns has been
taken as our energy reference. The L120C and S89C results go only until 300 ns as
these simulations are shorter than the other three.
steepest descent and conjugate gradient methods to avoid steric clashes. Third
(stage 3), we heated up the system from 0 to 300 K with a 2 ns NPT simulation
to ensure a well-characterized water distribution at T = 300K and P = 1 atm.
Finally (stage 4), we performed the MD production runs in the NVT ensemble,
considering that the system pressure was already stabilized in the previous stage
and that the computational cost associated to NVT simulations is lower with
respect to NPT. We have simulated the dynamics of the wild-type, Apo and
K41C during 500 ns, and the dynamics of the L120C and S89C during 300 ns.
We did not continue these last two simulations up to 500 ns (L120C,S89C) as
we did not observe any major difference in the evolution of the structure (see
Fig. 4.5a) and the fluctuations (see Fig. 4.5b) of the wild-type and K41C proteins
from 300 to 500 ns of MD simulation. As shown in Fig. 4.6, the evolution of
the total energy of the system was stable during the last ∼ 200 ns for the five













Figure 4.7: Characteristics of the MD simulations of the Azurin adsorption
process. a)Representation of the four initial orientations of the wild-type over the
whole gold surface considered in this work: O1, O2, O3 and O4. The Azurin is
represented with its secondary structure as in Fig. 4.4. The copper atom is shown using
its vdW representation in an opaque orange color, and its coordination residues are also
represented in orange with ball-stick model. The main chains of the two cysteines are
colored in light orange and their sulfur atoms are highlight in pink. The gold atoms are
represented with a vdW representation in an opaque yellow color. b)Time evolution of
the total energy variation during the simulation of the wild-type adsorption process for
each Azurin-gold initial orientation: O1 (red), O2 (black), O3 (blue) and O4 (green).
The average of the total energy in the first 10 ns has been taken as our energy reference.
4.2.3 Simulation Protocol for Azurin Adsorption
We simulated the adsorption process of two different proteins (wild-type and
K41C) on the Au(111) slab. The simulation protocol was composed by the
same four stages used in the unrestrained simulations mentioned in sec. 4.2.2.
The only two differences with respect to the previous protocol are detailed below.
Firstly, the system preparation (step 1) was not the same. In the adsorption
simulations, the Azurin is positioned above the Au(111) surface along four dif-
ferent initial orientations (see Fig. 4.7a). The choice of these orientations is
based on the tertiary structure of the protein. Namely, considering the Azurin
as a cylinder whose main axis passes through the center of the β-sheet barrel,
then this axis can be oriented standing vertically over the surface (O2, O4, see
Fig. 4.7a) or parallel to the surface (O1, O3, see Fig. 4.7a). Moreover, con-
sidering the strong interaction between cysteine groups and Au[213, 233, 234],
we distinguished between the vertically standing Azurin with the cysteines close
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to the surface (O2, see Fig. 4.7a) or further away from it (O4, see Fig. 4.7a).
The same distinction holds for the Azurins aligned parallel to the surface, i.e.
O1/O3 (close/far) shown in Fig. 4.7a. Regardless of the initial orientation, the
initial protein-surface distance is ∼ 1 nm, see Fig. 4.7a. This provides enough
freedom for the protein to reorient itself if it must prior to its adsorption. The
whole protein-surface complex was embedded in water, resulting in a system
with dimensions ∼ 108Å×108Å×80Å. The second difference concerns the du-
ration of the production runs (step 4), as we have simulated the adsorption
dynamics for both wild-type and K41C proteins during 150 ns of NVT simula-
tion. As shown in Fig. 4.7b, the evolution of the total energy of the system is
stable during the last ∼ 70 ns of simulation regardless the initial Azurin-gold
configuration used, thus indicating that the simulations are sufficiently long to
obtain thermally equilibrated adsorption configurations.
4.2.4 Magnitudes analyzed
In order to characterize the protein structural stability we have evaluated the fol-
lowing quantities: the RMSD of the protein backbone [124], the protein Rg [124],
and the protein secondary structure content [125, 126]. The RMSD was calcu-
lated considering all the backbone atoms of the protein and using the Azurin
crystallographic structure as the reference structure. Moreover, to characterize
the protein adsorption configurations we have computed the evolution of the





(SASAP (t) + SASAS(t)− SASAP−S(t)) , (4.1)
where the time dependent solvent-accessible-surface-area SASA(t) [106] was
calculated for the Azurin protein (SASAP (t)), the Au substrate (SASAS(t)),
and the protein-substrate combined system (SASAP−S(t)). Additionally, to
characterize the fluctuation of the protein during our MD simulations, we have
computed in all the cases the RMSF of its residues [124]. That magnitude
was computed considering only the protein dynamics that is in energetic equi-
librium, i.e. the last 200 ns of the unrestrained Azurin dynamics in solution (see
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Fig. 4.6) and the last 70 ns of the Azurin adsorption simulation (see Fig. 4.7).
The reference structure used for calculating the RMSF was the energetically-
equilibrated averaged Azurin configuration obtained in each simulation. The
RMSF was calculated following a two-step procedure: 1)We aligned the Azurin
trajectory in energetic equilibrium to its corresponding averaged configuration
to evade translational and rotational effects in its RMSF value; 2) We compute
the RMSF by comparing the aligned Azurin trajectory with its corresponding
averaged configuration.
4.3 Unrestrained Azurin MD Simulations in Water: Results
4.3.1 Structural characterization of the wild-type molecule and its
mutants
In Fig 4.8a, we represent the time averaged configurations of the five Azurin
structures (wild-type, Apo, three mutants) obtained in an unrestrained MD
simulation in water. These averaged configurations have been extracted using
only the data of the last 200 ns of simulation, i.e. when the simulations are
in energetic equilibrium (see Fig 4.6 in sec. 4.2.2). The wild-type (black) and
Apo (brown) proteins are almost identical to the crystallographic one [193], in
agreement with previous results [235]. A quantitative estimation of this similarity
is provided through the time evolution of their RMSD shown in Fig.4.8b. There,
we find that when the system is in thermodynamic equilibrium (i.e. in the
last 200 ns) the standard deviation of the RMSD is smaller than ∼ 0.2 Å .
Interestingly, this shows that Azurin is a relatively stiff molecule in contrast to the
most abundant plasma proteins such as IgG and BSA [56, 97, 236] (see chap. 2),
which is certainly a desirable feature for its incorporation in biomolecular solid
state devices. Furthermore, we also note that for both structures the RMSD is
below 1.4 Å . This shows that both structures are practically identical to the
crystallographic one, apart from the natural thermal fluctuations occurring in
solution. The structural characterization is completed by computing the time
evolution of other fundamental structural properties: the Rg, and the β− sheet
and α − helix content (all shown in Figs. 4.8c-e). Their mean values and the
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Figure 4.8: Structural characterization of the five unrestrained Azurin variants
in water. a) Averaged configuration of the wild-type (black), the Apo (brown), the
K41C (blue), the L120C (red) and the S89C (green) Azurin variants are here shown.
The crystallographic structure [193] is also shown for comparison (cyan). The Azurin
representation used is the same as in Fig. 4.4. Note that the three mutants aver-
aged configurations are aligned with the wild-type averaged configuration (black) and
superposed to it with the program Visual Molecular Dynamics. The difference is quan-
tified by the RMSD between both averaged configurations (shown as RMSDMut).
b-e)Time evolution of b)the RMSD, c)the Rg, and the percentage of d)α-helix and
e)β-sheet content for all proteins here considered. Note that the simulations of the
L120C and S89C mutants were stopped at 300 ns as this simulation time is enough for
getting thermally-equilibrated unrestrained Azurin structures in water (see sec. 4.2.2).
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corresponding standard deviation obtained in the last 200 ns are summarized in
Table 4.1. All in all, the obtained values not only support the structural stability
of both structures but are also in agreement with previous works [196, 219, 237,
238]. The latter confirms the validity of the force fields here used for describing
the structure and dynamic of the wild-type protein with MD simulations.
Magnitudes
RMSD (Å) Rg(Å) α-helix content (%) β-sheet content (%)
mean σt mean σt mean σt mean σt
wild-type 1.086 0.158 14.049 0.051 10.156 1.893 36.149 1.601
Apo 1.099 0.137 14.061 0.062 11.151 2.128 35.299 2.002
K41C 1.021 0.121 14.051 0.021 10.912 1.952 35.916 1.722
L120C 0.980 0.107 14.036 0.065 11.049 1.986 34.446 1.491
S89C 1.100 0.110 14.062 0.060 9.319 1.532 35.674 1.463
Table 4.1: Mean and standard deviation values of the RMSD, the Rg, and the per-
centage of α-helix and β-sheet content in the last 200 ns of MD simulations for the
five Azurin variants (wild-type, Apo, three mutants)
Concerning the comparison between wild-type protein with its three mutants,
i.e. K41C, L120C and S89C, similar results were obtained. As shown in Fig. 4.8a,
the mutant structure is practically superimposed to the wild-type average confor-
mation. This suggests that point-like-mutations have little effect on the stability
of the protein as a whole, in agreement with previous experimental findings [12].
In fact, this result could be anticipated considering the large amount of h-bonds
present in the Azurin molecule, e.g. the ones stabilizing the rigid β-barrel struc-
ture. Computing the RMSD between the wild-type and mutated configurations
(RMSDMut, see Fig. 4.8a) we realize that RMSDMut < 0.45Å for the three
mutations. This highlights that the difference between the mutant and wild-type
proteins is even smaller than the difference between the wild-type configuration
and its crystallografic structure arising from thermal fluctuations (∼ 1.05 Å , see
Fig 4.8b). This result can be understood in light of the position of the mutated
residues, which are located at the protein surface (see Fig. 4.4). Consequently,
the internal sidechain-sidechain interactions between different amino-acids re-
main unaltered, which helps to a better preservation of the structure of the
protein as a whole [239]. Finally, the structural characterization of the mutants
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is completed by computing the time evolution of the RMSD, the Rg and the
secondary structure fluctuations (see Fig. 4.8). The average values and their
standard deviations are reported in Table 4.1. Interestingly, regardless of the
position of the mutation the structural differences between the wild-type protein
and its mutants are smaller than the thermal fluctuations (see Table 4.1), indi-
cating that the mutations do not significantly modify the wild-type structure, as
observed comparing the averaged configurations. Also the secondary structure
analysis shows that the folding of the protein remains virtually unaltered upon
the introduction of the mutation (see Table 4.1). This finding is consistent
with previous experimental observations, where the structure of other Azurin
mutants were analyzed both through their absorption spectra [211] and through
their crystallographic structure [212].
4.3.2 Dynamics of Unrestrained wild-type and its Mutants in Water
The dynamics of the protein may be accessed via the time averaged fluctua-
tions of each amino-acid composing the Azurin. The averaging was performed
in the last 200 ns of MD simulation as then the protein structure/dynamics
is in thermal equilibrium. The fluctuations per amino-acid for the wild-type
protein (computed as the RMSF, see sec. 4.2.4), are shown in Fig. 4.9a and
represented on top of the protein structure in Fig. 4.9b. Additionally, for com-
parison purposes in Fig. 4.9a we also represent the RMSF values derived from
the crystallographic β-factors [193]. By comparing the results of our simulations
with crystallographic data two main features become apparent: firstly the loca-
tion of the most flexible regions is the same for both MD and crystallographic
data, as the peaks appear in the same place in both cases; secondly the fluc-
tuations predicted from the crystallographic data are quenched with respect to
our MD simulations. Regarding this last aspect, one must bear in mind that
crystallographic data only provides an indicative of the atomic motion/disorder
of the protein crystal, whereas the MD simulations also account for concerted
oscillations of different parts of the protein due to the presence of the solvent
and the temperature of the system [219, 240] . Therefore we may argue that
our simulations are able to correctly describe the fluctuations/dynamics of the



















Figure 4.9: Fluctuations (RMSF) per amino-acid of the wild-type protein during
its unrestrained simulation in water. a) RMSF of each wild-type residue over the
last 200 ns of MD simulation. The same values obtained from the crystallographic
β-factors [193] are also included with a dashed line. Secondary structure of each
amino-acid is also detailed (bar below). b) RMSF data for each residue/amino-acid
represented directly over the wild-type averaged structure. The Azurin representation
used is the same as in Fig.4.8.
wild-type protein.
Further insight into the wild-type protein fluctuations, particularly of how
they are distributed over the whole molecule, is obtained through their spacial
representation as shown in Fig. 4.9b. There, we observe that residues located
in random-coils or turns are generally more flexible (1.0-2.0Å, shown in red
in Fig. 4.9b) than the rest. Alternatively, regions with well defined secondary
structure held together by strong h-bonds networks such as in β−sheets barely
fluctuate (0-1.0Å, in blue). These findings are general in nature as similar
behaviour is observed in many other proteins [56, 97, 236]. Regarding the Azurin,
we observe that its largest fluctuations ( > 1.8Å) are located in three different
amino-acid segments, all of them belonging to turn regions: residues 10-12,
residues 37-42 and residues 100-107 (see Fig. 4.9b). This is also in agreement
with previous simulations [25, 219, 220, 241, 242]. It is still worth noting that
the only turn regions where fluctuations are hampered (i.e. < 0.8Å ) are the
ones near the five coordination residues of the Cu ion. This shows that the Cu-
coordination promotes a rigidification of the neighbouring residues regardless of
being located in a soft/hard secondary structure.
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Figure 4.10: Differential fluctuations of the Apo and mutants with respect to
the wild-type protein. a-d) In the left panel we plot the ∆RMSF (i) = RMSF j(i)−
RMSFwild−type(i), being (i) the amino-acid and (j) the different structures considered
which are indicated inside the plot as text. Secondary structure of each amino-acid
is detailed as in Fig. 4.9a. On the right panel we represent with a color scale these
values on-top of the protein′s structure. Note that for each protein we also compute
the difference between its mean fluctuation value with the mean fluctuation of the
wild-type protein, i.e ∆ RMSF = 1128 ·
∑128
i=1RMSF (i)−RMSFwild−type(i).
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To analyze in more detail the role of the Cu-coordination on the fluctua-
tions/dynamics of the Azurin we now compare the dynamics of the wild-type
protein with the Apo. In Fig. 4.10a we represent the difference of the RMSF
computed for the Apo with respect to the one computed for the wild-type pro-
tein for all amino-acids, i.e. we represent ∆RMSF (i) = RMSFApo(i) −
RMSFwild−type(i), where i refers to a given amino-acid of the protein. As a
result, negative ∆ RMSF indicates that fluctuations are smaller in the Apo,
and positive ∆ RMSF means that Apo fluctuates more. As anticipated, the
residues of the Apo located near the copper coordination site vibrate more, with
an increase of up to 0.3Å (see Fig. 4.10a). This agrees with previous crystallo-
graphic data [243] which showed an increase of the flexibility of the Cu binding
site in the Apo structure. Remarkably, the fluctuations in some turn regions of
the protein (residues 38-40 and 100-103) were also significantly quenched. As
a result of this compensation, the mean fluctuation of the whole Apo-protein,
defined as RMSF =
∑128
i=1RMSF (i), is essentially identical to its cooper
coordinated counterpart (see Fig. 4.10a).
Similarly to the Apo, we analyzed the role of mutations on the wild-type pro-
tein dynamics/fluctuation. Fig. 4.10b-d represents the variation of the RMSF
with respect to the wild-type protein for each amino-acid (i.e. ∆ RMSF (i))
of the three different mutants (K41C, S89C, L120C). Overall, we observe that
the average fluctuations are systematically quenched upon the introduction of a
mutation (see values of ∆RMSF in Figs. 4.10b-d). Interestingly, the suppres-
sion of fluctuations is localized in the three amino-acid segments which have the
higher mobility in the wild-type protein, i.e.: residues 10-12, 38-41, and 100-103,
all located inside turn regions of the protein. From these results three important
conclusions may be derived concerning the role of mutations in the dynamics
of a wild-type Azurin. First, the introduction of a mutation near the copper(II)
ion can affect the dynamics of amino-acids located elsewhere. Interestingly, this
long-range effect is in agreement with previous observations [25]. Second, muta-
tions seem to quench the largest fluctuations of the wild-type Azurin regardless
the position of the mutation, i.e. their proximity to those regions. Third, the
creation of single amino-acid mutations can reduce the mean fluctuation of the
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whole wild-type protein up to a 8% , see Figs. 4.10b-d, thus systematically pro-
moting a stiffening of the Azurin. Here it is important to put this observation in
a broader context. In many other proteins, e.g. viral capsides, it has been shown
that single-point mutations that preserve the protein structure always result in
its stiffening [3, 31], see sec. 1.1.2. It has been suggested that this might have
some evolutionary origins, as a stiffening of a protein structure may result in a
reduction of its biological activity and therefore a natural selection of the more
mobile proteins [31]. Thus, the results obtained for the Azurin, i.e. systematic
stiffening upon the introduction of mutations, although surprising, are in line
with observations on other similar biomolecules [3, 31], see sec. 1.1.2. At last,
it is interesting to note that among the three mutations here considered (K41C,
S89C, L120C), the largest stiffening is obtained when the mutation is closer to
the copper(II) ion, i.e. the L120C structure. In fact, our results indicate that the
smaller is the Cu-mutation distance, the more pronounced is the effect of that
mutation on the Azurin dynamic, see Figs.4.4 and 4.10b-d. This effect may be
understood in-light of the strong coordination of the amino-acids surrounding
the Cu site. Whereas in a standard fragment of the protein, a given amino-acid is
connect to only two other, around the copper coordination site the amino-acids
are connected also with other regions of the protein through the strong metal
coordination bonds. Therefore, quenching the fluctuations near this site would
have an impact over a larger area of the protein as compared to other not so
strongly coordinated region (as is the case of mutant S89C).
4.4 MD Simulation of the Azurin adsorption process: Results
4.4.1 Structure of the wild-type and K41C proteins upon adsorption
tu Au(111)
In the previous subsection, we conclude that the dynamic of the wild-type Azurin
protein changes with the introduction of mutations (the protein becomes stiffer).
These changes make us wondering if the adsorption dynamics of this protein is
also affected by single amino-acid mutations. In this subsection, we answer to
this question by analyzing the adsorption process on a Au(111) surface of the
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Figure 4.11: Structural characterization of the wild-type protein adsorption over
Au(111). a) Snapshots of the initial (top row) and final (bottom row) configurations
of the adsorption process. The four different initial adsorption configurations are la-
beled as O1, O2, O3 and O4. The molecular height (h) of each final configuration
is also indicated. The representation used is the analogous to Fig. 4.7. The Azurin
hydrophobic patch is highlighted with a green Connolly surface [106]. The Au atoms
are represented with yellow vdW spheres. b-d) Time evolution of the b) RMSD, c)
β-sheet content and d) CSA for the four initial orientations considered. e)Connolly
surface [106] of the Azurin amino-acids directly in contact with the Au(111) after the
adsorption (t=150 ns). The amino-acids are colored according to their hydrophobicity
index: very hydrophobic (blue), hydrophobic (cyan), neutral (orange), and hydrophilic
(red). The Connolly surface of the rest of the Azurin residues (non-interacting) is also
shown in grey.
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wild-type and K41C proteins with MD simulations. The choice of these proteins
is motivated by recent experiments [12] which showed that this particular single
point mutation drastically altered Azurin transport behavior (see sec. 4.1.3).
The initial protein-surface distance is larger than ∼ 1 nm so the protein is able
to reorient. Furthermore, four different initial orientations were considered (see
the motivation of those in sec. 4.2.3) so to inspect their influence on the final
adsorption configuration. Note that to best mimic experimental conditions [12],
both the protein and surface are fully embedded in water (see sec. 4.2.3 for
further details).
In Fig. 4.11a, we show the final wild-type adsorption configurations ob-
tained for each initial orientation here considered (see sec. 4.2.3). From this
figure, we observe that the wild-type protein readily adsorbs over the Au(111)
slab (<60 ns) for all starting orientations, in accordance with the fast sample
preparation times [12]. Remarkably, as shown in Fig. 4.11a, the protein structure
remained almost unaltered upon its adsorption. This is surprising considering
that most proteins undergo significant structural rearrangements upon adsorp-
tion [56, 97, 139, 236], a process which is more severe for smaller proteins [94]
such as the Azurin. This highlights a key feature of wild-type Azurin for its
incorporation in solid-state devices, i.e. its strong structural resilience which
ultimately may allow to better preserve its activity even in harsh environments.
The structural stability may be quantified at the tertiary level via the RMSD
(shown in Fig. 4.11b) and at the secondary level through the β-sheet content
(shown in Fig. 4.11c). Comparing these results with the data for protein in solu-
tion (see Fig. 4.8b-e), we quantify the small change induced by the adsorption in
the protein structure (∆ RMSD < 1Å; ∆ β-sheet content <7%). Moreover, we
observe that the larger is the change in RMSD and in the β-sheet content, the
larger are the contact-surface-areas between the protein and the surface (CSA –
shown in Fig. 4.11d). This suggests that the small structural changes promoted
by the adsorption in the wild-type protein are located in the amino-acids sit-
ting at the protein-surface interface. We confirm this hypothesis with a detailed
inspection of the protein regions in contact with the surface at the end of the ad-
sorption simulations, see Fig. 4.12. We focus on the two adsorption simulations
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Figure 4.12: Characterization of the wild-type regions where the β − sheet
content is lost during the adsorption simulation. a) Amino-acids which have lost
its β − sheet structure at the end of the adsorption simulation for both the O1 (red)
and O2 (black) cases. The amino-acids belonging to all the β − sheets of the Azurin
wild-type protein are also here shown for comparison (gray). b) Secondary structure
content of the protein regions that are in contact with the surface (closer than 8Å)
at the end of the adsorption process for the O1 (left panel) and O2 (center panel)
adsorption configurations. These protein regions correspond to three different amino-
acid segments: residues 1-27, residues 36-38 and residues 127-128 (marked with yellow
color in a)). The secondary structure content of that amino-acid segments in the free
solved state of the wild-type protein is also shown for comparison (right panel).
where larger protein secondary structure losses are observed, i.e. the O1 and O2
adsorption configurations. From Fig. 4.12, the direct correlation between the
structural changes promoted during the adsorption and the number of amino-
acids in contact with the surface is confirmed, as most of the β-sheet content
lost during adsorption is located in the protein-surface contact regions for both
orientations. At last, we analyze the hydrophobic character of the amino-acids
closer to the surface at the end of the adsorption, see Fig. 4.11e. This analysis
highlights the importance of the hydrophilic amino-acids in the protein-surface
interaction (colored in red), as they represent more than 25% of the total con-
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tacting residues regardless the adsorption configuration. This result has been
also observed for other proteins [97] and evidences the larger accessibility of
these residues to the surface as they are normally solvent-exposed.
The free adsorption simulations shown in Fig. 4.11 points out that wild-
type protein does not necessarily adsorb through its cysteine groups, see O3 in
Fig. 4.11. To rationalize this finding, other factors known to govern protein ad-
sorption must be considered. On one hand, the strong short-range cysteine–Au
interaction is efficiently screened by the many water layers between the protein
and surface prior to its adsorption. On the other hand, once the protein-surface
contact is reached, the large CSA gives rise to a significant long range non-
specific vdW interaction [139], see chap. 2. As shown in our simulations, see
Fig. 4.11d, the former is sufficiently large to stabilize an adsorption configura-
tion that is not mediated by the cysteine groups. In fact, a close inspection
of the adsorption configurations shown in Fig. 4.11a reveals that wild-type pro-
tein preferentially adsorbs along two different orientations: lying-down over the
substrate (O1 and O2 – with the two cysteines anchored to Au(111)) and a
partially standing up configuration (O3 and O4 – tethered to the surface via the
hydrophobic patch). Interestingly, this qualitative assessment is also observed
in the quantitative structural analysis as all figures of merit (RMSD, β − sheet
content and CSA) show two distinct trends. In particular, the lying-down orien-
tation gives rise to a systematically larger CSA (see Figs. 4.11d-e) which in turn
results in a larger change of both the tertiary (see Fig. 4.11b) and secondary (see
Fig. 4.11c) structures. The two adsorption orientations also result in different
molecular heights (h), with h ∼ 2.25 nm for the lying-down and h > 2.6 nm
for the partially standing up configuration (see Fig. 4.11a). This is in agreement
with previous MD simulations [196] and AFM measurements [244, 245], which
also predicted a high variability in the dimensions of the Azurin adsorbed over
Au(111). This high variability may be important to understand Azurin junctions
conductance experiments, as the protein-electrodes coupling highly depends on
the protein orientation [189] . At last, it is interesting to note that for some ini-
tial configurations, the protein undergoes a major reorientation process to finally
adsorb either through the cysteines or the hydrophobic patch. This is specially
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notorious for the O3 case, where the protein rotates over ninety degrees so to
finally adsorb via the hydrophobic patch.
The K41C adsorption simulations, see Fig. 4.13a, revealed that it readily
adsorbed onto the Au(111) surface. Similarly to wild-type protein, K41C ad-
sorption resulted in minor structural rearrangements of both the tertiary (see
Fig. 4.13b) and the secondary (see Fig. 4.13c) structures. Here again, the larger
the protein-substrate contact area (i.e. O1 adsorption configuration) the more
pronounced were the structural rearrangements (notably the RMSD shown in
4.13b), thus supporting that they are mostly located at the interface. Inter-
estingly, the additional K41C cysteine did not promote cysteine-tethered con-
figurations. This observation supports that the Azurin adsorption process is
governed by the detailed balance of many different interactions/processes as
aforementioned. Lastly, the as adsorbed K41C molecular heights (h – shown in
Fig. 4.13a) also showed a large dispersion consistent with the results obtained
for the wild-type protein.
For the wild-type protein, the adsorption proceeded either through the hy-
drophobic patch or via the cysteine groups, even starting from the O3 orienta-
tion when the protein needs a major reorientation to adsorb in one of these two
configurations (see Fig. 4.11a). Interestingly, this is not the case for the K41C
protein. As shown in Fig. 4.13a, the K41C protein does not significantly reorient
itself during adsorption regardless of the initial orientation used, i.e. it adsorbs
along its initial orientation. Consequently, each starting orientation gives rise to
a different adsorption configuration, see Fig. 4.13a. These may be structurally
described as: lying-down with the cysteines in contact with the surface (O1),
lying-down with the cysteines far from the surface (O3), upright tethered via
the cysteine groups (O2) and upright anchored via the hydrophobic patch (O4).
As a result, the final CSA values (see Fig. 4.13d-e) are different for each start-
ing configuration. Interestingly, the two K41C adsorption configurations which
were similar to the wild-type case, i.e. lying-down with the cysteines tethered to
the surface (O1) and the one anchored via the hydrophobic patch (O4), have a
tertiary/secondary structure (RMSD/β − sheet cont.) very similar to the one
obtained for the wild-type protein.
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Figure 4.13: Structural characterization of the K41C adsorption over Au(111).
a) Snapshots of the initial (top row) and final (bottom row) configurations of the ad-
sorption process. The representation and the initial orientations considered are identical
to the wild-type case shown in Fig. 4.11. The mutation site is represented with pink
vdW spheres. The molecular height (h) of each final configuration is shown. b-d)Time
evolution of the b) RMSD, c) the percentage of β-sheet content and d) CSA for the
four initial orientations here considered. e)K41C amino-acids directly in contact with
Au(111) after the adsorption. The representation is identical to Fig. 4.11e.
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It is worth to mention that despite the undisputed merit of these and other
protein adsorption simulations [56, 97, 139], they all rely on the fundamental
assumption that a thermal equilibrium has been reached. It is extremely difficult,
if not impossible, to determine, from a theoretical study alone, if a MD simu-
lation has reached an actual equilibrium configuration and therefore we do not
exclude that other adsorption orientations might coexist as stable/meta-stable
states. Possible routes to explore this include: performing longer simulations,
additional starting orientations or via the use of accelerated sampling methods.
Nevertheless, none would provide a ultimate proof of having reached an actual
thermal equilibrium state which can only be provided through high resolution
experiments [56], which thus far has remained elusive for Azurin on gold. Con-
cerning the reduction of the protein mobility observed in our simulations with
the introduction of a single amino-acid mutation, it is true that our simula-
tions do not provide a direct proof of this effect. Still, they point into the
direction that quenching protein dynamics/fluctuations via point-mutations (see
Fig. 4.10) might have implications on its adsorption process, even prompting to
the variation of the most statistically probable adsorption configurations. This
variation of the protein-electrode configuration would influence the electrode-
protein coupling [189] , which could ultimately affect to the conductance ability
of this protein on the junction [187] . Our hypothesis linking the stiffening of
the protein upon mutations and the changes in the adsorption behavior –which
we hope that will stimulate future work–, is supported by the results exposed
in chap. 2, which show that protein adsorption is ultimately guided by entropic
effects at the protein-solvent-surface interface [139] . Quenching fluctuations at
a given region of the protein will necessarily hamper its ability to push away the
water molecules at the interface via thermal fluctuations and restricts its ability
to change the conformation of the amino-acids at the protein-surface interface
required to achieve a stable adsorption configuration.
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4.4.2 Dynamics of wild-type and K41C Mutant upon adsorption to
Au(111)
Further insight into the dynamics of the as-adsorbed proteins are provided
through the difference between its thermal fluctuations (RMSF) after the ad-
sorption and the RMSF of the wild-type protein in solution, i.e. ∆RMSF =
RMSF adsorbed−RMSFwild−type,free. The differential fluctuations per residue
over the last 70 ns of simulations are shown in Fig. 4.14 for the four differ-
ent starting configurations of the two proteins here considered, i.e. wild-type
and K41C proteins. Overall, the adsorption process impacts the protein fluc-
tuations/dynamics in three well defined regions: near the surface, far away
from it and in the three regions of the Azurin with intrinsic enhanced mobil-
ity [25, 219, 220, 241, 242] highlighted in Fig. 4.9. The amino-acids in direct
contact with the surface are naturally restrained due to the adsorption process,
thus showing much smaller fluctuations that they would have in the liquid phase
(i.e. ∆RMSF = RMSF adsorbed−RMSFwild−type,free < 0, blueish regions in
Fig.4.14). On the other hand, the residues located far from the surface display an
enhanced mobility as shown by their red coloring (∆RMSF > 0) in Fig. 4.14.
The mechanism behind such enhanced mobility results from the fact that the
other end of the protein tethered to the surface works as hinge transferring part
of the thermal fluctuation energy into global motion most noticed at regions
located far from the surface. At last, the amino-acids located in highly flexi-
ble regions (residues 10-12, 37-42 and 100-107) experience significant changes
in their dynamical properties as a result of the adsorption process. Although
small discrepancies among the different orientations, in all cases this effect is
felt regardless of the position of these regions with respect to the surface (see
first column of Fig. 4.14). Perhaps the most interesting case, since its behav-
ior deviates from the rest, is the O4 orientation for K41C. There, we observe
that intrinsically mobile regions, specially the second segment which contains
the mutation, experience an enhancement of their fluctuations (corresponding
to the positive peaks in Fig. 4.14d), thus deviating from the general trend of
quenching fluctuations in these regions as a result of the adsorption. The first
aforementioned enhanced mobility peak may be understood in light of a major
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rearrangement of the Cu coordination sphere arising from the adsorption of the
mutated cysteine onto Au(111).
Surprisingly, Fig. 4.14a-b shows that equivalent adsorption configurations
of the wild-type protein may result in different dynamical behavior. This is
particularly notorious in the α-helix region where in the O1/O2 configuration it
remained stationary/mobile. Such difference will certainly affect the stability of
molecular contacts specially in ’blinking’ experiments [12], where contact may
be reached further away from the surface and with a higher frequency when the
α-helix exhibits a mobile character (moving closer and away from the surface)
such as in O2 case [197]. As shown in Fig. 4.15a, for O1 the β − sheets nearer
to the α − helix (S7 and S8 β − sheets) [219] are more strongly adsorbed
to the Au(111) which then restrains the α-helix motion (shown in Fig. 4.15c).
Contrastingly, in the O2 orientation a slight roll of the β-barrel equilibrium
configuration over the surface gives rise to a larger distance between the surface
and the S7 β − sheet, the S8 β − sheet and the α − helix, see Figs. 4.15b-c
This in turn translates into a smaller interaction of these sites with the surface
which ultimately results in a much larger mobility of the α− helix as shown in
Fig. 4.14b. All in all, this highlights the interplay between fine structural detail
of the as-adsorbed protein and its dynamical properties which will certainly affect
the stability of biomolecular contacts.
Concerning the mobility of K41C, we now focus on the orientations which
shown an overall decreased mobility as compared to the wild-type protein, i.e.
O2 and O3, as they are unable to reorient itself during the adsorption process
(see Figs. 4.11 and 4.13). In Fig. 4.14 we observe that in both orientations
the regions located near the mutation site (residue 41) experience a strong
quenching of their fluctuations, or equivalently are significantly stiffer than the
corresponding wild-type protein segments (colored in blue – ∆RMSF < 0).
Interestingly, in both cases this region is located far away from the surface, i.e.
at a distance larger than 2 nm, pointing out that this quenching of fluctuation is
not related to the adsorption process but is instead a direct consequence of the
mutation. Since the protein adsorption process is essentially driven by entropic
forces and vdW forces (directly dependent on the contact area, see chap. 2) [139]
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Figure 4.14: Differential fluctuations of the wild-type and K41C proteins ad-
sorbed with respect to the ones of the wild-type protein in solution. Here we
show the ∆RMSF = RMSF adsorbed −RMSFwild−type,free averaged from the last
70 ns of simulations for the four initial orientations a)O1, b)O2, c)O3 and d)O4.
On the left column in black/blue we represent the ∆RMSF value per amino-acid of
the wild-type/K41C . The secondary structure character of each amino-acid when the
wild-type protein is free solved in water is also specified (see Fig. 4.10). In the right
column we show ∆RMSF projected in the equilibrium adsorption configuration. The
position of the K41C mutation is highlighted with a vdW representation. The Azurin










Figure 4.15: Structural differences between O1 and O2 equilibrium adsorption
configurations for wild-type Azurin. Final snapshots obtained for the a)O1 and b)O2
orientations. The representation used is the same as in Fig. 4.11. The β− sheets near
the α− helix (S7 and S8 β − sheets, see Fig. 4.1) [219] are highlighted in gray. The
distance between these β−sheets and the Au(111) surface is also shown. The distance
between the Cu center (residue 115) and the end atom of the α− helix (residue 64),
both highlighted via a vdW sphere in both a) and b), is represented in the plot shown
in c) for both orientations, i.e. O1/O2 in red/black.
it is sensible to assume that soft regions which are able to accommodate larger
deformations as a result of the adsorption process will be favored over rigid ones.
Therefore, these results seem to suggest that single-point mutations not only
affect the overall protein mobility and stiffness but this in turn may also affect
equilibrium adsorption configurations. Although our simulations do not provide
a direct validation of this effect, we hope that our results might stimulate future
works, such as high-resolution AFM images of Azurin on gold, to conclusively
prove/disprove this hypothesis.
4.5 Conclusions
In this work, we firstly studied how single-point mutations (K41C,L120C,S89C)
affect the structure and dynamics of the wild-type protein in solution via all
atom MD simulations. The mutations here considered barely changed the wild-
type protein structure. Interestingly, they systematically resulted in a stiffening
of the structure as a whole. Although, similar findings were already reported
in other biomolecules [3, 31] (see sec. 1.1.2), this effect was not previously
reported/considered in the Azurin. Such modification of the protein dynami-
Tuning structure and dynamics of Azurin protein via amino-acid mutation 151
cal/mechanical properties certainly plays a relevant role in their stability in solid-
state junctions. In the second part of this work, we considered the role of such
mutations in the structure and dynamical properties upon their adsorption to a
Au(111) surface. Our adsorption simulations showed that the protein structure
remained almost unaltered upon its adsorption. Such structural resilience differ-
entiates Azurin from the most common blood plasma proteins [56, 97, 139, 236]
where larger changes in both tertiary and secondary structures are expected,
specially considering the small size of this protein. Also, our free adsorption
simulations revealed a surprisingly high mobility of the wild-type protein which
was able to undergo major reorientation maneuver during the adsorption pro-
cess. Interestingly, such mobility allowed the wild-type protein to systematically
adsorb along one of two favored conformations: either with the hydrophobic
patch facing the Au(111) surface or tethered by the cysteine groups to the sur-
face. However, for the K41C mutant, our four different adsorptions simulations
showed that the Azurin was unable to reorient itself. This resulted in a change
of the preferred Azurin configurations leading to the emergence of other two
possible adsorption configurations (standing up with the cysteines in contact
with the surface, lying-down with the cysteines far from the surface). Given
the importance of thermal fluctuations in the adsorption process [139], here we
hypothesize that quenching them through the introduction of mutations might
ultimately affect how the Azurin adsorbs over Au(111). Although direct vali-
dation of this hypothesis remained elusive, we hope that the indirect evidence
provided with this work might motivate future works. These results shed light
on how two fundamental properties (structure and dynamics) of biomolecular
contacts may be tuned via single-point mutations, both known to have major
implications in the electron-transport properties of these contacts [189].
5 | Tuning the graphene thermo–mechanical prop-
erties via defect creation
Besides its unique electronic properties [246] , graphene also exhibits a complex
thermo-mechanical behavior [247]. One of its most striking properties is its
negative TEC [248–250]: contrary to most materials, that expand when heated,
graphene contracts. This contraction is due to the thermal excitation of low
energy out–of–plane vibration modes. These flexural modes have been reported
to govern the electronic transport [222] as well as the elastic response [251] of
suspended graphene. In this chapter, a novel experimental technique based on
AFM nanoindentations has been used to measure the tension induced by heating
in suspended graphene due to the TEC mismatch with the substrate. With this
technique, we show that graphene TEC can be reduced by the controlled intro-
duction of low densities of mono-vacancies , reaching a one order of magnitude
reduction when the defect density is 5× 1012 cm−2. To understand this effect,
we also analyze this TEC reduction through atomistic MD simulations. Our MD
simulations reproduce the experimental trend and show that TEC reduction is
due to the suppression of out–of–plane fluctuations mediated by defects. They
also reveal that this suppression is mainly caused by the strain fields created
by mono-vacancies in the surrounding areas. These results highlight the key
role of defects in the properties of “real-life” graphene and pave the way for
future proposals of electronic and mechanical defect engineering. The experi-
ments presented in this chapter were performed by Dr. Guillermo López-Polín,





Figure 5.1: Graphene Structure. Schematic top view of a two-dimensional graphene
layer, showing its characteristic honeycomb structure. The primitive cell, the value of
the lattice parameter (a) and the nearest neighbor lattice distance (d) are here also
shown.
5.1 Introduction
5.1.1 Graphene and its thermal expansion coefficient
Graphene is a purely 2D material entirely constituted by carbon atoms covalently
bonded and arranged in a honeycomb lattice, see Fig. 5.1. That lattice is
described with an hexagonal primitive cell characterized by two carbon atoms
and a lattice parameter of a =
√
3 ·d, where d = 1.42 Å refers to the distance
between neighboring atoms, i.e. the bond length.
Graphene was isolated for the first time in 2004 [252], becoming the first 2D
crystal proven to be stable in its free state. From that date, multiple efforts of the
scientific community have been directed to study this peculiar low-dimensional
material, observing that it possesses striking properties. Its thermal conductivity
is the highest ever measured (∼ 5 · 103 W · m−1 · K−1) [253]. Moreover,
its tensile strength is about 130 GPa and its Young’s modulus is near 1 TPa,
indicating that it is one of the strongest material ever analyzed [254]. These
properties have emphasized the promising role of this material in future applica-
tions, such as electronic circuits or sensing [255]. For all these applications, the
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ability to control its behavior with the temperature is a matter of paramount
importance.
One of the most interesting thermal properties of graphene is its thermal
expansion coefficient (TEC), as contrary to most materials it is negative, i.e.
graphene contracts when heated [46, 248–250, 256–260]. This unusual property
arises from the extremely low bending rigidity of graphene (κgraphene ∼1.2 eV)
[261], which causes that this material exhibits significant out-of-plane thermal
fluctuations at ambient conditions [259]. This flexural out-of-plane fluctuations
have an strong anharmonic character [259] and their amplitude rapidly increases
with temperature [259], thus inducing that the graphene 2D layer shrinks in plane
when heated. That in-plane contraction is sufficiently large to counter the usual
increase of the inter-atomic distances with raising temperature, thus translating
into an actual contraction of the whole material (negative TEC). It is worth
mentioning that these out-of-plane thermal fluctuations do not only affect the
TEC, but also other graphene properties, as they have also considerable impact
on its elastic [4, 247], conformational [262], electronic [263, 264] and thermal
transport [265] properties.
Technologically, this graphene thermal contraction is a double–edged sword.
It can be exploited in lowering the TEC of regular materials to obtain ultra-
stable composites [266] for their use in high precision instrument operating at
variable temperature. However, at the same time it is the responsible of device
failure when integrating graphene in large scale devices, as the stress induced by
the TEC differential at the interface of different materials influences their per-
formance [267, 268]. Therefore, methods to control the TEC of graphene are
highly desirable. This interest has encouraged in the last decade the development
of both experimental and theoretical methodologies to quantify and tune this
graphene property. Experimentally, measuring graphene TEC is a challenging
task since conventional experimental techniques are usually designed for bulk
materials and cannot be directly applied to such thin membranes. Moreover,
the anchoring of one–atom–thick membranes brings out technological difficul-
ties [269]. Therefore, only few experimental works have estimated the pristine
graphene TEC value (∼ −7.5 × 10−6 K−1) [248, 250]. Theoretically, the
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graphene TEC has been estimated following different methodologies, such as
analytic approaches based on different approximations [256, 259, 270] or atom-
istic simulations [46, 271], obtaining pristine graphene TEC values ranging from
∼ −3×10−6 K−1 to ∼ −10×10−6 K−1. In this work, we aim to estimate the
pristine graphene TEC both experimentally and with “all-atom” MD simulations
and analyze how it can be tuned with the introduction of defects. It is worth
to mention that the TEC absolute value (hereafter referred as |TEC|) obtained
from atomistic simulations is usually smaller than the one obtained experimen-
tally [46, 248]. This result can be understood in light of the limited size of the
graphene membranes in the simulations. This characteristic introduces an effec-
tive cutoff to the long-wavelength out-of-plane graphene fluctuations, which in
turn translates into the reduction of the estimated graphene negative TEC [46].
5.1.2 Influence of defects in graphene mechanical properties
It has been proven that the unavoidable defects appeared in graphene during
synthesis or processing deviates its properties from those of its high perfection
form, i.e. pristine graphene [22, 23]. In those works, they found that the
graphene Young’s modulus of defective graphene membranes was smaller than
the one of pristine graphene, see sec. 1.1.2. However, their main objective
was not to analyze the defect influence on the graphene mechanical properties
and consequently they were not able to directly control the characteristics and
number of defects introduced on graphene.
In 2014, Lopez-Polin et al. [4] developed a novel experimental technique to
analyze the influence of defects on graphene mechanical properties in a controlled
manner. That technique was based on AFM nanoindentations and the irradiation
of graphene samples with a known dose of Ar+. With that experiments, they
reported an increase in the graphene Young’s modulus of ∼ 70% for a dilute
density of single–atom vacancies [4], see Fig. 5.2a. In order to address this
counterintuitive result, these authors suggested, without further proof, that the
induced defects ironed the thermal fluctuations out, see Fig. 5.2b, unveiling
the bare Young’s modulus of graphene. The base from that suggestion was in
the thermodynamical theory of membranes, which predicts that the graphene
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a) b)
Figure 5.2: Experimental measurements of the graphene Young modulus at dif-
ferent defect densities performed by Lopez-Polín et al. in ref. [4] a) 2D Young’s
Modulus value (E2D) as a function of the defect concentration measured after each ir-
radiation dose in a representative graphene drumhead. b) Schematic representation of
the hypothesis suggested in ref. [4] for explaining the effect of defects on the graphene
elastic constants (quenching of long-wavelength out-of-plane thermal fluctuations).
These figures have been reproduced from ref. 4 by permission of Springer.
out–of–plane thermal fluctuations (see sec. 5.1.1) should renormalize its elastic
constants, making they softer as the amplitude of the fluctuations grows [247,
272] . The introduction of defects supposes a new scale factor for this out-of
plane fluctuations, prompting that they become smaller and then the graphene
Young’s Modulus becomes larger (graphene becomes stiffer). This scenario
implies that, not only the Young’s modulus, but all the elastic constants and the
TEC should be affected by the presence of defects.
5.1.3 Overview
Graphene TEC is an ideal candidate to explore the interplay between its intrinsic
thermal vibrations and defects. The influence of this interplay on graphene
TEC has only been previously investigated theoretically, both by substituting a
carbon atom with boron or nitrogen [270] and by introducing mono-vacancies
in the graphene membrane [271]. In the first work, they observed that graphene
contracts less with the temperature with the introduction of defects, but in the
second they concluded the opposite. This controversy reflects that the effect of
defects in the graphene out–of–plane fluctuations and more concretely in its TEC
is not entirely clear. Considering that this effect is key to understand the physics
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underlying many temperature effects in “real-life” graphene, such as the behavior
of nanoresonators [273] or the diffusion of water nanodroplets [274], we decided
to analyze in detail the TEC of pristine and defective graphene membranes both
with experiments and MD simulations. In this chapter, the results of that study
are described. The chapter is organized as follows. In sec. 5.2, the details of
the experiments and MD simulations used for estimating and understanding the
role of defects in graphene TEC are described. In sec. 5.3, the experimental
graphene TEC value obtained by our collaborators and its dependency with the
mono-vacancy density are detailed. That experiments show that the creation
of vacancies on the graphene membranes reduces the |TEC|. In sec. 5.4, we
confirm that trend by estimating the TEC of both pristine and defective graphene
membranes using NPT-MD simulations. Moreover, we analyze the relation of
|TEC| reduction with the modification of the graphene out-of–plane fluctuations.
Finally, in sec. 5.5, we try to understand |TEC| reduction by studying with NVT-
MD simulations how the strain field in the graphene membrane changes with
that mono-vacancy creation. This work reveals that the introduction of a low-
density of mono-vacancies reduces the graphene |TEC| due to the quenching of
out-of-plane fluctuations caused by the strain fields created by mono-vacancies.
5.2 Methods
5.2.1 Experimental TEC measurements
In this subsection, we detail the experimental set up used by our collaborators to
measure the graphene TEC. The graphene samples were prepared by mechani-
cal exfoliation of natural graphite on SiO2/Si substrates with predefined circular
wells of size 1–2 µm. That circular wells were obtained by patterning with op-
tical lithography and reactive ion etching. AFM images in non-contact mode
showed that each graphene flake covers several of these circular wells, forming
graphene drumhead structures, see Fig. 5.3b. Thus, these samples allow ana-
lyzing the behavior of suspended graphene, as graphene on top of a circular well
can be considered as free-standing, see Fig. 5.3a. Only the graphene membranes
showing a flat and featureless surface, i.e. absence of bubbles or wrinkles, were












Figure 5.3: Schematic representation of the experimental set up.
a)Representation of the AFM indentation experiments over a graphene membrane sus-
pended on a SiO2/Si substrate. b)Schematic representation of the difference between
the indentation (δ) and the cantilever position (Z). An AFM image of a representative
graphene drumhead is also shown.
selected for analyzing the TEC.
These suspended graphene membranes were analyzed by indenting a tip at
the center of the clamped area with an AFM cantilever, see Fig. 5.3a. That
situation can be modeled as a circular membrane with a central point load
where the force versus indentation curves behave as [276]:




where F is the loading force, δ is the indentation at the central point, a is
the drumhead radius, E2D is the 2D elastic Young’s modulus of the membrane,
and σ0 is the stress of the membrane. Experimentally, that F (δ) curve can
not be directly obtained as the cantilever movement is not controlled via its
indentation variation (∆δ) , but from the variation of its position (∆Z). That
two magnitudes are related by the equation:
∆Z(F ) = ∆δ(F ) + ∆ ztip(F ) (5.2)
where ∆ ztip refers to the deformation suffered by the cantilever during the
indentation process, see Fig. 5.3b. To estimate that cantilever deformation at
each force value, a calibration measurement is performed consisting on a F (Z)
curve over the SiO2/Si substrate, see Fig. 5.4a. In that calibration measurement,





























Figure 5.4: Explanation of the methodology followed for acquiring the exper-
imental F (δ) curves. a)Representative Force vs. Z curves obtained directly from
the experiments over the suspended graphene (red) and over the SiO2/Si substrate
(black). The latter corresponds to the calibration measurement performed to estimate
∆ ztip. We also show a zoom of these two curves in the region of zero force level
to highlight the zero displacement point (in yellow). That indentation curves were
measured with a Nanotec commercial microscope andWSxM software package [275].
b)Force vs. indentation (δ) curve measured at the center of the suspended area on a
circular graphene drumhead (black). Fitting to eq. 5.1 is overlaid in red (σ0 = 0.3 N/m,
2a = 750 nm, E2D = 385 N/m).
extracted from that calibration measurement and δ(F ) can be computed as the
difference between the ∆Z(F ) value obtained on the F (Z) curve performed over
graphene and the one obtained in the calibration measurement, see Fig. 5.4a. In
that difference, the Z must be identical in both curves when F = 0, i.e. when
the tip is in contact with the graphene membrane but it is not exerting any load
to it, see Fig. 5.4a. Thus, the value of δ = 0 coincides with the point when
F = 0 and experimental F (δ) curves can be extracted from AFM indentations.
The resulting F (δ) curves can be fitted to eq. 5.1 by least square minimization,
see Fig. 5.4b, with σ0 and E2D as fitting parameters. This procedure enables
to extract the value of the graphene Young’s modulus (E2D) and the value of
the stress of the graphene membrane, σ0. The values obtained in more than
10 drumheads for graphene E2D (350±30 N/m) and σ0 (0.2±0.1 N/m) are in
agreement with previous works [254, 277].
Towards thermo–mechanical characterization of graphene suspended layers,
sample temperature (T) was varied between 283–348 K and consecutive F (δ)
curves were acquired at intermediate temperatures. Upon annealing, graphene
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Figure 5.5: Loading and unloading Force vs indentation curves acquired on a a)pristine
and a a)defective graphene drums showing high reproducibility.
tends to contract while the SiO2/Si substrate shows negligible expansion [250].
This difference in behavior leads to an effective increase in the stress of the
suspended graphene area that can be measured through the variation of value
of σ0 with the temperature (σ0(T )). The 2D TEC (α2D) of graphene can be















where ε is the strain induced by temperature. This methodology was also used to
estimate the TEC of defective membranes. The F (δ) curves in defective mem-
branes displayed also excellent fitting to eq. 5.1, thus allowing also in this case
an accurate determination of σ0 and its temperature dependence, see Fig. 5.5
5.2.2 Experimental defect creation and characterization
In this subsection, the methodology followed by our collaborators to create and
characterize defects on graphene is detailed. A controlled density of point defects
was introduced in the membranes by irradiating the samples with a known dose
of Ar+ with incoming energy of 140eV in High Vacuum (HV). The irradiated
area fully covers the sample holder, therefore the density of defects can be
readily estimated in real time by measuring the ionic current and assuming
that each Ar+ removes one carbon atom [278, 279]. As reported in previous
works, this technique allows the creation of controlled densities of carbon mono–
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Figure 5.6: Experimental characterization of the defects. a) Raman spectra of
a pristine (blue) and a defective graphene membrane (red). Each peak (D, G, D’ and
2D) is labeled. b) Values obtained for ID/IG vs ID′/IG, giving ID/ID′=6.9± 0.5., and,
thus, supporting the presence of in–plane vacancies. c) Atmospheric STM images of
graphite before (left) and after (right) irradiation with Ar ions with the same conditions
used for graphene. The size of the images is 15×15 nm2. Region (2) in right panel




3 perturbation due to the defect, in contrast to
the hexagonal atomic periodicity typically observed by STM in pristine graphite (region
1) of the same panel.
vacancies [4, 279]. To assure that the defects created are mono–vacancies, two
different characterization techniques are followed. Firstly, Raman spectroscopy
in ambient conditions over the irradiated graphene membranes is performed. The
results show that the defected samples present a new peak around 1350 cm−1,
known as D peak (see Fig. 5.6a). The ratio between the intensities of the D
peak and the G peak (ID/IG) informs about the density of defects induced on
the sample. [280]. Moreover, additional information about the nature of defects
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can be obtained from the ratio between the intensities of D and D′ peaks of
the Raman spectra as reported in reference [281]. For the case of vacancy–like
defects this ratio should be about 7, and about 13 for sp3 type defects. The slope
of the regression line drawn in Fig. 5.6b yields an average value for this ratio
of 6.9, implying the presence of in plane vacancies, instead of sp3–type defects
(oxidized, hydrogenated, fluorinated, etc). This analysis allows to discard the
presence of chemisorbed molecules on the graphene surface.
Secondly, STM images on graphite samples before and after irradiation in
the same conditions used for creating vacancies in graphene are also performed,
see Fig. 5.6c. While images in graphite prior to irradiation show perfect atomic
lattice, images on irradiated samples reveal small defects. These defects, visu-
alized as small protrusions by STM, are uniformly distributed all through the
sample. The threefold periodicity of the electronic perturbation observed near
the defects identifies them unambiguously as point defects, i.e. smaller than
lattice spacing (see region 2 in Fig. 5.6c). These STM images were obtained in
air ambient conditions during 3 consecutive days without detecting any trace of
image degradation by airborne molecules.
5.2.3 General MD Simulation Details
MD simulations were performed with the LAMMPS software suite [282] and
the reactive force field AIREBO [41, 283] was used to describe the interatomic
carbon interactions on the graphene sheets (see sec. 1.2.1 in chap. 1 for more
details). We modelled a large pristine graphene sheet, which includes 8820 atoms
and is ∼ 15×15 nm2 long (63a×35
√
3a, where a refers to the graphene lattice
parameter, see sec. 5.1.1). The defects were included by single atom removal,
i.e. they are mono–vacancies. The different concentrations and distributions
of mono–vacancy defects studied are shown in Fig. 5.7. In all the simulations,
we used PBC, with a cubic unit cell that fits the graphene system size in the x
and y directions and extends 40 nm in the z direction. Moreover, a time step
of ∆t = 1 fs and a total simulation time of 40 ns have been used in all the
cases to ensure a proper sampling of the thermal fluctuations and to reach the








Figure 5.7: Atomic configurations for the defects densities considered in this
work. a) 15×15 nm2 pristine sheet unit cell –corresponding to 63×35 the a×a
√
3 unit
cell (green rectangle) shown in f)– with 8820 carbon atoms. b)-e) Defective sheets,
built by removing carbon atoms from the pristine membrane, and characterized by the
defect concentration/density (Cdef ) and the average defect–defect distance (ddef ): b)
Cdef = 0.89×1012 cm−2; ddef = 10.6 nm; c) Cdef = 2.22×1012 cm−2; ddef = 6.70
nm; d) Cdef = 4× 1012 cm−2; ddef = 5 nm; e) Cdef = 6.22× 1012 cm−2; ddef =
4.06 nm. For the d) case, the four different defect distributions, (i) to (iv), analyzed
for this concentration of defects are shown.
and in the stress. The necessity of 40 ns long MD simulations to obtain the
highly accurate value of the lattice parameter needed to distinguish changes in
the TEC shall be subject of a thorough discussion in the following subsection.
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5.2.4 NPT simulations: estimation of graphene TEC
In a first stage we aimed to estimate the TEC of graphene with and without de-
fects using MD simulations. To that end, we analyzed the graphene dynamics at
different temperatures and different defect densities. More specifically, we must
study the variation of graphene size when both the temperature of the system
and the defect concentration are modified. For that reason, these simulations
were performed within the NPT ensemble, i.e keeping constant the temperature
and pressure of the system but allowing the variation of the graphene size. The
temperature and pressure of each simulation were kept constant using the Nose-
Hoover thermostat and barostat. The variation of the system size was quantified








where lxt and lyt refer to the length of the system at each time step in the x and
y directions, respectively. In Fig. 5.8a, we show the at evolution in one of these
simulations (pristine graphene, T = 300 K). First, we analyzed the conver-
gence of the lattice parameter during these NPT simulations by performing an
incremental time average (〈a〉(tav)), of its instantaneous value, at. Considering
that the system is not thermally equilibrated up to t = 20 ns, that incremental








where ti = 20 ns, tav = 21, · · · , 40 ns and Nf = (tav − ti)/∆t refers to the
number of time steps that are included in the average. The evolution of 〈a〉(tav)
for the pristine membrane case at T = 300K is plotted in Fig. 5.8b. From that
figure, we observe that 〈a〉(tav) converges to a given lattice parameter value, ā,
with an accuracy of ∼ 10−5 Å. We define that converged lattice parameter value
as the average of the last ten 〈a〉(tav) values, i.e. from tav = 31 to tav = 40 ns,
see Fig. 5.8b. Repeating this procedure for different temperature and defect
density values, we confirmed for all the cases the convergence of at in 40 ns of
MD simulation with a precision near 10−5 Å.
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Figure 5.8: Determination of the equilibrium lattice parameter from NPT sim-
ulations. a) Instantaneous value of the lattice parameter (at, in black) and running
average (including the previous 106 time steps, in red) for the pristine monolayer at
300 K. b) Incremental time average (〈a〉(tav), with red dots) calculated for the last
20 ns of the simulation shown in a). The red line is a guide to the eye. With a black
dashed line, the ten values of the 〈a〉(tav) evolution used for computing the final lattice
parameter value (ā) are delimited.
After this analysis of the at convergence during 40 ns of NPT-MD simula-
tion, we focus on the ā dependence with the temperature. In Fig. 5.9 we plot
this dependence for the pristine graphene membrane when T = 50 − 500K.
As shown in that figure, the value of the lattice parameter decreases as the
temperature increases, indicating that, as expected, the graphene shrinks when
heated. The slope of this curve ( ∂ā∂T ) is directly proportional to the graphene










where α2D refers to the 2D TEC and a0 to the value of the lattice parameter
at T = 0K. Therefore, we can compute the TEC of pristine graphene by
estimating the slope of the ā(T ) curve in a given temperature range. Note
that the variation of ā when the temperature changes 100 K is about 10−4 Å,
which highlights the necessity of determining the value of ā with an accuracy of
10−5 Å.
We first tried to estimate that slope in the experimental temperature range,











Figure 5.9: Lattice parameter as a function of temperature for pristine graphene
(red dots, the dashed line is a guide to the eye). The temperature ranges used in the
experiments (blue) and MD simulations (green) to study the TEC evolution are shown.
The lower temperatures chosen for the theoretical analysis help to achieve the precision
needed to determine the changes in the lattice parameter with shorter simulation times.
The methodology used for computing the TEC, i.e. a linear fit of the ā data obtained
from T = 210K to T = 300K is also here represented with a continuous red line.
i.e from T = 283K to T = 348K. For computing that slope, two important
limitations must be considered. First, the ā value must be evaluated at several
temperature points within that temperature range to accurately estimate the
slope of ā(T ). Second, in that temperature range the variation of ā when the
temperature changes 20 K is similar to the ā precision (10−5 Å), see Fig. 5.9.
Considering the length of this temperature range (65 K), this second limita-
tion could imply the ill-characterization of the ā variation observed between
two consecutive temperature values. Consequently, we decided to compute the
graphene TEC in other temperature range, i.e. T = 210 − 300K, where the
variation of ā each 20 K is larger than the ā precision. We performed a linear
168 Methods
fit of the ā data obtained at four different temperature values in that range, i.e.
T = 210, 240, 270, 300K, see Fig. 5.9. That linear fit allows to estimate the
slope of the ā(T ) curve, which can be then used for computing the TEC (see
eq. 5.6). This procedure is repeated for estimating the graphene TEC value at
different defect densities. It is worth mentioning that for defective membranes,
we only analyze the ā(T ) dependency from T = 210K to T = 300K, i.e. in
the temperature range selected for estimating the TEC with MD simulations.
We firmly believe that in the temperature range used in our MD simulations, the
physical process underlaying the modification of the TEC due to the introduction
of defects should be the same as the one observed in the experiments.
Additionally to the lattice parameter, other two magnitudes have been eval-
uated in this NPT–MD simulations to understand the role of the out–of–plane
fluctuations in the TEC modification when a given mono-vacancy density is in-
troduced in the graphene sheet. Firstly, we have computed for each time step,
the standard deviation of the z coordinate of the N atoms of the membrane, ht,
as it represents the amplitude of the out–of–plane fluctuations of the membrane.














zi(t) ∼ 0 (5.7)
where zi(t) refers to the instantaneous z coordinate for the atom i. Secondly, we
have analyzed the time-averaged out–of–plane fluctuation per atom, i.e. 〈h(r̄i)〉.
This magnitude is computed with the expression:
〈h(r̄i)〉 = 〈(zi(t)− zi)2〉1/2t (5.8)
where zi = 〈zi(t)〉t refers to the time average of zi(t). These two magnitudes are
estimated for all the defective membranes here studied (see sec. 5.2.3) and for the
four temperature values used for computing the TEC, i.e. T = 210, 240, 270, 300K
5.2.5 NVT simulations: understanding the origin of the TEC varia-
tion with defects
We speculated that the changes observed in the graphene thermal fluctuations
with the inclusion of mono-vacancies are linked with the additional in–plane
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σ  = 0.091
Figure 5.10: Determination of the thermal stress from NVT simulations. The
procedure followed to compute the thermal stress and determine its convergence follows
closely the one used for the lattice parameter (see Fig. 5.8). a) Instantaneous value
of the thermal stress (σt, in black) and running average (including the previous 106
time steps, in red) for the pristine monolayer at 300 K. b) Incremental time average
(〈σ〉(tav), red dots) for the last 20 ns of the simulation. The thermal stress final value
is defined as the mean value of the last ten values of 〈σ〉(tav), i.e from tav = 31 to
tav = 40 ns (see dashed black line).
stress induced in the graphene sheet by that defect creation [284]. For exploring
this idea, we needed to analyze again the graphene dynamics with the tempera-
ture but allowing the change of its stress. For that reason, these new set of MD
simulations was performed within the NVT ensemble. In these simulations, the
system size was kept fixed. The system volume used for all the cases was the
one obtained at the end of the pristine NPT simulation with T = 210K. The
Nose-Hoover thermostat was used for keeping the temperature of the system
constant. Note that the characteristics of these NVT simulations resemble the
methodology used experimentally, where graphene edges are clamped.
The stress of the system at each time step (σt) was controlled via its relation




















where Kiaa = Kaa(r̄i) are the diagonal components (a = x, y, z) of the per–
atom stress tensor for atom i; A = lx ∗ ly; and V is the total volume of the
PBC box. In Fig. 5.10a we show the σt evolution for the pristine membrane at
T = 300K. Analogously to the lattice parameter (see eq. 5.5), we also computed
an incremental time average of σt, i.e. 〈σ〉(tav), to analyze the convergence of
this magnitude in 40 ns of NVT simulation. As shown in Fig 5.10b, the value of
the system stress converges to a gives stress value,σ̄, with an accuracy of 10−3 Å.
We define the converged stress value analogously to the lattice parameter one,
i.e as the average of the last ten 〈σ〉(tav) values, see Fig. 5.10b. Repeating this
procedure for different temperature and defect density values, we confirmed for
all the cases the convergence of σt in 40 ns of NVT simulation.
Additionally to the stress, we also analyze another magnitude using the data
extracted from these NVT simulations. This magnitude corresponds to the time




〈Kxx(r̄i, t) +Kyy(r̄i, t)〉t (5.10)
where Aat = A/N is defined as the area per atom. This magnitude and the
converged value of the graphene stress (σ̄) are calculated for all the defective
membranes here studied (see sec. 5.2.3) and for the four temperature values
used for computing the TEC, i.e. T = 210, 240, 270, 300K.
5.3 Experimental Results
Fig. 5.11a illustrates our experimentally measured σ0 as a function of sample
temperature for pristine and defective membranes. Looking to this figure, two
main conclusions are extracted. First, as expected σ0 increases with the tem-
perature in all the cases. Secondly, the stress of defective membranes does
not increase as much as that of pristine membranes with increasing tempera-
ture, i.e. they exhibit a lower |TEC|. That is confirmed in Fig. 5.11b, where
we represent the value of the TEC obtained in both pristine and irradiated
graphene drumheads. This result illustrates our main experimental finding: the
high negative value of the TEC of graphene decreases with the introduction of
vacancy-like defects, and approaches to zero (∼ −1 × 10−6 K−1) for a defect
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Figure 5.11: Experimental measurements of graphene TEC. a)Plot of measured
stress as a function of sample temperature. Each color corresponds to a drumhead
with a different defect density. Green: pristine. Blue: Cdef = 2.5×1012 cm−2. Black:
Cdef = 6.0× 1012 cm−2. b) Experimentally measured TEC of different membranes as
a function of the induced defect density.
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Figure 5.12: AFM images on drumheads before and after an annealing-cooling
cycle from 300 to 650 K. a) and b) panels correspond to a defective drumhead
(Cdef = 6× 1012 cm−2), while d) and e) are measured on a pristine graphene drum-
head. Panels (c) and (f) are topographic profiles along the great arc of the drumheads
before (green) and after (red) the annealing-cooling cycle.
density of 6×1012 cm−2 (corresponding to a mean distance between vacancies
of ∼ 4 nm). Additionally, it is worth to note that our measured mean value
TEC in 7 pristine membranes, (−7± 1)× 10−6 K−1, agrees with previous ex-
perimental reports [248, 250](see sec. 5.1.1), which supports the validity of our
technique for the characterization of thermo-mechanical properties of suspended
2D materials.
As an additional experiment to test our results through a more established
approach, we performed AFM imaging of pristine and defective graphene drum-
heads before and after annealing-cooling cycles. Suspended pristine graphene
has been reported to undergo dramatic morphological changes under such cy-
cles [248]. These changes comprise the appearance of periodic ripples, and
the bending of graphene membranes towards the substrate. Both features are
caused by the thermal stress induced in the membrane by the TEC mismatch
between graphene and the SiO2 substrate, which has a negligible TEC. In brief,
during heating graphene tends to contract in plane in order to accomplish larger
out-of-plane thermal fluctuations. The in-plane strain towards the center of the
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well created by this contraction makes graphene slip on the substrate towards
the well. Afterwards, upon cooling, graphene expands and the area of the mem-
brane that slid away from the SiO2 during heating is maintained inside the well
and buckles towards the substrate. Therefore the difference in arc length inside
the well before and after a heating-cooling cycle allows estimating the TEC of
graphene. Our images of pristine graphene before and after an annealing-cooling
cycle (in high vacuum) from 300 to 650 K showed these morphological changes.
Representative images are portrayed in Figs. 5.13d and 5.13e, where periodic
ripples in the radial direction and substantial buckling towards the substrate can
be observed. Based on these images, the TEC of pristine graphene can be esti-
mated according to: α2D =
Lf
Li∆T
, where Lf and Li are the final and initial arc
of the membrane. The value thus derived (6.5 × 10−6 K−1) agrees well with
that derived above and in previous reports [248]. We performed parallel AFM
imaging before and after annealing-cooling cycles in membranes with a defect
density of 6× 1012 cm−2. In this case, we observe neither buckling nor periodic
ripples (Figs. 5.13a and 5.13b), indicating that the TEC mismatch between
the substrate and the graphene membrane approaches to zero i.e. a strongly
reduced |TEC| in defective graphene, further supporting the results presented
above.
5.4 MD-NPT Simulation Results
5.4.1 Theroretical graphene TEC Estimation
As a first step to understand our measurements, we performed constant pressure
NPT-MD simulations to determine the lattice parameter versus temperature for
pristine and defective graphene, see sec. 5.2.4 for more details. Fig. 5.13a
displays the lattice parameter results obtained in our NPT-MD simulations for
the four temperature values selected for estimating the TEC (T=210, 240, 270,
300K, see sec. 5.2.4) and three different graphene membranes: pristine (green
circles), Cdef = 2.22× 1012 cm−2 (purple circles) and Cdef = 4× 1012 cm−2
(black circles). By performing a linear fit of this ā(T ) data, we can analyze the
ā variation with the temperature for the pristine membrane and how it changes










Figure 5.13: Theoretical determination of the ā(T ) dependence from NPT
simulations. a) Lattice parameter versus temperature for pristine (green) and two
defective graphene membranes: Cdef = 2.2× 1012 cm−2 and Cdef = 4× 1012 cm−2
(configuration i). The TEC is determined by the slope of the corresponding linear fits
(solid lines). b) Lattice parameter versus T for one of the defective cases (Cdef =
4×1012 cm−2, configuration i) and the corresponding fit using 10 different temperatures
(solid black line). The fits for the pristine case (solid green line), and the same defect
configuration using 4 different temperatures (dotted black line) are also shown for
comparison.
with the introduction of mono-vacancies. The linear fits obtained for these three
graphene membranes (pristine, Cdef = 2.22×1012 cm−2,Cdef = 4×1012 cm−2)
are also shown in Fig. 5.13a. From that figure, it is clear that the decrease of ā
with the temperature in defective membranes is smaller than in pristine graphene.
This result is robust with respect to the number of sampling temperatures used
for performing the linear fit, as we continue observing that difference when it
increases from four to ten, see Fig. 5.13b. That supports our choice of sampling
only four temperatures for estimating the modification of the pristine graphene
ā(T ) tendency with the creation of defects.








(see more details in sec. 5.2.4). In Fig 5.14 we plot the TEC value
obtained for all the graphene membranes analyzed in this work, see Fig. 5.7.
These values are also detailed in the table below. Note that in the Cdef =
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Cdef (10
12cm−2) 0 0.89 2.22 4 (cnf. i) 4 (cnf. ii) 4 (cnf. iii) 4 (cnf. iv) 6.22
āT=210K (Å) 2.41686 2.41684 2.41684 2.41695 2.41686 2.41690 2.41696 2.41699
āT=240K (Å) 2.41653 2.41662 2.41668 2.41663 2.41670 2.41666 2.41662 2.41676
āT=270K (Å) 2.41640 2.41632 2.41651 2.41649 2.41645 2.41651 2.41653 2.41660
āT=300K (Å) 2.41611 2.41620 2.41617 2.41639 2.41630 2.41631 2.41633 2.41643
m (10−6ÅK−1) -7.91342 -7.39712 -7.24532 -6.02112 -6.45572 -6.4118 -6.61172 -6.16047
a0 (Å) 2.41922 2.41923 2.41936 2.41938 2.41938 2.41938 2.41938 2.41995
TEC (10−6K−1) -3.27106 -3.05763 -2.99473 -2.4887 -2.66834 -2.65018 -2.73282 -2.5457
Figure 5.14: Theoretical determination of the TEC from NPT simulations.
(Top)TEC as a function of the defect density. Data for Cdef = 4 × 1012 cm−2
is an average of the four different defect configurations (see Fig. 5.7 in sec. 5.2.3).
(Bottom)Lattice parameter ā for each temperature and defect concentration, slope
of the ā(T ) curve (m), lattice parameter value at T = 0 K (a0), and calculated TEC
values.
4× 1012 cm−2 case, we have computed the TEC value for four different defects
configurations, see table in Fig 5.14 and Fig. 5.7. The data shown in the figure
(black square) corresponds to the average of these four TEC values.
From Fig. 5.14, we extract two main results. Firstly, our TEC for pristine
graphene, (−3.27 × 10−6 K−1), is in excellent agreement with previous ab
initio [256] and classical–potential [46, 257] theoretical studies. Secondly, our
results for the defective systems show that the introduction of defects leads to a
reduction of the |TEC|, in agreement with our experimental observations. This
result is robust with respect to the defect distribution, as similar TEC values are
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obtained for all the defect configuration studied when Cdef = 4 × 1012 m−2,
see table in Fig 5.14.
Comparing the experimental and simulated TEC trends, see Fig 5.14 and
Fig. 5.11 respectively, we observe that both are very similar. The |TEC| de-
creases rapidly as the concentration of defect increases, and tends to saturate
for concentrations beyond 4×1012 cm−2. In spite of this remarkable agreement
between experimental and simulated trends, there are quantitative discrepancies
regarding the TEC value for pristine graphene, as our theoretical results predict a
TEC almost two times smaller than our experiments. This discrepancy has been
already pointed out in previous experimental works [248, 250], see sec. 5.1.1.
According to recent MD simulations [46], |TEC| increases with system size for
square L × L unit cells in the range L ∼ 10 − 100 nm. This behavior can be
understood in terms of the effective cutoff introduced by the finite system size in
the long-wavelength out–of–plane vibration modes that are responsible for the
negative TEC of graphene. This interpretation implies that the smaller differ-
ence observed between the TEC experimental and theoretical values in defective
systems (TECexp4 ∼ −2.4 × 10−6 K−1 and TECtheo4 ∼ −2.63 × 10−6 K−1,
see Figs 5.14 and 5.11) arises from the reduction of the average out–of–plane
fluctuation in that graphene membranes. In the next subsection, we inspect that
possibility by analyzing the changes induced in the out–of–plane fluctuations by
the combined effect of temperature and the presence of defects.
5.4.2 Influence of defects in the graphene out-of-plane fluctuations
In order to understand the microscopic mechanism behind the TEC reduction, we
explore the changes induced in the out–of–plane fluctuations by the combined
effect of temperature and the presence of defects. In Fig. 5.15a-b, we show
the evolution of the spatially averaged amplitude of the graphene out–of–plane
oscillations, i.e. h(t) (see definition in sec. 5.2.4) for the pristine membrane
at T = 210K and T = 300K. Considering the effect of these out–of–plane
fluctuations in the graphene size, i.e. the larger they are, the smaller is the value
of the lattice parameter (see Fig. 5.15c), the evolution of this magnitude must be
anti-correlated with the evolution of the lattice parameter. That anti-correlation
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Figure 5.15: Evolution of the average out–of–plane fluctuation during NPT
simulations. Time evolution of the spatially–averaged amplitude of the out–of–plane
fluctuations, h(t) (red, see sec. 5.2.4) for the graphene pristine membrane at two
different temperature values: a) T = 210 K and b) T = 300 K. The fluctuations
of its lattice parameter for these two temperature values are also included (black).
c)Schematic representation of the relation between the out–of–plane fluctuations and
the graphene size.
is observed in our simulations, see Figs. 5.15a-b. For the two temperature values
here shown, we observe that whenever the amplitude of the fluctuations increases
(in black) the lattice parameter decreases (in red). This result shows that our
NPT-MD simulations are able to capture the anti-correlation between these
two quantities which seem to be key in understanding the origin of TEC of
graphene without and with defects. Additionally, it must be noted that these
simulations also capture the increase of graphene out–of–plane fluctuations with
the temperature, as h(t) is larger when T = 300K than for T = 210K. This
reinforces the validity of these simulations for estimating the graphene negative
TEC, as it arises from the increase with the temperature of the out–of–plane
fluctuations, see sec. 5.1.1.
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Figure 5.16: Analysis of the amplitude of the out–of–plane fluctuation per atom
obtained in our NPT simulations. a) Amplitude of the out–of–plane fluctuation per
atom, 〈h(r̄i)〉, (average of the z–coordinate of atom i over the last 20 ns) for pristine
and defective graphene at two temperatures (T = 210, 300 K). b) Profile of 〈h(r̄i)〉
along the green (black) line in panel a) for pristine (defective) graphene at T = 210 K.
c) Same as b) for T = 300 K.
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Further insights can be gained by looking at the real space distribution (atom
by atom) of the time averaged amplitude of the out–of–plane fluctuations , i.e.
〈h(r̄i)〉, with r̄i defined as the xy in–plane position of atom i, see sec. 5.2.4.
That magnitude is displayed in Fig. 5.16a for two different temperatures and in
the presence of defects. These 2D maps capture two important features: First,
for pristine graphene, the dominant red color at T = 300 K, in contrast to the
blue color at T = 210K, reflects that temperature is responsible for the increase
in the amplitude of out–of–plane fluctuations for each atom, leading to an actual
in–plane contraction of the material. Second, defective graphene exhibits overall
smaller fluctuations than pristine graphene. Although the atoms that are first
neighbors of the defects have larger oscillation amplitudes, fluctuations have
been drastically reduced on the rest of the graphene sheet. This effect is specially
seen at T = 300 K, where the color change between pristine and defective
membranes is larger. That difference can be quantified using the line profiles
shown in Fig. 5.16b–c. Summarizing, our simulations confirm that the TEC
reduction in the presence of defects is induced by the reduction of out–of–plane
fluctuations, as was previously suggested (see sec. 5.1.2).
5.5 MD-NVT Simulation Results
At this stage, we speculate that the quenching of out–of–plane fluctuations is
linked with an additional in–plane stress induced in the graphene sheet by the
defects. The presence of an uniform tensile strain is known to reduce the out–of–
plane fluctuations [284]. We explored this idea with NVT-MD simulations, see
sec. 5.2.5 for more details. Fig. 5.17 shows the converged thermal stress (σ̄) for
pristine and defective graphene membranes as a function of temperature. In this
figure we note that the thermal stress of pristine graphene increases much faster
than the defective one, as was observed in the experiments (see Fig. 5.11a).
This behavior allows us to independently confirm that a decrease on the thermal
strain indeed translates into a reduction of the TEC.
In our simulations, we are able to decompose the total stress into a sum
of local contributions for each of the carbon atoms, see sec. 5.2.5. Fig. 5.18a
presents the time average of the sum of the in–plane diagonal components of the
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Figure 5.17: Thermal stress as a function of temperature for different defect
concentrations. Thermal stress versus T for each defect concentration (bullets) and
the corresponding linear fits (lines). The result for Cdef = 4× 1012 cm−2 corresponds
to the (i) defect configuration, see Fig. 5.7.
i–atom stress tensor 〈K‖(r̄i)〉 = 〈(Kxx(r̄i) + Kyy(r̄i))/2Aat〉t as a 2D stress
map for both pristine and defective graphene at two different temperatures.
In–plane compressive (positive) stress is represented in red, while blue corre-
sponds to in–plane tensile (negative) stress, that would tend to expand locally
the graphene sheet. For pristine graphene at T = 210 K, we have an even dis-
tribution of very small regions with low positive and negative stress that cancel
out. This result is consistent with the fact that the simulation box size is fixed
to the equilibrium value of pristine graphene at T = 210 K. When tempera-
ture is raised to 300 K, the 2D stress map turns red, revealing an homogeneous
increase of the in–plane compressive stress in the system (see Fig. 5.18b–c) as
observed experimentally. This means that, if fixed boundary conditions were
relaxed, graphene would shrink in–plane.
The 2D stress map for defective graphene at T = 210 K (see Fig. 5.18a)
















Figure 5.18: 2D stress maps obtained from our NVT simulations. a)Sum of the
in–plane diagonal components of the i–atom stress tensor, 〈K‖(r̄i)〉 , (normalized by
the surface area per atom Aat = 0.02529 nm2) for pristine and defective graphene at
T = 210, 300 K. The data here shown corresponds to a time average of the 〈K‖(r̄i)〉
value in the 20 ns of simulation. b)Profile for 〈K‖(r̄i)〉 along the green (black) line in
panel a) for pristine (defective) graphene at T = 210 K. c)Same as b) for T = 300 K.
Notice the logarithmic scale used in panels b)–c).
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looks similar to the one of the pristine case in areas far from the defects (e.g., the
left bottom corner). However, around defects, we observe a three-fold symmetry
stress distribution, where areas of tensile (blue) and compressive (red) stress
alternate. Overall, the map shows a predominance of blue areas with tensile
stress. If fixed boundary conditions are released, this stress would favor an in-
plane expansion that naturally leads to a larger equilibrium lattice parameter
for the defective case, in agreement with our NPT results (Fig. 5.13a). At
T = 300K, we observe an increase of the in–plane compressive stress similar to
the one found in the pristine case. However, at variance with the latter, small
patches of tensile stress can still be found around the defects. These patches are
responsible for a reduction of the global compressive stress in the system, that
would lead, if boundary conditions are removed, to a smaller in–plane contraction
compared to the pristine case.
The maximum tensile stresses observed around defects for both tempera-
tures (see Figs 5.18b and 5.18c) are ∼ 2.15 N/m, that corresponds to a local
strain of 0.65 %. Theoretical calculations based on the self-consistent screen-
ing approximation and atomistic Monte-Carlo simulations [284], predict a very
strong attenuation of the out–of–plane thermal fluctuations in stiff membranes,
as graphene, with the presence of rather weak uniform strains (∼ 0.4 %). Strain
fields less than 1% are enough to suppress all the anharmonic effects. This strong
dependence with the strain provides the fundamental link between our results
from the NPT and NVT simulations. Defects support short–wavelength normal
vibrations, but the local strain that they induce contributes to the quenching
of the long–wavelength thermal fluctuations that are mainly responsible for the
in–plane graphene contraction. The remaining fluctuations lead to the reduced
negative TEC measured in our experiments and simulations in the presence of
defects. Thus, the stress distribution induced by the defects, in particular, the
presence of areas of tensile stress, is responsible for the |TEC| reduction.
5.6 Conclusions
In summary, we measured the TEC of graphene using a novel approach that
can be extended to other 2D materials. We also shown that the TEC can be
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tuned through the controlled introduction of vacancy-like defects, reducing it
to almost zero for a modest defect concentration (corresponding to a mean
distance between vacancies of ∼ 4 nm). Our long MD simulations reproduce
this trend, validate the experimental approach, and provide a comprehensive
understanding of this phenomenon in terms of the quenching of out–of–plane
fluctuations induced by the patches of tensile strain introduced by the defects.
Although textbook physics of pristine graphene has attracted much attention,
our work proves that the unavoidable presence of small defect densities in real–
life graphene has profound implications. Our insight provides a guide for future
proposals of either electronic or thermal defect engineering [285]. Along this
line, we suggest controlled creation of low defect densities to reduce the TEC
mismatch between graphene and substrates that cause undesired strains in de-
vices. Our results have also to be considered in the interpretation of previous
reports on the interplay of defects and mechanical properties. In particular, they
constitute the first evidence supporting the conjecture of graphene stiffening by
quenching of long–wavelength phonons by monovacancies [4], paving the way
for the tailoring of the mechanical properties of graphene and other 2D materials
where out–of –plane thermal fluctuations are relevant.
6 | General conclusions
Nanoscale systems have shown, in last decades, novel and different properties
compared with those of their macroscopic counterparts. This has encouraged
the scientific community to try to understand and control the properties of
these nano-systems to promote their integration in different nanotechnological
applications. In this context, the work presented in this thesis was devoted
to study the dynamical properties of different nano-systems and to understand
how they can be drastically modified by introducing atomic-scale modifications
on both the environment and the intrinsic structure of the nano-system. By
combining the use of "all-atom" Molecular dynamics simulations with "state-of-
the-art" computing architectures, such as GPUs, we have been able to describe
the atomistic mechanisms that influence the dynamical properties of a large
variety of nanoscale systems, ranging from 2D materials over ssDNAs assemblies
to proteins. The results and methodology here developed pave the way for a
tight control of the properties at the nanoscale.
In chapter 2, we have inspected the adsorption process of the protein Im-
munoglobulin G (IgG) on graphene with both explicit (all the water atoms are
explicitly included on the system), and implicit (the solvent is described as a
continuous dielectric medium) solvation methods. In the former case, we have
not observed major changes in the IgG secondary structure upon adsorption
(less than a 5%). However, implicit solvation results have shown a major struc-
tural rearrangement of the protein upon adsorption, which is not compatible
with the experimentally demonstrated preservation of the IgG bio-functionality
on graphene [56]. By performing a detailed energy decomposition analysis of
both simulations, we have been able to unveil the mechanisms behind the IgG
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adsorption over graphene and the importance of the atomistic description of the
solvent in those mechanisms. Regarding the adsorption mechanisms, our explicit
solvent simulation analysis has evidenced that the protein-surface attraction is
counterbalanced by the cost of breaking both the surface and protein solvation
shells, and thus the IgG adsorption proceeds as a consequence of a subtle ef-
fect, i.e. the entropic water thermal oscillations. This energetic balance is not
captured using implicit solvent, as in this case the cost of breaking the solvation
shells is underestimated. Moreover, the gain of water-water electrostatic energy
during adsorption is also not considered in implicit solvent simulations. These
two factors prompt that the IgG adsorbs instantaneously over graphene and with
a pronounced loss of solute-solvent interaction, resulting in large electrostatic
unbalances inside the protein, which ultimately leads to its unfolding.
Chapter 3 presents how the hydration influences the mechanical response
of a self-assembled monolayer (SAM) of ssDNAs. Our MD simulation results
at eleven hydration levels (from H=0 to H=600 water per ssDNA) have shown
that the mechanical response of this system, here quantified via its curvature,
goes through three well differentiated stages: (1) at low hydration levels, the
curvature increases with the hydration; (2) for H>100 water/ssDNA the cur-
vature decreases until (3) it saturates for H≤400 water/ssDNA. These three
stages are compatible with previous experiments, which analysed the surface
stress variation of an analogous SAM with the relative humidity of the system.
By performing a detailed energetic and structural analysis, we have been able
to put in contact the atomistic water-ssDNA interactions with the collective
SAM structural and mechanical response. At low hydration levels (1), the high
water-ssDNA affinity prompts the ssDNAs to become stiffer with the hydration
and to approach to each other, leading to a larger upward deflection of the SAM
as the hydration increases. For 100<H<400 water/ssDNA (2), the rise of the
water-water affinity prompts an enlargement of the SAM nanopores with the
hydration, i.e the ssDNAs stretch with the hydration, which ultimately hinders
the increase of the curvature. For H>400 water/ssDNA (3), the complete filling
of the nanopores with water molecules prompts the new water molecules added
to the system to remain outside the SAM and, thus, the SAM structural and
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mechanical properties barely change. We have completed this study by analyzing
how this hydration-driven mechanical response changes when the SAM grafting
density is ∼ 1.3 times smaller. Our results confirm that the reduction of the
grafting density introduces a new ssDNAs structural tendency at very low hydra-
tion levels as a consequence of the larger free space existent in the nanopores,
which influences the SAM mechanical response. All in all, the results presented
in this chapter unveil the surprising active role of the water molecules in the
structure and mechanical properties of these SAMs.
In chapter 4, we have explored the effect of single amino-acid mutations on
the structure and dynamics of the Azurin protein. This study was performed not
only to characterize the effect of these atomic-scale mutations on the dynamics
of a protein, but also to understand the change of the electronic transport pro-
cess through a gold-Azurin-gold junction observed experimentally by replacing
one of its amino-acids with a cysteine. By simulating the unrestrained dynamics
in water of the mutants studied in the experiments, we have shown that the
introduction of mutations does not practically alter the Azurin structure but it
reduces the Azurin global fluctuations up to a 8%, i.e. the Azurin becomes
stiffer. To analyze the influence of this mutation-induced stiffening effect on the
Azurin-gold interaction, we have also simulated the free adsorption process of
both "wild-type" and mutant Azurin variants over a gold surface. Four differ-
ent initial Azurin-surface orientations were tested to obtain a wider statistics of
the Azurin adsorption process. Our adsorption simulations have revealed a high
mobility for the wild-type protein during adsorption, as it was able to undergo
major reorientation maneuvers to adsorb along one of the two preferred config-
urations: lying-down with the cysteines in contact with the surface or through
the hydrophobic patch. In contrast, the mutant has shown a smaller reorient-
ing ability as it always adsorbs along its initial Azurin-gold orientation. These
contrasting results suggest that quenching the Azurin fluctations via mutation
creation may significantly alter its adsorption process over gold, even changing
the Azurin-gold configuration. This result paves the way for an understanding of
the experiments, as variations on the Azurin-gold configuration could ultimately
affect the Azurin conductivity on the junction.
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In chapter 5, we have examined the role of atomic-scale modifications on
the thermo–mechanical properties of graphene. This work combines both ex-
periments and simulations as it has been performed in close collaboration with
a experimental group of our University. Our aim was to unveil the influence of
a dilute density of monovacancies on the out-of-plane thermal fluctuations of
graphene, which cause the graphene to contract when heated (negative thermal
expansion coefficient). Considering this relation between the graphene thermal
expansion coefficient (TEC) and its out–of–plane fluctuations, we have decided
to estimate this quantity both experimentally and with MD simulations for dif-
ferent monovacancy densities (from 0 to 6 ×1012 cm−2). The experiments have
demonstrated that the graphene TEC can be tuned through the controlled intro-
duction of monovacancies, reducing it to almost zero when the mean distance
between vacancies is ∼ 4 nm. By performing 40ns-long NPT-MD simulations,
we have been able to quantify variations in the graphene lattice parameter with a
precision of 10−5Å, which allows us to accurately estimate the negative graphene
TEC and confirm that it reduces with the introduction of mono-vacancies. To
understand this reduction, we have analyzed the stress distribution along the
different graphene sheets via 40ns-long NVT-MD simulations, concluding that
monovacancies create strain fields in their surrounding areas, which direclty af-
fect the out–of–plane graphene modes.
In summary, this work presents a comprehensive study of the role of atomistic
interactions on different dynamical properties at the nanoscale. In particular, we
have revealed the solvent-mediated mechanisms occurring in the atomistic scale
during protein adsorption on a hydrophobic surface. Furthermore, we have un-
veiled that the water atomic interaction plays an active role in the structure
and mechanical response of complex biological systems such as ssDNAs as-
semblies. Finally, we have demonstrated that the introduction of atomic-scale
modifications on the intrinsic structure of two different nano-systems (protein,
graphene) significant changes their mechanical properties, explaining also the
physical mechanisms behind such impressive results.
Conclusiones generales
Los sistemas en la nanoescala o "nano-sistemas", han demostrado en las últi-
mas décadas tener propiedades diversas y novedosas comparadas con las de sus
análogos en la macroescala. Esto ha incentivado el interés de la comunidad cien-
tífica por comprender y modificar las propiedades de estos nano-sistemas para
favorecer su integración en aplicaciones nanotecnológicas. En este contexto, el
trabajo que presentamos en esta tesis está dedicado a estudiar las propiedades
dinámicas de diferentes nano-sistemas y cómo pueden ser modificadas drásti-
camiente por medio de modificaciones a nivel atómico, tanto en su estructura
intrínseca como en su entorno. Combinando el uso de simulaciones de Dinámica
Molecular (MD) ”all-atom” con el uso de nuevas arquitecturas computacionales,
como las tarjetas gráficas, hemos logrado describir los mecanismos atómicos que
influyen en las propiedades dinámicas de una gran variedad de sistemas en la
nanoescala, desde materiales 2D hasta proteínas, pasando por monocapas de
hebras de ADN. Los resultados y metodología desarrollados en esta tesis sientan
las bases necesarias para el control preciso de las propiedades en la nanoescala.
En el segundo capítulo, hemos inspeccionado el proceso de adsorción de la
proteína Immunoglobulina G (IgG) sobre grafeno, tanto con métodos de sol-
vatación explícitos (todos los átomos se incluyen explícitamente en el sistema)
como implícitos (el solvente se describe como un medio continuo dieléctrico).
En el primer caso, no se observaron grandes cambios en la estructura secundaria
de la IgG tras la adsorción (menos de un 5 %). Sin embargo, los resultados de
la solvatación implícita han mostrado un mayor cambio en la estructura ter-
ciaria de la proteína tras la adsorción que se contradice con la preservación de
la bio-funcionalidad de la IgG sobre el grafeno demostrada experimentalmente.
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Por medio de un análisis detallado de las diferentes contribuciones energéticas
en ambos tipos de simulaciones, hemos conseguido descrifrar los mecanismos
que gobiernan la adsorción de la IgG sobre el grafeno y la importancia de la
descripción atomística del solvente en los mismos. En relación a los mecanis-
mos de adsorción, nuestras simulaciones de solvatación explicita han demostrado
que la atracción superficie-proteína se contrarresta con el coste energético de
ruptura de las capas del solvatación que rodean tanto a la proteína como a la
superficie. Como consecuencia, la adsorción de la proteina es un proceso len-
to, el cual ocurre gracias a las fluctuaciones térmicas/entrópicas del agua. Este
balance energético no es capturado por los métodos de solvatación implicita,
pues en este caso se subestima el coste energético de ruptura de las capas de
solvatación. Además, en las simulaciones de solvente implícito no se tiene en
cuenta la ganancia de energía electrostática interna del agua (se forman mas
puentes de hidrógeno agua-agua) durante la adsorción. Estos dos factores llevan
a que la IgG se adsorba de manera instantánea sobre el grafeno, perdiendo signi-
ficativamente interacciones electrostáticas con el solvente, lo que causa un gran
desquilibrio electrostático en el interior de la proteína y por tanto la pérdida de
su estructura terciaria.
El tercer capítulo versa sobre la influencia de la hidratación en la respuesta
mecánica de una monocapa autoensamblada de hebras simples de ADN (ssD-
NA). Hemos realizado once simulaciones de Dinámica Molecular usando en ca-
da una de ellas un diferente valor de la hidratación (desde H=0 hasta H=600
moléculas de agua por cada ssDNA).Los resultados muestran que la respuesta
mecánica de este sistema, cuantificada aquí mediante su curvatura, pasa por
tres estados claramente diferenciados: (1) en niveles bajos de hidratación, la
curvatura aumenta con la hidratación; (2) para niveles H>100 agua/ssDNA la
curvatura disminuye hasta su saturación en (3) H=400 agua/ssDNA. Estos tres
estados son compatibles con los resultados obtenidos en experimentos previos,
en los que se analizó la variación de la tensión superficial de una monocapa
análoga en función de su humedad relativa. Realizando un detallado análisis
energético y estructural, hemos podido relacionar las interacciones atomísticas
agua-ssDNA con la respuesta estructural y mecánica colectiva de la monocapa.
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A niveles bajos de hidratación, la alta afinidad agua-ssDNA favorece el endure-
cimiento de las hebras de ssDNA y que se aproximen entre ellas, dando lugar
a que la deflexión de la monocapa sea más intensa (más grande) a medida
que la hidratación aumenta. Cuando 100<H<400 agua/ssDNA (2), la afinidad
agua-agua comienza a ser relevante. Esto lleva a un aumento del volumen de
los nanoporos, es decir, a que la longitud de las hebras aumente, lo que dificulta
el incremento de la curvatura. Cuando H>400 agua/ssDNA (3), los nanoporos
están ya completamente llenos de moléculas de agua, de modo que las nuevas
moléculas de agua tienen que quedarse en la parte exterior de la monocapa y
por lo tanto su incremento no afecta a las propiedades estructurales y mecáni-
cas de la monocapa. Hemos completado este estudio analizando como influye
la reducción de la densidad de hebras en la variacion de la respuesta mecánica
con la hidratación anteriormente descrita. Los resultados obtenidos confirman
que la reducción de la densidad hace que las hebras sigan una nueva tendencia
estructural a niveles bajos de hidratación como consecuencia de la existencia de
un mayor espaciado entre hebras. Esta nueva tendencia estructural cambia sig-
nificativamente la respuesta mecánica de la monocapa a niveles de hidratación
bajos (H<150 agua/ssDNA). En definitiva, los resultados presentados en este
capítulo revelan que las moléculas de agua tienen un rol activo en la estructura
y propiedades mecánicas de estas monocapas de ssDNA.
En el cuarto capítulo, hemos explorado el efecto de las modificaciones “áto-
mo a átomo” en la estructura y dinámica de la proteína Azurina. La motivación
de este trabajo ha sido no sólo caracterizar el efecto de estas mutaciones en
la dinámica de una proteína, sino también entender el cambio en el proceso de
transporte electrónico a través de una unión oro-Azurina-oro observado experi-
mentalmente tras reemplazar uno de sus amino-acidos por una cisteína. Simu-
lando la dinámica libre en disolución de tres mutantes de esta proteína análogos
a los utilizados en los experimentos, es decir, en las que un aminoacido es rem-
plazado por una cisteína, demostramos que la introducción de mutaciones no
afecta prácticamente a la estructura de la Azurina, pero reduce su fluctuación
global un 8 % (se vuelve más rígida). Para analizar como influye este endureci-
miento en la interacción Azurina-oro, hemos simulado el proceso de adsorción
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sobre una superficie de oro de la forma “wild-type” y mutada de la Azurina. Para
obtener una variedad estadística más amplia del proceso de adsorción, hemos
estudiado este proceso partiendo de cuatro orientaciones proteina-oro diferen-
tes. Nuestras simulaciones han mostrado que la forma “wild-type” de la proteína
tiene una alta mobilidad durante la adsorción, pues experimenta durante este
proceso grandes reorientaciones para finalmente adsorberse en una de las dos
configuraciones siguientes: en horizontal, con las cisteínas en contacto con la
superficie, o a través del parche hidrofóbico. Por el contrario, la forma mutante
muestra una menor habilidad de reorientación, dado que siempre se adsorbe con
la misma orientación con la que empezó al incio de la simulación. Esta diferencia
en el comportamiento de ambas formas sugiere que restringir las fluctuaciones
de la Azurina mediante la introducción de mutaciones puede alterar significativa-
mente su proceso de adsorción en oro, modificando incluso su configuración de
adsorción. Estos resultados sientan bases para la comprensión de los resultados
experimentales, dado que variaciones en la configuración de la Azurina respecto
al oro pueden, en última estancia, afectar la conductividad de la Azurina en la
uniónes oro-Azurina-oro.
En el quinto capítulo, hemos explorado el efecto de las modificaciones “átomo
a átomo” en las propiedades termo-mecánicas del grafeno. Este trabajo combina
simulaciones de Dinámica Molecular con resultados experimentales, ya que ha
sido realizado en estrecha colaboración con un grupo experimental de nuestra
universidad. Nuestro objetivo era revelar la influencia de una densidad pequeña
de monovacantes en las fluctuaciones térmicas fuera de plano del grafeno. Estas
fluctuationes causan que el grafeno se contraiga cuando se calienta, es decir, el
coeficiente de expansión térmica del grafeno (TEC) es negativo. Considerando
esta relación entre el TEC y las fluctuaciones fuera de plano, decidimos estudiar
la influencia de la presencia de defectos en estas fluctuaciones mediante la esti-
macion del TEC del grafeno (tanto experimentalmente como con simulaciones)
con diferentes densidades de monovacantes (de 0 a 6 ×1012 cm−2). Los experi-
mentos han demostrado que el TEC del grafeno se modifica con la introducción
de estas monovacantes, reduciéndolo casi a cero cuando la distancia mínima
entre vacantes es de ∼ 4nm. Por medio de simulaciones de dinámica molecular
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a presion constante, hemos podido cuantificar las variaciones en el parámetro
de red, con una precisión de 10−5Å, permitiéndonos estimar con precision el
TEC negativo del grafeno, y confirmar que se reduce con la introducción de mo-
novacantes. Para comprender esta reducción, hemos analizado la distribución
de tensión a lo largo de las láminas de grafeno, por medio de simulaciones a
volumen constante. Esto nos ha permitido concluir que la introducción de mo-
novacantes crea campos de tensión en las proximidades de las mismas, lo que
afecta directamente a los modos fuera de plano.
En resumen, este trabajo presenta un estudio amplio del papel de las inter-
acciones atomísticas en las propiedades dinámicas de sistemas en la nanoescala.
En particular, hemos revelado los mecanismos atómicos con los que el solvente
(el agua) interviene en el proceso de adsorción de una proteína sobre una su-
perficie hidrófoba. Además, hemos desvelado que el agua juega un papel activo
en la estructura y respuesta mecánica de sistemas biológicos complejos como
los agregados de ssDNAs. Por último, hemos demostrado que la introducción de
modificaciones “átomo a átomo” en la estructura intrínseca de dos nano-sistemas
diferentes (la proteína Azurina, y el grafeno), cambia significativamente sus pro-
piedades mecánicas, justificando también los mecanismos físicos que subyacen
a este cambio.
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