We study the structure of bounded degree polynomials over finite fields. Haramaty and Shpilka [STOC 2010] showed that biased degree three or four polynomials admit a strong structural property. We confirm that this is the case for degree five polynomials also. Let F = Fq be a prime field.
(1)
Note that crucially c does not depend on the dimension n, meaning that for large n, it is very unlikely for a typical polynomial to be biased. Recently, Bhowmick and Lovett [BL15a] proved that the dependence of the number of terms in Eq.
(1) on |F| can be removed, in other words biased polynomials are very rare even when the field size is allowed to grow with n. These structure theorems for biased polynomials have had several important applications. For example they were used by Kaufman and Lovett [KL08] to give interesting worst case to average case reductions, and by Tao and Ziegler [TZ12] in their proof of the inverse theorem for Gowers norms over finite fields. Such structure theorems have played an important role in determining the weight distribution and list decoding radius of Reed-Muller codes [KLP12, BL15b, BL15a] . They were also used by Cohen and Tal [CT15] to show that any degree d affine disperser over a prime field is also an affine extractor with related parameters.
There are however two drawbacks to the structure theorems proved in [GT09, KL08] . Firstly, the constant c = c(δ, d, |F|) has very bad dependence on δ which is due to the use of regularity lemmas for polynomials. Secondly, there is no restrictions on the function Γ obtained in Eq.
(1), in particular there is nothing stopping it from being of degree c. In the special case of quadratic polynomials better bounds and structural properties follow from the following well-known theorem.
Theorem 1.1 (Structure of quadratic polynomials [LN94] ). For every quadratic polynomial f : F n → F over a prime field F, there exists an invertible linear map T , a linear polynomial ℓ, and field elements α 1 , . . . , α n such that
i=1 α i x 2i−1 x 2i + ℓ(x).
• If |F| is odd, then (f • T )(x) = n i=1 α i x 2 i + ℓ(x).
It easily follows that every quadratic polynomial f , can be written in the form number of the terms on bias(f ) is optimal. Haramaty and Shpilka [HS10] studied the structure of biased cubic and quartic polynomials and proved the following two theorems.
Theorem 1.2 (Biased cubic polynomials [HS10] ). Let f : F n → F be a cubic polynomial such that bias(f ) = δ > 0.
Then there exist c 1 = O (log(1/δ)), c 2 = O log 4 (1/δ) , quadratic polynomials Q 1 , ..., Q c1 : F n → F, linear functions ℓ 1 , ..., ℓ c1 , ℓ ′ 1 , ..., ℓ ′ c2 : F n → F and a cubic polynomial Γ :
Theorem 1.3 (Biased quartic polynomials [HS10] ). Let f : F n → F be a cubic polynomial such that bias(f ) = δ.
There exist c = Poly(|F|/δ) and polynomials {ℓ i , Q i , Q ′ i , G i } i∈ [c] , where the ℓ i s are linear, Q i , Q ′ i s are quadratic, and G i 's are cubic polynomials, such that
In the high characteristic regime when d = deg(f ) < |F|, Green and Tao [GT09] showed that such a strong structure theorem holds, with a dependence that is really large in terms of bias. More precisely, if d < |F|, then every degree d polynomial f , with bias(f ) δ can be written in the form f = c(δ,F,d) i=1 
Our results
Suppose that F = F q is a prime field. When the characteristic of F can be small, it was not known whether a degree five biased polynomial admits a strong structure in the sense of Theorems 1.2 and 1.3. Moreover, the techniques from [HS10] seem to break down.
Quintic polynomials. We combine ideas from [HS10] with arguments from polynomial regularity and prove such a structure theorem for quintic polynomials. Theorem 1.4 (Biased quintic polynomials I). Suppose f : F n → F is a degree five polynomial with bias(f ) = δ.
There exist c 1.4 c(δ), nonconstant polynomials G 1 , ..., G c , H 1 , ..., H c and a polynomial Q such that the following holds.
•
• deg(Q) 4.
Note that c 1.4 only depends on δ, and has no dependence on n or |F|. We also prove that every biased quintic polynomial is constant on an affine subspace of dimension Ω(n).
Theorem 1.5 (Biased quintic polynomials II). Suppose f : F n → F is a degree five polynomial with bias(f ) = δ.
There exists an affine subspace V of dimension Ω(n) such that f | V is constant, where the constant hidden in Ω depends only on δ.
Theorem 1.5 was previously only known for degrees 4. The case of quadratics when F = F 2 is Dickson's theorem [Dic58] , and the case of general F and d 4 was proved recently by Cohen and Tal [CT15] building on Theorems 1.2 and 1.3. We also remark that the degree five is the largest degree that such a bound can hold. To see this, assume for example that d = 6 and F = F 2 , and construct a degree 6 polynomial f = G(x 1 , ..., x n )·H(x 1 , . . . , x n ) by picking two random cubic polynomials G and H. One observes that f has bias very close to 0, however, f will not vanish over any subspace of dimension Ω(n 1/2 ). Theorem 1.5 has the following immediate corollary.
Corollary 1.6. Suppose f : F n → F is a degree five affine disperser for dimension k. Then f is also an affine extractor of dimension O(k).
We refer to [CT15] where affine dispersers and extractors and the relations between them are discussed.
Degree d polynomials, with d < |F| + 4. We in fact prove a strong structure theorem for biased degree d polynomials when d < |F| + 4, from which Theorem 1.4 follows immediately. Let f : F n → F be a degree d polynomial with bias(f ) = δ. There exists c 1.7 c(δ, d), nonconstant polynomials
.., H c and a polynomial Q such that the following hold.
We also prove a general version of Theorem 1.5 for d < |F| + 4.
Cohen and Tal [CT15] recently showed that any degree d biased polynomial is constant on an Ω δ (n 1/(d−1) ) dimensional affine subspace. Theorem 1.8 improves on this by a quadratic factor, when d < |F| + 4.
Our results for quintic polynomials follow immediately.
Proof of Theorems 1.4 and 1.5: Theorems 1.4 and 1.5 follow curiously as special cases of Theorem 1.7 and Theorem 1.8 as |F| 2 and 5 < 2 + 4.
Algorithmic aspects. Using a result of Bhattacharyya, et. al. [BHT15] who gave an algorithm for finding prescribed decompositions of polynomials, we show that whenever such a strong structure exists, it can be found algorithmically in time polynomial in n. Combined with Theorem 1.7, we obtain the following algorithmic structure theorem.
Theorem 1.9. Suppose δ > 0, d > 0 are given, and let F = F q be a prime field satisfying d < q + 4. There is a deterministic algorithm that runs in time O(n O(d) ) and given as input a degree d polynomial f :
F and a polynomial Q : F n → F, such that
Organization
In Section 2 we present the basic tools from higher-order Fourier analysis. In Section 3 we discuss useful properties of a pseudorandom collection of polynomials. Theorem 1.7 is proved in Section 4.1, and Theorem 1.8 is proved in Section 4.2. We discuss the algorithmic aspects in Section 5. We end with a discussion of future directions in Section 6.
Notation
Let D = {z ∈ C : |z| 1} be the unit disk in the complex plane. Let T = R/Z. Suppose that F = F q is a finite prime field, let e F : F → D denote the function e F (x) := e 2πix |F| , and let e : T → D denote the function e(x) := e 2πix .
For functions f, g :
For an integer a, denote by [a] := {1, . . . , a}.
Preliminary results from higher-order Fourier analysis
Throughout this section, assume that F = F q for a fixed prime q. Extensions to large finite fields will be discussed later in Section 2.5.
Nonclassical Polynomials
Let d 0 be an integer. It is well-known that for functions P : R n → R, a polynomial of degree d can be defined in one of two equivalent ways: We say that P is a polynomial of degree d if it can be written as
with coefficients c i1,...,in ∈ R. This can be thought of as a global definition for polynomials over the reals. Equivalently, the local way of defining P to be a polynomial of degree d is to say that it is d + 1 times differentiable and its (d + 1)-th derivative vanishes everywhere.
In finite characteristic, i.e. when P : F n → G for a prime field F and an abelian group G, the local definition of a polynomial uses the notion of additive directional derivatives.
Definition 2.1 (Polynomials over finite fields (local definition)). For an integer d 0, a function P : F n → G is said to be a polynomial of degree d if for all y 1 , . . . , y d+1 , x ∈ F n , it holds that
where
is the additive derivative of P with direction y evaluated at x. The degree of P is the smallest d for which the above holds.
It follows simply from the definition that for any direction y ∈ F n , deg(D y P ) < deg(P ). In the "classical" case of polynomials P : F n → F, it is a well-known fact that the global and local definitions coincide. However, the situation is different when G is allowed to be other groups. For example when the range of P is R/Z, it turns out that the global definition must be refined to the "nonclassical polynomials". This phenomenon was noted by Tao and Ziegler [TZ12] in the study of Gowers norms.
Nonclassical polynomials arise when studying functions P : F n → T and their exponents f = e(P ) :
Definition 2.2 (Nonclassical Polynomials). For an integer d 0, a function P : F n → T is said to be a nonclassical polynomial of degree d (or simply a polynomial of degree d) if for all y 1 , . . . , y d+1 , x ∈ F n , it holds that
The degree of P is the smallest d for which the above holds. A function P : F n → T is said to be a classical polynomial of degree d if it is a nonclassical polynomial of degree d whose image is contained in
, the set of all nonclassical polynomials over F n , all nonclassical polynomials of degree d and all nonclassical polynomials of degree d respectively.
The following lemma of Tao and Ziegler [TZ12] shows that a classical polynomial P of degree d must always be of the form x → |Q(x)| q , where Q : F n → F is a polynomial (in the usual sense) of degree d, and | · | is the standard map from F to {0, 1, . . . , q − 1}. This lemma also characterizes the structure of nonclassical polynomials.
Lemma 2.3 (Lemma 1.7 in [TZ12] ). A function P : F n → T is a polynomial of degree d if and only if P can be represented as
for a unique choice of c d1,...,dn,k ∈ {0, 1, . . . , q − 1} and α ∈ T. The element α is called the shift of P , and the largest integer k such that there exist d 1 , . . . , d n for which c d1,...,dn,k = 0 is called the depth of P . A depth-k polynomial P takes values in an affine shift of the subgroup U k+1 := 1 q k+1 Z/Z. Classical polynomials correspond to polynomials with 0 shift and 0 depth.
In many cases, for the sake of brevity, we will omit writing "mod 1" in the description of the defined nonclassical polynomials. For convenience of exposition, henceforth we will assume that the shifts of all polynomials are zero.
This can be done without affecting any of the results presented in this text. Under this assumption, all polynomials of depth k take values in U k+1 .
Gowers norms
Gowers norms, which were introduced by Gowers [Gow01] , play an important role in additive combinatorics, more specifically in the study of polynomials of bounded degree. Gowers norms are defined for functions F :
where G is any finite Abelian group. In this paper we will restrict our attention to the case of G = F n . The Definition 2.4 (Gowers norm). Let F = F q be a finite field, d > 0. Given a function f : F n → C, the Gowers norm of order d for f is given by
where C is the conjugation operator C(z) = z and ∆ y f (x) = f (x + y)f (x) is the multiplicative derivative of f at direction y.
| the Gowers norm of order 1 is only a semi-norm. However for d > 1, it turns out that · U d is indeed a norm [Gow01] . Direct and inverse theorems for Gowers norms relate the Gowers norm to correlation with bounded degree polynomials.
Theorem 2.5 (Direct theorem for Gowers Norm). Let f : F n → C be a function and d 1 an integer. Then for every degree-d nonclassical polynomial P :
, |F|) such that the following holds. For every function f :
Rank, Regularity, and Other Notions of Uniformity
The rank of a polynomial is a notion of its complexity according to lower degree polynomials.
Definition 2.7 (Rank of a polynomial). Given a polynomial P : F n → T and an integer d 1, the d-rank of P , denoted rank d (P ), is defined to be the smallest integer r such that there exist polynomials Q 1 , . . . , Q r :
to be ∞ if P is non-constant and 0 otherwise.
The rank of a polynomial P : F n → T is its deg(P )-rank. We say that P is r-regular if rank(P ) r.
Note that for an integer λ ∈ [1, q − 1], rank(P ) = rank(λP ). In this article we are interested in obtaining a structure theorem for biased classical polynomials that does not involve nonclassical polynomials. Motivated by this, we define two other notions of rank.
Definition 2.8 (Classical rank of a polynomial). Given a (classical) polynomial P : F n → F and an integer d 1,
, is defined similarly to Definition 2.7 with the extra restriction that
The classical rank of a polynomial P : F n → F is its classical deg(P )-rank. We say that P is classical r-regular
Remark 2.9. For a nonconstant affine-linear polynomial P (x), rank(P ) = crank(P ) = ∞ and for a constant function Q(x), rank(Q) = 0.
Remark 2.10. It is important to note that Definition 2.7 and Definition 2.8 are not equivalent. To see this, note that, as proved in [TZ12] and [LMS11] , the degree 4 symmetric polynomial S 4 := i<j<k<ℓ x i x j x k x ℓ has negligible correlation with any degree 3 classical polynomial. A simple Fourier analytic argument implies that
, and by a theorem of Tao and Ziegler [TZ12] stating that functions with large Gowers norm must have large rank, we have that rank(S 4 ) r(F) for some constant r.
In the above definitions of rank of a polynomial, we have allowed the function Γ to be arbitrary. It is interesting to ask whether a polynomial is structured in a stronger sense.
Definition 2.11 (Strong rank of a polynomial). Given a (classical) polynomial P : F n → F of degree d. The strong rank of P , denoted by strong-rank d (P ), is the smallest r 0, such that there exist nonconstant polynomials
.., H r : F n → F n and a polynomial Q such that
• For all i ∈ [r], we have that deg
The strong-rank of a polynomial P : F n → F is equal to strong-rank deg(P ) (P ).
The above notion of rank is a stronger notion, and in particular the following holds for any polynomial P , rank(P ) crank(P ) strong-rank(P ).
Due to the lack of multiplicative structure in
is not clear how to define a similar structural notion to strong rank for nonclassical polynomials. Next, we will formalize the notion of a generic collection of polynomials.
Intuitively, it should mean that there are no unexpected algebraic dependencies among the polynomials. First, we need to set up some notation.
Definition 2.12 (Factors). If X is a finite set then by a factor B we simply mean a partition of X into finitely many pieces called atoms.
A finite collection of functions φ 1 , . . . , φ C from X to some other space Y naturally define a factor B = B φ1,...,φC whose atoms are sets of the form {x : (φ 1 (x), . . . , φ C (x)) = (y 1 , . . . , y C )} for some (y 1 , . . . , y C ) ∈ Y C . By an abuse of notation we also use B to denote the map x → (φ 1 (x), . . . , φ C (x)), thus also identifying the atom containing x
Definition 2.13 (Polynomial factors). If P 1 , . . . , P C : F n → T is a sequence of polynomials, then the factor B P1,...,PC is called a polynomial factor.
The complexity of B, denoted |B| := C, is the number of defining polynomials. The degree of B is the maximum degree among its defining polynomials P 1 , . . . , P C . If P 1 , . . . , P C are of depths k 1 , . . . , k C , respectively, then the number of atoms of B is at most C i=1 q ki+1 which we denote by B .
The notions of rank discussed above can now be extended to quantify the structural complexity of a collection of polynomials.
Definition 2.14 (Rank, classical rank, and strong rank of a collection of polynomials). A polynomial factor B defined by polynomials P 1 , . . . , P C : F n → T with respective depths k 1 , . . . , k C is said to have rank r if r is the least integer for which there exists (λ 1 , . . . , λ C ) ∈ Z C , with (λ 1 mod q k1+1 , . . . , λ C mod q kC +1 ) = 0 C , such that
. Given a collection of polynomials P and a function r : N → N, we say that P is r-regular if P is of rank larger than r(|P|). We extend Definition 2.8 and Definition 2.11 to (classical) polynomial factors in a similar manner.
Notice that by the definition of rank, for a degree-d polynomial P of depth k we have
where {P } is a polynomial factor consisting of one polynomial P .
In Section 3 we will see that regular collections of polynomials indeed do behave like a generic collection of polynomials in several manners. Green and Tao [GT09] and Kaufman and Lovett [KL08] proved the following relation between bias and rank of a polynomial.
such that the following is true. If P : F n → T is a degree-d polynomial bias(P ) ε then crank(P ) r.
More importantly, there are y 1 , . . . , y r ∈ F n , and a function Γ : F r → F, such that
Kaufman and Lovett originally proved Theorem 2.15 for classical polynomials and classical rank. However, their proof extends to nonclassical polynomials without modification. Note that r(d, ε, |F|) does not depend on the dimension n. Motivated by Theorem 2.15 we define unbiasedness for polynomial factors.
Definition 2.16 (Unbiased collection of polynomials). Let ε : N → R + be a decreasing function. A polynomial factor B defined by polynomials P 1 , . . . , P C : F n → T with respective depths k 1 , . . . , k C is said to be ε-unbiased if for
Regularization of Polynomials
Due to the generic properties of regular factors, it is often useful to refine a collection of polynomial to a regular collection [TZ12] . We will first formally define what we mean by refining a collection of polynomials. One needs to be careful about distinguishing between two types of refinements. Clearly, being a syntactic refinement is stronger than being a semantic refinement. Green and Tao [GT09] ,
showed that given any nondecreasing function r : N → N, any classical polynomial factor can be refined to an r classical-rank factor. The basic idea is simple; if some polynomial has low rank, decompose it to a few lower degree polynomials, and repeat. Formally, it follows by transfinite induction on the number of polynomials of each degree which defines the polynomial factor. The bounds on the number of polynomials obtained in the regularization process have Ackermann-type dependence on the degree d, even when the regularity parameter r(·) is a "reasonable"
function. As such, it gives nontrivial results only for constant degrees. The extension of this regularity lemma to nonclassical polynomials is more involved, and was proved by Tao 
(C).
Moreover, if B is itself a syntactic refinement of some B 0 that has rank > r(C ′ ), then additionally B ′ will be a syntactic refinement of B 0 .
Growing field size
Note that in all the results discussed in this section, we have assumed that the field F = F q is a prime field for a fixed prime q, and thus the parameters that depended on |F| could be thought of as constants.
Recently, Bhowmick and Lovett [BL15a] proved that the dependence in the field-size can be dropped in several of the tools from higher-order Fourier analysis, allowing to extend many of the discussed results to the scenario when F can be a field with size growing with n.
The main theorem towards obtaining such improvements is the following improvement of Theorem 2.15. Note that c = c(d, s) does not depend on |F|, and remains a constant even when the field size grows with n.
We list below the immediate implications to the results discussed in this section.
1. The dependence of r 2.15 (d, ε, |F|) on |F| in Theorem 2.15 can be removed.
The dependence of C F,r,d
2.19 in Theorem 2.19 can be removed.
3. The dependence of r d,|F| in |F| in Lemma 3.3 can be removed.
behave like generic polynomials is that their restriction to subspaces preserves degree and high rank. We refer to [BFH + 13] for a proof.
Lemma 3.1 (Degree and rank preservation). Suppose f : F n → T is a polynomial of degree d and rank r, where r > q + 1. Let A be a hyperplane in F n . Then, f | A is a polynomial of degree d and rank r − |F|, unless d = 1 and f is constant on A.
Bhowmick and Lovett [BL15a] showed that this can be improved in the case when |F| > d. The next lemma combines this observation with the above lemma.
Lemma 3.2. Let f ∈ P d (F n → T) such that rank(f ) r. Let H be a hyperplane in F n . Then the restriction of f to H has rank at least max{r − d − 1, r − |F| − 1}.
The following is a surprising and very useful property of high-rank polynomials that was proved by Bhat- (nonclassical) polynomials P 1 , ..., P m :
for every collection of polynomial Q 1 , ..., Q m : F n → T, with deg(Q i ) deg(P i ) and depth(Q i ) depth(P i ).
We prove a lemma relating the strong-rank of a polynomial to its strong-rank over constant codimensional subspaces.
Lemma 3.4. Let f : F n → F be a degree d polynomial and V be an affine subspace of F n of dimension n − t. Then,
Proof. It suffices to prove that for a hyperplane W , strong-rank(f ) strong-rank(f | V ) + 1. The lemma then simply follows by induction on t, the codimension of V .
w i x i = a}, where w ∈ F n and a ∈ F. Applying an affine invertible projection, we can assume without loss of generality that w = (1, 0, . . . , 0) and a = 0, and thus W = {x ∈ F n |x 1 = 0}.
Assume that strong-rank(f | W ) = r, hence there exist nonconstant polynomials
Now note that,
equivalently strong-rank(f ) r + 1.
Another interpretation of the above lemma is that polynomials of high strong-rank are generic in a strong sense.
We finally observe that all the discussed notions of rank are subadditive.
Claim 3.5. For every fixed vectors a, b ∈ F n ,
Proof. We compute D a+b f (x),
The claim follows by observing that strong-rank
and rank(
, as the degrees of polynomials are preserved under affine shifts.
Structure of biased polynomials
Throughout this section we will assume F = F q is a fixed prime field. By the discussion Section 2.5, the dependence on |F| can be removed from every step of our proof.
We will need the following structure theorem for subsets of F n with small doubling. For a set A ⊆ F n and k 1, denote the set kA − kA :
The following lemma states that for a function f : F n → F to be biased, there must be a positive set of directions y for which D y f is somewhat biased.
Lemma 4.2. Suppose f : F n → F is such that bias(f ) = δ. Then there exists a set A ⊆ F n , with |A| Proof. We compute the average bias of D y f for y ∈ F n uniformly at random.
Thus, since bias(f ) 1, we get
The lemma follows by choosing A := {y ∈ F n |bias(D y f )
We will use this lemma along with Lemma 4.1 and Claim 3.5 to show that for every biased function f there exists a not too small subspace restricted to which all the derivatives of f are biased.
Structure of biased polynomials I, when d < |F| + 4
In this section we prove that biased degree d polynomials are strongly structured when d < |F| + 4. •
Note that c 1.7 does not depend on n or |F|.
We will assume F = F p is a fixed prime field, and the constant c = c(δ, d, |F|) we obtain will depend on |F|.
However by the discussion Section 2.5, it is straightforward to remove the dependence of c(δ, d, |F|) on |F|.
Proof. By Lemma 4.2 there exists a set A ⊆ F n , with |A| δ 2 2 |F| n such that for every y ∈ A,
Thus by Theorem 2.15 for every y ∈ A,
Applying Lemma 4.1, there is a subspace V of co-dimension t := log |F|−1/2 |F|−1
By a simple averaging argument, there is an affine shift of V , W := V + h such that bias(f | W ) δ. Let us denote f := f | W . By Lemma 3.4, it is sufficient to prove that strong-rank( f ) c 1 (|F|, δ). Since bias( f ) δ, Theorem 2.15 implies crank( f ) r 0 = r 0 (δ, |F|), moreover, there are y 1 , . . . , y r0 ∈ W and a Γ :
Note that for all i ∈ [r 0 ],
This is due to the fact that an affine transformation can only decrease the degrees of polynomials and thus it can only decrease the crank of polynomials.
Remark 4.3. We point out that the subscript d − 1 in the LHS of Eq. (7) is necessary, as can be seen by the following example. Suppose d − 1 = 4, m > 0 and n = 3m + 4. Let Q = x n−3 x n−2 x n−1 x n + m i=1 x 3i−2 x 3i−1 x 3i . Now note that crank(Q) 3,
• crank 4 (Q| xn=0 ) = 1, since deg(Q| xn=0 ) < 4.
and a function Λ :
We would like to regularize this collection of polynomials, however we would like to avoid any appearance of nonclassical polynomials. The following observation allows us to do exactly that as long as d < |F| + 4. 
(C).
Remark 4.5. Note that the above claim does not hold for general degrees, as we require the obtained factor be high-rank as defined in Definition 2.7, which is complexity against nonclassical polynomials. To see this, we observe that in the case of quartic polynomials, the single polynomial {S 4 } cannot be refined to a high-rank polynomial factor defined by O(1) classical polynomials. However, it can be refined to a high-rank nonclassical factor by Theorem 2.19. This is the barrier to extending our results to sextic and higher-degree polynomials. Starting with a biased sextic polynomial, dealing with non-classical polynomials seems to be unavoidable. 4.4 (c 0 r 0 ) classical degree d − 2 polynomials R 1 , . . . , R c2 : F n → F.
Namely, there exists a function K :
Applying an affine transformation, assume without loss of generality that W = {x ∈ F n |x 1 = x 2 = · · · = x t = 0}.
Moreover, we may assume that n − t > c 2 , since otherwise, f has at most where α S ∈ F are coefficients of K. Hence,
Namely, strong-rank( f ) dc polynomials of each degree and depth defining the polynomial factor. One then argues that a polynomial factor that is not of the desired rank, can always be refined to a polynomial factor where some polynomial is replaced by a collection of polynomials that are of either lower degree, or same degree with lower depth.
We observe that if we start with a polynomial factor defined by degree d − 2 classical polynomials, the only nonclassical polynomials that may arise are of degree d − 3 |F| and thus of depth 1, this is due to the fact that any nonclassical polynomial of depth 2 has degree 2|F| − 1. Now we use a known fact that polynomials of degree |F| that are not classical are unncessary in higher order Fourier analysis. More precisely in Theorem 2.6, for the case of degree |F| polynomials, one can assume that the polynomial P : F n → T in the statement of the theorem is a classical polynomial of degree at most |F|. More generally [HHH14] showed a similar fact for higher depths.
Theorem 4.6 (Unnecessary depths [HHH14] ). Let k 1, and q the characteristic of F. Every nonclassical polynomial f : F n → T of degree 1+k(q −1) and depth k, can be expressed as a function of three degree 1+k(q −1) polynomials of depth k − 1.
By the above discussion we may assume that in our application of Theorem 2.19, B ′ is defined via only classical polynomials.
Structure of biased polynomials II, when d < |F| + 4
In this section we prove that a biased degree d polynomial is constant on a large subspace. 
In the case of d = 5 we have 5 < 2 + 4 |F| + 4 and ⌊(d − 2)/2⌋ = 1, hence we obtain a subspace of dimension Ω δ (n) as desired in Theorem 1.5.
We will need the following result of Cohen and Tal [CT15] on the structure of low degree polynomials.
Theorem 4.7 ([CT15], Theorem 3.5). Let q be a prime power. Let f 1 , . . . , f ℓ : F n q → F q be polynomials of degree d 1 , . . . , d ℓ respectively. Let k be the least integer such that
Then, for every u 0 ∈ F n q there exists a subspace U ⊆ F n q of dimension k, such that for all i ∈ [ℓ], f i restricted to u 0 + U is a constant function.
In particular, if d 1 , ..., d ℓ d, then the above holds for k = Ω((n/ℓ)
Proof of Theorem 1.8: Following the proof of Theorem 1.7, there exists an affine subspace W of dimension n − t for t = poly(log( 1 δ 2 )), for which Eq. (9) holds. By Theorem 2.15, choosing a proper regularity parameter in the application of Claim 4.4, we can further assume that the factor defined by R 1 , ..., R c2 is δ 2 q −c2 -unbiased in the sense of Definition 2.16. We may rewrite Eq. (9) in the form We crucially observe that M can be taken to be of the form
where σ i are field elements, such that σ i = 0 implies that R i does not appear in
Claim 4.8. Let f , W , R 1 , ...R c2 and M be as above. Then M is a constant.
Proof. Assume for contradiction that M is nonconstant. By the above discussion, letting
for some function Λ : F |S| → F. Writing the Fourier expansion of e F (Λ), we have
Note that W was chosen such that bias(f | W ) δ. Thus,
contradicting bias(f | W ) = δ, where the last inequality uses the fact that the factor defined by R 1 , ..., R c2 is
By the above claim M is a constant, and thus
Thus by Theorem 4.7, there is an Ω C ((n − t)
Algorithmic Aspects
In this section we show that the strong structures implied by Theorem 1.4 and Theorem 1.7 can be found by a deterministic algorithm that runs in time polynomial in n.
Theorem 1.9 (restated). Suppose δ > 0, d > 0 are given, and let F = F q be a prime field satisfying d < q + 4. There is a deterministic algorithm that runs in time O(n O(d) ) and given as input a degree d polynomial
Proof. We will use the following result of Bhattacharyya, et. al. [BHT15] who proved several algorithmic regularity lemmas for polynomials. if such a decomposition exists, while otherwise accurately returning NO.
By Theorem 1.7, we know that there is c C(δ, |F|, d) such that there exist a collection of nonconstant polynomials G 1 , ..., G c , H 1 , ..., H c : F n → F, and a polynomial Q : F n → F, such that By Theorem 1.7 and Theorem 5.1 the above algorithm will always halt with a decomposition of desired form. The number of possible choices in 1 and 1.1 do not depend on n, and step 1.1.2 runs in polynomial time in n, as a result making the algorithm polynomial time in n.
Conclusions
Green and Tao [GT09] and Kaufman and Lovett [KL08] proved that every degree d polynomial f with bias(f ) = δ can be written in the form f = Γ(P 1 , ..., P c ),
for c c(δ, d, F) and degree d − 1 polynomials P 1 , ..., P c . However, nothing is known on the structure of the function Γ in Eq. (11). In this work we showed that in the case of degree five polynomials we can say much more about the structure of f . More generally for degree d polynomials when d < |F| + 4, we can write 
