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Confinement versus asymptotic freedom
Andrey Dubin
ITEP, B.Cheremushkinskaya 25, Moscow 117259, Russia
Abstract
We put forward the low-energy confining asymptote of the solution < WC > (valid for
large macroscopic contours C of the size >> 1/ΛQCD ) to the large N Loop equation in
the D = 4 U(N) Yang-Mills theory with the asymptotic freedom in the ultraviolet domain.
Adapting the multiscale decomposition characteristic of the Wilsonean renormgroup, the
proposed Ansatz for the loop-average is composed in order to sew, along the lines of the
bootstrap approach, the large N weak-coupling series for high-momentum modes with the
N → ∞ limit of the recently suggested stringy representation of the 1/N strong-coupling
expansion [6] applied to low-momentum excitations. The resulting low-energy stringy theory
can be described through such superrenormalizable deformation of the noncritical Liouville
string that, being devoid of ultraviolet divergences, does not possess propagating degrees of
freedom at short-distance scales << 1/
√
σph , where σph ∼ (ΛQCD)2 is the physical string
tension.
Keywords: Yang-Mills, Loop equation, String, Strong-coupling expansion
PACS codes 11.15.Pg; 11.15.Me; 12.38.Aw; 12.38.Lg
1
1 Introduction
The determination of the mechanism of confinement in the asymptotically free 4 -dimensional
SU(N) theory, defined by the action
S =
N
4λ
∫
d4x tr (Fµν(x)Fµν(x)) , (1.1)
is one of the fundamental problems of the contemporary physics. Despite that the latter theory
was proposed long ago, we still possess very limited and mostly qualitative understanding of the
latter phenomenon, and the Loop equation [1, 2] remains to be one of the major tools which can
be utilized to attack this problem. Recently, these equations has been utilized in [6] to show that
confinement holds true, at least for N large enough, in the 3 ≤ D ≤ Dcr option (with Dcr > 4 )
of the regularized U(N) or SU(N) Yang-Mills theory (1.1) considered in the unconventional
strong-coupling phase, without asymptotic freedom, when in eq. (1.1) the bare coupling constant
λ is sufficiently large. In this phase, the adequate expansion for the averages of the Wilson loops
WC =
1
N
Tr
[
P exp
(
i
∮
C
dxµ(s)Aµ(x)
) ]
, (1.2)
is provided by the 1/N strong-coupling1 (SC ), rather than weak-coupling (WC ), series. Conse-
quently, in parallel with the dynamics of the lattice gauge theories in the SC phase, confinement
arises as the straighforward consequence of the fact that the excitations, pertinent for the consid-
ered 1/N SC expansion, are strings rather than point-like particles.
In the present paper, we propose how the results of [6] can be adapted to the D = 4 U(∞) ∼=
SU(∞) gauge system (1.1) in the conventional large N regime when λ vanishes,
λ −→ 24π
2
11
1
log(Λ/ΛQCD)
−→ 0 , (1.3)
according to the asymptotical prediction of the large N WC expansion, where Λ denotes the
UV cut off sent to infinity in the units of ΛQCD . Adapting the multiscale decomposition [10]
routed in the Wilsonean approach to the renormgroup, in the limit (1.3) we propose the low-energy
asymptote of the solution of the U(∞) Loop equation in the form
< WC >∞=< WC >1< WC >2
∣∣∣
N→∞
(1.4)
composed of the two factors < WC >k associated to a given macroscopic contour C possessing
the radius of curvature R(s) >> 1/ΛQCD . The part < WC >1 , accumulating the contribution
(5.2) from short distances < bΛ−1QCD (where b is some constant specified further below), is to be
reproduced via the large N WC series. Compared to the standard perturbative approach, this
series are modified in the infrared domain due to certain gauge-invariant infrared cut off at the
scale ∼ bΛ−1QCD . As for the factor < WC >2 , being associated to the low-energy excitations, it
accumulates the complementary contribution into < WC >∞ that refers to the infrared domain of
distances > bΛ−1QCD where the gauge theory (1.1) is supposed to be strongly coupled. Therefore,
the analysis [6] of the SC phase suggests to describe < WC >2 through the N → ∞ limit of
the low-energy asymptote of the 1/N SC expansion. The latter asymptote, being presumably
1Owing to the formal resummation [7] between the 1/N WC and 1/N SC expansions in a generic pure gauge
model, the considered SC series can be reinterpreted as the higher-dimensional generalization of the Gross-Taylor
representation [8] for the 1/N SC series in the D = 2 Yang-Mills theory.
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universal for a generic pure gauge model, is represented by the judicious implementation of the
large N stringy Ansatz [6] predetermined by the concise worldsheet’s weight2
w¯2[M˜ ] = exp

−λM2
4
∫
M˜
∫
M˜
dσµν(x)dσµν(y) M2F2(M2(x− y)2)

 , (1.5)
where dσµν(x) is the standard infinitesimal area-element associated to the genus-zero connected
surface M˜ ≡ M˜(C) , and the parameter M∼ ΛQCD is chosen (building on the lattice computa-
tions) to be close to the lowest glueball mass. As for the function Λ4F2(M2z2) , being introduced
to smear the 4 -dimensional δ4(z) -function at the scales ≤ M−1 , it is further constrained by
the conditions (1.7) and (3.7) discussed below. Complementary, for the contours without zigzag
backtrackings, the averaging over the worldsheets M˜ is performed through the standard Nambu-
Goto measure endowed with the UV cut off (for the worldsheet’s fluctuations) of order of the
inverse width
√
< r2 > ∼M−1 of the vortex described by the bilocal weight (1.5). As in [6], the
construction is completed by the prescription (sketched in Section 4) to implement the manda-
tory backtracking invariance of the loop-averages < WC > which is lacking in the conventional
Nambu-Goto paradigm.
Actually, for thus defined decomposition (1.4) to be consistent with the Loop equation, the
applicability of the stringy system (1.5) is restricted by the conditions similar to the ones [6]
formulated in the context of the SC phase of the gauge theory (1.1). Selecting the appropriate
variety of the functions F2 , one is to focus on certain class Υ′ of macroscopic contours C (of the
radius of curvature R(s) >> M−1 ) so that the considered stringy system approaches, from the
viewpoint of the Wilsonean renormgroup, its low-energy asymptote. For the contours C devoid
of zigzag backtrackings, this asymptote fits in the pattern provided by the low-energy limit of the
simpler system: the unconventional implementation (owing to the condition (1.7) below) of the
good old Nambu-Goto theory with the properly identified parameters. The latter theory, being
presumed to possess the same UV cut off M as the system (1.5) does, is endowed with the weight
w¯1[M˜ ] = exp
(
− λ¯M
2
2
·A[M˜ ]− λ¯1M· L[∂M˜ ]
)
, (1.6)
where λ¯ and λ¯1 are the auxiliary dimensionless parameters, while A[M˜ ] and L[∂M˜ ] denote
respectively the total area and the length of the boundary ∂M˜ = C both associated to a given
genus-zero worldsheet M˜ . Secondly, the stringy system endowed with the weight (1.6) should
confine with the string tension fulfilling the specific M2 -scaling
σph ∼ M2 , (1.7)
which implies that
√
σph is of order of, rather than much smaller or much larger than, the UV
cut off for the worldsheet’s fluctuations. Being unable at present to determine the precise value
of σph , the scaling (1.7) is as far as we can reach with the help of such implementation (based on
eq. (1.5)) of < WC >2 that is inapplicable in the case of the contours of the size << 1/ΛQCD .
In Section 2, we sketch the regularization of the Loop equation which, building on the gauge-
invariant prescription of [3, 4], provides with the appropriate starting point of our analysis. The
counterpart of the field-theoretic variant of the multiscale decomposition [10], suitable in the
context of the Loop equation, is introduced in Section 3. In Sections 4 and 5, the asserted pattern
2The weight (1.5) belongs to the more general variety of confining strings [5] suggested by A.Polyakov as possible
candidates for the solution of the Loop equation.
3
of the Ansatz (1.4) is derived utilizing the bootstrap approach to sew the large N WC and SC
series. In Conclusions, we suggest how the unconventional implementation (1.7) of the Nambu-
Goto theory (1.6) can be reproduced in the paradigm of certain superrenormalizable deformation
of the noncritical Liouville string. The Appendix outlines the mechanism that ensures the infrared
equivalence between the stringy systems endowed respectively with the weights (1.5) and (1.6).
2 The appropriate regularization of the Loop equation
The general pattern [3, 4] of the gauge-invariant regularization, see eq. (2.4) below, is known
to render the Loop equation rather heavy for the brute force attack. The better alternative [6]
is to take advantage of the specific simplification that arises for the macroscopic contours C
(parameterized by the trajectory x(s) ) which, possessing the radius of curvature R(s) >> 1/M ,
belong to the subspace Υ′ further specified shortly below. In this case, one can introduce the
two somewhat distinct regularization prescriptions that, being consistent with each other, are
associated prior to the regularization respectively to the contribution of the trivial (i.e., when
x(s) = y(s′) with s = s′ ) and nontrivial (i.e., when x(s) = y(s′) with s 6= s′ ) point-like self-
intersections of C ∈ Υ′ into the r.h. side of the Loop equation. After the regularization, we are to
differentiate between those ’irregularities’ of the contour’s geometry which, from the macroscopic
viewpoint3, as well can be viewed as point-like self-intersections. On the other hand, the relevant
for our further analysis subspace Υ′ of the loop space is postulated to exclude those geometries
of C which, from the macroscopic viewpoint, can be viewed as one-dimensional self-intersections.
For convenience, in what follows the admissible irregularities of C ∈ Υ′ (definition of which is
formalized in Appendix A) are called quasi-self-intersections.
Concerning the case when the contour C ∈ Υ′ is devoid of nontrivial quasi-self-intersections,
one is to utilize the linearization of the nonregularized Loop equation [1, 2] on the subspace of
non-self-intersecting contours. (With our conventions, each point x(s) of a contour C should
be interpreted as the point of trivial self-intersection.) For such contours, it suggests the simple
regularization prescription that results in the reduced equation [6]
Lˆ < WC >∞= λ
∮
C
dxν(s)
∮
C
dyν(s
′) < x(s)| GˆΛ| y(s′) >< WC >∞ , (2.1)
where the Λ4G(Λ2z2) , being alternatively represented via the corresponding operator GˆΛ , denotes
a sufficiently smooth function that maintains the smearing
δ4(x− y) −→ Λ4G(Λ2(x− y)2) ≡ < x | GˆΛ| y > ,
∫
d4z G(z2) = 1 , (2.2)
of the 4 -dimensional delta-function at the scale Λ of the UV regularization of the gauge theory
(1.1). As for the first order Loop operator
Lˆ =
∮
C
dxν(s)Lˆν(x(s)) , Lˆν(x(s)) = ∂x(s)µ
δ
δσµν(x(s))
, (2.3)
it is composed, see [3] for the details, of the Mandelstam area-derivative δ/δσµν(x(s)) and the
path-derivative ∂x(s)µ .
Eq. (2.1) can not be applied to properly handle the contribution of the nontrivial (quasi-)self-
intersections of C ∈ Υ′ . To deal with the latter contribution, we employ the gauge-invariant
3From this viewpoint, one does not distinguish between the points of C separated by a distance ≤M−1 .
4
regularization [3, 4] that allows to write down the Loop equation in the form
Lˆ < WC >∞ = λ
∮
C
dxν
∮
C
dyν < x|XˆΛ|y > ×
×
∫
Γxy∈XD˜
Dzµ(t) < WCxyΓyx >∞< WCyxΓxy >∞ e−S(Γxy) (2.4)
where < x|XˆΛ|y >= Λ4X (Λz)|z=x−y is some regularization-dependent function introduced for
the later convenience, and in the r.h. side of eq. (2.4) the functional integral runs over the
auxiliary (generically non-self-intersecting) paths Γxy endowed with an effective action S(Γxy)
to be fixed in due course. Being parameterized by the trajectory zµ(t) (with z(0) = x and
z(1) = y ) embedded into some D˜ ≤ 4 dimensional domain XD˜ of the 4 -dimensional Euclidean
space R4 , the paths Γxy = Γ
−1
yx refer to the decomposition of the loop C ≡ Cxx = CxyCyx into
the two (open, when x(s) 6= y(s′) ) paths Cxy and Cyx which, in turn, are associated to the
auxiliary closed loops CxyΓyx and CyxΓxy respectively. Complementary, one is to require that
the combination
< x | EˆΛ| y >=< x | XˆΛ| y >
∫
XD˜
Dzµ(t) e−S(Γxy) ,
∫
d4z < z | EˆΛ| 0 >= 1 , (2.5)
provides, akin to eq. (2.2), with the smearing of δ4(z) at the scale Λ . In particular, in eq. (2.5)
the effective action S(Γxy) is constrained by the natural condition that, once |x(s)−y(s′)| ≤ Λ−1 ,
the characteristic length < L[Γxy] > of Γxy is of order of the inverse UV cut off Λ . On the other
hand, in the formal limit < z | EˆΛ| 0 >→ δ4(z) , eq. (2.4) evidently approaches the nonregularized
form [1, 2] of the Loop equation the r.h. side of which is formulated in terms of the product
< WCxy >∞< WCyx >∞ .
3 The multiscale decomposition of the Loop equation
To make the Ansatz (1.4) consistent with thus regularized D = 4 Loop equation, we propose to
adapt the general technique of the multiscale decomposition [10]. Akin to the previous section, to
develop the appropriate formalism, it is convenient to introduce the two distinct implementations
of the decomposition associated respectively to eqs. (2.1) and (2.4) corresponding to trivial and
nontrivial quasi-self-intersections.
3.1 The trivial quasi-self-intersections
For macroscopic contours C ∈ Υ′ without nontrivial quasi-self-intersections, the approach [10]
motivates to begin with the following decomposition
GˆΛ = Gˆ1 + Gˆ2 , < z | Gˆk| 0 >≡ Λ4 · Gk(Λ2z2) , (3.1)
of the operator GˆΛ entering eq. (2.1). Then, combining eqs. (1.4) and (3.1) and employing the fact
that the first order Loop operator (2.3) complies with the Leibnitz rule Lˆ (< WC >1< WC >2) =(
Lˆ < WC >1
)
< WC >2 + < WC >1
(
Lˆ < WC >2
)
, we can transform eq. (2.1) into the pair of
the decoupled equations,
Lˆ < WC >k= λ
∮
C
dxν(s)
∮
C
dyν(s
′) < x(s)| Gˆk | y(s′) >< WC >k , (3.2)
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to be labeled by index k = 1, 2 , and we omit the subscript ∞ of the loop-averages from now on.
As for the hierarchy of scales required for the consistency of the decomposition, it is to be
maintained imposing the condition that the 4 -dimensional Fourier image G˜k(p) of Gk(z) =<
z|Kˆk|0 > vanishes sufficiently fast (compared to G˜Λ(p) ) for those p2 which are either << M2
for k = 1 or >> M2 for k = 2 . The simplest way to formalize the considered hierarchy is to
constrain the decomposition (3.1) by the two conditions∫
d4z G2(z2) = (M/Λ)4 , < r2 >G2 ∼ M−2 , (3.3)
where
√
< r2 > is the characteristic width of the vortex that is described by the stringy repre-
sentation of < WC >2 associated to the weight (1.5). In turn, advancing ahead, let us note that
the dependence of the latter weight on the function G2(z2) is fixed by the relation
M4 · F2(M2z2) ≡ Λ4 · G2(Λ2z2) (3.4)
which introduces the properly rescaled counterpart F2(..) of G2(..) . As a result, the width in eq.
(3.3) is to be naturally estimated as
√
< r2 > ∼ M−1 · supr
(
n
√
< Kn/K0 >
)
, Kn[F2] =
∫
P
d2z (z2)
n
2F2(z2) , (3.5)
where supr(..) denotes the supremum with respect to n ≥ 1 , and the integration (defining the
n th moment Kn[F2] of F2 ) runs over the 2d plane P .
3.2 The nontrivial quasi-self-intersections
Next, let us introduce the system of the coupled equations which represent the appropriately
regularized Loop equation (2.4) in the bootstrap form suitable for the analysis of the Ansatz (1.4).
For this purpose, in the spirit of eq. (3.1), one is to begin with the decomposition of the matrix
element (2.5) associated to eq. (2.4),
EˆΛ =
2∑
k=1
Eˆk , < x| Eˆk|y >=< x| Xˆk|y >
∫
Γxy∈X
Dk
k
Dzµ(t) e−Sk(Γxy) , (3.6)
where < x|Xˆk|y >= Λ4·Xk(Λz)|z=x−y are some functions to be specified later on. Remark that the
path-integral representation, associated to a given Ek(z) =< z|Eˆk|0 > , is determined by certain
effective action Sk(Γxy) together with the Dk ≤ 4 dimensional domain XDkk (which the paths
Γxy are allowed to fill in). It is also restricted that ∪kXDkk = XD˜ and
∑2
k=1 Xˆke−Sk(Γ) = Xˆ e−S(Γ)
for ∀Γ ∈ ∩kXDkk . Furthermore, for the functions Ek(z) to implement the proper hierarchy of
scales, one is to impose additionally that E2(z) satisfies the G2 → E2 option of the conditions
(3.3), ∫
d4z E2(z) = (M/Λ)4 , < r2 >E2 ∼ M−2 . (3.7)
The simplest way to complete thus defined decomposition (3.6) is to additionally require that
XD11 = X
D2
2 so that, utilizing the Ansatz (1.4) and making use of the Leibnitz rule, one transforms
the Loop equation (2.4) into the pair of the regularized loop equations4
1
λ
Lˆ < WC >k=
∮
C
dxν
∮
C
dyν < x| Xˆk|y > × (3.8)
4For the sake of generality, in eq. (3.8) we have retained the place for XD11 6= XD22 . This extended version,
remaining consistent with eq. (3.7), can be deduced from eq. (2.4) via a minor generalization of the above
arguments which implies, in particular, that (−1)k∑2p=1 εkpXˆpe−Sp(Γ) = Xˆ e−S(Γ) for ∀Γ ∈ (XD˜/XDkk ) .
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×
∫
X
Dk
k
Dzµ(t) τ ⋆k (Cxx|Γxy) < WCxyΓyx >k< WCyxΓxy >k e−Sk(Γxy) ,
where we have introduced the functionals (with εkl = −ǫlk , ǫ12 = −1 )
τ ⋆k (Cxx|Γxy) = (−1)k lim
N→∞
2∑
p=1
εkp
< WCxyΓyx >p< WCyxΓxy >p
< WCxx >p
(3.9)
which, contrary to the former case (3.2), encode the nontrivial bootstrap between the low- and
high-momentum modes. (As well as in eq. (3.2), no summation over k is implied in the r.h. side
of eq. (3.8).)
In conclusion, let us note that the coupling between the k = 1 and k = 2 eqs. (3.8) can be
handled in a relatively simple way owing to the following simplification valid in the considered
low-energy regime. Indeed, observe first that the functionals τ ⋆k (..) can be formally absorbed
by the redefinition S¯k(Γxy|Cxx) = Sk(Γxy)− ln (τ ⋆k (Cxx|Γxy)) of the effective action which brings
the pattern of eq. (3.8) to the form of eq. (2.4). As a result, provided the dependence of the
functionals τ ⋆k (Cxx|Γxy) on Cxx and Γxy is reduced to the dependence on the contours’ geometry
in the 1/M -vicinity of Γxy (that is justifiable in the end), the short- and large-distance equations
can be solved separately for rather general choice of the latter functionals. Therefore, at the first
step, one can treat these functionals as external sources, while the proper matching between the
two solutions < WC >1 and < WC >2 can be maintained through the pair of the concise
conditions deduced from the requirement that eqs. (3.2) and (3.8) are consistent for a given k .
4 The large-distance part
Concerning the low-energy solution < WC >2 of the large-distance k = 2 equations, the deriva-
tion essentially repeats, with a minor modification, the steps formulated in [6] for the analysis of
the SC phase where the multiscale decomposition is redundant. In compliance with the approach
of [6], one is motivated to fix the low-energy asymptote < WC >2 in the form of the particular
large N solution [6] of the k = 2 eq. (3.2). Implementing the infrared limit of the large N SC
expansion [7], the admissible solution is given by the (regularized at the scale ∼ M ) functional
sum
< WC >2 =
∑
M˜
w[M˜(C)] =
∫ Dxµ(γ)
Df(γ) w[M˜(C)] (4.1)
over the genus zero worldsheets M˜(C) (resulting, for the contours C without zigzag backtrack-
ings, from the standard immersions into the Euclidean space R4 which are conventionally pa-
rameterized by the equivalence classes of the functions xµ(γ) ) assigned with the weight w[M˜(C)]
determined by eq. (1.5) together with the identification (3.4) constrained by the conditions (3.3).
Furthermore, the construction (4.1)/(1.5) is to be complemented by the following prescription [6]
to ensure that ∂x(s)µ < WC >2= 0 , i.e., to implement the invariance of < WC >2 under zigzag
backtrackings of the loop C (which, as a consequence [3], allows to make the translationally in-
variant Ansatz (1.4) consistent with the Bianchi identities). For this purpose, starting with any
worldsheet M˜(C) associated to a nonbacktracking reference-contour C ∈ Υ′nbt , the particular
data of the contour’s backtrackings is introduced according to the concise rule. Being kept intact
in the interior, the worldsheet M˜(C) should be deformed on the boundary ∂M˜(C) = C so that
C ∈ Υnbt is mapped onto its backtracking descendant corresponding to the data in question.
Given thus determined solution (4.1)/(1.5) deduced from the k = 2 eq. (3.2), in subsection 4.1
we then propose the judicious implementation of the k = 2 eq. (3.8) that, for a generic quasi-self-
intersection of the macroscopic contour C ∈ Υ′ , makes it consistent with the latter solution. As
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for the conditions sufficient for the existence of such implementation, akin to the SC phase [6], one
is to require that the considered solution < WC >2 , complying with the constraints (3.7) together
with the correct scaling (1.7) of σph , is infrared equivalent (for macroscopic nonbacktracking
contours C ∈ Υ′ of the size >>M−1 ) to the associated large N Nambu-Goto theory (4.1)/(1.6).
Next, to meet the above conditions, in the limit λ → 0 the apparent preliminary step is to
choose the moments (3.5) of F2(z2) according to the pattern
K0[F2] = η0
λ
, K2[F2] =
(M
Λ
)4 π
2V4
, Kn[F2] = O
(
ηn
λ
)
, n 6= 0, 2 , (4.2)
where Kn[F2] denotes the n th moment (3.5) of F2 , V4 stands for the volume of the 4 -
dimensional ball possessing the unit radius, and we have introduced certain set of numerical
parameters ηq . To specify the admissible domain of these parameters further, observe first that
this domain is constrained, via the estimate (3.5) of vortex width
√
< r2 > , by the second of the
conditions (3.3). Complementary, to maintain the M2 -scaling of (1.7) of σph , one is to restrict
(see Appendix A) that η0/λ is sufficiently larger compared both to unity and to ηn/λ for ∀n ≥ 1 .
In particular, according to the general semiclassical estimate [9] of the characteristic amplitude√
< h2 > of the worldsheet’s fluctuations, in thus implemented stringy system (4.1)/(1.5) the
amplitude
√
< h2 > is much larger than the flux-tube’s width,
R(s)M−→∞ =⇒ < h
2 >
< r2 >
∼ ln[Amin(C)M2] −→∞ , (4.3)
where Amin(C) denotes the minimal area of the saddle-point worldsheet M˜min(C) . Furthermore,
(building on the discussion of the Appendix A) it is presumed that, for macroscopic contours
C ∈ Υ′ without zigzag backtrackings, the required infrared equivalence of the considered solution
< WC >2 to the properly associated Nambu-Goto theory (4.1)/(1.6) is valid when the scaling
(1.7) is maintained.
4.1 The matching with the k = 2 eq. (3.8)
Now, we are ready to specify the quantities XD22 and S2(Γxy) in such a way that ensures the
consistency of thus defined average < WC >2 with the k = 2 loop equation (3.8) for a generic
C ∈ Υ′ . For this purpose, the intermediate step is to recast the large N stringy pattern (4.1)/(1.5)
into the form written in terms of the combination of the averages entering the r.h. side of the
k = 2 eq. (3.8). It can be done with the help of the following identity.
4.1.1 The auxiliary identity to be utilized
Let the conditions, formulated after eq. (4.3), maintain that the stringy system (4.1)/(1.5) (with
F2 chosen as above) is infrared equivalent to the associated Nambu-Goto theory (4.1)/(1.6). Also,
for simplicity, we restrict our attention to the contours Cxx = CxyCyx ∈ Υ′ with a single simple
nontrivial quasi-self-intersection when only two line-segments of Cxx quasi-intersect (i.e. intersect
from the low-energy viewpoint) at x(s) = y(s′), s′ 6= s , while the extension to the generic case
is straightforward. The required identity asserts that, in this case, there is such effective action
S(Γxy|{Gp}) that
< WCxx >2=
∫
Γxy∈X˜3
Dzµ(t) τ ⋆2 (Cxx|Γxy) < WCxyΓyx >2< WCyxΓxy >2 e−S2(Γxy |{Gp}) (4.4)
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where the large N averages < .. >2 are evaluated through the considered implementation of the
Ansatz (4.1)/(1.5), and τ ⋆k (Cxx|Γxy) is defined by eq. (3.9). As for the functional integral in eq.
(4.4), akin to the k = 2 eq. (3.8), it runs over the paths Γxy = Γ
−1
yx ∈ X˜3 which are generically
non-self-intersecting in the interior. A given path can be traced back to the connected component
of the cross-section M˜(C) ∩ X˜3 of a particular genus-zero worldsheet M˜(C) (entering eq. (4.1))
with respect to some 3 -dimensional subspace X˜3 that contains the selected points x(s) and
y(s′) . Consequently, the effective action S2(..) is to be deduced from the stringy sum (4.1)/(1.5)
via the partial integration over all the worldsheets M˜(C) = M˜(CxyΓyx) ∪ M˜(CyxΓxy) which are
composed of the two auxiliary surfaces M˜(CxyΓyx) and M˜(CyxΓxy) spaned by the loops CxyΓyx
and CyxΓxy corresponding to a fixed Γxy .
Owing to the imposed constraints, the construction (4.4) meets the following two conditions,
which are necessary to fulfill for the consistent utilization of eq. (4.4) as the building block
to properly reconstruct the k = 2 loop equation (3.8). On one hand, the implicit functional
dependence of S2(..) on CxyΓyx and CyxΓxy , being reduced to the dependence on the contours’
geometry in the 1/M vicinity of the path Γxy , is insensitive to the global geometry of a given
macroscopic contour C ∈ Υ′ . On the other hand, after the subtraction of a Γxy -independent
constant (associated to the contribution accumulated in the 1/M vicinity of the points x and
y ), the Γxy -dependent part of S2(..) is Λ -independent that is crucial for the validity of the
second of the constraints (3.7) imposed on < WC >2 . To justify the former condition, let us
first introduce the modification S¯2(Γxy|G2) = S2(Γxy|{Gp}) − ln (τ ⋆2 (Cxx|Γxy)) of the effective
action S2(..) . The advantage of dealing with S¯2(..) is that the latter action can be interpreted
as the relevant measure for the degree of the deviation between the weight (1.5) and the ’closest’
m0 = 0 option of the large N Nambu-Goto pattern (1.6). (Indeed, the action S2 vanishes
when the averages in eq. (4.4) are evaluated through the stringy system (4.1) endowed with the
latter option of the Nambu-Goto weight.) In consequence, due to the infrared equivalence to the
Nambu-Goto theory discussed after eq. (4.3), the implicit functional dependence of S¯2(Γxy|G2) on
CxyΓyx and CyxΓxy does exhibit the reduction required for the original action S2(..) . Finally, to
justify that this reduction is indeed extended to S2(..) itself, one is to observe that the functional
dependence of τ ⋆2 (Cxx|Γxy) is reduced in the same way as well. (The latter property of τ ⋆2 (Cxx|Γxy)
is predetermined by the fact, supported by the analysis of the next section, that thus implemented
decomposition in effect introduces a finite correlation length ∼ M−1 for the gluonic excitations
associated to the short-distance solution < WC >1 .) Furthermore, after the subtraction of certain
Γxy -independent part, the infrared asymptote of ln(τ
⋆
2 (Cxx|Γxy)) is Λ -independent owing to the
M -scaling (5.2) of m1 . In turn, it allows to fulfill the requirement that the Γxy -dependent part
of S2(..) does not depend on Λ in the limit Λ/M→∞ .
4.1.2 The final prescription for nontrivial self-intersections
To complete the construction of such k = 2 loop equation (3.8) that is consistent (for C ∈
Υ′ ) with the considered solution (4.1)/(1.5) of the reduced k = 2 eq. (3.2), the final step is
to synthesize the latter reduced equation with the identity (4.4). For simplicity, as previously,
we restrict the analysis to the case when C ∈ Υ′ has a single simple quasi-self-intersection.
Then, in the domain of the latter intersection, for any particular pair of the microscopically
separated points x(s), y(s′) entering the r.h. side of the k = 2 eq. (3.2), one is to transform
< WC >∞ in compliance with the identity (4.4). Furthermore, one can formally extend
5 the
latter transformation to any pair of the points x(s), y(s′) under the integral in the latter k = 2
5To this aim, building on eq. (4.4), one is to introduce an analytical continuation of the effective action S2(..)
for an arbitrary pair x(s) and y(s′) including the case when s→ s′ .
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equation. In sum, under the constraints (3.7) combined with the conditions formulated after eq.
(4.2), the Ansatz (4.1)/(1.5) satisfies the option of the k = 2 Loop equation (3.8) resulting after
the identification < z|Xˆ2|0 >=< z|Gˆ2|0 > , XD22 = X˜3 , and S2(Γxy) = S2(Γxy|{Gp}) (where Gˆ2 ,
X˜3 , and S2(Γxy|{Gp}) are introduced in eqs. (3.1) and (4.4) correspondingly).
At this step, it is also appropriate to clarify the reason why the consistency of the multiscale
decomposition requires that the physical string tension σph can be neither much larger nor much
smaller than the squared UV cut off M for the stringy fluctuations. Indeed, as a result of the
second of the constraints (3.7) (with the function E2(..) defined above), the subspace X˜3 in the
k = 2 eq. (3.8) can be chosen in the following way. Namely, once |x(s) − y(s′)| ≤ M−1 , the
condition < L[Γxy] >E2∼M−1 is valid, where L[Γxy] denotes the length of the path Γxy (entering
eq. (4.4)), and the averaging < .. >E2 is performed through the considered implementation of
the Ansatz (4.1)/(1.5). On the other hand, eq. (4.4) implies that < L[Γxy] >G2∼ 1/√σph once
|x(s)− y(s′)| ≤ M−1 . To reconcile the two estimates, one should impose the M2 -scaling (1.7).
5 The short-distance part
To reconstruct the remaining short-distance factor < WC >1 , the idea is to determine it as the
solution, represented through the large N WC series (with the effective IR cut off), to the
k = 1 eq. (3.8) extended6 to describe both nontrivial and trivial (quasi-)self-intersections of
C ∈ Υ′ . For this purpose, one is to utilize first that, in terms of the redefined effective action
S¯1(..) = S1(..) − ln (τ ⋆1 (..)) , the pattern of the k = 1 eq. (3.8) matches the pattern (2.4) of the
ordinary Loop equation. Therefore, by the same token as in [3], it is convenient to rewrite thus
implemented k = 1 equation in the so-called integral form
< WCxx >1= 1 + λ Lˆ−1 ×
(
< WCxyΓyx >1
∣∣∣∣∣ < WCyxΓxy >1
)
S¯1
, (5.1)
where the combination (..|..)S¯1 symbolically denotes the r.h. side of the k = 1 eq. (3.8), and
τ ⋆1 (Cxx|Γxy) can be shown to depend on the contours’ geometry only in the 1/M -vicinity of Γxy .
As a result, at least in principle, one is able to iteratively determine < WC >1 , order by order
in λ , as the presumably convergent large N weak-coupling expansion which, in addition to the
UV cut off, is endowed with the effective infrared cut off at the scale ∼ M . In other words,
the constraints (3.7) (together with effect of the τ ⋆1 (Cxx|Γxy) -function) are supposed to ensure
that both the gluonic propagator and the vertices, associated to the latter WC expansion, are
nonsingular at zero momentum. Therefore, one concludes that the loop integrals, characteristic
of the large N WC series in question, can be made free from the spurious infrared divergences.
Altogether, for macroscopic loops C ∈ Υ′ , we expect that the appropriate decomposition supports
the perimeter-law pattern of the low-energy asymptote of
< WC >1
∣∣∣
N→∞
−→ exp (−m1L[C]) , m1 = O(M) , (5.2)
where, according to the previous section, it is convenient to maintain the O(M) -scaling of m1 .
For this purpose, one is to employ the judicious implementation (in the spirit of the analytic
regularization [3]) of the regularized k = 1 eq. (3.8) in order to suppress those of the UV
divergences of < WC >1 which otherwise would result in the unwanted Λ -scaling of m1 .
6Strictly speaking, this extension requires to continue the factor τ⋆1 (Cxx|Γxy) to the domain where either
CxyΓyx or CxyΓyx is microscopic so that the Ansatz can not be directly applied. Nevertheless, in this case, the
latter factor evidently approaches unity while the detailed pattern of the residual deviation (τ⋆1 (Cxx|Γxy) − 1) ,
responsible for the power-like corrections at short distances, is immaterial for our present analysis.
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5.1 The matching with the k = 1 eq. (3.2)
Finally, the k = 1 eq. (3.2) is to be treated as providing with the simple constraint imposed on
the previously determined average < WC >1 . To appropriately formulate this constraint, in the
limit λ→ 0 let us first rewrite the latter equation in the form of the asymptotic relation
Lˆ ln (< WC >1) = λΛ
3
π
K−1[GΛ] · L[C] (5.3)
where L[C] denotes the length of the perimeter of C , while K−1[GΛ] is the moment (3.5) of
GΛ continued to n = −1 , and we have used that, in the WC limit (1.3), one can neglect the
difference between the smearing functions G1 and GΛ entering eq. (3.1). Next, by-construction,
the condition (5.3) is to be imposed on the considered above solution < WC >1 only when the
macroscopic contour C ∈ Υ′ does not possess nontrivial quasi-self-intersections. In turn, for such
loops, the possibility to reconcile thus defined average < WC >1 with eq. (5.3) is predetermined
by the presence of the effective infrared cut off built, at the scale ∼ M , into the k = 1 eq.
(3.8). Indeed, the latter cut off ensures that, for C ∈ Υ′ , in the limit (1.3) the iterative solution
< WC >1 does fulfill the asymptotic condition similar to eq. (5.3). Therefore, eq. (5.3) can be
viewed as the identification of the coefficient λΛ3K−1[GΛ]/π which, being multiplied by L[C] , is
equal to the result of the action of Lˆ on ln (< WC >1) . (Furthermore, eq. (5.2) implies that
Lˆ ln (< WC >1) is Λ -independent in the weak-coupling limit (1.3).)
6 Conclusions
We have proposed the low-energy Ansatz (1.4) which, being consistent with the Loop equation,
yields the infrared asymptote of the loop average < WC >∞ in the D = 4 U(∞) ∼= SU(∞)
gauge theory7 (1.1). In this particular way, one reconciles the asymptotic freedom (1.3) with
confinement maintained owing to the stability of the macroscopic flux-tubes. The latter vortices,
possessing the (transverse) width of order of the hadronic scale ∼ M−1 , are attached to the
Wilson loop source coherently with the point-like gluonic excitations localized at short distances.
For macroscopic loops C ∈ Υ′ without zigzag backtrackings, the flux-tubes are described by the
stringy system that, in the regime (4.3) of large fluctuations, is infrared equivalent to the uncon-
ventional implementation (1.7) of the Nambu-Goto theory (4.1)/(1.6). The simple prescription,
to maintain the mandatory backtracking invariance of < WC > , is outlined as well.
To obtain the precise analytic relation between σph and ΛQCD , one will need to specify
(through the minimization of the properly subtracted free energy) the details of how the considered
large N WC series is sewed with the large N SC expansion at the scale which is supposed to
be of order of M−1 . For this purpose, it is necessary to handle the harder case of intermediate
and small, in the units of M−1 , contours that requires to resolve the full-fledged bootstrap
between the eqs. (3.8). Nevertheless, even without this extension, the present analysis predicts
the qualitatively admissible M2 -scaling (1.7) of σph which entails the important implications.
In consequence of eq. (1.7), to facilitate the quantum analysis in the regime (4.3), the infrared
asymptote of the stringy sum (4.1)/(1.6) is to be reformulated (in the spirit of the Pauli-Villars
regularization) as the somewhat unconventional stringy theory. Possessing the UV cut off Λ¯
with
√
σph/Λ¯ → 0 , this theory should not exhibit propagating degrees of freedom at the short-
distance scales << 1/
√
σph , while approaching the proposed Nambu-Goto pattern (4.1)/(1.6) in
7The same strategy can be utilized to construct the low-energy confining asymptote of the solution associated
to the D = 3 U(∞) gauge theory (1.1) in the weak-coupling regime of (g2N/Λ)→ 0 .
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the infrared domain at the scales sufficiently larger than 1/
√
σph . To formalize this feature, one
has to reformulate the infrared asymptote of the nonrenormalizable (from the power-counting
viewpoint) stringy system (4.1)/(1.6) in terms of certain renormalizable noncritical string which,
in the spirit of the conventional Polyakov’s approach, should include the Liouville field possibly
together with some other auxiliary fields on the worldsheet. In particular, the constraint (1.7)
translates into the condition that the required renormalizable noncritical theory must be devoid
of any UV divergences. A plausible candidate for the ’UV finite’ model, complying with the
above requirements, may be the specific dilatonic extension [11] (considered on the flat background
Rˆ = 0 ) of the Liouville noncritial string with the properly identified parameters. The promising
sign is that the tentative stringy system [11], possessing the critical dimension Dcr = 24 , does
not exhibit imaginary critical coefficients in D = 4 . In turn, it presumably foreshadows that the
string, dual to the gauge theory, does avoid the notorious branched polymer instability.
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A The IR equivalence to the Nambu-Goto theory
Let us deduce the conditions when the stringy system (4.1)/(1.5) approaches its low-energy asymp-
tote in the form of the unconventional implementation (1.7) of the Nambu-Goto theory (4.1)/(1.6).
For a preliminary orientation, observe first that, under certain conditions, the quasi-local weight
(1.5) can be interpreted as a sort of smearing (or regularization) of the Nambu-Goto pattern
(1.6) local on the worldsheet M˜ . To support this interpretation, consider first such deformation
of the pattern (1.5) that implements the formal limit when the flux-tube’s width (3.5) vanishes.
The required deformation is obtained (neglecting the conditions (3.3)) when the smearing func-
tion is analytically continued, M2F2(M2(x − y)2) → K0[F2]δw2 (x− y) (where K0[F2] stands
for the zeroth moment (3.5) of F2 ), to become proportional to the 2-dimensional delta-function
δw2 (x(γ) − y(γ′)) on the worldsheet M˜ , with x,y ∈ M˜ . In this limit, the stringy sum (4.1) is
known to be invariant (see [1, 6]) under the substitution of thus deformed weight (1.5) by the
m0 = 0 option of the Nambu-Goto weight (1.6) with the bare string tension σ0 = λK0[F2]M2/2 .
As a result, the asserted infrared equivalence can be heuristically supported by the following
argument. Reinterpreting the regime (4.3) as the low-energy limit of the stringy system (4.1)/(1.5)
applied to macroscopic loops, one may expect that thus introduced regularization of the Nambu-
Goto system becomes infrared unobservable. To make these arguments precise, one is to adapt
the general approach of the Wilsonean renormgroup that is the subject of a forthcoming paper.
Here, we restrict the analysis to the discussion of the following large η0 asymptote (where ηn
is introduced in eq. (4.2)) of < WC >2 which strengthens the above heuristic argumentation.
Complementary, it supports that both the scaling (1.7) and the infrared equivalence are supposed
to be maintained once η0/λ is sufficiently larger compared both to unity and to ηn/λ for ∀n ≥ 1 .
To deduce the auxiliary asymptote in question, note first that, in view of the estimate (3.5),
the smearing function F2 approaches its zero-width deformation (sketched above) in the specific
formal limit. The limit is defined by the requirement that, keeping λ small but finite, η0 is sent
to infinity, while the remaining parameters ηn are chosen in such a way that the corresponding
vortex width (3.5) scales as M−1/η0 which, in particular, ensures the condition (1.7). In this limit,
for any given macroscopic contour C , the characteristic amplitude of the flux-tube’s fluctuations
∼M−1×(ln[Amin(C)M2]/η0)1/2 is much larger than the vortex width ∼M−1/η0 . Consequently,
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the leading η0 →∞ semiclassical asymptote of thus deformed quasi-local Ansatz results in
< WC >2 −→ exp
(
−η0M
2
2
A[M˜min(C)]
)
, (A.1)
where A[M˜min(C)] is the minimal area of the saddle-point surface M˜min(C) spanned by a macro-
scopic contour C belonging to the subspace Υ′ (of the full loop space Υ ) appropriately chosen in
the end of this Appendix. In turn, in the considered limit, the infrared equivalence in question is
justified by the straightforward semiclassical computation which ensures that the same asymptote
(A.1) takes place in the large N Nambu-Goto theory (4.1)/(1.6) after the identification λ¯ = η0 .
To complete the discussion of the considered infrared equivalence, let us make precise the
twofold requirement that selects the appropriate subspace Υ′ utilized throughout the paper.
To begin with, evidently one is to impose that the radius R(s) of the contour’s curvature is
>> M−1 . Taking into account eq. (4.3), it can be shown to entail the weaker variant of the
required equivalence leaving space for possible deviation in the pattern of the boundary term
which, e.g., in the presence of the macroscopic one-dimensional self-intersections of C , exhibits
more complicated pattern compared to the second term in the exponent of (1.6). To avoid this
deviation (which otherwise would hamper the consistency of the system (4.1)/(1.5) with the Loop
equation), we have to introduce the additional restriction on the geometry of C . Apart from the
1/M -vicinity of a finite number of points (of quasi-self-intersection), the distance |x(s)− y(s′)|
should be much larger than the flux-tube’s width
√
< r2 > ∼ M−1 , provided the length Lxy of
the corresponding segment of the boundary contour C = ∂M˜ is much larger than M−1 . In short,
the latter definition excludes those geometries of C which, from the macroscopic viewpoint, can
be interpreted as one-dimensional self-intersections.
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