When I-Cauchy nets in complete uniform spaces are I-convergent  by Das, Pratulananda & Ghosal, Sanjoy
Topology and its Applications 158 (2011) 1529–1533Contents lists available at ScienceDirect
Topology and its Applications
www.elsevier.com/locate/topol
When I-Cauchy nets in complete uniform spaces are I-convergent✩
Pratulananda Das a,∗, Sanjoy Ghosal b
a Department of Mathematics, Jadavpur University, Kolkata-700032, India
b Department of Mathematics, Kalyani Government Engineering College, Kalyani, Nadia-741235, India
a r t i c l e i n f o a b s t r a c t
Article history:
Received 14 February 2010
Received in revised form 7 February 2011













In this paper we continue our investigation of nets using ideals in line of our earlier work
where we had studied I-Cauchy nets and asked when I-Cauchy nets in complete uniform
spaces are I-convergent in line of a problem by Di Maio and Kocˇinac who asked in 2008
when statistically Cauchy sequences are statistically convergent in uniform spaces. To an-
swer this, here we consider another type of Cauchy condition of nets, namely I∗-Cauchy
condition and examine its basic properties and in particular its relation with the concept
of I-Cauchy nets. This helps us to give an answer to the above mentioned open question.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction and background
The idea of convergence of a real sequence had been extended to statistical convergence by Fast [6] (see also Schoen-
berg [15]) as follows: If N denotes the set of natural numbers and K ⊂ N, then the asymptotic density of the subset K is
deﬁned by
d(K ) = lim
n→∞
|{k ∈ K : k n}|
n
provided the limit exists.
A sequence {xn}n∈N of points in a metric space (X,ρ) is said to be statistically convergent to  if for arbitrary  > 0,
the set K () = {k ∈N: ρ(xk, ) } has asymptotic density zero. A lot of investigations have been done on this convergence
and its topological consequences after the initial works by Fridy [7] and Šalát [14]. Fridy [7] also deﬁned statistical Cauchy
condition. In particular, very recently Di Maio and Kocˇinac [12] introduced the concept of statistical convergence as also
a related notion of s∗-convergence in topological spaces (a sequence {xn}n∈N of points in X is said to be s∗-convergent to
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1530 P. Das, S. Ghosal / Topology and its Applications 158 (2011) 1529–1533 if there is M = {m1 < m2 < m3 < · · ·} ⊂ N with d(M) = 1 such that limk→∞ xmk = ) and statistical Cauchy condition in
uniform spaces and established the topological nature of this convergence as also offered some applications to selection
principles theory, function spaces and hyperspaces. More very recent applications of ideal convergence extending these
results can be seen from [4].
However if one considers the concept of nets instead of sequences (which undoubtedly play more important and natural
role in topological and uniform spaces [9]) the above approach does not seem to be appropriate because of the absence
of any idea of density in arbitrary directed sets. Instead it seems more appropriate to follow the more general approach
of [8]. Namely it is easy to check that the family Id = {A ⊂ N: d(A) = 0} forms a non-trivial admissible ideal of N (recall
that I ⊂ 2N is called an ideal if (i) A, B ∈ I implies A ∪ B ∈ I and (ii) A ∈ I , B ⊂ A implies B ∈ I . I is called non-trivial if
I = {φ} and N /∈ I . If I is a proper non-trivial ideal then the family of sets F(I) = {N \ I: I ∈ I} is a ﬁlter in N. It is called
the ﬁlter associated with the ideal. I is admissible if and only if F(I) is free, i.e., I contains all singletons). Thus one may
consider an arbitrary ideal I of N and deﬁne I-convergence and I∗-convergence of a sequence as follows:
A sequence {xn}n∈N of points in a metric space (X,ρ) is said to be I-convergent to  if for arbitrary  > 0, the set
K () = {k ∈ N: ρ(xk, ) } ∈ I . A sequence {xn}n∈N of points in X is said to be I∗-convergent to  if there is M = {m1 <
m2 < m3 < · · ·} ∈ F(I) such that limk→∞ xmk =  [8]. Both I- and I∗-convergences of sequences coincide with the usual
convergence if I = Iﬁn , the ideal consisting of ﬁnite sets only.
Subsequently Cauchy sequences were then extended through ideals and investigated in [5,13] and ﬁnally in our recent
paper [1].
Following [8], I- and I∗-convergences of nets were considered in [11] in line of statistical and s∗-convergence of [12]
but it was shown that unlike [12], these concepts are not in general equivalent even in ﬁrst countable spaces (which can
be shown by constructing proper examples) and only coincide if and only if the ideal satisﬁes a condition called condition
(DP). The basic topological nature of this convergence was established in [11]. In [2] we continued in that direction and
introduced the notion of I-Cauchy nets. We mainly investigated its relation with completeness which helped us to give
some answers to an open problem posed by Di Maio and Kocˇinac [12, Problem 2.16]. In that problem Di Maio and Kocˇinac
asked when statistically Cauchy sequences in uniform spaces are statistically convergent. In terms of nets the problem is
when I-Cauchy nets in uniform space are I-convergent. In [2] we proved that if a uniform space with a countable base is
complete, then maximal I-Cauchy nets are I-convergent.
In this paper we try to solve the problem from another direction. For this we introduce the idea of I∗-Cauchy nets
which naturally arises from the notion of I∗-convergence. We observe that every I∗-Cauchy net in a complete uniform
space is I∗-convergent. So an alternative approach is to study the conditions for which I-Cauchy and I∗-Cauchy conditions
coincide. We prove that under certain conditions they coincide in uniform spaces with a countable base if and only if the
ideals I fulﬁlls (DP) condition.
The following deﬁnitions and notations will be needed.
Throughout the paper the pair (X,Γ ) will stand for a uniform space which will be written sometimes simply as X .
It can be recalled that in a uniform space (X,Γ ), for any point x ∈ X , the collection {U (x): U ∈ Γ } (where U (x) =
{y ∈ X : (x, y) ∈ U }) forms a local neighborhood basis at x. The corresponding topology is called the uniform topology
on X . By an open set in X we shall always mean an open set in the uniform topology in X .
Throughout (D,) will stand for a directed set and I a non-trivial ideal of D . Also the symbol N is reserved for the
set of natural numbers. A net in X will be denoted by {sα : α ∈ D} or simply by {sα}, when there is no confusion about D .
Let for α ∈ D , Dα = {β ∈ D: β  α}. Then the collection F0 = {A ⊂ D: A ⊃ Dα for some α ∈ D} forms a ﬁlter in D . Let
I0 = {A ⊂ D: D \ A ∈ F0}. Then I0 is a non-trivial ideal of D .
Deﬁnition 1. ([11]) A non-trivial ideal I of D will be called D-admissible if Dα ∈ F(I) for all α ∈ D .
Deﬁnition 2. ([11]) A net {sα : α ∈ D} in a uniform space (X,Γ ) is said to be I-convergent to x0 ∈ X if for any open set U
containing x0, {α ∈ D: sα /∈ U } ∈ I .
Deﬁnition 3. ([11]) A net {sα : α ∈ D} in a uniform space (X,Γ ) is said to be I∗-convergent to x0 ∈ X if there exists an
M ∈ F(I) such that M itself is a directed set and the net {sα : α ∈ M} is convergent to x0.
Deﬁnition 4. ([2]) A net {sα : α ∈ D} in a uniform space (X,Γ ) is said to be I-Cauchy if for any U ∈ Γ , there exists a β ∈ D
such that {α ∈ D: (sα, sβ) /∈ U } ∈ I .
Theorem 1. ([2]) For a net {sα : α ∈ D} in a uniform space (X,Γ ) the following conditions are equivalent.
(1) {sα : α ∈ D} is an I-Cauchy net.
(2) For every U ∈ Γ there exists A ∈ I such that β,α /∈ A implies (sβ, sα) ∈ U .
(3) For every U ∈ Γ , {β ∈ D: Eβ(U ) /∈ I} ∈ I where Eβ(U ) = {α ∈ D: (sα, sβ) /∈ U }.
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Just as I-Cauchy condition can be formulated from the concept of I-convergence, it seems natural to consider a Cauchy
like condition associated with I∗-convergence. In this section we precisely do that and introduce the idea of I∗-Cauchy
condition.
Deﬁnition 5. A net {sα : α ∈ D} in a uniform space (X,Γ ) is said to be I∗-Cauchy if there exists an M ∈ F(I) such that M
itself is a directed set and the net {sα : α ∈ M} is Cauchy.
Clearly in a uniform space (X,Γ ), every I∗-convergent net satisﬁes I∗-Cauchy condition.
If one takes I = Id then I∗-convergence becomes s∗-convergence [12] and I∗-Cauchy condition becomes s∗-Cauchy
condition which was however was not introduced or discussed by Di Maio and Kocˇinac in [12]. In [12] it was shown
that in a ﬁrst countable topological space the concepts of statistical convergence and s∗-convergence coincide. We will see
that the statistical Cauchy condition and s∗-Cauchy condition also coincide if the uniform space (X,Γ ) has a countable
base 
 (follows from Theorem 5). However for arbitrary ideals, the situation seems to be more complicated and will now
be investigated in details in Theorems 2–6.
Theorem 2. If I is D-admissible then an I∗-Cauchy net {sα : α ∈ D} in X is also I-Cauchy.
Proof. Let U ∈ Γ . Since {sα : α ∈ D} is I∗-Cauchy, there exists an M ∈ F(I) (i.e., D \ M ∈ I) such that {sα : α ∈ M} is
Cauchy. Then there exists a β ∈ M such that γ , δ ∈ M and γ , δ  β implies (sγ , sδ) ∈ U . Choose A = D \ (M ∩ Dβ). Since
M, Dβ ∈ F(I) so M ∩ Dβ ∈ F(I) which implies A ∈ I . Further γ , δ /∈ A implies γ , δ ∈ M ∩ Dβ , i.e., γ , δ ∈ M and γ , δ  β
and so (sγ , sδ) ∈ U . This shows that {sα : α ∈ D} is I-Cauchy. 
The following theorem may act as a converse.
Theorem 3. If (X,Γ ) is a uniform space with  ∈ Γ then I and I∗-Cauchy conditions coincide for every D admissible ideal I .
Proof. Let {sα : α ∈ D} be I-Cauchy. We should show that {sα : α ∈ D} is also I∗-Cauchy. Since  ∈ Γ , there is an A ∈ I
such that γ , δ /∈ A implies (sγ , sδ) ∈ . Choose M = D \ A, then M ∈ F(I). Take β ∈ M (since M = φ). Let sβ = x0. Then for
all α ∈ M , sα = sβ = x0. Thus {sα : α ∈ M} is a constant net and so is Cauchy.
The proof will be complete if we show that M is directed with respect to the binary relation induced from (D,). It is
obvious that  is reﬂexive and transitive in M . Let α1,α2 ∈ M . Then there is an α ∈ D such that α  α1,α2. Now since I is
D-admissible, Dα = {β ∈ D: β  α} ∈ F(I), then M ∩ Dα ∈ F(I) and so M ∩ Dα = φ. Thus there exists a γ ∈ M such that
γ  α  α1,α2. 
However the following example shows that in general I-Cauchy condition may not imply I∗-Cauchy condition.
Theorem 4. If an uniform space (X,Γ ) with the property that
⋂
U∈Γ U =  has a Cauchy sequence {xk: k ∈ N} of distinct points
then there exists an admissible non-trivial ideal I of N and a sequence {yn: n ∈ N} in X such that {yn: n ∈ N} is I-Cauchy but not
I∗-Cauchy.
Proof. The proof of the theorem is patterned after Theorem 7 in Ref. [10] (see also [1,3]) with necessary modiﬁcations. We
consider the following ideal from [8, Ex 3.1 g].
Let N=⋃∞j=1 A j be a decomposition of N such that each A j is inﬁnite and Ai ∩ A j = φ for i = j. Let I denote the class
of all A ⊂N which intersect at most a ﬁnite number of A j ’s. Then I is an admissible non-trivial ideal. Note that any A j is
a member of I .
Let {yn: n ∈N} be a sequence deﬁned by yn = x j if n ∈ A j . Let U ∈ Γ . Since {xk: k ∈N} is Cauchy, there is a k0 ∈N such
that (xk, xl) ∈ U for all k, l  k0. Clearly A1 ∪ A2 ∪ A3 ∪ · · · ∪ Ak0 = C ∈ I and m,n /∈ C implies (ym, yn) = (xp, xq) for some
p,q k0 and so belongs to U . Hence {yn: n ∈N} is I-Cauchy.
Now suppose if possible, that {yn: n ∈N} is I∗-Cauchy. Then there exists H ∈ I such that {yn: n ∈ M} where M = N \ H
is Cauchy. From the formulation of I it follows that there exists an  ∈ N such that H ⊂ A1 ∪ A2 ∪ A3 ∪ · · · ∪ A and then
Ai ⊂ M = N \ H for i   + 1. In particular, since A+1 ⊂ M and A+2 ⊂ M , so {yn: n ∈ M} contains an inﬁnite number
of terms which are equal to x+1 and x+2 respectively. As
⋂
U∈Γ U =  and x+1 = x+2 there is a V ∈ Γ such that
(x+1, x+2) /∈ V . Then there does not exist any m0 ∈ M with the property that m,n m0 implies (ym, yn) ∈ V , which is a
contradiction. This proves the theorem. 
In the following we study the equivalence of I- and I∗-Cauchy conditions under certain assumption (namely condition
(DP)) which becomes necessary as well as suﬃcient on certain restrictions of the space. A similar condition called con-
dition (AP) has been widely used in [1,3,8,13] on various situation by considering sequences of elements. Recall that an
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sets {A1, A2, A3, . . .} belonging to I there exists a countable family of subsets {B1, B2, B3, . . .} of N such that for each j,
A jB j is ﬁnite and B =⋃ j B j ∈ I . The ideal Iﬁn consisting of ﬁnite sets as also the ideal Id consisting of all subsets of
N with asymptotic density zero satisfy the condition (AP). However the ideal I deﬁned in Theorem 4 does not satisfy the
condition (AP).
Deﬁnition 6. ([11]) A D-admissible ideal I is said to satisfy the condition (DP) if for every countable family of mutually
disjoint sets {A1, A2, A3, . . .} belonging to I there exists a countable family of sets {B1, B2, B3, . . .} from D such that for
each j, A jB j ⊂ D \Dα j for some α j ∈ D and B =
⋃
B j ∈ I . Note that B j ∈ I for all j ∈N. Here  stands for the symmetric
difference.
Theorem5. Let I be an ideal of directed set (D,)which satisﬁes the condition (DP). Let (X,Γ ) be a uniform space having a countable
base 
. Then for any net {sα : α ∈ D} in X, I-Cauchy condition implies I∗-Cauchy condition.
Proof. Let 
 = {Ui : i = 1,2,3, . . .} be a countable base of (X,Γ ). Without any loss of generality we can assume {Ui : i =
1,2,3, . . .} to be monotonically decreasing. Since {sα : α ∈ D} is I-Cauchy, for each Ui ∈ 
 there exists a Ki ∈ I such that
β,α /∈ Ki implies (sβ, sα) ∈ Ui .
Let A1 = K1, A2 = K2 \ K1, A3 = K3 \ (K1 ∪ K2), . . . , Ai = Ki \ (K1 ∪ K2 ∪ K3 ∪ · · · ∪ Ki−1), and so on. Then {Ai : i =
1,2,3, . . .} is a countable family of mutually disjoint sets in I . By the condition (DP) there exists a countable family of sets
{Bi : i = 1,2,3, . . .} in I such that A jB j ⊂ D \ Dα j for some α j ∈ D and B =
⋃
B j ∈ I . Let M = D \ B . Then M ∈ F(I) and
so itself is a directed set with respect to the relation . We will show that {sα : α ∈ M} is Cauchy.
For this let U ∈ Γ . Since 
 is a basis of Γ , there exists an  ∈N such that U ⊂ U . Now
K \ B ⊂
⋃
i=1
(Ai \ B) ⊂
⋃
i=1
(Ai \ Bi) ⊂
⋃
i=1
(D \ Dαi )
(by the condition (DP)). Choose α ∈ D such that α  α1,α2,α3, . . . ,α . Then
K \ B ⊂
⋃
i=1
(D \ Dαi ) ⊂ (D \ Dα).
Now since M, Dα ∈ F(I), M ∩ Dα ∈ F(I). Clearly M ∩ Dα = φ. Choose β ∈ M ∩ Dα . Then β ∈ M and β  α. Now γ , δ ∈ M
and γ , δ  β ⇒ γ , δ ∈ M ∩ Dα ⇒ γ , δ /∈ K ⇒ (sγ , sδ) ∈ U ⊂ U . This shows that {sα : α ∈ M} is Cauchy and so {sα : α ∈ D}
is I∗-Cauchy. 
Theorem 6. Let (X,Γ ) be a uniform space having a countable basis 
 with the property that⋂U∈Γ U =  and let X has at least one
limit point. If for every net {sα : α ∈ D}, I-Cauchy condition implies I∗-Cauchy condition then I-satisﬁes the condition (DP).
Proof. Without any loss of generality we can assume 
 = {Ui : i = 1,2,3, . . .} to be a countable basis of Γ satisfying
the conditions that each Ui is symmetric and Ui+1 ◦ Ui+1 ⊂ Ui for all i = 1,2,3, . . . . Let x0 be a limit point of X . Then
{Ui(x0): i = 1,2,3, . . .} is a monotonically decreasing open base at x0. Since ⋂U∈Γ U = , it follows that the uniform
topology corresponding to the uniformity Γ is also T1. We can ﬁnd a sequence {xi}i∈N of distinct elements in X such that
xi ∈ Ui(x0) \ Ui+1(x0), xi = x0 for all i and xi → x.
Let {Ai : i = 1,2,3, . . .} be a mutually disjoint countable family of non-void sets from I . Deﬁne a net {sα : α ∈ D} by
sα = x j if α ∈ A j and sα = x0 if α /∈ A j for any j ∈N. Let U ∈ Γ . Then there is an  ∈N such that Ui ⊂ U for all i  . Now
A = A1 ∪ A2 ∪ A3 ∪ · · · ∪ A ∈ I and α,β /∈ A implies either α ∈ Ap , β ∈ Aq for some p,q + 1 or one or both of them are
equal to x0. In the ﬁrst case sα ∈ Up(x0), sβ ∈ Uq(x0), i.e., (sα, x0) ∈ Up and (sβ, x0) ∈ Uq and so (sα, sβ) ∈ Up ◦Up ⊂ Up+1 ⊂
U (if p  q which we can assume without any loss of generality). In the second case also (sα, sβ) = (sα, x0) or (x0, x0)
which also belongs to U . Thus we have α,β /∈ A implies (sα, sβ) ∈ U ⊂ U which shows that {sα : α ∈ D} is I-Cauchy. By
our assumption, {sα : α ∈ D} is I∗-Cauchy. Hence there exists a set H ∈ I such that M = D \ H ∈ F(I) and {sα : α ∈ M} is
Cauchy. Now let B j = A j ∩ H for all j ∈N.
We consider following two cases:
Case I: If for each j, there exists an α j ∈ D such that A j is disjoint from M∩Dα j then clearly we have A j ⊂ B j ∪(M \Dα j )
and so A jB j = A j \ B j ⊂ (M \ Dα j ) ⊂ (D \ Dα j ). Also since B j ∈ I for all j ∈N and B =
⋃
B j ⊂ H ∈ I implies ⋃ B j ∈ I so
the condition (DP) holds.
Case II: Next suppose that the condition of Case I does not hold. First suppose that there is only one j ∈ N for which
the condition speciﬁed in Case I does not hold good. Then re-deﬁning Bi = Ai ∩ H for all i ∈ N, i = j and B j = A j we see
that the sequence of sets {Bi : i = 1,2,3, . . .} has the property that Bi ∈ I for all i and ⋃ Bi ⊂ A j ∪ H ∈ I and so ⋃ Bi ∈ I .
Clearly AiBi ⊂ D \ Dαi for all i = j for some αi ∈ D (as above) and AiBi = φ. Hence condition (DP) holds.
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two of these members of N, say i and j (i = j). Take any α ∈ M . Choose α1  α. Now M ∩ Dα1 ∈ F(I) and so is non-void.
Also we must have Ai ∩ (M ∩ Dα1 ) = φ and A j ∩ (M ∩ Dα1 ) = φ. This implies that there exists γ ∈ Ai ∩ (M ∩ Dα1 ) and
δ ∈ A j ∩ (M ∩ Dα1 ). Clearly γ , δ  α1  α and sγ = xi and sδ = x j . Since xi = x j and by our assumption
⋂
U∈Γ U = , so
there exists a V ∈ 
 such that (xi, x j) /∈ V . Thus it follows that for every α ∈ M , there are γ , δ ∈ M with γ , δ  α such that
(sγ , sδ) = (xi, x j) /∈ V . This contradicts the fact that {sα : α ∈ M} is Cauchy. Hence there cannot be more than one j ∈ N for
which the above condition does not hold. This completes the proof of the theorem. 
Remark 1. Theorems 5 and 6 extend similar results proved for sequences in metric spaces in [1,13] and in 2-normed
spaces [3].
Remark 2. Whenever a Cauchy like condition is deﬁned in a uniform space, it is always natural to ask about its relation
with the notion of completeness of the space. In our last paper [2], after introducing the idea of I-Cauchy condition of nets
we had shown that if in a uniform space X for every directed set D , there exists a D-admissible ideal I such that every
I-Cauchy net {sα : α ∈ D} in X is I-convergent in X then X is complete [2, Theorem 5]. However the converse in general
could not be proved and we proved only that in a complete uniform space X having a countable basis 
, every maximal
I-Cauchy net is I-convergence for every D-admissible ideal I of a directed set D [2, Theorem 7].
However if one considers I∗-Cauchy condition instead of I-Cauchy condition then it immediately becomes clear that if
in a uniform space X for every directed set D , there exists a D-admissible ideal I such that every I∗-Cauchy net {sα : α ∈ D}
in X is I∗-convergent in X then X is complete. Conversely if X is complete then every I∗-Cauchy net {sα : α ∈ D} in X is
I∗-convergent in X for every D-admissible ideal I of every directed set D . Thus I∗-Cauchy condition has a more natural
relation with the idea of completeness.
Finally we note that in view of Theorem 5 above and Theorem 10 of [11] we have the following theorem.
Theorem 7. Let (X,Γ ) be a complete uniform space having a countable basis 
 and let I be ideal of directed set (D,) which satisﬁes
the condition (DP). Then every I-Cauchy net in X is I-convergent in X.
Remark 3. From Theorem 7 we can conclude that:
If (X,Γ ) is a complete uniform space having a countable basis 
 then a statistically Cauchy sequence in X is statistically
convergent in X .
This also gives a partial answer to Problem 2.16 of [11] different from the answers given in [2].
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