Abstract. We consider Hamiltonian networks of long ranged and weakly coupled oscillators with variable frequencies. By deriving an abstract infinite dimensional KAM type of theorem, we show that for any given positive integer N and a fixed, positive measure set O of N variable frequencies, there is a subset O * ⊂ O of positive measure such that each ω ∈ O * corresponds to a small amplitude, quasi-periodic breather (i.e., a solution which is quasi-periodic in time and exponentially localized in space) of the Hamiltonian network with N -frequencies which are slightly deformed from ω.
Introduction and Main Result
Associated with the symplectic structure n p n ∧ q n , we consider Hamiltonian networks defined by real analytic Hamiltonians of the form
where V n 's are the on-site potentials satisfying V n (0) = V n (0) = 0 and V n (0) ≡ β 2 n 2 , β n > 0, and W is a coupling potential. Hamiltonian networks have been used in solid state physics in describing the vibration of particles (atoms) in a lattice (see [10, 11, 20] ) and also used to model DNA chains (see [10, 14, 34] ). They also arise naturally as spatial discretization of Hamiltonian PDEs such as nonlinear wave equations.
Among the solutions of a Hamiltonian network, of particular physical interests are the socalled breathers or quasi-periodic breathers, which are self-localized, time periodic or quasi-periodic, solutions whose amplitudes decay at least exponentially as |n| → ∞. Breathers or quasi-periodic breathers are often referred to as dynamical solitons or intrinsic localized modes in physics and they have been largely found via numerics in many physical models (see [10, 29] and references therein). The existence of breathers in Hamiltonian networks associated with Hamiltonians (1.1) was rigorously analyzed when β n ≡ β by Aubry [1, 2] , Mackay-Aubry [25] for the inter-particle, nearest neighbor coupling potential W ({q n }) = n (q n+1 − q n ) 2 and by Bambusi [3] for the long-range coupling potential W ({q n }) = n =m 1 |n − m| α (q n − q m ) 2 , α > 1.
Like in [25] , breathers in the nearest neighbor coupling case can be studied near a fixed periodic orbit of the uncoupled Hamiltonian by certain continuation or perturbation arguments, provided that the couplings are "weak", and, no small divisors need to be considered in such perturbation problems. These perturbation techniques are also applicable in finding quasi-periodic breathers with two or three frequencies for certain models with symmetries (see Bambusi-Vella [4] , JohanssonAubry [19] ). Using a modified KAM technique, the existence of quasi-periodic breathers with any finite number of frequencies was recently shown by Yuan [33] for the higher order, nearest-neighbor coupling potential (1.2) W ({q n }) = n (q n+1 − q n ) 3 .
Almost periodic breathers with infinitely many frequencies have also been investigated. Associated with the potential (1.2), Fröhlich-Spencer-Wayne [15] considered the case when the frequencies are non-negative random variables with smooth distribution of fast decay at infinity and showed that there is a set Ω ⊂ R ∞ + with positive probability measure such that each ω ∈ Ω corresponds to an almost periodic breather with infinite many frequencies (see also Pöschel [28] for more general spatial structures).
In this paper, we will study the existence of quasi-periodic breathers for the Hamiltonian (1.1) with the following higher order, long-ranged coupling potential For a given integer N > 1, we specify N integers {i 1 , · · · , i N } and let Z 1 = Z \ {i 1 , · · · , i N }. We treat ω = (β i1 , · · · , β i N ) as parameters in a bounded closed region O in R N + and assume the following spectral gap condition:
SG) There exist 1 ≤ d < ∞ and γ > 0 such that
Λ l where Λ l , l = 1, 2, · · · , are sets satisfying
for all l, and |β n − β m | ≥ γ, for all β n ∈ Λ l , β m ∈ Λ j , l = j.
We will show the following result.
Theorem A. Assume SG) with γ sufficiently small. Then there exists a Cantor set O γ ⊂ O, with meas(O \ O γ ) = O(γ), such that for any ω ∈ O γ , the Hamiltonian network (1.4) associated with ω admits a small amplitude, linearly stable, quasi-periodic breather q(t) = ({q n (t)}) of N -frequency ω * which is close to ω, and moreover, |q n | ∼ e −|n| .
The condition SG) clearly holds when β n = |n|, n ∈ Z 1 . Comparing with the cases of nonlinear wave equations [12, 17, 26, 27] in which β n ∼ |n|, n ∈ Z, the validity of Theorem A crucially depends on the coupling potential or perturbation (1.3) which admits a weaker regularity but a higher order perturbation.
For the case of nearest-neighboring coupled Hamiltonian networks, breathers were shown to be super-exponentially localized in space ( [33] ). This is due to the at most linear growth of the normal components in the normal form associated with the short-ranged coupling potential (1.2). Our result only asserts the exponential localization of quasi-periodic breathers due to the exponential growth of the normal components in the normal form associated with the exponentially weighted, long-ranged coupling potential (1.3) . If the long-ranged coupling potential
is considered instead, then the normal components in the associated normal form will have a superexponential growth, and our method will equally applicable to yield quasi-periodic breathers which are localized like 1 |n| α in space. Theorem A will be proved by using KAM (Kolmogorov-Arnold-Moser) method. In fact, we will present an abstract infinite dimensional KAM type of theorem from which Theorem A will follow. Such an infinite dimensional KAM theorem differs significantly from those for Hamiltonian PDEs like nonlinear Schödinger, wave, beam, and KdV equations studied by many authors using either KAM or CWB (Craig-Wayne-Bourgain) method (see [5, 6, 7, 8, 9, 12, 13, 16, 17, 18, 21, 22, 23, 26, 27, 30] and references therein). This is mainly due to the fact that, when the normal frequencies of a Hamiltonian network have linear growth, the perturbation (1.3) admits weaker regularity than those of Hamiltonian PDEs under KAM or Newton iterations.
Similar to the short-ranged coupling cases considered in [25, 33] , it is also important to study the existence of quasi-periodic breathers for Hamiltonian networks with long-ranged coupling potentials and constant frequencies β n ≡ β, n ∈ Z, i.e., those formed by weakly coupled identical oscillators. As the KAM iteration mechanism and measure estimates for the constant frequency case significantly differ from the variable ones to be studied in this paper, we will consider the constant frequency case in a separate work.
The paper is organized as follows. In Section 2 we state an abstract infinite dimensional KAM theorem and prove Theorem A as a corollary. Sections 3 and 4 are devoted to the proof of the abstract KAM theorem. More precisely, in Section 3, we give detailed construction of the KAM iteration for one KAM step. We complete the proof of the abstract infinite dimensional KAM theorem in Section 4 by showing an iteration lemma, convergence, and measure estimate. Some technical lemmas are provided in the Appendix.
An Abstract KAM Theorem
In this section, we will formulate an abstract KAM theorem which can be applied to the Hamiltonian networks of long-ranged and weakly coupled oscillators with variable frequencies. Theorem A will be proved by using the abstract KAM theorem and normal form reductions.
2.1. The abstract theorem. We begin with some notations. Let integers N > 1, d ≥ 1, and real numbers r, s > 0 be given. We consider the complex neighborhood D(r, s) of
where | · | denote the sup-norm of complex vectors and · denote the 1 norm. Also let O be a positive (Lebesgue) measure set in R N . Let F (θ, I, w,w) be a real analytic function on D(r, s) which depends on a parameter ξ ∈ O, C d 2 -Whitney smoothly (i.e., C d 2 in the sense of Whitney). We expand F into the Taylor-Fourier series with respect to θ, I, w,w:
are multi-indices with finitely many non-vanishing components, and
We define the weighted norm of F by
where
In the above and also for the rest of the paper, derivatives in ξ ∈ O are taken in the sense of Whitney.
For a vector-valued function G : D(r, s) × O → C n , n < ∞, we simply define its weighed norm by
For the Hamiltonian vector field
associated with a Hamiltonian function F on D(r, s) × O, we define its weighted norm by
Associated with the symplectic structure dI ∧ dθ + i n∈Z dw n ∧ dw n , we consider the following family of real analytic, parameterized Hamiltonians
where (I, θ, w,w) ∈ D(r, s), ξ ∈ O, Ω n 's are positive and independent of ξ, and all ξ-dependence are of class C It is clear that when P = 0, the unperturbed Hamiltonians N are completely integrable, admitting a family of quasi-periodic solutions (θ + ωt, 0, 0, 0) corresponding to invariant N -tori in the phase space.
To study the persistence of some of these N -tori, we need the following assumptions on ω(ξ), Ω n and the perturbation P : (A1) Non-degeneracy of tangential frequencies: There is a constant δ > 0 such that
(A2) Gap conditions of normal frequencies: There exist sufficiently small γ > 0 and sets Λ l , l = 1, 2, · · · , such that
(A3) Decay property of the perturbation: P =P +Ṕ +P , whereP =P (θ, I, w,w, ξ),Ṕ = P (θ, I, w,w, ξ),P =P (θ, I, w,w, ξ) are such that
Our abstract KAM theorem states as the following. 
which are real analytic in θ and C 
, such that each ξ ∈ O γ and θ ∈ T N corresponds to a linearly stable, N -frequency quasi-periodic solution Ψ(θ +ω(ξ)t, ξ) = (θ +ω(ξ)t, I(t), {w n (t)}) of the Hamiltonian (2.1). Moreover, |w n | ∼ e −|n| .
Since our perturbation has a weaker regularity, the frequencies of these invariant tori are in general non-resonant instead of Diophantine.
Comparing with results on quasi-periodic solutions for Hamiltonian PDEs (see e.g. [5, 6, 7, 8, 9, 12, 13, 16, 17, 18, 21, 22, 23, 26, 27, 30] ), the above theorem relaxes the linear or super-linear growth conditions on the normal frequencies Ω n . Indeed, it is easy to see that the gap condition (A2) above is weaker than the linear or sup-linear growth conditions on the normal frequencies. The assumption (A3) is new but natural for networks of long ranged and weakly coupled oscillators.
It is not clear whether a Lyapunov center theorem is possible for a Hamiltonian network whose normal frequencies satisfy the gap condition (A2). At least, the above theorem assert a quasiperiodic type of Lyapunov center result in the sense of measure.
2.2.
Proof of Theorem A. Recall that the Hamiltonian networks of long ranged, weakly coupled oscillators considered in Theorem A is described by the Hamiltonian
which, in terms of the Taylor expansion at q = 0, can be equivalently rewritten as
Let ε > 0 be sufficiently small. With the re-scalings p n , q n → εp n , εq n , the re-scaled Hamiltonian reads
. Then in terms of the action-angle-normal variables the above Hamiltonian becomes (2.5)
, Ω n = β n , n ∈ Z 1 , and P =P +Ṕ +P satisfying
It is also easy to see that we can choose appropriate r, s > 0 such that X P D(r,s),O < ε. Hence the Hamiltonian (2.5) satisfies all conditions of Theorem B, from which Theorem A follows.
KAM Step
In what follows, we will perform KAM iterations to (2.1) which involves infinite many successive steps, called KAM steps, of iterations, to eliminate lower order θ-dependent terms in P . Each KAM step will make the perturbation smaller than the previous one at a cost of excluding a small measure set of parameters. At the end, the KAM iterations will be shown to converge and the measure of the total excluding set will be shown to be small.
To begin with the KAM iteration, we set Ω 0 n = Ω n , n ∈ Z 1 , r 0 = r, s 0 = s. 3.1. Normal form. We first convert the Hamiltonian (2.1) into a more convenient form in order to perform the KAM iteration. Let ε * ∼ ε 5 4 and choose a K 0 such that K 0 ∼ | ln ε * |. According to the forms of (2.3), (2.4) in the Assumption (A3), we can make s 0 smaller if necessary such that
We now treat the termP . According to the form of (2.2) and the definition of the norm, we haveP
Thus we can make r 0 , s 0 smaller such that
kαnβn n e i k,θ w αn nw βn n .
We first construct a symplectic transformation Φ * = Φ 1 F * defined as the time-1 map of the Hamiltonian flow associated to a Hamiltonian F * of the form
kαnβn n e i k,θ w αn nw βn n , 0 < |k| ≤ K 0 , α n + β n ≤ 2 are eliminated, and termsP 0l I l , |l| ≤ 1,P 011 nn w nwn , |n| ≤ K 0 are added to the normal form part of the new Hamiltonian. More precisely, let the coefficients of F * satisfy the homological equation
It is easy to see that the homological equation (3.1) is solvable on the parameter set
Hence we obtain the transformation Φ * such that
where ω * = ω +P 0l (|l| = 1), Ω * n = Ω n +P 011 nn , and
In the above, the first and the second term ofP * come from P • Φ * andP • Φ * +Ṕ • Φ * respectively. The decay property ofP * n follows from the fact that Φ * depends only on I, θ and w m ,w m for |m| ≤ K 0 . On the domain D(r 0 , s 0 ) × O * , it is easy to see that the norm of the vector field associated with the first term above is bounded by ε 2 * . To handle the second term above, we note that due to the gap condition (A2) of normal frequencies, when Ω n , Ω m belong to the same Λ l , terms of the form P * mn w mwn +P * nm w nwm are not able to be eliminated via solving a homological equation. Hence they need to be included in the normal form part of the Hamiltonian. More precisely, according to the assumption (A2), we let L 0 be the smallest positive integer such that {Ω n } |n|≤5K0 lie in
Let
and let
satisfy the homological equation
It is clear that the equation (3.2) is solvable on the domain
Consider the symplectic transformation Φ * * = Φ 1 F * * . Then
(P * 011 mn w mwn +P * 011
Suppose that after a νth KAM step, we arrive at a Hamiltonian
for some ε = ε ν , and
It is clear that L ≤K. We will construct a symplectic transformation Φ = Φ ν , which, in smaller frequency and phase domains, carries the above Hamiltonian into the next KAM cycle. Below, all constants c 1 − c 12 are positive and independent of the iteration process. The tensor product (or direct product) of two m × n, k × l matrices A = (a ij ), B is a (mk) × (nl) matrix defined by
We also use · to denote the operator matrix norm, i.e., for a matrix M , M = sup y =1 M y .
In this KAM step, Ω 0 n withK < |n| ≤K + will be added to the new normal matrix A + l according to the assumption (A2). In order to have a compact formulation when solving a homological equation, we rewrite N as
3.2. Truncation. We first expandP into the Taylor-Fourier series
where k ∈ Z N , l ∈ N N and the multi-index α (resp. β) runs over the set α
. Let R be the following truncation ofP :
Remark 3.1. Due to decay property, terms in the Taylor-Fourier expansion ofP corresponding to |k| > K + or |n| >K + are small enough to be postponed to the next KAM step. In addition, due to the decay property ofP and the fact thatṔ 0 starts from third order terms, there are no coupling terms of the form n =m K<|n|,|m|≤K + w nwm in R. IfṔ 0 starts from second order terms, then couplings between different oscillators are so fast that we have to consider all normal frequencies -a case we are not able to handle with the method in this paper.
According to the normal form N and the assumption (A2), we may rewrite R as
where,
It is clear that R Remark 3.2. Note that R is dependent on the formerK + normal components, and independent of the latter normal components. As a result, in the KAM step, we do not need to consider
This enables us to only consider finite small divisor conditions at each KAM step. Consequently, the excluded measure is sufficiently small at each step. AsK + will increase along KAM iterations, we ultimately handle all small divisor conditions.
Rewrite H as H = N + R + (P − R). By the definition of norms, we immediately have
Note that
n (θ, I, z,z, ξ)w 
and satisfy the homological equation
In the rest of the sub-section, |k| is always bounded by K + , |n|, |m| are always bounded byK + , and l, j are always bounded by L + . Lemma 3.1. Equation (3.5) is equivalent to k, ω F kl00 = iP kl00 , k = 0, |l| ≤ 1,
Proof. It is clear that (3.5) is equivalent to the following equations
By comparing the coefficients, the first equation in (3.7) is obviously equivalent to the first equation in (3.6). Since
and,
we see from the second and the third equation in (3.
satisfy the respective equations in (3.6) .
The first three equations in (3.6) can be immediately solved on O + . The solvability of the remaining equations in (3.6) follows from the following elementary algebraic result from matrix theory.
Lemma 3.2. Let A, B, C be n × n, m × m, n × m matrices respectively, and let X be an n × m unknown matrix. The matrix equation
is solvable if and only if I m ⊗ A − B ⊗ I n is nonsingular. Moreover,
Proof. See [24, 32] . By taking the transpose of the fourth equation in (3.6), one sees that (F We proceed to estimate X F and Φ
, then there is a constant c 2 > 0 such that
Proof. By the definition of O + , Lemma 3.1, Lemma 3.2 and Lemma 5.5, Lemma 5.6 in the Appendix, we have
. Similarly,
. The proof is now completed by adding the estimates above together.
Proof. Let
We note that F is a polynomial of order 1 in I and of order 2 in z + ,z + . It follows from Lemma 3.3 and the Cauchy inequality that
Using the integral equation
and Lemma 3.3, we easily see that Φ
where J denotes the standard symplectic matrix. Let c 7 = 2c 8 . It follows that 
where e + = e +P 0000 , ω + = ω +P 0l00 (|l| = 1),
Then Φ :
and, by the second order Taylor formula,
Below, we show that the new Hamiltonian H + enjoys similar properties as H. By the Assumptions ofP , we have that there is a constant c 9 > 0 such that
Hence 5.4 and (3.3) , we also have c 10 , c 11 , c 12 }, where c 11 , c 12 will be defined later, and let
We now exam the decay property ofP + . More precisely, writȇ
We show that P + n (θ, I, z
Since F only involves the normal components w n ,w n for |n| ≤K + , so does {N, F }.
F dt only involves the normal components w n ,w n for |n| ≤K + . Recall thatP
Hence {P 0 , F } only involves the normal components w n ,w n for |n| ≤K + , so does
Since R is a truncation ofP , we only need to consider the terms (P − R) and
Since R only involves the normal components w n ,w n for |n| ≤K + , the terms corresponding to the normal components w n ,w n for |n| >K + inP − R are just those corresponding for |n| >K + inP , for which we have the decay property
To prove the decay estimates of 1 0
we only need to consider the terms corresponding to the normal components w n ,w n for |n| >K + . Since F is independent of normal components w n ,w n for |n| >K + , so is 
We combine (3.11) and (3.12) to consider decay property of |n|>K,αn+βn≥1
By relaxing decay properties of e −(|n|−K) , e −|n−m| to e −(|n|−K+) , we have by Lemma 5.3 that
It follows from Cauchy estimate that
Hence by Lemma 3.4, if C5) c 11 γ
This completes one step of KAM iterations.
Proof of Theorem B
Let r 0 , s 0 , ε 0 , γ, K 0 ,K 0 , O 0 , H 0 be given at the beginning of Section 3. For each ν = 0, 1, · · · , we label all index-free quantities by ν and label all +-indexed quantities by ν + 1. This defines, for all ν = 1, 2, · · · , the following sequences:
where L ν is the smallest positive integer such that {Ω 0 n } |n|≤Kν lie in Λ 1 , · · · , Λ Lν , and,
4.1. Iteration Lemma. The preceding analysis may be summarized as follows.
Lemma 4.1. If ε is sufficiently small, then the following holds for all ν = 0, 1,
and moreover,
b) There is a symplectic transformation
Proof. It is sufficient to verify the conditions C1)-C6) for all ν = 0, 1, · · · , which are easily seen to follow from the following conditions D1)
for all ν = 0, 1, · · · . We first let ε (hence ε 0 ) be sufficiently small such that
which is easily seen to be well-defined. Then
i.e., D2) holds for ν = 0. Recall that 8 r 0 ln 1
We see that D1) also holds for ν = 0. Now, for any ν ≥ 1, we have by induction that
and 2 r ν − r ν+1 ln 1
i.e., D1) and D2) hold true. 
Hν . The uniform convergence of Ψ ν , DΨ ν , X Hν imply that one can pass the limit in the above to conclude that Φ
for all ξ ∈Õ. Hence Ψ ∞ (T N × {ξ}) is an embedded invariant torus of the original perturbed Hamiltonian system at ξ ∈Õ. The frequencies ω ∞ (ξ) associated with Ψ ∞ (T N × {ξ}) are slightly deformed from the unperturbed ones ω(ξ), and, the normal behaviors of the invariant tori Ψ ∞ (T N × {ξ}) are governed by their respective normal frequency matrices A 
for all ν = 1, 2, · · · . Consider the resonant sets
There is a constant C 1 > 0 such that
for all |k| ≤ K ν , l, j ≤K ν , and ν = 1, 2, · · · .
Proof. The proof follows from arguments in [31] . For simplicity, we only estimate the measures of Proof. See [27] . ≤ 4s −2 F n · G .
It follows that
{F n , G} D(r−σ, 
