Abstract-Due to the stability against the external noise, boneconducted (BC) speech seems better to be used instead of noisy air-conducted speech in an extremely noisy environment. However the quality of bone-conducted speech is very low and restoring bone-conducted speech is a challenged topic in speech signal processing field. As the main issue to improve the BC speech, many studies try to model and resolve the degradation when the signal is conducted through bone transduction. In previous study, we proposed a linear prediction (LP) based blindrestoration model. In this paper, we therefore completely evaluated the proposed model in comparison with other models to find out whether our proposed model could adequately improve voice quality and the intelligibility of BC speech, using objective measures (LSD, MCD, and LCD) and carrying out Japanese word-intelligibility tests (JWITs), Vietnamese wordintelligibility tests (VWITs) and Modified Rhyme Tests (MRTs) for English. The results of experiments on different languages, i.e. Japanese, English and Vietnamese proved the practicability of blind-BC restoration.
I. INTRODUCTION
It is required for safe and secure speech communication while the interfering noises in extremely noisy environments bring significant difficulties for the commutations of human and also automatic speech recognition (ASR) systems. This problem is from the low sound-quality and low intelligibility of speech, due to the influence of the transmission environment. As a solution, many different complex models and algorithms have been used to cancel or reduce these noisy affections but have been only efficient at low-and medium-noise levels. When the noise levels are extremely high, this solution seems to perform ineffectively.
Another possible solution is to use a special microphone to record the speech signals transmitted through the speaker's head and face [1] [2] [3] [4] [5] . This recorded signal is referred to as "bone-conducted (BC) speech". Its stability against interfering noise from noisy environments makes BC speech more advantageous than noisy air-conducted (AC) speech.
There are two main drawbacks of BC speech, the degradation due to bone-conduction and the changing of speaker's pronunciations due to surrounding noise referred as Lombard effect. While the Lombard effect is a usual problem as the same as AC speech in noisy environments, the other is critical affection to the speech quality. When the signal is transmitted through bone-conduction, it is complexly affected at a loss of sound quality and speech intelligibility. The degradation varies for different pick-up points (BC microphone positions), speakers, and pronounced syllables. This is because the characteristics of bone-conduction vary for different measuring positions and the distribution of frequency components varies with speakers who pronounce syllables differently. Regarding this main issue, we show a possibility of a blind restoration method for restoring quality and intelligibility of BC speech.
There are several studies on BC speech for applications such as human-hearing aids and machine-hearing systems but the results are still limited. A Gaussian mixture model (GMM)-based voice conversion model was applied to restore bodytransmitted speech, which is like BC speech [6] . Due to the difficulty of dealing with F0 features that might cause synthesis problems, this approach has only been applied to unvoiced speech such as whispered speech. In other approaches such as when air-and-bone conductive micro-phones are used, BC speech has been used for ASR systems [7] . However, it has just been an additional source and helps to reduce external noise from noisy AC speech.
Our approach here is to improve BC speech signal and apply directly the restored signals in speech applications in noisy environments with greater efficiency instead of using noisy AC speech. This is even more extremely challenging to blindly restore the signals of BC speech without using any other information of AC speech.
Information on AC speech is usually needed to construct the inverse filtering in restoration models [1] [2] [3] and this is a serious drawback in practice when we have no information on AC speech. To construct its associated inverse filtering, the cross-spectrum and long-/short-term Fourier transform methods [1, 2] depends on the AC spectrum, the MTF-based model depends on the gain of power envelope of AC speech and the LP-based model depends on AC-LP coefficients [3] . Averaged gains or averaged AC-LP coefficients can be chosen for constructing an averaged filtering but the models are difficult to adapt to BC speech signal.
Since LP-based model only depends on a few unknown LP coefficients of AC speech (AC-LP coefficients), we proposed a blind restoration model [4] , a machine learning method was applied to predict various LP coefficients of AC speech signal from LP coefficients of BC speech signal. The drawback of this model was that the LP coefficients were not suitable to enable prediction with statistical models due to the different roles played by LP coefficients and their relatively large dynamic ranges. Besides, the inverse filtering of this model was not adapted to the short-term changing of BC speech signal. However, although the model suffered from above limitations, we obtained reasonable results. These results revealed the existing useful relationship between the AC-LP and BC-LP coefficients for restoring BC speech.
Therefore, we improved the previous LP-based model by (1) extending long-term to frame-based processing, (2) using LSF coefficients on LP representations, and (3) predicting LSF parameters on a frame-by-frame basis via a recurrent neural network. Since LSF coefficients play the same role in the presentation of the spectrum envelope and their values are limited within a range (0, π), these coefficients could help to alleviate the limitations with LP coefficients in prediction using statistical methods. The processes of restoration on a frame-byframe basis could also be adapted to inverse filtering in real time. In addition, since the restoration of neighboring frames should be related, a recurrent network was applied to predict BC-LSF coefficients to complete the blind restoration system.
In this paper, we completely evaluated the proposed model in comparison with other models to find out whether our proposed model could adequately improve voice quality and the intelligibility of BC speech, using objective measures (LSD, MCD, and LCD) and carrying out Japanese wordintelligibility tests (JWITs), Vietnamese word-intelligibility (VWIT) and Modified Rhyme Tests (MRTs) for English. The results of experiments on different language, i.e. Japanese, English and Vietnamese proved the practicability of blind-BC restoration.
The rest of this paper is organized as follows. the next section briefly describes AC/BC speech databases that we constructed for English, Japanese and Vietnamese languages. In section 3, we describe the restoration modes based on LP methods and in details about our proposed LP-based model (LSF model). The incorporating of a simple recurrent network (SRN) into the LSF model brings us the ability of blind restoration for BC speech. In section 4, we completely evaluate the proposed models in comparison with other models. Both objective and subjective measures are carried out for evaluating the restoration ability of models on different BC databases. Finally, section 6 concludes with a summary and mentions future work.
II. AC/BC SPEECH DATABASE
We assumed that there were existing relationships between AC and BC speech that were significant in restoring BC speech. Therefore, a database was essential for analyzing the relationships and differences between BC speech and clean AC speech signals before any models were used to restore BC speech. We constructed large-scale databases of English, Japanese and Vietnamese, containing pairs of BC and clean AC speech signals recorded simultaneously. Figure 1 and Table I show the environment and equipments used to construct databases. The BC speech was collected at five different pick-up points on the head and face: the (1) mandibular angle, (2) temple, (3) philtrum, (4) forehead, and (5) calvaria. Microphone B was used at the pick-up point (5) and microphone C was used at the others.
Six speakers (three males, three females) participated in the recording of 300 English words in the MRT list.
In the Japanese database, ten speakers (five males and five females) participated in the recording of 100 words and all 101 syllables. The 100 Japanese words were chosen by the degree of familiarity in NTT-AT 2003 database [3] , 25 words for each familiarity range: R1 (1.0,2.5) -low, R2 (2.5,4.0) -medium low, R3 (4.0,5.5) -medium high, and R4 (5.5,7.0) -high. It is known that there is a complementary relationship between familiarity and intelligibility [5] . The selection of words in different familiarity ranges would help us to carry out better JWIT.
In the Vietnamese database, ten speakers (five males and five females) participated in the recording of 100 words which were chosen by the frequencies indexes and whether the word type is mono-syllabic or duo-syllabic. There are 30 monosyllable words for each level of frequencies indexes: C1 (mono, low), C2 (mono, high), and also 20 duo-syllabic words for each of two level: C3 (duo, low), C4 (duo, high). It is known that there is a complementary relationship between frequency index and intelligibility [3] . Beside, it is usually more difficult to understand a mono-syllabic word than a duosyllabic word even for a Vietnamese. The selection of words in different frequency ranges would help us carry out better VWITs. 
III. RESTORATION APPROACHES

A. LP Representation
Let x(n) and y(n) be AC and its associated BC speech. The signals are represented by LP model in the z-domain as:
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where X(z) and Y(z) are the z-transforms of x(n) and y(n), P and Q are LP orders, and a x (i) and a y (i) are i-th LP coefficients.
Here, Gx(z) and Gy(z) are the z-transforms of the LP residues g x (n) and g y (n).
Since the LP residues are related to the source information (glottal information), we can approximately assume the residue ratio as a constant factor, k, as [3] ( ) ( ) (const.)
The inverse filter H -1 (z) to restore BC to AC speech is derived from Eqs. (1) -(3), simply as
The inverse filtering H -1 (z) can be decomposed into two parts. In the first part, the constant value, k, can be chosen manually and used to control the magnitude of restored speech. The second part primarily depends on the LP coefficients of signals. Although unknown AC-LP coefficients could be predicted from BC-LP coefficients with some reasonable results [4] , they were inappropriate for statistical models in prediction because they played different roles and had a relatively wide dynamic range. LSF coefficients should be a better choice. They have both a well-behaved dynamic range and can be used to encode LP spectral information more efficiently than any other parameters [5] . The almost equivalent roles of LSF coefficients, on the other hand, would be suitable for statistical models.
B. LSF Representation
Let A(z) be a general LP filter on an LP representation. The LSF coefficients, ω i and θ i , can be derived from a symmetric polynomial U(z) and an anti-symmetric polynomial V(z), as the phase of conjugated zeros. 
(7) Substituting Eqs. (5)- (7) into Eq. (4), we can obtain the equation for the inverse filtering which depends on the LSF coefficients instead of the LP coefficients Figure 2 shows a block diagram of the LP-based blind restoration model. In this section, we explain how to predict AC-LSF coefficients from BC-LSF coefficients.
C. Blind BC restoration model
The problem: Let VY be the observed vector of BC-LSF coefficients V Y (l y (1), l y (2), ... , l y (q)), and let V X be the associated vector of AC-LSF coefficients V X (l x (1), l x (2), ... , l x (p)). We need to predict approximately the best match series of output vector V X from a series of input vector V Y . As the characteristic of LSF coefficients, the LSF coefficients in vectors V X and V Y have to agree with the following equations: Since the overlap between every two neighbors in the series of speech frames, their restorations should be related. We propose the application of an Elman -a simple recurrent network (SRN) -to the prediction problem. The function learnt by this network depends on not only the current inputs but also previous states of the network and this should be a good choice for automatically predicting AC-LSF coefficients.
In this paper, we chose k = 1 and set both LP-orders as P = Q = 20. There were 20 nodes for each layer: input layer, output layer and hidden layer. The length of frames is 250 ms, and the overlap of two neighbors is 125 ms. These values are to keep the frame-length short enough, but also reduce the number of training vectors for a small prediction model.
IV. EVALUATION
The aim of this evaluation was to investigate whether the proposed models could adequately restore BC speech to attain better voice-quality and speech intelligibility and whether this could work well blindly. Using both objective and subjective measurements, we evaluated a previous long-term Fourier transform model [2] and the two proposed LP-based models (one is non-blind and the other is blind model). Then, there were two un-blind models: (1) LTF: the long-term Fourier transform and (2) LSF: LP-based models using LSF coefficients and frame basis processing. The proposed blind restoration model were (3) LSF-SRN: LP-based blind restoration -apply SRN to LSF.
A. Objective measurements
We used LSD (log-spectrum distortion), LCD (LP distance), and MCD (MFCC distance) to evaluate methods. These three objective measurements were computed as follows: Table II shows the distances between clean AC speech signal and the signals (the observed BC speech and the restored speech signals). In general, the LSF model is the best model for every objective measurement. LSF-SRN is the following model even it blindly restores BC speech.
B. Subjective evaluation
The modified rhyme tests (MRTs) were carried out on English database with six subjects, the JWITs were carried out with forty Japanese subjects, and the VWITs were carried out with fifteen Vietnamese subjects. All the selected subjects have normal hearing.
1) Modified rhyme test (MRT)
The MRTs are carried out on English database. Listeners are shown six-word lists and then asked to identify which of the six is spoken. There are 50 six-word lists of rhyming or similar sounding mono-syllabic English words. Every word is in C-V-C sound sequence, and the six words in each list differ only in the initial or final consonant sound. The result by MRT indicate errors in discrimination of both initial and final consonant sounds, and also show the improvement in intelligibility of restored speech [8] . Table III shows the correct score of MRT. As the same as objective measurements, the LSF model gain the best result, following is the LSF-SRN.
2) Japanese word-intelligibility test (JWIT)
In JWITs, the speech signals of eighty Japanese words were played in random order. The Japanese subjects, who did not know these words previously, were requested to listen each word only one time and write down what they got in hiragana. We intend to evaluate the word intelligibility of these signals on 4 familiarity ranges. Since each subject should listen to a word only one time, we divide 40 subjects into five listening group A, B, C, D and F to listen 400 stimuli. Table IV shows us the way to arrange 400 stimuli for five listening group. In generally, the intelligibility could be evaluated by the average recognition accuracy which is scored by all subjects. Table VI lists the recognition accuracy scores of JWITs.
3) Vietnamese word-intelligibility test (VWIT)
In VWITs, the speech signals of forty words were played in random order. The Vietnamese subjects, were requested to listen each word only one time and write down what they got. We intend to evaluate the word intelligibility of these signals on 4 different categories C1-C4, with different types of words (mono or duo syllabic) and levels of frequency indexes (low or high frequency index). As the same as in JWITs, we divide 15 subjects into five listening groups A', B', C', D' and F' to listen 200 stimuli. 
C. Discussion
By evaluation results in Table II , III, VI and VII, the non-blind LP-based model LSF and the blind LP-based model LSF-SRN showed the significant ability to restore BC speech, both intelligibility (LSD, MRT, JWIT and VWIT) and spectral distance (LCD, MCD).
As JWIT scores, LSF model improved 36.5% of average recognition accuracy, LSF-SRN model follows with an expressed result 20% greater. It is the same result with VWIT, whereas LTF model improved 30% of average recognition accuracy and, LSF-SRN model follows with a result 11% greater. In general, we found that, it is more difficult to restore BC speech at low familiarity. At ranges R1 and R2, LTF model even gain no improvement. The improvement result increases quickly with the higher familiarity. LSF model even improve the average recognition accuracy with 40% greater in high familiarity ranges R3 and R4. At these familiarity ranges, LSF-SRN improved the BC speech up to almost the same scores 43% as LSF. We also found that, Even it is a blind model, LSF-SRN showed expressed ability to improve the voice quality and intelligibility of BC speech signal. The intelligibility improvement seems to be independent of languages with expressed results for English (MRTs), Japanese (JWITs) and also Vietnamese (VWITs). It means the SRN was trained adequately for predicting AC-LSF coefficients and help LSF-SRN model achieve good restoration.
V. CONCLUSION
We improved the LP-based model by (1) extending longterm to frame-based processing, (2) using LSF coefficients on LP representations, and (3) predicting LSF parameters on a frame basis via an Elman network. We entirely evaluated the developed model in comparison with previous models to find out whether the developed model can adequately improve voice quality and the intelligibility of BC speech, using three objective measures and three subjective tests.
The results of experiments showed that the LP-based model proved the significant practicability of blind-BC restoration. Especially, the model can be applied to improve the intelligibility of BC speech on different languages.
The next challenge is to improve the spectral distances since the blind restoration model we proposed is still limited in this regard. Significant improvements in both intelligibility and spectral distances remain problems that need to be solved to construct a blind restoration model that will be as good as the LSF model. The factor k is currently assumed as constant in all LP-based models and can be even further improved by considering its change. We should consider the problem of Lombard effect in future work. The same methodology concepts of LP-based models can be applied. Noisy BC speech can be regarded as original BC speech but the SRN of blind LP-based models should be re-trained.
