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Abstract
The analytical condition given by Wyler for boundary stabilization of wave equations
with variable coefficients is compared with the geometrical condition derived by Yao in
terms of the Riemannian geometry method for exact controllability of wave equations with
variable coefficients. It is shown that these two conditions are equivalent.  2002 Elsevier
Science (USA). All rights reserved.
Keywords: Wave equations; Variable coefficients; Riemannian manifold; Covariant differential
1. Introduction
Let Ω be a bounded domain in Rn with smooth boundary Γ . It is assumed that
Γ consists of two parts: Γ0 and Γ1, such that Γ0 ∪ Γ1 = Γ , Γ 0 ∩ Γ 1 = ∅. In the
cylinder Ω × (0,∞), consider the following feedback system:
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

utt −∑ni,j=1 ∂∂xi (aij (x) ∂u∂xj )= 0 in Ω × (0,∞),
u(x,0)= u0(x) in Ω ,
ut (x,0)= u1(x) in Ω ,
u= 0 on Γ0 × (0,∞),
∂u
∂νa
=−ut on Γ1 × (0,∞),
(1.1)
where aij = aji is C∞ function in Rn for i, j = 1,2, . . . , n, and
n∑
i,j=1
aij (x)ζiζj  δ
n∑
i=1
ζ 2i , x ∈Rn, ζ = (ζ1, ζ2, . . . , ζn) ∈Rn, (1.2)
for some constant δ > 0, ∂u/∂νa = ∑ni,j=1 aij (∂u/∂xj )νi is the co-normal
derivative, ν = (ν1, ν2, . . . , νn) is the unit normal of Γ pointing towards the
exterior of Ω .
In [1], Wyler proved the following result in terms of semigroup theory.
Theorem A. Let H = (H 1,H 2, . . . ,Hn) be a vector field on Ω such that{
H · ν  0 on Γ0,
H · ν > 0 on Γ1, (1.3)
(pij ) is a uniformly positive definite matrix in Ω, (1.4)
where
pij = pji =
n∑
k=1
aik
∂H j
∂xk
+
n∑
k=1
ajk
∂H i
∂xk
−∇aij ·H (1.5)
for i, j = 1,2, . . . , n, and the dot denotes the usual inner product in Rn. Then
system (1.1) is uniformly exponentially stable in H 1Γ0(Ω)×L2(Ω). That is, there
exists two positive constants C and ω independent of t and of initial data such
that for any (u0, u1) ∈H 1Γ0(Ω)×L2(Ω) the solution of system (1.1) satisfies
E(t) CE(0)e−ωt , ∀t > 0, (1.6)
where H 1Γ0(Ω)= {u ∈H 1(Ω) | u= 0 on Γ0}, and
E(t)= 1
2
∫
Ω
(
u2t +
n∑
i,j=1
aij
∂u
∂xi
∂u
∂xj
)
dx. (1.7)
Recently, Yao [2] considered the exact controllability problem for the same
equation by using a Riemannian geometric method, and obtained (the notations
will be explained in Section 2):
Theorem B. Let H be a vector field on Riemannian manifold (Rn, g) such that
(1.3) holds and
DH(X,X) b|X|2g, ∀X ∈Rnx, x ∈Ω, (1.8)
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for some constant b > 0. Then there exist T0 > 0 such that for T > T0 system

utt −∑ni,j=1 ∂∂xi (aij (x) ∂u∂xj )= 0 in Ω × (0,∞),
u(x,0)= u0(x) in Ω ,
ut (x,0)= u1(x) in Ω ,
u= 0 on Γ0 × (0,∞),
∂u
∂νa
= v on Γ1 × (0,∞)
(1.9)
is exactly controllable in the interval [0, T ] on L2(Ω)× (H 1Γ0(Ω))′. That is, for
any initial data (u0, u1) ∈ L2(Ω) × (H 1Γ0(Ω))′ there exists a suitable controlfunction v such that the corresponding solution of system (1.9) satisfies
u(x,T )≡ 0, ut (x, T )≡ 0, ∀x ∈Ω.
Remark 1. In fact, Wyler only requires that
H · ν  0 on Γ1 (1.10)
instead of the strict inequality H · ν > 0 on Γ1 in [1]. To avoid some technical
difficulties, Yao [2] used the strict inequality above. However, this condition is not
necessary, if the microlocal analysis method is used. Theorem B is also available
with the condition H · ν > 0 on Γ1 replaced by (1.10).
Remark 2. The existence of vector field H on the Riemannian manifold (Rn, g)
satisfying the geometric condition (1.8) can be guaranteed in some cases by
curvative condition on Riemannian manifold, see [2]. With such vector field H
on (Rn, g), the two parts Γ0 and Γ1 of the boundary Γ are taken as
Γ0 =
{
x ∈ Γ ∣∣H(x) · ν(x) 0},
Γ1 =
{
x ∈ Γ ∣∣H(x) · ν(x) > 0}.
We know that “exponential stabilization” and “exact controllability” are
closely related to each other. So it is natural to ask: what is the relation between
conditions (1.4) and (1.8)? The aim of this paper is to answer this question. We
show that these two conditions are equivalent.
In Section 2, we introduce some notations and the result of this note.
The proof of the result is given in Section 3.
2. Notations and result
We first introduce some notations; see [2,3].
Let A(x) = (aij (x)) for x ∈ Rn be an n× n matrix, where Rn has the usual
Euclidean topology and x = (x1, x2, . . . , xn) be the natural coordinate systems.
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Denote G(x) = (gij (x)) = A(x)−1, ∀x ∈ Rn. For each x ∈ Rn define the inner
product and the norm on the tangent space Rnx =Rn by
g(X,Y )= 〈X,Y 〉g =
n∑
i,j=1
gij (x)αiβj , |X|g = 〈X,X〉1/2g ,
∀X =
n∑
i=1
αi
∂
∂xi
, Y =
n∑
i=1
βi
∂
∂xi
∈Rnx. (2.1)
Then (Rn, g) is a Riemannian manifold with Riemannian metric g. Denote by D
the Levi-Civita connection in metric g. Let H be a vector field on (Rn, g); the
covariant differential DH of H determines a bilinear form on Rnx ×Rnx for each
x ∈Rn by
DH(X,Y )= 〈DXH,Y 〉g, ∀X,Y ∈Rnx, (2.2)
where DXH is the covariant derivative of vector field H with respect to X. We
have
A(x)X=
n∑
i=1
(
n∑
j=1
aij (x)αj
)
∂
∂xi
, ∀X =
n∑
i=1
αi
∂
∂xi
∈Rnx . (2.3)
Notice that the concept of vector fields is independent of the used metric.
The following is the main result of this note.
Theorem 1. Let H = (H 1,H 2, . . . ,Hn) be a vector field onRn. Let pij is defined
by (1.5), and the matrix P(x)= (pij (x)) determines a bilinear form on Rnx ×Rnx
for each x ∈Rn by
P(X,Y )=
n∑
i,j=1
pij αiβj , ∀X =
n∑
i=1
αi
∂
∂xi
, Y =
n∑
i=1
βi
∂
∂xi
∈Rnx. (2.4)
Then
(i) P =A(DH +D∗H)A in the sense
P(X,Y )=DH(AX,AY)+D∗H(AX,AY), ∀X,Y ∈Rnx, (2.5)
where D∗H is the transpose of DH . Particularly, if the vector fieldH is given
by H = Df for some scalar function f , then P(X,Y ) = 2DH(AX,AY),
∀X,Y ∈Rnx , because of the symmetry of DH .
(ii) (1.4) is equivalent to (1.8).
Remark 3. It is already known (due to Russell [4]) that uniform exponential
stability implies exact controllability when dealing with a system invariant with
respect to time reversal, for example, a wave equation. So, by Theorem 1(ii),
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we can get Theorem B from Theorem A. On the other hand, it is also known
(due to Lions [5]) that for the wave equation exact controllability implies
uniform exponential stability under some special feedback law. Therefore, by
Theorem 1(ii), we can get a theorem similar to Theorem A (but with a special
feedback law) from Theorem B too.
3. Proof of Theorem 1
(i) Let X =∑ni=1 αi(∂/∂xi), Y =∑ni=1 βi(∂/∂xi) ∈ Rnx , and H = (H 1,H 2,
. . . ,Hn) be a vector field. Then (see [3, p. 11])
DAXH =
n∑
k=1
[
n∑
i,j=1
aij αj
(
∂Hk
∂xi
+
n∑
l=1
HlΓ kil
)]
∂
∂xk
, (3.1)
where
Γ kil =
n∑
h=1
1
2
akh
(
∂ghi
∂xl
+ ∂ghl
∂xi
− ∂gil
∂xh
)
(3.2)
is the Christoffel symbol. Thus by (2.1) and (2.2) we have
DH(AX,AY)= 〈DAXH,AY 〉g
=
n∑
i,j,k=1
aij αj
(
∂Hk
∂xi
+
n∑
l=1
HlΓ kil
)
βk. (3.3)
Similarly we have
D∗H(AX,AY)= 〈DAYH,AX〉g
=
n∑
i,j,k=1
aikαj
(
∂Hj
∂xi
+
n∑
l=1
HlΓ
j
il
)
βk. (3.4)
Adding (3.3) and (3.4) we get
DH(AX,AY)+D∗H(AX,AY)
=
n∑
i,j,k=1
αjβk
(
aij
∂Hk
∂xi
+ aik ∂H
j
∂xi
)
+
n∑
i,j,k,l=1
αjβkH
l
(
aijΓ
k
il + aikΓ jil
)
. (3.5)
By (3.2) we have
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n∑
i=1
(
aijΓ
k
il + aikΓ jil
)
= 1
2
n∑
i,h=1
(aij akh + aikajh)
(
∂ghi
∂xl
+ ∂ghl
∂xi
− ∂gil
∂xh
)
. (3.6)
Since aij = aji , we have
n∑
i,h=1
(aij akh + aikajh)∂ghl
∂xi
=
n∑
i,h=1
(ahjaki + ahkaji) ∂ghl
∂xi
=
n∑
i,h=1
(aij akh+ aikajh)∂gil
∂xh
. (3.7)
Combining (3.6) and (3.7), noticing that gij = gji , we get
n∑
i=1
(
aijΓ
k
il + aikΓ jil
)= 1
2
n∑
i,h=1
aij akh
∂ghi
∂xl
+ 1
2
n∑
i,h=1
aikajh
∂ghi
∂xl
=
n∑
i,h=1
aij akh
∂ghi
∂xl
. (3.8)
Since (aij )= (gij )−1, we have
∂ajk
∂xl
=−
n∑
i,h=1
aij akh
∂ghi
∂xl
. (3.9)
Substituting (3.8) and (3.9) into (3.5) we obtain
DH(AX,AY)+D∗H(AX,AY)
=
n∑
j,k=1
αjβk
(
n∑
i=1
aij
∂Hk
∂xi
+
n∑
i=1
aik
∂H j
∂xi
−
n∑
l=1
Hl
∂ajk
∂xl
)
. (3.10)
Now (2.5) follows from (1.5), (2.4) and (3.10).
(ii) This follows from (i) and the fact that the norm | · |g is equivalent to the
usual norm | · |Rn uniformly in Ω . ✷
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