We introduce a novel approach to allow for unobserved heterogeneity in two-step structural estimation strategies for discrete choice dynamic programming models (i.e strategies that avoid full solution methods). We contribute to the literature by adopting a …xed e¤ ects approach: rather than identifying an unobserved heterogeneity distribution, we actually reveal the true unobserved type of each observation in a …rst step.
Introduction
Progress on structural estimation within applied microeconomics has been limited, given the di¢ culty of implementation in "frontal" or "full solution" strategies, i.e. strategies that solve the complicated optimization and/or equilibrium problem at each trial of the structural parameter vector in the estimation routine. 1 The work of Hotz & Miller (1993) shows how to estimate the structural parameters of a discrete choice dynamic programming model without solving the optimization problem even once. The Hotz-Miller strategy has generated some methodological work on estimation of structural models that builds upon this initial insight 2 . However, an inherent problem in the Hotz-Miller type of strategy exploited by these papers is that, because of its very own nature, it cannot accommodate permanent sources of unobserved heterogeneity. 3 The …rst step recovers equilibrium behavior policies from the data, and as such, these can only be recovered based on observables.
On the other hand, the more computationally intensive "frontal strategies" can handle permanent unobserved heterogeneity by integrating out the unobserved types in the likelihood 1 Within the full solution paradigm, Rust (1987) and Keane & Wolpin (1994 ,1997 provided subtantial computational savings that stimulated most of the empirical research to date with these type of models. function. 4 Given its computational simplicity but its limitation regarding the handling of unobserved heterogeneity, in recent years there have been some e¤orts directed towards generalizing the Hotz-Miller approach to allow for unobserved heterogeneity. 5 In this paper we explore the potential use of expectation data such as, for example, subjective assessments of future choice probabilities to allow for estimable unobserved heterogeneity in these twostep estimation strategies for dynamic structural models. 6 We show that while requiring a particular type of data, our strategy can be an interesting alternative in the toolkit of structural microeconometricians if and when such data is available. In that sense, we think of our approach as complementary to the above literature. Our aim is to expand the toolkit that empirical researchers have when it comes to estimating dynamic structural models in computationally feasible ways. Our explicit use of elicited subjective expectations distinguishes our contribution from these other approaches taken in the literature. We will be focusing on single agent models, as the availability of expectations data seems more widespread in areas more amenable to single agent applications. 7 However our idea can be parametric or non-parametric, all of the above are "random e¤ects" approaches in the sense that only the probability of an observation being of a given type is contemplated. 5 Buchinsky, Hahn & Hotz (2005) propose a clustering approach that is similar to ours in the sense of being essentially a …xed e¤ects approach. Houde & Imai (2006) and Arcidiacono & Miller (2008) suggest alternative estimation strategies in a random e¤ects context. Arcidiacono & Miller (2008) allow for the unobserved heterogeneity to transition in systematic ways over time. Kasahara & Shimotsu (2008 , 2009a and Hu & Shum (2009) focus on estimation and identi…cation of related dynamic discrete choice models with time-invariant unobserved types. Imai, Jain, and Ching (2009) and Norets (2009) provide Bayesian alternatives for estimation of these models. 6 We focus on expectations about future choice probabilitites because they are more widely available.
Other questions may elicit expectations about the future value of some state variables and could also be used to identify types with our method. 7 Casanova et al (2010) apply the methods in this paper to allow for unobserved heterogeneity in a two-stage, CCP-based estimation of a dynamic programming model of retirement.
applied to multiple agent contexts, in particular to dynamic discrete games. Indeed, much of the literature that built upon the Hotz-Miller strategy to estimate dynamic games is now being generalized to allow for game and/or player level unobserved heterogeneity. 8 , 9 We …rst characterize the power of expectation data to identify and estimate these models with the computational simplicity of a Hotz-Miller type of approach while, at the same time, allowing for unobserved heterogeneity, assuming that expectations are precisely elicited.
For example, we …rst assume we have the ideal scenario in which there is no "heaping" or "focal measurement error" in Self-Reported Choice Probabilities (SR-CPs from now on). 10 Second, we show that when the use of more realistic, focal, subjective expectation data is contemplated in real applications, most of our results from the "ideal" case hold. Finally, we characterize how a modi…ed version of our "linking technology" can alleviate some of the problems created by focal, reference point-based SR-CPs, if we have more than one SR-CP available. 11 In addition to the theoretical insight, several datasets already include this kind of questions so our estimation strategy can be readily applied in a variety of settings. In the U.S.
alone, all the major longitudinal surveys such NLSY or HRS include these type of questions. Looking ahead, however, the insights from our proposed estimation strategy are also informative about questionnaire design. In particular, about how these SR-CPs should be elicited to add the most value in a computationally feasible structural estimation strategy.
Finally, it is worth mentioning that there exist two strands of literature on the use of expectations data that are somewhat, but not directly related to our work: a) Relaxing Rational Expectations. This is a strand of literature that uses expectation data in more 8 of dynamic discrete choice models using full solution and non-full solution methods. Their review covers single agent and mulltiple agent models 1 0 By "focal measurement error" we mean the systematic tendency of respondents to report round numbers (focal points) when assesing their future choice probabilities. 1 1 Throughout this paper we allow for a speci…c form of (lack of) precision in the elicited sujective expectations. Allowing for more ‡exible forms of self-reporting error in is certainly important. In principle our framework could be generalized to allow for more ‡exible forms of measurement error in self reports but such generalization is beyond the scope of this paper. These are important gains in estimator e¢ ciency, but the contribution of such expectation data in those contexts is somewhat di¤erent than the one explored here.
The rest of the paper is organized as follows: The next section presents an extremely simple machine replacement example. We will use this example throughout the paper to …x ideas. Section 3 adds unobserved heterogeneity to the set up and discusses alternative conditions under which the use of expectation data succeeds in identifying such heterogeneity.
Section 4 provides Montecarlo experiments that describe the performance of our estimation strategy. Section 5 discusses some extensions for our framework. Conclusions follow.
Example: Estimating a Simple Dynamic Structural Model of Machine Replacement Decisions
Consider a simpli…ed capital replacement problem similar to that in Rust (1987) . Firms each use one machine to produce output in each period. These machines age, becoming more likely to breakdown, and in each time period the …rms have the option of replacing the machines. Let x t be the age of the machine at time t and let the expected current period pro…ts from using a machine of age x t be given by:
where d t = 1 if the …rm decides to replace the machine at t, R is the net cost of a new machine, and the " t s are time speci…c shocks to the utilities/pro…ts from replacing and not replacing. Let's assume that these " t s are i. 
Adding Unobserved Heterogeneity
We now modify the machine replacement example to allow for heterogeneity in the structural parameters capturing age related maintenance costs 1k and machine replacement costs R k .
We …rst consider the case of …nite discrete types . We then analyze the continuous case.
In the discrete case we index types by k = 1; ::::; K: An alternative set up considers the existence of unobserved state variables x u = fx u 1 ; x u 2 ; ::::g or, alternatively, a single unobserved discrete state variable k t 2 f1; :::; Kg that captures every possible combination of unobserved states in x u : We allow for the possibility that unobserved states may transition over time and allow for this transition to potentially depend on the choice d t . Then, in general, we consider a state transition given by
We can entertain several assumptions that restrict the generality of f xk (x 0 ; k 0 jd; x; k) Assumption F1((x; k) are conditionally independent): conditional on (d; x; k);
x 0 and k 0 are independently distributed: 
As in much of the literature using full-solution methods, in some situations we can further assume In particular, self-reports are not rounded o¤ to the nearest "focal" probability.
A key question is then: under what conditions can we use these expectation data to reveal the underlying unobserved heterogeneity? The basic intuition can be grasped in the context of our machine replacement example. Presumably if we have two …rms A and B with machines in the same state in the current period x At = x Bt = x t , and these two …rms make the same choice,
it must be the case that there is something unobserved by the econometrician but observed by the technician in charge of machine maintenance in each …rm that induces the di¤erence in the self-reports. In other words, the unobserved state k is di¤erent for the two …rms, 
Linking Technology and Type Revelation with Precise Self Reports
We now introduce our "linking technology". The basic idea is pretty simple and illustrates the power of eliciting self-reported choice probabilities to recover the underlying unobserved heterogeneity.
Let's assume there are only two types k = 1; 2: Then at any time t, the set of observations i with common observable state x t and who made the same current choice d t must be either type k = 1 or type k = 2. If they are of the same type, they face the same prospects regarding their state variables next period. 13 Moreover, they also face a common distribution of idiosyncratic error terms next period f (" t+1 ). Hence, they will provide the same report about the probability of making the choice next period. However, observations that are of di¤erent unobserved types will report a di¤erent probability. 14 We should then see two, and only two, di¤erent values of SR-CPs for each observed state-choice combination. 15 .
Essentially, self-reported probabilities allow us to "reveal" type membership. Then, after 1 2 Note that it is important to consider future choice probability elicitation at particular state-choice combinations, not just particular states. The reason is that, among observations with the same state at t, xt, those who make di¤erent choices will induce di¤erent probability distributions for the state variables next period, and then, even if they are of the same type, they will end up reporting di¤erent future choice probabilities. By focusing on those who are at the same state and made the same current choice, we avoid this problem. 1 3 Note that under Assumption F4, they would face the same prospects even if they were of di¤erent types. 1 4 Di¤erent types having the same 1-period ahead choice probability is a measure-zero event if the choice is feasible next period and the utility of the choice depends on the type. 1 5 Note that this holds regardless of whether Assumption F4 is true or, instead, the transitions for the observed states depend on the unobserved type.
uncovering the unobserved type, estimation methods such as those proposed by Hotz & Miller (1993) The linking technology, which we introduce more formally below, is a technique to "link" observations in the data. The linking is done via self-reports, which act as the chain's interconnecting links for each unobserved type. When we have two self-reports available for each observation, the only, rather weak, requirement for the linking technology to work is the absence of isolated islands in the space of feasible state-choice combinations. Let the pair of self-reports be elicited at t 0 and t 00 for all observations. relying on expectations data. However, the structure of unobserved heterogeneity they focus on is somewhat di¤erent than the one considered here. 1 7 Alternatively, observations in the isolated islands can be discarded provided that suitable assumptions about their representativeness hold.
The linking technology is a relation on f1; 2; :::; N g: 8i; j 2 f1; 2; :::N g = I;
i j i¤ 9 a subset of observations fi 1 ; i 2 ; :::i n g I, such that
The linking technology de…nes an equivalence relation. It is easily checked that satis…es re ‡exivity, symmetry and transitivity.
Assumption SR-No Islands is de…ned after specifying a particular linking technology. Proof. See Appendix.
We focus on the case in which we have permanent unobserved heterogeneity or "types"
and where we have 1-period ahead SR-CPs. In the extensions section we discuss some variations. In section 5.1 we consider the elicitation of S-periods ahead SR-Cumulative CP.
Later in sections 5.2 and 5.3 we address the case in which the unobserved heterogeneity is continuous as well as the case in which unobserved state variables evolve as a Markov process. In the remainder of this section we maintain Assumptions F1 and F3.
1-Period Ahead SR-CPs
For now, let's assume the available self-reports are about 1-period ahead CPs. In general, these self-reports can occur before or after the choice has been made this period. In what follows, and unless noted otherwise, we assume that the 1-period ahead SR-CPs are elicited after the current choice, d t has been made.
If the model in question were deterministic, it would be clear which state point next period the SR-CP is giving choice information about. In models with stochastic transitions we need a more detailed "theory of self-report" that speci…es what goes through the respondent's mind between the time she listens to the question and the time she provides the answer. Our theory of self report is the following: We assume the question is asked at time t after x t has been realized and d t has been chosen. Upon listening to the question "what's the probability that you will set d t+1 = 1?" respondents use the solution to the dynamic programming problem to calculate the implied CCPs, p (d t+1 = 1jx t+1 ; k) at each feasible state next period, x t+1 : Note that there will be many probabilities, especially when the state space is large. After computing these, however, they need to provide a single answer.
One reasonable way forward is to assume that respondents then report the average of these CCPs using the one-period ahead transition probability for the state variables,
as weights. In other words, the question elicits the "expected CCP". Formally,
In some case, it is also possible that the question actually elicits the one-period ahead CCP 
Assumption SR-E[CCP]:
The subjective probability questions elicit the expected CCP.
We focus on the case in which we have two self-reports available for each individual. 18 In this case we can work within a very general class of models. We can exploit the self-reports to group observations into types, without trying to recover the implied CCPs. By having at least two self-reports we can connect observations at di¤erent points in the state space who belong to the same type. In particular, any two observations who share one common selfreport at a given state-choice combination are of the same type and their other self-reports add to our signals to identify that type. The "linking technology" is extremely powerful.
By having two self-reports we can trace out types in unrestricted models in which the pro…le of choice probabilities for di¤erent types may be allowed to cross in the state space. The linking technology allows us to overcome the ambiguity created by these crossings.
Recovering type-speci…c CCPs using 2 Self-Reports of Expected CCPs. While the identi…cation of number of types (and type membership for each observation) doesn't actually require it, we can also explore the conditions under which we can recover the actual type-speci…c conditional choice probabilities. We will later make use of these results in more complex settings, but it is useful to introduce the issue now. When expected CCPs 1 8 Again, well known surveys such as NLYS and HRS do include at least two self reports about subjective probability of future choices for the same individual. If only one Self-Report is available we need to restrict ourselves to cases where the CCPs are monotonic on type across the state space. For example, we could restrict ourselves to a class of models where one type always has higher choice probability. This is an important restriction. When pro…les of SR-CPs for di¤erent types "cross" at some point in the state space, identi…cation problems arise.
are reported, the respondent reports an average of CCPs, with the average taken using the transition probability. To recover the underlying CCPs we use the alternative "Link and Solve" strategy:
1. We …rst link SR-CPs from the same type and form a system of equations.
2. We then solve the system of equations and recover the type-speci…c CCPs.
To be speci…c, the …rst 1-period ahead SR-CP reported at t 0 gives us one equation for respondent i of type k i :
where p SR () and f () are known and Pr d i;t 0 +1 = 1jx i;t 0 +1 ; k i for all x i;t 0 +1 are the unknowns. In general, we have jXj unknowns so we need more equations. We then link this equation with a similar equation based on the respondent's second self-report and with the self-reports of other respondents j of the same type who have been linked to i to form a linear system of equations that has as many equations as unknowns.
Pr d i;t 00 +1 = 1jx i;t 00 +1 ; k i f x i;t 00 +1 jx it 00 ; d it 00 ; k i . . .
where k i = k j ; 8i; j is guaranteed by the "linking technology". We can then solve for the CCPs, fPr (d = 1jx; k)g x2X by using standard techniques to solve systems of linear equations. There are jXj unknowns and at most jXj jDj di¤erent self-reports.
Note that once these type-speci…c CCPs have been recovered, they could be plugged-in directly instead of the non-parametric …rst stage probabilities in the typical Hotz-Miller two-step approach.
We have focused on discrete types, 1-period ahead self-reports and time-invariant unobserved heterogeneity. Our framework can be extend to relax each of these. We brie ‡y discuss these extensions below in Section 5.
Estimation using Hotz-Miller with "Focal" Subjective Choice Probability Data
Unfortunately, in many contexts the SR-CPs are not as clean as we assumed them to be in the previous section. While people may take more care in thinking about these probabilities when making actual choices, it is likely that they exercise less care when quickly computing these probabilities in a few seconds when answering to the interviewer. 19 In particular,
there is likely to be substantial "heaping" or "bunching" at common reference points like . Surprisingly, there is no bunching at 0.33 and 0.66 which a priori appear to be good focal points when the probability re ‡ects 1 out 3 or 2 out of 3 odds. Interestingly, respondents seem to be more precise when reporting probabilities close to the boundaries.
For example, it is not uncommon to observe self-reports of 0.01, 0.02, 0.98 and 0.99. It is understandable that respondents care more about distinguishing 0 from 0.01 or 0.99 from 1 than 0.50 from 0.51 or 0.49. We accommodate these empirical regularities of probability self-reporting behavior in our discussion below.
Therefore, in order to make our method more empirically relevant, in this section we address the issue of "less than ideal" subjective choice probability assessments and characterize to what extent the results derived in the previous sections hold in the more realistic case in which Assumption SR-Precise does not hold. We will work with a set of B = 25
"focal" or "reference" values, b; that have been consistently found in practice to account for most of the self-reported probabilities. 20 With a little abuse of notation, let B also denote the cardinality of the set B: In this section we will show that a variation of our linking technology, coupled with mild assumptions on the pattern of bunching across types and about the sampling of self-reports, can succeed in overcoming this problem. We maintain assumptions F 1, F 3; and F 4 on the transition probability for state variables A precise self-report of i at time t is de…ned to be a function of x it ; d it ; and k i , which can be 1-period-or s-period-ahead expected CCP, modal CCP, etc. Following the notation in the previous sections, let p SR i (d t+1 = 1jx it ; d it ; k i ) be a the self-reported choice probability that satis…es SR-Precise. Now, consider two SRs at t 0 and t 00 : In this section, we want to focus on the case in which the SR-CPs are probabilities that are rounded-o¤ to the nearest focal point. We add an F to the self-report probability notation to emphasize it is now a focal self-report:
we need to account for an additional layer of round-o¤ in the underlying CCPs, which we then denote FCCPs: 21
We assume all observations follow this "rounding" procedure. Since k i is unobserved, from the econometrician's point of view, the SRs can be associated with states and actions 
2 1 This additional layer of rounding o¤ corresponds to the idea that an additional source of discrepancy between the theoretical E [CCP ] and the self-report resides in the respondent's inability to exactly compute the value function "o¤ the top of her head". This inability induces computation of FCCPs, rather than CCPs at each feasible state point next period. Then, a second layer of rounding is introduced when the average of these rounded CCPs is itself rounded o¤ when the answer is provided to the interviewer. Note that this assumption only introduce some limited rationality at the self-report stage. Behavior continues to be fully rational.
Assumption B1 essentially makes sure that all bunchings of a pair of observations can be detected immediately. It will be relaxed later in the sense that we will not require immediate detection of bunching observations, but will require detection of bunching types. Assumption B1 guarantees that whenever there are two observations i and j of di¤erent types reporting at a bunching state-choice for them, the bunching of di¤erent types is immediately detected. Hence, the to-be-de…ned "linking technology under bunching" can use this notion of "bunching state-choice".
In particular, under Assumption B1, two observations i and j can bunch at most at one state-choice cell.
In Figure 1 , the squares mark the precise SRs, which are rounded-o¤ to the nearest focal points, marked by circles. Whenever there is bunching of two di¤erent precise SRs, we include the square-marked precise SRs for illustrative purposes. As is evident from the …gure, observations i and j have the same focal self-reports at the state-choice (x B ij ; d B ij ): However, Assumption B1 is not enough to identify the types. Consider the following example in Figure 2 . There is no way of telling whether the observations are grouped as fj; ig and fg; hg or fi; gg and fh; jg. In light of this, we make Assumption B2, which bridges the two SRs by the same type.
Assumption B2 (Bridging Bunchings) For all observations i and j who belong to the same type, but the singleton intersection of whose SRs is at (x B ih ; d B ih ) for some h, there exists another observation l of the same type as i and j, who has SRs in the two non-bunching state-choice cells. where 4 denotes the set di¤ erence.
The linking technology under bunching is a relation B on f1; 2; :::; N g: 8i; j 2 f1; 2; :::N g = I; i B j i¤ 9 a subset of observations fi 1 ; i 2 ; :::i n g I, such that It can be easily proved that the linking technology under bunching also de…nes an equivalence relation.
Lemma 2 Under Assumptions B1, B2 and SR-No Islands, the linking technology under
bunching recovers the true types exactly.
Proof. See Appendix.
Note that the number of types is identi…ed after the partition. In particular, it is not identi…ed by counting the number of di¤erent SRs in each state-choice cell. Consider In practice, we can write a computer algorithm that implements the linking technology to determine the type of those observations whose two SRs do not bunch with those of another type simultaneously. 22 Finally, we can relax Assumption B4. For those observations whose types are indeterminate, we will impute their types by …nding the conditional probability of being a particular type given the observation's history of states and choices and its pair of bunching statechoices. Let i be such an observation of type k, whose SRs are fe
where (x t 0 ; d t 0 ) and (x t 00 ; d t 00 ) are two bunching state-choice cells for types k and k 0 : Below we describe the procedure used to impute i 0 s type.
First, we use the subsample where types can be correctly revealed to form a system of 2 2 The algorithm is described in detail in a supplementary Appendix available upon request.
equations in terms of CCPs for each type and solve for the CCPs for each type. There are in general jXj K equations and unknowns. Note that unlike the situation under SR-Precise, now even with 1-period ahead SRs the system will be non-linear. In the case of expected CCPs, the non-linearity is introduced by the double rounding-o¤. A typical equation of such a system will then look like
Note that in general the above system may not have a unique solution. Therefore we work with an approximate problem that essentially disregards the two layers of rounding-o¤.
Given the set of focal points B, the bias introduced by the approximation will be bounded.
Since the focal CCPs di¤er from their precise values by at most 0:025 at each rounding-o¤, our procedure leads to a bounded bias of 0:05
Once we solve the above system, we compute the conditional probability of i being type k given i's history of choices and states for every "problematic" observation i (i.e. every observation whose pair of self-reports does not provide enough information to uncover its type).
To that end note that for problematic observations we have Pr k fx t ; d t g t6 =t 0 ;t 00 = Pr fx t ; d t g t6 =t 0 ;t 00 jk Pr (k)
Pr fx t ; d t g t6 =t 0 ;t 00 = Pr fx t ; d t g t6 =t 0 ;t 00 jk Pr (k)
In the RHS, Pr fx t ; d t g t6 =t 0 ;t 00 jk can be computed using type k's CCPs and the estimates of the transition probabilities of the states. Pr (k) is estimated using, for example, the following equation
where Pr (d t = 1jx t = 5) is estimated by simple frequency from the data and Pr (d t = 1jx t = 5; k = 1)
and Pr (d t = 1jx t = 5; k = 2) are computed using the type speci…c CCPs for each type.
Given that obtaining such CCPs is not feasible, we work with approximate CCPs which solve the approximate system of equations described above. 23 Among all those problematic observations who have the same SRs and the same remaining history for t 6 = t 0 ; t 00 as i 0 s.
We then assign their types such that with probability p(kjfx t ; d t g t6 =t 0 ;t 00 ), they are of type k: 24 
Montecarlo Experiments
In this section we do not discuss the precise data case because its empirical implementation is less feasible given that most subjective assessments of future choice probabilities have focal measurement error. We instead focus on the more realistic, empirically relevant, case in which there is focal measurement error in SR-CPs. We analyze two cases : a) a case in which this particular form of noise in the self-reports is innocuous and b) the more general case in which it leads to bunching.
Consider the model in the machine replacement example of Section 2. Again, note that we purposefully work with a simple toy model to be able to assess timing gains relative to a full-solution approach. However the method works equally well if we have a realistic state space that prevents estimation via full-solution. True, when the state space gets large it is likely that we will run into a "Data Curse of Dimensionality" in the sense that we will not have enough data to estimate the …rst-stage CCPs non-parametrically, even if we do not condition on type. This is not a limitation of our method, but one shared with the 2 3 Alternatively, the denominator in the RHS, Pr fxt; dtg t6 =t 0 ;t 00 ; could be obtained by counting the proportion of observations who have this particular history of states and choices. 2 4 This procedure can be readily extended to the case where there are more than two types bunching at the state-choice cells at the time of the SRs. to greatly diminish the data requirements of the original Hotz-Miller strategy. 25 We consider the simplest case in which there are K = 2 types. We simulate data on N = 100; 000 …rms and T = 10 periods using that model as underlying DGP with the following parameters:
Type 1:
Type 2: ( 12 ; R 2 ) = ( 1:2; 7)
We generate inputs to the simulated self-reports using our theory of self-report and further round o¤ self-reported choice probabilities on the simulated elicitation according to the focal points described Section 3:2: In Figure 9 we see that despite the measurement error induced by focal self-reports, no type-bunching occurs. The squares point to the location of the precise E[CCP]s, the ones that would be elicited in the ideal case without "heaping"
in focal values. The circles show the corresponding "focal" E[CCP]s
Since no type bunching occurs, the linking technology quickly establishes the number of types and type membership, and Hotz-Miller proceeds with type as an extra state variable. Table 1 describes the results of the Montecarlo simulations and illustrates that our linking technology allows quick and precise estimation of the unobserved heterogeneity in the structural model. 26 The mean estimate over the R=500 repetitions is virtually the same as the truth. The standard deviation of the Montecarlo distribution is very small. 27 2 5 Only states visited with positive probability in the sample at hand (as oposed to all feasible states conceptually possible in the model) are used in this estimation strategy. 2 6 Convergence of the entire algorithm takes on average aproximately half a minute. Almost all of the time is spent in the Hotz-Miller step. Indeed, preliminary type revelation and linking only takes about half a second. The montecarlo was run in a standard desktop using MATLAB. 2 7 Standard Deviations for the montecarlo distribution of estimates are computed for each parameter as follows: We consider four estimation strategies for this case. In Table 2 we show the Montecarlo results for each of these.
1. Discarded: In this strategy, we just drop from the sample those observations whose type cannot be determined. Column 2 shows the mean estimates. While the maintenance costs, 1 are estimated very precisely for both types, there is a small bias in the estimates of replacement costs R 1 and R 2 . In both cases we tend to underestimate replacement costs. This makes sense. Since the two bunching state choice combinations (2; 0) and (3; 0) involve non-replacement decisions, when we discard observations we tend to disproportionately eliminate from the sample observations that do not replace machines. Therefore the sample becomes more dominated by observations that do replace machines. The structural parameter estimates rationalize this behavior in the data by making machine replacement decisions less costly than they really are.
Infeasible A:
In this case we pretend we know each observation's type. Then we estimate p k f(x t ; d t )g t=t 0 ;t 00 ; fx t ; d t g t6 =t 0 ;t 00 by simple frequency and assign types to "problematic" observations such that they (as a group) are consistent with this estimated probability. Here we are back to the scenario of our …rst Montecarlo without bunching. Not surprisingly the performance is excellent.
Infeasible B:
Here we no longer pretend we know each observation's type but instead claim we know the precise CCPs. Then we compute p k f(x t ; d t )g t=t 0 ;t 00 ; fx t ; d t g t6 =t 0 ;t 00 using the Bayesian update described above and again assign types to "problematic" observations. 28 Again results are extremely good. 
Extensions
We …rst consider in some detail three important extensions in the ideal case in which we have self reports that are precisely elicited. We then brie ‡y outline other directions for future research.
S-periods ahead Self-Reported Cumulative Choice Probability
In some cases the question explicitly speci…es a longer planning horizon and the elicited subjective probability then refers to the probability of the action being taken at some point during the given planning horizon. In this case the linking technology still works and types can be revealed in the same fashion as in the 1-period ahead case. Then we proceed via standard Hotz-Miller using the revealed types as an extra observed state in the …rst stage.
Still, we can attempt to recover the underlying type-speci…c CCPs. Consider the 2-periods ahead SR-Cumulative CP. Then we have a nonlinear equation given by p SR (d = 1 at some point during the next two periods)
Again if assumption F4 holds, in this equation the f (x t+1 jx t ; d t ) and p SR () are known, whereas the Pr (d = 0jx; k) 8x are unknown. Here we can also link the two self-reports of the same respondent and form additional equations with other self-reports from other respondents of the same type until we have a system that can be solved. 29 
Continuous Distribution of Unobserved Heterogeneity
Allowing for a continuous distribution of unobserved heterogeneity in dynamic programming models is very complicated. The only computationally feasible attempt we are aware of is the importance sampling strategy proposed by Ackerberg (1999 Ackerberg ( ,2009 that are consistent with the 2 9 Unlike the 1-period ahead case, this system of equations is non-linear (even under precise elicitation) and the computational advantage of this strategy should be evaluated on a case by case basis for each speci…c model. This system of non-linear equations grows with the state-space so while our basic linking technology still works, recovering the underlying CCPs directly from the self-reports becomes more computationally demanding in realistic models. Still, it should be kept in mind that this whole step needs to be done only once so one can easily a¤ord some computational cost. A ). We do so by picking two CCPs implied by the self-reports (CCP SR i (x it )) and solving the linear system based on
which can be derived by noting that 31
After convergence we can "plot" the nonparametric joint distribution of the structural parameters and recovers its moments. 
Time-Varying Unobserved Heterogeneity
As we discussed in the Introduction, recent e¤orts, to which our paper contributes, show that under some conditions, it is possible to accommodate permanent unobserved heterogeneity in two-step estimation strategies. The work of Arcidiacono & Miller (2008) pushes the frontier forward by not only allowing for unobserved heterogeneity but by letting it evolve in systematic ways over time.
In this subsection we brie ‡y note that our linking approach can be modi…ed to accommodate unobserved heterogeneity that evolves over time. To continue with our machine replacement example, we now think of …rms as being in one of two possible unobserved states. These unobserved states are not permanent, but rather can change over time. We focus on cases in which we have two self-reports taken in consecutive periods.
In this scenario k is no longer …xed but becomes k t ; a random variable that exogenously evolves over time as in assumption F2. The key idea can be grasped with K = 2 (i.e. there are two possible unobserved states k = 1; 2). Suppose that at time t 0 the …rst self-report is collected. Among those with the same (x t 0 ; d t 0 ) we can identify those who give di¤erent SRCPs and, following the reasoning of previous sections, those who have di¤erent k t 0 : Without loss of generality we can assign one group to k t 0 = 1 and the others to k t 0 = 2. We can track this group into the next period. Suppose that next period, t 0 + 1, the second self-report is collected. We can see how the answers of each group split at the time of the second self-report. These splits give information on unobserved state transitions jl for j; l = 1; 2.
How do we know which % transitioned into which state ? We can compare self-reports in the second period across di¤erent states and check against the self-reports collected at those same states in the …rst period as long as the model is stationary. We are then able to identify those that remained in their previous unobserved state and those who transitioned into a new one.
Finally, note that all of the above can be generalized to: a) any K > 2; b) self-reports collected in any two, not necessarily consecutive time periods (t 0 ; t 00 ), c) cases in which the …rst period collecting self-reports, t 0 , is not the …rst sample period and d) models with choice-dependent transitions for unobserved states. 34 
Other Extensions
1. In some special cases we can entertain the possibility of estimating the model o¤ SR-CPs alone, rather than using actual revealed choice data.
2. Using Other Probability Questions:
As seen in Section 5.1, sometimes we have SR-Cumulative CPs like "What's the probability that you will choose d = 1, at least once, at some point during the next S years?". In some cases, we may have two of these questions at the same time t 0 , eliciting the cumulative probability that an action is taken or a state is reached within two or more time horizons. We may have, for example, "What's the probability that you will have x t+S = x in S years?" 3. Using Other Types of Expectations: Some questions don't ask about the probability of making a given choice or reaching a given state but rather ask whether the respondent "expects" to make that choice or reach a given point in the state space.
"Do you expect to have d t+S = d in S years?" This case which severely limits the informational content of the self-report arguably asks whether Pr (d t+S = djx t ; d t ; k) >
50%
"What value of x do you expect to end up having over your planning horizon?" In these cases x may refer to the number of children or completed years of education di¤ering in kt, machine di¤erences are the underlying source of unobserved heterogeneity. Suppose when a …rm replaces an old machine, the new machine may turn out to be an "easy maintenance, easy replacement" machine or a "problem" machine which is di¢ cult to maintain and di¢ cult to replace. 
Conclusions
We have introduced a new approach to allow for unobserved heterogeneity in two-step, CCPbased estimation strategies for discrete choice dynamic programming models such as those pioneered by Hotz & Miller(1993) . Our strategy exploits the availability of expectations data. Since subjective expectations data about future choice probabilities integrate the future temporary idiosyncratic shocks, they are extremely powerful and they become a valuable resource to identify and estimate unobserved heterogeneity. We believe that if and when such data is available, our approach should be attractive given that identi…cation requires mild assumptions and estimation can proceed with very light data. Indeed, the method can be implemented with only two unconditional self-reports about future choice probabilities per respondent. Our Montecarlo experiments show that computational burden is essentially the same as that of the (already fast) original Hotz-Miller estimator. The method can be applied in combination with variants of the original Hotz-Miller estimator that reduce its onerous data requirements in models with rich state spaces. While our focus has been on single agent models of dynamic discrete choice, we believe that our approach can be generalized to the many other contexts discussed in the introduction as long as subjective expectations data is available to supplement traditional data on observed choices and states. We leave these and other extensions for future research. We believe this is a …rst step in a fruitful research program that leverages new forms of available data to be more ‡exible about the speci…cation of unobserved heterogeneity in structural estimation. 
