Abstract: Owing to different positioning methods in indoor locations that require base stations, the positioning accuracy cannot be guaranteed, and the cost of reconstructing the base station becomes high. In this paper, a positioning method based on a two-dimensional code with feature graphs using the advantage of scale-invariant feature transform (SIFT) is proposed, where the reconstruction cost of the scene is minimized, and the SIFT matching accuracy is improved with iteration of the transformation matrix. The experimental results demonstrated the positioning error is within 1.2 cm for a room with the dimension of 7 m × 6 m × 2.8 m. Compared with the previously published results under the similar conditions, our proposed scheme has the advantage of low-cost and high-precision system.
Introduction
With the increase of live information, the demand for indoor positioning is on the rise. Indoor navigation and information push at large facilities such as robotic automatic navigation system, shopping mall, and supermarket need indoor positioning. Therefore, it is increasingly important to realize a low-cost and high-accuracy indoor positioning system. Under these circumstances, more and more positioning schemes have been proposed. Currently, advanced schemes have the light-emitting diode (LED) based visible light positioning system [1] - [7] , including the positioning system based on wireless signal transmitting devices (WiFi, iBeacon), radio frequency identification, ultra-wideband, indoor positioning based on inertial navigation (inertial measurement unit, microelectro-mechanical system) [11] - [13] , and computer vision localization based on images (video) [14] - [21] . However, every positioning method has its shortcomings. Visible light positioning needs to modulate the LED, and the base station still needs to be laid. The positioning accuracy of the wireless signal based methods, is not high due to signal fluctuation and multipath effect, and the base stations are yet to be set up. Inertial navigation cannot provide long-term accurate positioning with the cumulative error of time. The image location system is becoming increasingly important with the development of intelligent portable devices.
The image location system consists of two methods: recognition-based image geo-localization methods and geometric matching-based methods. The recognition-based image geo-localization methods are quite similar with the problem of image classification in computer vision, in which global or region features are used for image matching [14] - [16] . In image classification, similar images are labeled as the same category. In the visual localization problem, relative images are identified as those sharing similar geo-location information. In the recognition-based method, the location of the target image is estimated by retrieving related images or scene classification [17] - [21] . The recognition-based methods first apply an image retrieval strategy or a scene classification strategy; subsequently, the location of the query image is estimated based on the localization information of the associated retrieved images or classification labels. However, the above-mentioned methods generally provide a coarse estimation of location, which hardly satisfies the need of accurate location based services LBS. Moreover, the methods require a large number of pictures in advance to train the neural network, which improve the complexity of the system. The geometric matchingbased methods represent the scenes by geo-referenced 3D models, and then estimate the pose of the query image by directly matching two-dimensional (2D) image features to three-dimensional (3D) models or by matching 3D image features to the 3D models when depth information is available. These approaches typically come with an estimation of 6 degrees of freedom (DoF) camera parameters. However, the geometric matching-based methods still have many challenges, which can be concluded as follows: [1] It is very difficult to match the feature points in some scenes with unclear features, such as white walls. [2] When the matched points contain wrong points, the result will be affected.
In order to solve the problem of the above positioning scheme, this study, on the basis of the geometric matching-based methods, added a set of feature graphs to improve the accuracy of recognition by using a set of feature graphs to build a 2D code for positioning. The feature graphs with the 2D code used the advantages of scale-invariant feature transform (SIFT), replacing the base station as the feature 2D code, thereby reducing the maintenance and system cost. In addition, the transfer matrix was used to improve the matching accuracy between two images. The position was calculated by using the orthogonally proportional orthogonal-projection iterative transformation (POSIT) algorithm [21] . High precision was achieved by controlling the matching error of the feature points.
Operation Principle
With the POSIT algorithm, the positioning results can be accurate as long as the world coordinates and the image coordinates of the four points are accurate. However, in the actual use, the image coordinates of the known points are difficult to be accurate when there are no obvious feature points in the scene. This study improves the matching accuracy by setting up the feature graph, and constructs the 2D code based on the feature graphs for positioning. Under the premise of unknown camera pose angle, four points are necessary for positioning. Therefore, four feature graphs are set up for designing the 2D code. We insert Manchester codes between feature graphs to form 2D code. The Manchester codes between feature graphs can transmit the world coordinates information of 2D code.
Following are the position steps: By matched the original image containing only four feature graphs and the 2D code using the SIFT, we can obtain the location of each feature graph on the 2D code image and read the 2D code content. Then we can obtain the world coordinates of the four feature graphs. Finally, the position of the camera can be obtained with POSIT algorithm. The flowchart is shown in Fig. 1 .
Design of Image Feature 2D Code
The commonly used 2D codes are QR Code, Code 16 K, Code 49, and PDF417 [22] . Considering the QR Code as an example to analyze the composition of the 2D code, its contents can be divided into functional graphics and coded graphics. The functional graphics include three parts: position detection, location, and correction. The coded graph provides the contents of the 2D code. Thus, a 2D code can be created in the following manner. By setting the feature graph instead of the position detection pattern, precise matching feature points can be obtained; then, the relative position of the 2D code and the camera can be obtained by using POSIT. By setting the coded graphics to identify the absolute coordinates of the 2D code, the absolute coordinates of the camera can be obtained by combining them. Therefore, the following should be realized: 1) Setting of the feature graph 2) Mapping the content of the 2D code
Design of Feature Graphs
In order to accurately identify the feature points, we need to design the feature graphics based on the SIFT algorithm, including the pixel distribution and shape of the graph. First, the pixel values of the feature points are designed. There are two points in the design: (1) the extreme points of the differential pyramid, and (2) the direction of the vectors associated with the pixels around them. The feature points can be identified such that they show good agreement with the algorithm. To assume an image described by I (x, y), a new image is obtained after a Gaussian blur of σ 1 , σ 2 , (σ 2 > σ 1 ), a new image is obtained.
Here L (x, y) is a new image. G (x, y, σ) is Gaussian blur, Where σ is the standard deviation, the degree of Gaussian blur can be changed with σ. The expression of Gauss blur is: Subtracting the two images to obtain the difference of Gauss (DOG) image,
In reference [14] , Lowe gave the DOG image function as shown in Fig. 2 . From Fig. 2 , we can see that the highest weight is located at the center of the DOG function. When the extreme point coincides with the center position of the DOG, the value will be greater than when it does not coincide. Therefore, the extreme point is the extreme value after the DOG.
Through the above discussion, we can set the extreme points in specific locations; however, we also need to modulate the pixel gradients around the feature points to generate feature graphs. The significance of setting the feature graphs is to identify the feature points as accurately as possible and avoid error recognition. At the edge of the image, there is a larger principal curvature across the edge, and a smaller principal curvature in the direction of the parallel edge. The principal curvature can be obtained by a 2 × 2 Hessian matrix H (x, y).
Here, D xx (x, y) =
. The pixel gradient can be obtained by the difference between the adjacent pixels. The eigenvalues of H (x, y) are proportional to the principal curvature of the pixel gradient. We can avoid obtaining specific eigenvalues, because the ratio of eigenvalues need to be fixed. We set α = λ max as the maximum eigenvalue, and β = λ min as the minimum eigenvalue. Then, we calculate their sum directly through the H (x, y) matrix and calculate their product through the determinant of the H (x, y) matrix:
Assume α = γβ; therefore,
The result of (8) is only related to the ratio of two eigenvalues and is independent of the specific eigenvalues. When the two eigenvalues equal, increases. Therefore, we wish to check if (8) is valid when the ratio of principal curvature is less than the threshold γ.
The feature points whose ratio of principal curvature greater than
were deleted. From (9), it can be seen that the method can effectively eliminate the edge effect, but cannot eliminate the inflection point. For example, in Fig. 2 , the starting points of the blue lines are identified as the feature points, the directions are the gradient directions of the point, and the lines length are the magnitudes of gradient.
As can be seen from Fig. 3 , there is a misjudgment at the inflection points; therefore, it is necessary to minimize the inflection point when designing the feature graphics. As the circle has no inflection point, the circle is selected as the feature figure. From the discussion of formula (9), we can see that there should be no points with large gradient variation in the graph, otherwise the inflection point will be formed, as observed in Fig. 4 .
Therefore, the feature graphics should have both no large gradient change and obvious main direction. We set the different gradient values in each direction in 10°steps. The gradient distribution histogram is not completely symmetrical; therefore, we can still obtain clear characteristics after the rotation, as shown in Fig. 5 .
Then we select the circle as a feature graph. Under the premise of unknown camera pose angle, four feature points are necessary for positioning. Therefore, four feature graphs are set up for designing the 2D code. By adding the gradient distribution in Fig. 5 , we can obtain the feature graph as shown in Fig. 6 , which were used as detection pattern graphics.
Design of 2D code
We insert Manchester codes between feature graphs to form 2D code. The Manchester codes between feature graphs can transmit the world coordinates information of 2D code. As shown in Fig. 7 . The 2D code feature graph is composed of four feature figures in Fig. 6 . Between the feature graphs are the functional areas, including the content area and the checkout area. In Fig. 7 , Manchester code is used for the function area coding. Black and white blocks represent '0' and white and black blocks represent '1', the codes between (a) and (b) represent the x coordinates, the codes between (a) and (d) represent the y coordinates, the codes between (b) and (c) represent the z coordinates, and the codes between (c) and (d) are check codes. The diameter of the feature graph is r , the distance between the feature figures is D , while the width of each code is s. Connecting the four feature points in order, and performing sampling and decoding the pixel values on the line, we can obtain the content of the 2D code.
Detection of Image for 2D Code
Error matching is unavoidable in the process of recognition. The error matched points will significantly affect the positioning accuracy. We use the transformation matrix between the original image and the image to be located to delete the error matched points, where there are only four feature points on the original image and several points on the image to be located, corresponding to the four feature points. Thus, we consider two points on the original image and find any two points corresponding to the image to be located.
Suppose that the coordinates of four points on the original image are (x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 ), (x 4 , y 4 ), and the corresponding coordinates on the image to be located are (x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 ), (x 4 , y 4 ). Any two pairs of feature points on the image have the following relationship:
Among formula (10), [
] is the transformation matrix from the image to be located to the original image, We can obtain the transform matrix by solving (10).
The other points on the two images can be obtained from (11) .
Substituting (11) into (12)
Where (x n , y n ) is the corresponding point of (x n , y n ) in the image to be located through inverse transformation. If the points are matched correctly, (x n , y n ) should coincide with (x n , y n ). With the possibility of error matching, (x n , y n ) does not coincide with (x n , y n ). The error between the two points can be calculated using (15):
By traversing all the matching points of the four feature points in the original graph, and finding the minimum error of the matching points. Four pairs of points corresponding to minimum error are correctly matched. The error matched points can be eliminated in this way. If the minimum error is still large, the image will be rounded off and the next image will recalculated. In this manner, we only need to consider the corresponding feature points of the four feature graphs of the original image, which significantly reduces the computation and shortens the matching time. The matching result can be seen in Fig. 8 .
The Influence of Feature Point Size on Recognition in Imaging Plane
As the distance between the 2D code and the camera is different, the size of the image on the camera will be different. The detection of the feature point is based on the change in the pixel gray value. The feature points will be undetected if the image is too small. In order to verify the effective working range of the feature graph, we designed an experiment to verify the relationship between the size of the feature graph and the successful matching rate. The feature graph was photographed at different distances, ten times at each distance, where the matching errors were less than two pixels and within the desired level.
It can be seen from Fig. 9 that when the radius of the feature graph is larger than or equal to 15 pixels, a good correct matching rate can be obtained.
2D Code Array
In the actual scene, due to the limitation of the camera's field of view, each 2D code has a limited coverage area. It is necessary to lay a number of 2D codes to perform positioning in a large field.
When all the 2D codes are on a plane, the receiving angle of the camera is ψ, the distance between the camera and 2D code is L , the focal length of the camera is f , and the pixel interval is u 0 ; it is necessary to ensure that there is a distinct 2D code at any time in the field of view. Assuming that the distance between the neighboring feature graphs is D , and the diameter of the feature graph is r , there are four data codes between the neighboring feature graphs. The width of each data code is c, each code occupies at least two pixels on the image to be recognized; then, the width of the date code should be 8u 0 ; however, the feature graph cannot be successfully matched if its diameter is only one pixel. The feature graph has a stable recognition success rate of at least 15 pixels in the image in Section 2.3. We can get the maximum distance based on (16) , (17), and (18) .
) is a camera coordinate in millimeters, and f is the focal length of the camera.
The maximum distance that can identify the content of the 2D code is
The maximum distance that can correctly match the feature graph is
To achieve the required functions, these two conditions must be satisfied; therefore, the maximum distance should be taken from the smaller distance in (17) and (18) . The maximum distance D 0 between the neighboring 2D codes can be obtained as follows:
Here L is the smaller distance in (18) and (19) . We can ensure that there is at least one recognizable 2D code in the field of view, using (19).
Positioning Algorithm
This study used Pose from Orthography and scaling with iterations (POSIT) to measure the position of the camera. The parameters between the image and the camera were obtained, including the rotation matrix and translation matrix; as shown in Fig. 10 , four pairs of points with known positions are required for solving these two matrices, as follows:
Here, (20) is the rotation matrix, and (21) is the transfer matrix. R 1 T represents the projection lengths of x-direction unit vectors in the world coordinates in the x, y and z directions of the camera coordinates. Similarly, R 2 T represents the projection lengths of y-direction unit vectors in the world coordinates in the x, y and z directions in the camera coordinates, R 3 T represents the projection lengths of z-direction unit vectors in the world coordinates in the x, y and z directions in the camera coordinates. T represents the coordinates of the origin of the world coordinate system in the camera coordinate system. The perspective projection transformation is as (16) .
We assume the location of a pixel as (u, v) , and (u 0 , v 0 ) is the image center pixel location, f x , f y are scale factors in x and y directions; then, (x, y) should be:
Then we assume the location of a point in the world coordinate as (
When dividing both sides by T z :
Which implies
The distribution range of the selected known points on z axis of the camera coordinate system is much smaller than the distance from the known points to the camera, So assuming that the z direction distribution range can be ignored compared with the distance between the known points and the camera, we obtain: 
In formula (28), (X w , Y w , Z w ) are the coordinates of feature graphs in the world coordinates, which are known. (x, y) are the coordinates of feature graphs in the image plane, they are also known. The unknown variables are: sR 11 , sR 12 , sR 13 , sT x , sR 21 , sR 22 , sR 23 , sT y , after taking the coordinates of four known points in the world coordinate and image plane, eight independent equations can be obtained, and the values of these unknown variables can be calculated.
In Formula (26), we assumed w = Z c /T z ≈ 1, but it is not accurate. In Formula (29), we get a new w . A new solution is obtained by recalculating the new w into formula (28). Repeated formula (28) and formula (29) until the change of w less than the threshold we set. The smaller the threshold is set, the more accurate the result will be, but the amount of calculation will also increase.
Experimental Verification
The experimental setup is described in Table 1 . The experimental site has dimensions of 7 m × 6 m × 2.8 m, with two 2D codes on the ceiling. As shown in Fig. 11 , the receiver is placed at a distance 1 m from the ground, its focal distance is f = 3.4 mm, the pixel interval is u 0 = 3.17 μm, the field angle is ψ = 120
• , the 2D code is as shown in Fig. 12 , and its width is 20.0 cm in which the diameter of the feature graph is 6.0 cm and the width of each code is 3.0 cm. The sampling points are taken every 1 m in the receiving plane, and sampled in the order of (0.5, 0.5), (1.5, 0.5). Ten pictures are taken at the same sampling point and the best one is determined based on its positioning performance. In the positioning process, the camera placement error will affect the experimental result significantly, which is a part of the system error. Each positioning point will have the same error. Therefore, we subtract the common offset after each point sampling to eliminate the system error.
The experimental results are shown in Fig. 14, Fig. 15 , Fig. 16 , and Fig. 17 . The maximum error is 0.012 m, and the average error is 0.0067 m. 80% of the errors are within 0.01 m. 
Summary
In this article, in solving the problems existing in the various methods required to establish base stations, the positioning accuracy cannot be guaranteed, and the cost of reconstructing the base station becomes high. A feature graph is designed based on the SIFT principle. The feature 2D code is used to replace the base station. The feature points are matched by SIFT and improved accuracy with iteration of the transformation matrix, and the camera is located using the POSIT algorithm. The method reduces the difficulty of base station deployment and the construction effort for the location of the base station, thus avoiding the maintenance of power supply to the base station. The experimental results demonstrated the positioning error is within 1.2 cm for a room with the dimension of 7 m × 6 m × 2.8 m, 80% of the errors are within 1.0 cm. Therefore, this method can be used as a low-cost and high-precision positioning solution, which is applied to various fields that need positioning, such as automatic robot navigation, underground parking guidance system, shopping mall, hospital, etc.
