Ahstract-This paper presents the development and flight testing of a novel and efficient view-based method for the navigation and control of rotorcraft unmanned aerial vehicles (UAVs) in unknown, GPS-denied, outdoor environments. At the core of our system is the Im age Coordinates Extrapolation (ICE) algorithm which estimates the UAV 3D position and velocity in real time by computing the pixel-wise difference between the current view (panoramic image) and a snapshot taken at a reference location (e.g., the hovering position). When combined with a PID flight controller, this simple, but effective algorithm allows a rotorcraft UAV to achieve stable and drift-free hover using image differences only, without the need to track features or to compute optic flow. The performance of our approach is evaluated in closed-loop flight tests on a custom-built quadrotor equipped with an onboard panoramic vision system and flight computer.
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I. INTRODUCTION
In the last few decades, much effort has been devoted to the development of small multirotor VTOL (Vertical Take-Off and Landing) platforms which provide a high degree of manoeuvrability and hover capability. These rotorcraft, capable of navigation through cluttered environments, are well suited for outdoor operations. However, one remaining shortcoming of these multi rotor plat forms is their limited autonomy and payload ca pacity, which underscores the need for light, multi tasking sensors. Vision systems meet these needs, providing navigation information (egomotion es timates and path integration) as well as mission specific capabilities (collision avoidance, surveil lance, etc). There has also been a growing interest in the use of biologically inspired visual guidance for UAVs,-especially based on flying and hov ering insects-the advantage being computational simplicity. Indeed, despite their small brains and low resolution vision, insects demonstrate remark able abilities to navigate, perform smooth landings or maintain stabilised hover by using simple yet efficient visual techniques. Bees and wasps, for instance, make use of visual snapshots to perform station-keeping in front of their hive entrance [1] but also to memorise locations [2] .
The work presented in this paper is motivated by the problem of hovering at any location in natural environments, using a minimal sensor suite and simple, but effective algorithms. A hovering ca pability is needed in many applications and situa tions, especially where GPS-based approaches can not be used (e.g., GPS-denied environments), and where other complex vision-based techniques are not suited due to their heavy computational burden. Low-altitude search and rescue applications would benefit significantly from this technology, where UAVs are generally tasked to fly near structures (which could cause GPS disturbances/outages) and hover for better data collection. Another potential application that requires stable hover close to ob jects is infrastructure inspection [3] , which often requires non-GPS hovering for safe and robust flight performance. We also envisage using this efficient view-based hovering system as a backup for traditional GPS-based autopilots, to enable stable hover during brief GPS-outages. Rotorcraft UAV s are also preferred in hazardous situations where they can be used to transport cargo and may be required to perform other tasks while hovering, such as docking, or grasping an object [4] . This paper builds on our previous work, de scribed in [5] , which presented a novel view-based method for local homing in outdoor environments. This scheme can be applied to the hovering task by constantly attempting to home to the desired position. The main contributions of this paper are:
• Demonstration of the feasibility of using a holistic view-based method to estimate the 3D position and velocity of a rotorcraft UAV in unknown outdoor environments • Demonstration of accurate drift-free hover using only vision-based estimates for posi tion/velocity control and inertial data for atti tude control • Comparison with an optic flow-based tech nique to evaluate the robustness of our view based method to long-term drift during hover The remainder of this paper is structured as follows. Section II presents currently available techniques which allow a small rotorcraft platform to perform hovering. Sections III and IV present the ICE algorithm and our visual pose estimation technique. Section V describes our rotorcraft and the onboard controller used in the flight experi ments. Closed-loop results are presented in Section VI, and finally, Section VII concludes the paper.
II. RELATED WORK
In an effort towards miniaturization, research has been focused on the development of Micro Aerial Vehicles (MAV s) and the use of lightweight sensors. Existing studies of hover control for medium-to-small sized rotorcraft UAV s can be broadly classified depending on whether they use vision as the primary sensor, whether the methods are applicable to natural environments (without us ing any artificial setup) and whether the processing is done onboard or assigned to a ground station.
Indoor hover is achieved in [6] using a Wii remote infrared (IR) camera aided by an Inertial Measurement Unit (IMU) to detect a pattern of active IR-LED markers, and using passive infrared sensors in [7] . Successful indoor hover is also demonstrated in [8] through the use of ultrasonic sensors. [9] and [10] apply image-based visual servoing techniques, processed offboard, to perform 2D indoor hover control of small rotorcraft using two markers and a marked landing pad, respectively. Vision is also used as the primary sensor for onboard processing in [11] and [12] . They re spectively use concentric circles and a H-letter surrounded by a circle as landing pads, and achieve indoor hover in 2D and 3D (altitude estimate is given by a sonar sensor in [11] ). [13] uses orange balls as passive markers to enable vision-based pose estimation and indoor hover. [14] demon strates indoor hover above a textured ground by using a downward looking camera to compute translational optic flow using offboard processing.
Vision-based outdoor hover is achieved in [15] by tracking a coloured squared board, and a pres sure sensor is used to estimate height. 2D control of hover is achieved for 7-8 minutes with an accuracy of about 2 meters. Although the above method performs well in outdoor scenes, an arti ficial ground target is still used to define the hov ering point, so that hover can be performed only at predefined locations. However, greater hover accuracy is achieved with map-based techniques, such as VSLAM (Visual Simultaneous Localiza tion and Mapping), in indoor and outdoor environ ments [16] , [17] . Although providing accuracies better than 50cm outdoors, these methods are quite computationally intense, due to the extraction of hundreds of features in classical approaches or the cost of image alignment in semi-direct methods [18] . Li et al. present indoor and outdoor 3D onboard hover control using snapshot matching [19] . In their approach, a snapshot defines the hovering lo cation, without requiring any artificial landmark in the scene. A template matching technique is used to compute optic flow, bootstrapped by integrating the image loom to provide the unknown scale factor. Position is estimated with respect to the snapshot image while velocity is computed from frame-to-frame optic flow measurements. Snapshot matching eliminates the long-term drift in hover that would occur if optic flow were integrated to estimate the quadrotor pose over time.
To summarise, related work in the current liter ature makes use of lightweight sensors (infrared, ultrasonic devices) to perform hover in indoor environments. When vision is used as the primary sensor (inertial-aided visual feedback is common practice), most techniques (with the exception of [19] ) require the hovering location to be defined by passive markers (circles, balls, coloured target), or extensive feature extraction.
Our approach, described below, provides several advantages when compared to other vision-based techniques:
• It provides drift-free hover in three dimen sions (horizontal and vertical) • It is applicable to both indoor and outdoor en vironments, without requiring artificial land marks.
• It is efficient and suitable for onboard real time implementation, since it directly uses image differences without the need for other expensive operations such as feature tracking, optic flow computation, etc.
• It is a biologically-inspired mUlti-purpose method that can be used for several maneu vers including hovering, landing at a partic ular spot, homing, etc. as is the case, for example, in insects [20] .
III. IMAGE PROCESSING
In this work, we use the Image Coordinates Ex trapolation (ICE) algorithm [5] in order to estimate the 3D position of our rotorcraft. The ICE method is the key component of our view-based hovering system. It takes as inputs the current panoramic im age (delivered by our dual-fisheye vision system, described in Section V-A) as well as 3 reference difference images acquired at the desired hovering location, and generates the relative position to that reference location. The input panoramic images are 360x220 pixel grey scale stitched images, which are first derotated using AHRS-based (Attitude and Heading Reference System) attitude estimates, and then low-pass filtered using a 41x4 1 pixel Gaussian window [5] . Initial derotation reduces the problem to 3 degrees of freedom (3D translation). In this section, a difference image is defined as a 2D image representing the pixel-wise difference between the current view and the snapshot taken at a reference location (the desired hovering po sition). In the following description of the ICE algorithm, we assume that all images are first derotated, so that they all correspond to the same bearing and attitude. The ICE algorithm, described in [5] , relies on the assumption that, for small displacements around a reference location, any difference image can be linearly interpolated or extrapolated from a set of difference images taken around the refer ence position. Indeed, in natural environments, it has been shown that image differences increase monotonically and linearly with distance from a reference location, for small displacements 
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The ICE algorithm relies on the assumption that any difference image / can be approximated by a linear combination I of the orthonormal set of difference images (Ix, Iy, Iz) as follows:
II I IIII I II (2) is verified when i = I, i.e.:
As (Ix, Iy, Iz) forms an orthonormal set, the coordinates of the difference image I are obtained by taking the inner product with lx, Iy and Iz:
This process is illustrated in Fig. 1 (b) . (4) In order to get real-world or metric distances to the hovering location, it is only necessary to use some kind of odometer to measure the magnitude of the initial exploratory steps performed to get the reference difference images along each axis. One could for instance double integrate INS (Inertial Navigation System) data or accelerometer data to measure these steps, provided the errors in the double integration are acceptable, given the small magnitude of these exploratory steps. However, we shall use visual odometry to measure the ex ploratory steps, as described later below.
The only operations performed continuously in real-time, at every sampling time step (for every newly acquired image S), are:
• Computing the image difference I = S -So
• Calculating the inner products in Eq. (4) The ICE algorithm therefore estimates the UAV 3D position relative to the desired/reference position by only performing the above efficient operations.
IV. ROBUSTIFICATION OF THE ROTORCRAFT POSE ESTIMATION
As mentioned in the previous Section, the ICE estimates (bx, by, bz) are given in the unit image reference frame (Ix, Iy, Iz). In order to obtain the position estimates of the ICE algorithm in SI units (meters), as required by our control struc ture (described in Section V-B), it is sufficient to know or measure the distance of the exploratory steps when building the visual reference frame during the initialisation phase. Having distances and velocities in SI units makes the flight control problem much easier and more robust. Rather than using acceleration integration from the IMU (Inertial Measurement Unit), we opted for a more accurate method that uses "metric" optic flow (OF) to monitor and measure the sizes and directions of the exploratory steps. More details about this metric optic flow-based odometer can be found in [22] , [23] . It is important to mention that this OF odometer is only used once in the initialisation phase, and is not required for subsequent hover control. The following subsections give more de tails about the robustification of the ICE position estimates, as well as the differentiation of the velocity estimates.
A. Attitude
Although the ICE algorithm presented in Sec tion III can be modified, in principle, to estimate both the UAV position and attitude (by extend ing the initial problem to motion in 6 degrees of freedom), it is preferable to use the attitude estimates from the AHRSIIMU for many reasons. Firstly, augmenting the ICE algorithm to estimate attitude will increase its complexity and reduce its efficiency and robustness. Secondly, most UAV platforms are already equipped with AHRSIIMU and it makes sense to exploit their data for better performance. Thirdly, nowadays AHRS/IMU are low-cost, lightweight, have good performance and low energy consumption, and work in almost all conditions and situations. Therefore, the rotorcraft attitude (roll, pitch, yaw) is directly estimated by the AHRS. The ICE al gorithm uses these estimates to derotate the input images before performing the operations described in Section III, thereby increasing its efficiency and robustness.
B. Initial Odometric Measures
In order to scale our relative position estimate (from the ICE method) to metric units required by the control loop, the initial exploratory steps used to build the reference difference image frame need to be monitored by an odometer. To get the real-world magnitude of the displacement asso ciated with the reference difference image taken along each axis, we compute 3D translational optic flow using the hierarchical block-matching algorithm described in [22] , [23] , bootstrapped by stereoscopic measurements of height above ground (available from the frontal stereo overlap of our dual camera system).
C. Relative Position Estimate
Our ICE algorithm assumes that image differ ences increase monotonically with increasing dis tance from the hovering location. By using only 3 reference difference images (Ix, Iy, Iz) in 3D, one also assumes that the image differences increase in a symmetric manner along each of the axes that are defined by a reference difference image. From results obtained in [5] , which show that the linear assumption weakens with distance from the reference position, especially outside the octant defined by the reference difference images, we decide in this work to use 3 additional reference difference images (I-x, Ly, Lz) to better define the image space opposite to the octant defined by the 3 original difference images (Ix, Iy, Iz) .
As a result, during the initial exploratory steps, 6 panoramic images are taken in addition to the reference snapshot (as pictured in Fig. 2 ), result ing in 2 reference difference images, in opposite directions, for the displacements along each of the 3 world frame axes. As a consequence, in order to get a more accurate estimate, the coordinates of the difference image I can now be computed in the closest (in terms of image difference) reference frame (Rx, Ry, Rz) , as follows: where SAD (A, B) is the pixel-wise Sum of Ab solute Differences (SAD) between the difference images A and B. This selection process is applied to every new input difference image to determine, among the 8 octants, the closest reference frame (set of 3 reference difference images) for computing the image coordinates.
D. Velocity Estimate
In order to feed the control structure with a 3D velocity measure of our rotorcraft state, we want to differentiate our position signal previously obtained through the ICE method. However, the use of multiple octants and the selection of the most appropriate octant for the computation of the image coordinates result in discontinuities in the computed position signal, due to each octant having its own offset regarding the linear assump tion. Therefore, for computing velocity, instead of directly using the output of the ICE method from one octant, we prefer to use an equally weighted mean of the positions computed over all 8 octants Qi, and the position computed within the selected octant Q s, as follows:
From (6), we compute our velocity estimates by first differentiating the position signals:
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Then we apply a low-pass filter:
(c) Fig. 3 . Our custom-built rotorcraft (a) used in the flight experi ments, a close-up (b) of the dual fish-eye vision system described in [22] , and a view of our quad rotor performing view-based hovering (c).
where .1 = 6.8 is the time constant of the filter, a defined in time step units.
V. ROTORCRAFT PLATFORM AND FLIGHT

CONTROLLER
This section describes the onboard equipment in our rotorcraft platform and the control structure that is employed.
A. Hardware Equipment
The rotorcraft platform is a small custom-built quadrotor, weighing just under 2kg, and is pic tured in Fig. 3(a) . It uses a MikroKopter flight controller, speed controllers and rotors, and em beds an Intel NUC computer (2.6GHz dual-core processor), a MicroStrain 3DM-GX3-25 AHRS and a customized panoramic vision system. Our dual-fisheye camera setup, described in [22] and displayed in Fig. 3(b) , is software synchronized at a 25Hz frame rate and provides us with an almost spherical field of view, with a frontal stereo overlap.
B. Control Structure
The control structure used onboard our ro torcraft consists of 3 classical, independent, cascaded (position-velocity) Proportional-Integral Derivative (PID) controllers, as shown in Fig.  4 . The quadrotor is commanded in position and velocity, with the objective of regulating the rotor craft. The vision algorithm, described in Section III, provides the control structure with estimates of the 3D position and velocity, as described previ ously. The internal position controller outputs a 3D velocity setpoint which is compared with the 3D velocity measure in the velocity controller to out put roll and pitch angles, as well as thrust. These 
VI. FLIGHT EXPERIMENTS RESULTS
In order to evaluate the performance of the proposed ICE algorithm and hover controller, we performed several closed-loop flights in unknown natural environments. The flight experiments in volved performing hover at a height of about 3m above ground. The sizes of the initial exploratory steps were each set to be 45cm and were monitored by the optic flow-based odometer described in [22] , [23] . No further use of this OF odometer is required once the ICE reference frame is built. However, the OF odometer was run concurrently, in parallel with the ICE algorithm, for evaluation and comparison purposes only (see Section VI B), after its initial use to monitor the exploratory steps. The flight controller was using only the ICE estimates for hovering. A picture of our platform in flight is shown in Fig. 3( c) . Since no ground truthing system (such as differ ential GPS) was available during our experiments, we compare our ICE estimates with results ob tained with an optic flow-based snapshot matching (OF-SM) technique, described in [5] . The OF-SM scheme is similar in principle to the OF odometer, but is based on the computation of sparse (250 points) optic flow between the reference snapshot and the current image. This drift-free method demonstrated good accuracy in the vicinity (of about 0.3 height units) of the reference position compared to ground truth [5] .
A. View-based Hovering using the ICE Posi tionlVelocity Estimates Fig. 5 displays the quadrotor position estimated by our ICE method along with the estimates provided by the OF-SM scheme, as well as the distance to the hovering location. Based on the OF SM estimates, our rotorcraft maintained hover for more than 7 minutes with an accuracy better than 1.8m, as shown in Fig. 8 . Our ICE method seems to underestimate the distance from the reference location and displays an inferred accuracy better than 0.7m. Fig. 6 presents the associated 3D velocity esti mates, differentiated from our position signal ob tained with the ICE method and low-pass filtered. The velocities obtained with our method demon strate a strong correlation with those computed by the OF odometer, as shown in Fig. 7 . Obtained correlation coefficients R range from 0.58 to 0.74, and the probabilities P, testing the hypothesis of no correlation (probability of getting a correlation as large as the observed value by random chance), are very small (P<O.OOOI) for all three velocities. As observed in Fig. 6 , the ICE velocity estimates generally display a noisier behaviour, with larger spikes in magnitude than the OF odometer. In the presented flight, this is especially true along the vertical axis (see Fig. 6(b) ) which resulted in strong accelerations in height during the test. Table I presents the performance of our view based hovering control. Mean position and stan dard deviations are computed over 10 closed loop flights, during a 30s window for each flight, although individual ICE-based flights varied in duration from 38s to 448s. In average, our con trolled rotorcraft remains close to the desired hovering location (0,0,0) with a mean offset of (0.11, -0.19, 0.0074)m and a standard deviation below 40cm along each axis.
Onboard footage 1 from our view-based hover ing, and a video of an external view 2 are available online. 
B. Discussion of Results and Limitations
In the previous results ( Fig. 8 and Table I ), it appears that the ICE position estimates (distances from the desired hover location) are underestimated compared to those provided by the OF-SM scheme (assumed to be very close to ground truth). This can be explained by the ICE algorithm's underlying assumption that image differences in crease linearly with distance from the hover lo cation. As a consequence, the size of the initial exploratory steps is critical: too short steps will result in an underestimate of the quadrotor position and too large steps will result in an overestimate of the position, especially for short displacements around the reference location where the image difference function (IDF) increases rapidly. Indeed, the IDF does not increase linearly, it flattens with distance from the reference position [2 1]. This departure from linearity results in discrepancies between the position estimates computed by the ICE and the OF-SM methods, as observed in Fig.  5 . The flight experiments were conducted in low wind conditions, with speeds not greater than 5 knots. However, in the experiments, trees were still moderately swaying but that effect is reduced by the initial low-pass filtering performed on the input images. The filtering also makes the method more robust to people walking through the images, but it mainly ensures the validity of the method (and its linear assumption) for distances from the hovering location up to 1m (about 0.3 height units, as seen in [5] ). For larger distances, the position estimates, which can also be seen in terms of a 3D home vector, are less likely to direct the quadrotor back to the catchment area (where the position is well estimated). In case of wind gusts, the limited size of the catchment area (where the position is accurate enough) and the simple, coarsely optimised PID controllers result in hover failures. Nevertheless, our snapshot-based ICE algorithm provides a drift-free solution to maintain hover, compared to visual methods which integrate optic flow measurements, and do not prevent long-term drift. As seen in Fig. 9 , the position drift accumu lated by the OF odometer is quite significant (close to 3m) compared to the OF-SM technique. This drift, confirmed by tape-measurements between the take-off and landing locations, is most likely due to the planar ground assumption being violated at the location of our flight experiments (uneven terrain, nearby trees and building, as seen in Fig. 3(c) ), affecting the optic flow measurements as well as the stereoscopic estimates. Since the ICE position Integration of optic flow measurements (OF odometer) results in position drift compared to the OF-SM technique.
estimates are continuously closely related to those delivered by the OF-SM method (as seen in Fig.  5 ), this demonstrates the robustness of the ICE algorithm against long-term drift.
VII. CONCLUSION AND FUTURE WORK
We presented a view-based method allowing autonomous 3D onboard hover control of a small rotorcraft in outdoor environments. Our Image Co ordinates Extrapolation (ICE) algorithm makes use of panoramic difference images, projected on an image reference frame (built at the hovering loca tion by monitoring exploratory steps with a visual odometer, but which could be simply replaced by using INS odometry for a short time), to determine the 3D position relative to the hovering location. This method has shown best results in low wind conditions, with relatively stable illumination (al though robustness against illumination variations can be addressed by performing simple image processing operations [24] ). Our visual algorithm only requires a good attitude estimation (once the exploratory steps are executed).
Future work will focus on adjusting the con troller parameters, using more accurate velocity estimates, and increasing the robustness of the ICE algorithm against wind gusts. The use of a kinematic Kalman filter that fuses the ICE position estimates with INS data (linear accelerations from the IMU) will provide a more robust and accu rate method for estimating the velocities from the position signals. Additionally, the precision of the ICE algorithm can be extended by investigating the use of adaptive step sizes, based on the sensed image differences (SAD values) when building the image reference frame, so that the range over which the linear assumption remains valid is ex tended. In order to really extend the catchment area and decrease the sensitivity to wind gusts, an improved solution could involve integrating fused optic flow-based snapshot matching measurements and estimates from the ICE method. While optic flow is more robust to scene changes than our view-based method, the ICE algorithm enables compensation for the long-term drift resulting from the integration process.
