Abstract. A degenerate nonlinear nonlocal evolution equation is considered; it can be understood as a porous medium equation whose pressure law is nonlinear and nonlocal. We show the existence of sign changing weak solutions to the corresponding Cauchy problem. Moreover, we construct explicit compactly supported selfsimilar solutions which generalize Barenblatt profiles -the well-known solutions of the classical porous medium equation.
Introduction
In this work, we study the following degenerate nonlinear nonlocal evolution equation for merely integrable initial data, and we prove that these solutions satisfy sharp hypercontractivity L 1 → L p estimates.
A nonlocal operator. Equation (1.1) involves a nonlocal operator denoted by ∇ α−1 which can be defined as the Fourier multiplier whose symbol is iξ|ξ| α−2 . This notation emphasizes that it is a (pseudo-differential)
operator of order α − 1. Recalling the definition of the fractional Laplace operator (−∆) Related equations and results. Our preliminary results for the problem (1.1)-(1.2) have been announced in [3] . For the theory of porous media equations, the interested reader is referred to [27, 28] and references therein. Of course, for m = 2, the Boussinesq equation is recovered.
The following nonlinear and nonlocal equation
in the one-dimensional case x ∈ R was studied by the first, the third authors and R. Monneau [4] . Such an equation was derived as a model for the dynamics of dislocations in crystals. In [4] , the existence, uniqueness and comparison properties of (viscosity) solutions have been proved, and explicit self-similar solutions have been constructed. Notice that the function u = v x , where v is a solution to (1.5), solves the one-dimensional case of (1.1) with m = 2. Thus, equation (1.1) is a multidimensional generalization of the one in (1.5).
Recently, Caffarelli and Vázquez [5, 7] studied nonnegative weak solutions of (1.1) in the case m = 2 in the multidimensional case. Precisely, they studied the following (nonlocal) porous medium equation in R d (1.6)
with the nonlocal pressure law p = (−∆) −s u, 0 < s < 1, obtained from the density u ≥ 0. Notice that, for α = 2 − 2s ∈ (0, 2), equation (1.6) reads ∂ t u = ∇ · (u∇ α−1 u). For sign changing u's, our equation (1.1)
is a (formally parabolic) extension of equation (1.6) of the structure of (1.5). In [5] , Caffarelli and Vázquez constructed nonnegative weak solutions for (1.6), i.e. for (1.1) with m = 2, with initial data satisfying:
and such that 0 ≤ u 0 (x) ≤ Ae −a|x| for some A, a > 0. Besides the positivity and the mass preservation, the properties of solutions, listed in the next paper [7, p. 4] , include the finite speed of propagation proved using the comparison with suitable supersolutions. Further regularity properties of solutions of (1.1) with m = 2 and α ∈ (0, 1) are studied in [6] .
Another nonlocal porous medium equation has been proposed in [10, 11, 29] ∂ t u + (−∆) Finally, we recall that the following nonlocal higher order equation, appearing in the modeling of propagation of fractures in rocks,
(with u ≥ 0 and n > 1), has been studied in [15] in a one-dimensional bounded domain. At least formally, this equation with n = 1 corresponds to (1.1) with α = 3 and m = 2.
Notation. In this work, 
Here, all integrals with no integration limits are over the whole space R d if one integrates with respect to x and over the whole half-line R + = [0, ∞) if the integration is with respect to t. As usual, w + = max{0, w}, w − = max{0, −w}, so w = w + − w − . Constants (always independent of x and t) will be denoted by the same letter C, even if they may vary from line to line. Sometimes we write, e.g., C = C(p, q, r) when we want to emphasize the dependence of C on particular parameters p, q, r, for instance.
Main results
In this work, we show two main results: we construct explicit self-similar solutions of equation (1.1), as well as we prove that the initial value problem (1.1)-(1.2) has a global-in-time weak solution which satisfies certain optimal decay estimates.
We first "recall" the appropriate notion of weak solutions for Equation (1.1), see for instance [27, 28] .
, and
for all test functions ϕ ∈ C ∞ (Q T ) ∩ C(Q T ) such that ϕ has a compact support in the space variable x and vanishes near t = T .
The first main result of this work says that there is a family of nonnegative explicit compactly supported self-similar solutions of (1.1), i.e. nonnegative solutions that are invariant under a suitable scaling. Observe
. Thus, the scale invariant solutions should be of the following form
for some function Φ : R d → R satisfying the following nonlocal "elliptic type" equation
with the constant
Then, the function u : (0, ∞) × R d → R + defined by (2.1) with Φ = Φ α,m is a weak solution of (1.1) in the sense [28, 27] .
Remark 2.4. For each M ∈ (0, ∞) we can find a nonnegative self-similar solution u with prescribed mass M ≡ u(t, x) dx (which is conserved in time) by a suitable scaling of the profile Φ α,m . Indeed, this self-similar solution is given by the formula
where, for each M > 0, there exists a unique R > 0 such that u(t, x) dx = M .
Remark 2.5. Self-similar solutions of equation (1.6) (which is a particular case of equation (1.1)) have been proved to exist in [7] by studying the following obstacle problem for the fractional Laplacian. For α ∈ (0, 2) and Ψ(y) = C − a|y| 2 where a = a(d, α) and C > 0, one looks for a function P = P (y) with the following properties:
The novelty of our approach is that we exhibit the explicit self-similar profile Φ α,2 defined in (2.3) and, consequently, the explicit solution of this obstacle problem:
is the Riesz potential and R > 0 is a suitable constant.
Next, we prove the existence of weak solutions to the initial value problem (1.1)-(1.2).
Theorem 2.6 (Existence and decay of L p -norms). Let α ∈ (0, 2) and 
holds for all t > 0. Remark 2.8. After proving those hypercontractivity estimates in [3] , we learned that a similar result is obtained in [6] , however, for a less general model: α ∈ (0, 1), m = 2, and nonnegative u 0 . Moreover, analogous decay estimates for another fractional porous medium equation of the form ∂ t u + (−∆) α 2 (|u| m−1 u) = 0 were proved recently in [11] .
Compared with the methods used in [5] , we propose an alternative strategy of the proof of the existence of solutions. In this paper, we consider approximating solutions u = u δ,ε of the equation
considered in the whole space R d , where G ε (u) is a sufficiently smooth approximation of u|u| m−2 , and then we pass to the limit with the parameters ε ց 0, and δ ց 0. Solutions of the approximating equation exist because the parabolic regularization term δ∆u is strong enough to regularize equation (1.1) when 0 < α < 2, but of course not for α = 2. Our approach resembles the approach to the one-dimensional model achieved in [4, Sec.
4 and 5] via viscosity solutions.
Preliminaries
In this section, we collect known results that we will used in proofs of the main theorems.
Bessel and hypergeometric functions. Bessel functions of order ν are denoted by J ν (z), and they behave for small and large values of the (complex) variable z like
as |z| → ∞, where for functions f , g, the relation f ∼ g means that f g → 1. For the proofs of those properties of J ν , the reader is referred to, e.g., [30] .
The hypergeometric function, denoted by 2 F 1 (a, b; c; z), is defined for complex numbers a, b, c and z as the sum of the series It is known [19, p. 39 ] that when b = −n is a negative integer, 2 F 1 (a, −n; c; z) is a polynomial function of degree n. In particular, we have
We will also use the following differentiation formula [19, p . 41]
The Weber-Schafheitlin integral. If 0 < b < a and if integral (3.3) below is convergent, then the following identity holds true
According to Watson, [30, , this result was obtained by Sonine and Schafheitlin. However, it is usually referred to as the Weber-Schafheitlin discontinuous integral since there occurs a discontinuity for a = b.
The Stroock-Varopoulos inequality. We next recall the the Stroock-Varopoulos inequality, see [18, Theorem 2.1 and Condition (1.7)] for a proof.
and q > 1, the following inequality holds true
Fractional order Sobolev spaces. The fractional order Sobolev spaces are defined as
here with p ∈ (1, ∞), supplemented with the usual norm denoted by · H s,p , and we refer the reader to the books [25, 26] for properties of those spaces. In particular for s = α − 1 with α ∈ (1, 2), the following well-known continuous embedding will be used repeatedly
We also recall the fractional integration theorem [23, Ch. V, §1.2]: the Riesz potential I s = (−∆)
Some functional inequalities. We will use the following Nash inequality Moreover, we will use the following Gagliardo-Nirenberg type inequality Lemma 3.2. For p > 1 and p ≥ m − 1, the inequality
holds with
Proof. This inequality is a consequence of the Nash inequality (3.7) written for v = |u| 
Combining the above three inequalities, we get (3.8).
Proof of Theorem 2.2
This section is devoted to the study of nonnegative self-similar solutions for (1.1) with m > 1. As explained above, this problem reduces to a study of the elliptic-like equation (2.2) which for nonnegative Φ takes the form
Moreover, since we want to construct compactly supported solutions, we are interested in solutions Φ vanishing outside the unit ball B 1 . This is the reason why we consider the Dirichlet problem
It is well known that, in the case of nonlocal operators (such as ∇ α−1 ), the homogeneous Dirichlet condition should be understood in the form Φ ≡ 0 outside the domain B 1 , and not only Φ = 0 on the boundary ∂B 1 .
The reader is referred to, e.g., [2] for more explanations.
We claim that the proof of Theorem 2.2 reduces to the following key computation. Here, 2 F 1 denotes the classical hypergeometric function defined in Section 3.
Lemma 4.1. For all β ∈ (0, 2), β < d, and γ > 0, we have
The proof of this lemma is postponed to the end of this section.
The following corollary is an immediate consequence of Lemma 4.1 with 2 − β = α = γ, of the property of 2 
holds true with the constant
.
Before proving Lemma 4.1, we first use it to derive Theorem 2.2.
Proof of Theorem 2.2. We check that u(t, x) = t −dλ Φ α,m (t −λ x) is a weak solution of (1.1) in the sense of
, which is obviously true. For later use, it is convenient to introduce the function Φ α (u) = 1 − |y|
The fact that, for all η, T such that 0 < η < T , u∇ α−1 (u m−1 ) and
which we prove by computing I 2−α (Φ α ). In order to do so, we first assume that α > 2 − d, and we apply Lemma 4.1 with γ = α ∈ (0, 2) and β = 2 − α, we use equation (3.1), and we get
The right-hand side of equation (4.3) defines a locally integrable function because
We then deduce that
y for y ∈ B 1 .
Note also that ∇ α−1 (Φ α ) can be computed outside B 1 thanks to the differentiation formula (3.2).
We now remark that
Moreover, the following equalities hold true in the sense of distributions in Q T ,
This allows us to conclude that u is indeed a weak solution of (
Assume now that 0 < α ≤ 2 − d, which means that d = 1 and α ≤ 1. The critical case α = 1 can be obtained by passing to the limit as α ց 1; indeed, the constants
3) simplify thanks to the relation zΓ(z) = Γ(z + 1). If now α < 1, we can argue as above by analytic continuation. The proof is now complete.
Now we turn to the proof of the main technical lemma.
Proof of Lemma 4.1. We first assume that β ∈ (0, d) and that γ > max{0, d − 2β − 1}, and we then argue by the analytic continuation with a choice of parameters corresponding each time to 2 F 1 defined and bounded for all |y| ≤ 1.
The Fourier transform of Φ γ (y) = 1 − |y| 
Since I β is the Fourier multiplier of symbol |ξ| −β , I β (Φ γ ) is the (inverse) Fourier transform of the following radially symmetric function
We recall that by properties of Bessel functions collected in Section 3, we have J ν (r) = O (r ν ) as r → 0 and
as r → ∞. We see that the previous function is integrable since β < d and d < γ + 2β + 1.
Thanks to [24, Th. 3 .3], we get
We obtain (4.2) applying (3.3) with the following choice of parameters:
, a = |y| and b = 1.
A regularized problem
In order to construct weak solutions of (1.1) for general initial data, we first consider the following regularized problem (5.1)
where
Remark that for m ≥ 3 or m = 2, the function G(u) = |u| m−2 u satisfies (5.2). For m ∈ (1, 3), we consider the
with ε > 0. The following theorem holds true for a general function G satisfying (5.2).
Theorem 5.1 (Existence of solutions to the regularized problem). Let δ > 0 and assume that G is an arbitrary function satisfying (5.2). Moreover, assume
,
There exists a unique function u in the space
satisfying problem (5.1) in the usual weak sense
Moreover, u(t, x) is nonnegative if the initial condition u 0 is so, and for all t > 0 and q ∈ [1, ∞] we have
Local-in-time existence of mild solutions.
There exists T > 0 depending only on u 0 , and a function u in the space
such that
where e t∆ denotes the heat semigroup.
Remark 5.3. We identify the heat semigroup e t∆ and its kernel (4πt)
4t . We will use the following classical fact
with 1 ≤ r ≤ p ≤ ∞, and β ∈ [1, 2).
Now we turn to the proof of Proposition 5.2.
Proof of Proposition 5.2. We look for a solution u ∈ C([0, T ], X) as a fixed point of the map
where X is chosen as follows
The associated norms are
respectively. We show that T has a fixed point by the Banach contraction principle as soon as T = T ( u 0 X ) > 0 is sufficiently small.
In both cases, it is enough to prove the following lemma. 
where C 1 (R) is a constant which also depends on α, d, ε, m, δ (and on p if α ∈ (1, 2)).
Indeed, once this lemma is proved, we first derive
by choosing v = 0 in (5.11) and using estimate (5.9). Now it is enough to choose R = 2 u 0 X and T > 0 such
in order to ensure that T maps B(0, R) into itself, and is a contraction.
The case α ∈ (0, 1]. In order to get estimate (5.11), we first write
and the difference of Ψ's is represented as
Lemma 5.5. For every α ∈ (0, 1] and p ∈ (1, ∞) there exists a constant C(p, α) > 0 such that for all u ∈
holds true with 
Now, we come back to the proof of (5.11) with
, First, for all u, v ∈ B(0, R) ⊂ X and some q ∈ (1, ∞),
′ (2R)) and .16), and the inequality u r ≤ u X which is valid for all r ∈ [1, ∞] to obtain the last one.
The estimate of the second norm in X is obtained similarly: for all u, v ∈ B(0, R) ⊂ X and some q ∈ (1, ∞),
Now, we apply inequalities (5.9) with β = 1, p, r = 1, 1 and p, r = ∞, q , respectively, and the estimates (5.16), (5.17) yield
Combining (5.13), (5.14), (5.18) and (5.19), we thus get (5.11) for α ∈ (0, 1], with γ = . As far as the continuity of T (u) with respect to time is concerned, it is enough to study
We fix t ∈ [0, T ] and write for h small enough (and positive if t = 0, negative if t = T ),
As above, use two key estimates (5.16) and (5.16) together with (5.9) (and the dominated convergence theorem)
to conclude the proof of Proposition 5.2 for α ∈ (0, 1].
The case α ∈ (1, 2). We argue as before, using (5.13) and (5.14). We need now to state and to prove the corresponding key technical lemma.
Proof. We use the classical identity 
Moreover, we recall [25, Ch. 2, Prop. 4.1] that for every increasing locally Lipschitz function H we have
for every p ∈ (1, ∞) and α − 1 ∈ (0, 1). Choosing H = G ′ , we deduce that 
. We used inequality (5.20) twice, as well as the fact that u r ≤ C u X for all r ∈ [1, ∞] and u ∈ X. From (5.25) and (5.9) with β = 1 and p, r = 1, 1 , we get inequality (5.18) where C 0 (R) is replaced withC 0 (R) = C 3 (R).
The estimate of the H α−1,p -norm is obtained analogously. First, we have
From inequalities (5.26) and (5.9) with β = 1 and β = α and p, r = p, p , we get
Finally, combining (5.18) and (5.27), we complete the proof of (5.11) with γ = Regularity of the solutions. 2) (a strengthened assumption) . Then the solution constructed in Proposition 5.2 enjoys the following regularity
Corollary 5.7 (Regularity of the solutions). Consider
In particular, u = u(t, x) is a weak solution of equation (5.1), i.e.
for all t ∈ (0, T ).
, where the space X is defined in (5.10), we obviously have
We derive from inequality (3.6) that for all p ∈ (p α , ∞), we have
for all q ∈ (1, ∞) and p ∈ (p α , ∞). Thus, the maximal regularity of mild solutions for the nonhomogeneous heat equation [17] gives us ∇u ∈ L q ((0, T ), L p (R d )) for every q ∈ (1, ∞) and p ∈ (p α , ∞). Consequently,
for every q ∈ (1, ∞) and p ∈ (p α , ∞). Second, we notice that
for every q ∈ (1, ∞) and p ∈ (p α , ∞). Using again the maximal regularity result, we obtain that
for every q ∈ (1, ∞) and p ∈ (p α , ∞). Thus, using the following representation in
and the Hölder inequality we obtain for every p ∈ (p α , ∞)
for all p ∈ (p α , ∞) and β ∈ (0, 1). Using inequality (5.15), this estimate implies 
is the desired regularity result.
for all q ∈ (1, ∞) and p ∈ (p α , ∞), where p α =p α = d/(α − 1). Equations (3.5) and (5.20) imply that
for all p ∈ (p α , ∞) and q ∈ (1, ∞). In particular, Ψ(u) = |u|∇
. Hence, the maximal regularity gives us
for all p ∈ (p α , ∞) and q ∈ (1, ∞). We now write once again ∇ · Ψ(u) = f 1 + f 2 with
In view of (5.31) and (5.32), we have
We now claim that
Indeed,
This implies that
which, in turn, implies the claim. Hence,
for all p ∈ (p α , ∞) and q ∈ (1, ∞). Then, the maximal regularity implies that
for all for all p ∈ (p α , ∞) and q ∈ (1, ∞), thus we see that the space regularity of u is improved. More generally, the same argument shows that if
Now choose the least integer k ≥ 1 such that β k = 1 + k(2 − α) > α, and notice that β k < 2. Then
Then the maximal regularity implies that
, which implies, as was in the case α ∈ (0, 1], Under these regularity properties, the proof of the mass conservation property (5.29) is completely standard.
Convexity inequalities. First, we show a simple but useful technical result involving monotone functions and the fractional Laplacian.
Lemma 5.8. Let α ∈ (0, 2]. Assume that g, h ∈ C 1 [0, ∞) are strictly increasing functions. Then, for every
Proof. Notice that for α = 2 this lemma is obviously true, which one checks integrating by parts. Now, let α ∈ (0, 2). Since (−∆) show that
h(g −1 (τ )) dτ for s ≥ 0 is convex (it suffices to check that f ′′ (s) ≥ 0). Hence, using the pointwise inequality
(see, e.g., [9] , [12, Lemma 1]) we obtain h(g
Next, we formulate a crucial technical tool used in the derivation of various integral estimates for solutions of the regularized problem (5.1).
Proposition 5.9 (Convexity inequalities). Consider a C 2 function ϕ : R → R + such that, for all r ∈ R, r = 0, ϕ ′′ (r) > 0, and
for some constant C > 0 and M 1 , M 2 ∈ [1, ∞). Then for all 0 ≤ s < t ≤ T , the function u given by Proposition 5.2 satisfies
where ψ(r) = |r|ϕ ′ (r) − ϕ(r) sgn r.
The proof of Proposition 5.9 is more or less classical, and we recall it in Appendix for the sake of completeness.
Remark 5.10. Remark that ψ ′ (r) = |r|ϕ ′′ (r) > 0, hence the function ψ is increasing. Since G is also increasing, the result stated in Lemma 5.8 can be applied to show that the first dissipation term
is nonnegative. The fact that this quantity is finite is a part of the result stated in Proposition 5.9. Moreover,
) for a function g ϕ constructed from ϕ, see [18] for the detailed presentation. The special case ϕ(r) = |r| p is treated below.
Remark 5.11. The convexity of ϕ also implies that the second dissipative term in (5.35) is nonnegative. Hence, Proposition 5.9 implies that ϕ(u(t, x)) dx decreases along the flow of the regularized equation (5.1).
Corollary 5.12 (Estimates of the L p -norms). For all p ∈ (1, ∞) and 0 < s < t,
In particular, for p ≥p α (see Corollary 5.7),
Thus, for all p ∈ [1, ∞], the norm u(t) p decreases as t increases.
Proof. If p ≥ 3, we can apply Proposition 5.9 with 0 ≤ s < t ≤ T , ϕ(r) = |r| p ; indeed, in this case, ϕ is a C 2 -function and satisfies the growth assumption (5.34) with
, we obtain (5.37) from the inequality in Proposition 5.9 by a direct computation. We leave the details to the reader.
If p ∈ (1, 2), we consider, for each η > 0, the function ϕ η such that ϕ η (0) = ϕ ′ η (0) = 0 and
In particular, the function ϕ η satisfies the assumptions of Proposition 5.9, hence, we have
Letting now η → 0 and using the Fatou lemma yields the integral formulation of inequality (5.37).
Thus, we just proved that u(t) p ≤ u 0 p for all t > 0 and p ∈ (1, ∞). By computing the limits as p → ∞ and p → 1, the bounds u(t) 1 ≤ u 0 1 and u(t) ∞ ≤ u 0 ∞ are also obtained.
We can now complete the proof of Theorem 5.1.
Proof of Theorem 5.1. In view of Proposition 5.2 and Corollary 5.7, it remains to prove that solutions are nonnegative if initial data are so, and that solutions are global in time.
The positivity property is derived immediately in a usual way from the conservation of mass property (5.6) and the monotonicity of the L 1 -norm. Indeed, (5.6) yields
(here, as usual, u + = max{0, u} and u − = max{0, −u}). These inequalities imply
and, in particular, the assumption (u 0 ) − = 0 gives us u ≥ 0 a.e.
As far as the global existence of solutions is concerned, we argue as follows.
For α ∈ (0, 1], the time interval, where a solution is constructed via the Banach fixed point theorem, depends only on u 0 1 + u 0 ∞ , and this norm of the solution does not increase. Hence, we extend u = u(t, ·) to the whole half-line [0, ∞), step-by-step.
For α ∈ (1, 2), the Duhamel formula (5.8) and inequality (5.20) with v = 0 yield 
Proof. We first remark that it is enough to prove the decay estimate (6.1) for large p's, since the general result follows by the interpolation of the L p -norms combined with the estimate u(t) 1 ≤ u 0 1 from Corollary 5.12.
This is the reason why we will now prove (6.1) for p ≥ max{m − 1, 1,p α } = p m (see Corollary 5.7 for a definition ofp α ).
We also remark that we can assume that M = u We first prove the result when Corollary 5.12 holds true with G(r) = |r| m−2 r and in the differential form (5.37). This is the case when m = 2 or m ≥ 3. In the case m ∈ (1, 3), Corollary 5.12 holds true only in the integral sense (5.36) and for a regularized function G. We will see below how to pass to the limit as the regularization parameter ε goes to 0 and get (5.36) with G(r) = |r| m−2 r. For expository reasons, we prefer to present the proof when we indeed have a differential inequality, and then to explain how to adapt it if only an integral version of it is available.
The proof on Theorem 6.1 in the cases m ≥ 3 and m = 2 is split into two steps: first, we show inequalities (6.1) with non-optimal constants C which blow up for p = ∞; then, we improve those constants by an iteration method.
Decay estimates with optimal exponents and nonoptimal constants. Our computation consists in getting the following differential inequality for p ∈ (p m , ∞). are bounded as p → ∞ and
with a defined in (3.9).
Proof. We get from Corollary 5.12
after applying the Stroock-Varopoulos inequality (3.4) with w = u|u| m−2 and q = p m−1 + 1. We use next the Gagliardo-Nirenberg inequality from Lemma 3.2 combined with u(t) 1 ≤ u 0 1 = 1 to estimate the right-hand side of the above inequality. Thus, we get the differential inequality (6.2) with the constant
With the differential inequality (6.2) in hand, a direct computation shows that every nonnegative solution of the inequality
a p has to satisfy the algebraic decay
We recognize (6.1) for p > p m with the constant C p = K Recurrence step. To improve the constant C p and to handle the limit case p = ∞, we apply a variation on the Moser-Alikakos method of estimating the L p -norms with p = 2 n recursively, see, e.g., [1] and [16, Lemma 3.1] .
The starting point is the already obtained estimate for p = 2 k ≥ m − 1 with the least integer k.
Lemma 6.3. For each n ≥ k, the following estimate
for all t > 0, holds true with µ n = 1−2 −n α d +m−1 and with a positive κ n satisfying the recursive estimate
where K n is given by formula (6.4) with p = 2 n+1 .
Thus, having this estimate we see that lim sup n→∞ κ n < ∞ (irrespective of the value of κ k at the beginning of the recurrence), essentially since As the result, we have
with some K as in (6.2) corresponding to p = 2 n+1 . Next we estimate the L 2 n -norm of u(t) using (6.5), and arrive to the differential inequality for f (t) = u(t)
2 n+1 of the form
Finally, we integrate this inequality on [0, t] and take a suitable negative power to arrive to (6.6) .
Interpolation between p = 2 n and p = 2 n+1 and the passage to the limit p → ∞ finish the proof of the hypercontractivity estimates in the cases m ≥ 3 and m = 2.
To deal with the case m ∈ (1, 3) , instead of the differential inequality from Corollary 5.12, we use its integral counterpart (5.36). In particular, inequalities (6.2) and (6.7) have their integral counterparts as well (see inequality (7.5), below). Hence, the previous proof works in this case by applying the following lemma with g(t) = t and g(t) = Ct ν for some well chosen positive constants ν, C, successively. and g(0) = 0. Assume that for a.e. t ∈ (0, T ), s < t,
Then for a.e. t ∈ [0, T ], we have
The proof of this lemma is given in Appendix C for the readers' convenience. Now, the proof of Theorem 6.1 is complete.
Compactness estimates. Now, we prove estimates which will allow us to pass to the limit as ε → 0 and 
Proof. Here, it suffices to combine the estimate on the Riesz potential with G(u) p ≤ C u γ γp . The choice of q (or equivalently, the restriction on m) ensures that γp ≥ 1.
The compactness of a sequence of solutions to the regularized problem (5.1) in the case α ∈ (1, 2) is a consequence of the following estimate. Lemma 6.6. Consider a γ-Hölder continuous function G : R → R. Then, for every α ∈ (1, 2) such that
Remark 6.7. Note that the assumptions of Lemma 6.6 ensure that p > 2.
Proof of Lemma 6.6. We use successively the fact that 
where [G] γ := sup r =s |G(r) − G(s)|/|r − s| γ and p > 2 is chosen so that the so-called differential dimension is constant; this yields the condition appearing in the statement of the lemma. The proof is now complete.
Lemma 6.8. For α ∈ (1, 2) and (3 − m)α < 2, there exists p ∈ (1, ∞) such that
where C depends on the γ-Hölder seminorm of G in (0, u ∞ ) (with γ = min{m − 1, 1}).
Proof. Apply Lemma 6.6 with γ = m − 1.
Lemma 6.9. If α ∈ (1, 2) and m > α, there exists p ∈ (1, ∞) and r ∈ (1, ∞) (and r > m − 1) such that
Proof. Consider v = |u| r+m−1 2 sgn u. Then estimate (6.10) is equivalent to the following one
We then apply Lemma 6.6 with γ = 
Here, in order to find r ∈ 1, m−1 α−1 , the condition m > α is needed. The proof is now complete.
Proof of Theorem 2.6
This section is devoted to the proof of our main result on the existence of solutions to problem (1.1)-(1.2) satisfying decay estimates (2.6).
Proof of Theorem 2.6. We first consider very regular initial data, i.e. we assume that u 0 satisfies (5.3). Then, this condition is relaxed by considering initial data that are merely integrable.
The proof proceeds in three steps: passage to the limit with the parameter of the regularization of the nonlinearity, then with the parameter of the parabolic regularization, and finally -stability with respect to initial data.
Passage to the limit as ε → 0. Consider u 0 satisfying (5.3). From Theorem 5.1, we have a sequence of solutions u ε of (5.1) for G ε defined in such a way that there exists C > 0 such that for all ε ∈ (0, 1],
where γ = min{m − 1, 1}. Thanks to Corollary 5.12, there exists also a constant C > 0 (depending on δ > 0)
such that for all ε ∈ (0, 1],
Hence, we can construct a sequence (ε n ) n such that
where u n denotes u εn . Moreover, for all R > 0, the embedding Hence, we infer from [21] (which contains an optimal result on the compactness for Hilbert space valued vector functions) that, up to a subsequence, for every R > 0,
Moreover, passing again to a subsequence if necessary, we can assume that for every R > 0, Hence, the dominated convergence theorem combined with (7.1) imply that
for all q ′ ∈ (1, ∞). Lemmas 6.5 and 6.8 imply that
for some q ∈ (1, ∞).
We deduce from (7.3) that we can extract a weakly converging subsequence of (
which limit is denoted by L. Since G εn (u n ) → |u| m−1 sgn u a.e. in Q T ,
we have Remark that now we can derive the hypercontractivity estimates in the case m ∈ (1, 3) from inequality (7.5).
We also know that the solution u is nonnegative if u 0 is so.
Passage to the limit as δ → 0. Let u = u δ denote the solution constructed above. We consider
Using (7.5) with s = 0 and p = m + 1 > 1, we get that, for all T > 0,
Hence, there exists a subsequence δ n → 0 such that Hence, we can use [21] once more, and conclude that for all R > 0
Moreover, passing to a subsequence if necessary, we can assume that u n → u for a.e. (t, x) ∈ Q T , where u n denotes u δn . Now Lemmas 6.5 and 6.9 imply that (7.8)
for some q > 1. Hence, we can pass to the limit in the nonlinear term in the weak formulation of equation (5.1).
To complete this proof, notice that inequality (7.7) implies that δ n ∇u n → 0 in L 2 (Q T ).
In particular, δ n QT ∇u n · ∇ϕ dt dx → 0 as n → ∞. We thus conclude that u is a weak solution of (1.1)-(1.2). where ρ η is an even mollifier supported in [−η, η]. Now we can write (∂ t u)ϕ ′ (u)Θ η dτ dx = ∂ t (ϕ(u))Θ η dτ dx = ϕ(u)(ρ η (τ − t + η) − ρ η (τ − s − η)) dτ dx.
Hence, (∂ t u)ϕ ′ (u)Θ η dτ dx → ϕ(u(t, x)) dx − ϕ(u(s, x)) dx.
Moreover,
thanks to the Stampacchia theorem (u ∈ L ∞ (R d ) hence ϕ ′ and ψ locally Lipschitz is enough). Hence , x) )) dx dy dτ where F η is defined as follows
Through an integration by parts, we now get Hence, the Fatou lemma yields (A.1). The proof of the proposition is now complete.
Appendix B. From (6.6) to the boundedness of κ n Consider l n = log κ n and write (6.6) as follows l n+1 ≤ a n + b n l n
