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Abstract
We study the problem of approximating a locally unique solution of an operator equation using New-
ton’s method. The well-known convergence theorem of L.V. Kantorovich involves a bound on the second
Fr5echet-derivative or the Lipschitz–Fr5echet-di7erentiability of the operator involved on some neighborhood of
the starting point. Here we provide local and semilocal convergence theorems for Newton’s method assuming
the Fr5echet-di7erentiability only at a point which is a weaker assumption. A numerical example is provided
to show that our result can apply to solve a scalar equation where the above-mentioned ones may not.
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1. Introduction
In this study we are concerned with the problem of approximating a locally unique solution x∗
of the equation
F(x) = 0; (1)
where F is deCned on an open convex subset D of a Banach space X with values in a Banach
space Y .
The most popular method for generating a sequence approximating x∗ is Newton’s method
xn+1 = xn − F ′(xn)−1F(xn) (n¿ 0) (x0 ∈D): (2)
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Here, F ′(x)∈L(X; Y ) denotes the Fr5echet-derivative of F at the point x∈D [7]. There exists a vast
amount of literature on the convergence of Newton’s method (see, e.g., [2–7] and the references
therein).
In particular, the well-known convergence theorem of L.V. Kantorovich (see Theorems 3, 4 that
follow or [7]) involves a bound on the second Fr5echet derivative of F , or the Fr5echet di7erentiability
on some neighborhood of x0.
There are many real life problems already in the literature [2] where neither of these conditions
holds but Newton’s method still converges to x∗. That is why we provide local and semilocal
convergence theorems for Newton’s method under weaker assumptions than the ones mentioned
above. In particular, we only assume that operator F is continuously Fr5echet-di7erentiable at x= x0,
whereas in the case of the local result, we only assume that F is continuously Fr5echet-di7erentiable
at x = x∗. We Cnally provide three numerical examples, where our results can apply. In particular,
in Example 2, we apply our Theorem 2 to show that we can Cnd solutions of a scalar equation
whereas we may not be able to do the same with earlier results mentioned above.
2. Convergence analysis
We can state and prove the following semilocal convergence theorem for Newton’s method:
Theorem 1. Let F be a continuous operator de3ned on an open convex subset D of a Banach
space X with values in a Banach space Y , and continuously Fr7echet-di8erentiable at some x0 ∈D.
Assume
(a) F ′(x0)−1 ∈L(Y; X );
(b) there exists a parameter 
 such that:
0¡ ‖F ′(x0)−1F(x0)‖6 
: (3)
The hypothesis on the operator F implies: for all ¿ 0 there exists = ()¿ 0 such that
‖F ′(x0)−1(F ′(x)− F ′(x0))‖¡; (4)
whenever
x∈U (x0; ) = {x∈X |‖x − x0‖¡}; (5)
(c) set c0 = (1− )−1 and c = 2c0,[
c2
1− c + c0 + 1
]

¡ (6)
for
∈
(
0;
1
3
)
; (7)
(d) KU (x0; ) ⊆ D.
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Then, Newton’s method {xn} (n¿ 0) generated by (2) is well de3ned, remains in U (x0; ) for
all n¿ 0, and converges to a solution x∗ ∈ KU (x0; ) of equation F(x) = 0. Moreover, the following
error bounds hold for all n¿ 2:
‖xn+1 − xn‖6 cn‖x1 − x0‖6 cn
 (8)
and
‖xn − x∗‖6 c
n
1− c‖x1 − x0‖: (9)
Proof. Newton’s method (2) gives for n= 0 (by (6))
‖x1 − x0‖= ‖F ′(x0)−1F(x0)‖6 
¡: (10)
Hence, we deduce that x1 ∈U (x0; ). It follows from the choice of , (4), and the Banach lemma
on invertible operators [7] that F ′(x1)−1 exists and
‖F ′(x1)−1F ′(x0)‖6 (1− )−1: (11)
Moreover Newton’s method (2) gives for n= 1
x2 − x1 =−F ′(x1)−1F(x1) =−[F ′(x1)−1F ′(x0)]F ′(x0)−1
×
[∫ 1
0
F ′(x0 + t(x1 − x0))− F ′(x0)
]
(x1 − x0) dt; (12)
and by (4), (6) and (10)–(12) we obtain in turn
‖x2 − x1‖6 (1− )−1‖x1 − x0‖6 c0‖x1 − x0‖;
‖x2 − x0‖6 ‖x2 − x1‖+ ‖x1 − x0‖6 (1 + c0)‖x1 − x0‖6 (1 + c0)
¡:
Note also that ‖x0 + t(x1 − x0) − x0‖6 t‖x1 − x0‖6 
¡. That is x2 ∈U (x0; ). Assume that (8)
and xk ∈U (x0; ) hold for all k = 0; 1; 2; : : : ; n− 1. It follows from (4) that F ′(xk)−1 exists, and
‖F ′(xk)−1F ′(x0)‖6 (1− )−1: (13)
By Newton’s method (2), the induction hypotheses, (4), (13) we obtain in turn
xk+1 − xk =−[F ′(xk)−1F ′(x0)]F ′(x0)−1
[∫ 1
0
(F ′(xk−1 + t(xk − xk−1))− F ′(x0))
+ (F ′(x0)− F ′(xk−1))
]
(xk − xk−1) dt;
‖xk−1 + t(xk − xk−1)‖6 (1− t)‖xk−1 − x0‖+ t‖xk − x0‖6 (1− t)+ t= ;
‖xk+1 − xk‖6 2(1− )−1‖xk − xk−1‖= c‖xk − xk−1‖6 ck‖x1 − x0‖;
which shows (8) for all n¿ 0.
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In order for us to complete the induction we need to show that xk+1 ∈U (x0; ). We get
‖xk+1 − x0‖6 ‖xk+1 − xk‖+ ‖xk − xk−1‖+ · · ·+ ‖x2 − x0‖
6 ck‖x1 − x0‖+ ck−1‖x1 − x0‖+ · · ·+ c2‖x1 − x0‖+ c0‖x1 − x0‖+ ‖x1 − x0‖
6
[
1− ck−1
1− c c
2 + c0 + 1
]

¡
(
c2
1− c + c0 + 1
)

¡:
That is, xn ∈U (x0; ) for all n¿ 0.
Let k¿ 2, m¿ 0. Then, we get
‖xk+m − xk‖6 ‖xk+m − xk+m−1‖+ ‖xk+m−1 − xk‖
6 · · ·6 (ck+m−1 + · · ·+ ck)‖x1 − x0‖
=
1− cm
1− c c
k‖x1 − x0‖: (14)
Estimate (14) shows that sequence {xn} (n¿ 0) is Cauchy in a Banach space X and as such
it converges to some x∗ ∈ KU (x0; ) (since KU (x0; ) is a closed set). By letting n→∞ in (2) and
using the continuity of F , we obtain F(x∗) = 0. Estimate (9) follows from (14) by letting m→∞.
Finally, to show uniqueness let x∗; y∗ ∈ KU (x0; ) with F(x∗) = F(y∗) = 0. As before we get x∗ +
t(y∗ − x∗)∈ KU (x0; ). Consider the approximation
0 = F(y∗)− F(x∗) =
∫ 1
0
F ′(x∗ + t(y∗ − x∗))(y∗ − x∗) dt = L(y∗ − x∗):
Since L is invertible, we obtain x∗ = y∗.
This completes the proof of Theorem 1.
We provide an example for Theorem 1.
Example 1. Let X = Y = R, D = [− 1; 1], x0 = 0:04, and deCne function F on D by
F(x) = ex − 1: (15)
Choose =0:19, then we get 
=0:039210561, and c=0:469135802. We can choose any =0:073.
It is simple calculus to show that all hypotheses of Theorem 1 are satisCed. Hence there exists a
solution x∗ of Eq. (15) in U (x0; ) and lim
n→∞ xn = x
∗. Note that x∗ = 0.
In order for us to complete Theorem 1 with Kantorovich’s we Crst show the following stronger
version of Theorem 1.
Theorem 2. Let F , x0, 
 be as in Theorem 1. Moreover, assume: there exists ‘¿ 0 such that
‖F ′(x0)−1[F ′(x)− F ′(x0)]‖6 ‘‖x − x0‖ for all x∈D; (16)
and
h‘ = 2‘
6 2(5− 2
√
6): (17)
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Then the conclusions of Theorem 1 hold for all ∈ I = [0; 1], if KU (x0; ) ⊆ D, for
∈ I0 =
[
c1;

‘
]
; (18)
where
c1 =


1− c (19)
and 0, 1 (06 1) are the zeros of equation
g() = 0; (20)
g() = 62 − (2 + h‘)+ h‘: (21)
Proof. Using (3), (6), (7), and (16) we must have c16 =‘, which reduces to showing g()6 0.
However, this inequality is true by the choices of ,  and (17).
This completes the proof of Theorem 2.
In order for us to compare Theorem 2 (or 1) with Kantorovich’s we include the following theorems
[2,3,7]:
Theorem 3. Let F :X → Y be twice continuously Fr7echet-di8erentiable on some open convex subset
D of X . For a point x0 of D, where F ′(x0)−1 is invertible, set
L1 = sup
x∈D
‖F ′(x0)−1F ′′(x)‖: (22)
If
hL1 = 2
L16 1 (23)
and
U (x0; r∗1 ) ⊆ D
where,
r∗1 =
2

1 +
√
1− hL1
; (24)
then the Newton iterates {xn} (n¿ 0) are well de3ned, remain in U (x0; r∗1 ), and converge to the
only zero x∗ of F(x) = 0 in U (x0; r∗1 ).
Theorem 4. Let F :X → Y be continuously Fr7echet-di8erentiable on some open convex subset D
of X . Assume:
(a) there exists a point x0 ∈D such that
F ′(x0)−1 ∈L(Y; X );
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(b) there exists a Lipschitz constant L¿ 0 such that
‖F ′(x0)−1[F ′(x)− F ′(y)]‖6L‖x − y‖ (25)
for all x; y∈D.(c)
hL = 2
L6 1 (26)
and
U (x0; r∗) ⊆ D;
where r∗ is as r∗1 but with L replacing L1.
Then, the Newton iterates {xn} (n¿ 0) are well de3ned, remain in U (x0; r∗), and converge to
the only zero x∗ of F(x) = 0 in U (x0; r∗).
Remark 1. Comparing (19) with (23) or (26) we see that the latter allow a wider choice for “h”.
However, since ‘6L or ‘6L1 (in general) we see the following advantages of using (19) instead
of (23) or (26):
(1) ‘ is easier to compute than L or L1;
(2) L or L1 imply the existence of ‘ but not vice versa;
(3) L1 cannot be computed in cases where every neighborhood of x0 contains at least a point at
which F is not twice continuously Fr5echet-di7erentiable.
(4) Theorem 3 requires that F is di7erentiable on the whole set D (or at least on U (x0; r∗)), whereas
(16) in Theorem 2 requires the continuously Fr5echet-di7erentiability of F ′(x) at x = x0 only.
(5) hL1=h‘ or hL=h‘ may be arbitrarily large as the following example demonstrates.
Example 2. Let X = Y = R, x0 = 0, and deCne function F on R by
F(x) = p0x + p1 + p2 sin ep3x; (27)
where pi, i= 0; 1; 2; 3, are given parameters. Using (27) it can easily be seen that for p3 large and
p2 suOciently small hL1=h‘ or hL=h‘ may be arbitrarily large. Hence, despite the fact that h‘ is in a
smaller range than hL1 or hL, Theorems 1 and 2 can apply where Theorems 3 and 4 cannot.
We provide the following local convergence theorem for Newton’s method:
Theorem 5. Let F be a continuous operator de3ned on an open convex subset D of a Banach
space X with values in a Banach space Y , and continuously Fr7echet-di8erentiable at a simple zero
x∗ of equation F(x)=0. The hypothesis on F implies that for all ∗¿ 0 there exists ∗=∗(∗)¿ 0
such that
‖F ′(x∗)−1[F ′(x∗)− F ′(x)]‖¡∗; (28)
whenever
x∈U (x∗; ∗):
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Assume:
∗ ∈ (0; 13) ;
x0 ∈ KU (x∗; ∗);
KU (x∗; ∗)⊆D
and set d= 2∗(1− ∗)−1.
Then, Newton’s method {xn} (n¿ 0) generated by (2) is well de3ned, remains in KU (x∗; ∗) for
all n¿ 0 and converges to x∗. Moreover, the following error bounds hold for all n¿ 0:
‖xn+1 − x∗‖6d‖xn − x∗‖ (n¿ 0): (29)
Proof. The proof follows as the one in Theorem 1 using the approximation
xn+1 − x∗=−[F ′(xn)−1F ′(x∗)]
∫ 1
0
F ′(x∗)−1[(F ′(x∗ + t(xn − x∗))− F ′(x∗))
+ (F ′(x∗)− F ′(xn))](xn − x∗) dt: (30)
Remark 2. Condition (28) can be veriCed without actually knowing the solution x∗. Assume operator
F satisCes an autonomous di7erential equation of the form [1,2,7]
F ′(x) = P(F(x)); (31)
where P is a known operator. Then we get F ′(x∗) = P(F(x∗)) = P(0) which is known without
actually knowing x∗. Here is such an example:
Example 3. Let X = Y = R, and deCne F by
F(x) = ex −  ;  ¿ 0: (32)
Choose
P(x) = x +  :
Then (31) is satisCed. Moreover, choose D=U (0; 1),  =1 and ∗=0:3. Then, it can easily be seen
that all hypotheses of Theorem 5 are satisCed for ∗ = 0:1. Hence, the conclusions of Theorem 5
can follow for equation
ex − 1 = 0:
References
[1] I.K. Argyros, A new semilocal convergence theorem using hypotheses on the second Fr5echet-derivative, J. Comput.
Appl. Math. 130 (2001) 369–373.
230 I.K. Argyros / Journal of Computational and Applied Mathematics 155 (2003) 223–230
[2] I.K. Argyros, F. Szidarovszky, The Theory and Applications of Iteration Methods, CRC. Press, Boca Raton, FL, 1993.
[3] A. Galantai, The theory of Newton’s method, J. Comput. Appl. Math. 124 (2000) 25–44.
[4] J.M. Guti5errez, A new semilocal convergence theorem for Newton’s method, J. Comput. Appl. Math. 79 (1997)
131–145.
[5] M.A. Hernandez, Newton’s Raphson’s method and convexity, Zb. Rad. Prirod.-Mat. Fak. Ser. Mat. 22 (1) (1992)
159–166.
[6] Z. Huang, A note on the Kantorovich theorem for Newton iteration, J. Comput. Appl. Math. 47 (1993) 211–217.
[7] L.V. Kantorovich, G.P. Akilov, Functional Analysis, Pergamon Press, Oxford, 1982.
