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a b s t r a c t
In this research, a new numerical method is applied to investigate the nonlinear controlled
Duffing oscillator. This method is based on the radial basis functions (RBFs) to approximate
the solution of the optimal control problem by using the collocation method. We apply
Legendre–Gauss–Lobatto points for RBFs center nodes in order to use the numerical
integration method more easily; then the method of Lagrange multipliers is used to obtain
the optimum of the problems. For this purpose different applications of RBFs are used. The
differential and integral expressions which arise in the dynamic systems, the performance
index and the boundary conditions are converted into some algebraic equations which can
be solved for the unknown coefficients. Illustrative examples are included to demonstrate
the validity and applicability of the technique.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
1.1. Introduction of the problem
Optimal control problems arise in a wide variety of disciplines. Apart from traditional areas such as aerospace
engineering, robotics and chemical engineering, the optimal control theory has also been used with great success in areas
as diverse as economics to biomedicine and other areas of science and has received considerable attention of researchers.
Highly accurate solutions are needed to resolve the optimal control vector in the numerical solution of optimal control
problems involving nonlinear dynamical systems. However, serious analytical and numerical difficulties, such as the
accumulation of roundoff truncation errors, need to be overcome before optimal control approaches find widespread
practical implementation, especially for nonlinear optimal control problems.
In recent years there has been much interest in the use of spectral methods for the solution of nonlinear physical and
engineering problems. The main thrust of spectral methods has been inhibited due to their lack of application to controlled
nonlinear dynamical systems. The controlled nonlinear Duffing oscillator is known to describe many important oscillating
phenomena in some nonlinear physical and engineering systems [1–3]
J = 1
2
 0
−T
U2(τ )dτ , (1)
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subject to
X¨(τ )+ δX˙(τ )+ ω2X(τ )+ ϵX3(τ ) = f cos(ατ)+ U(τ ), −T ≤ τ ≤ 0, (2)
where T is known, ω is the stiffness parameter, δ ≥ 0 is the viscous damping coefficient, f and α are the amplitude and
frequency of the external input, respectively. Also the initial and boundary conditions are
X(−T ) = x0, X(0) = 0, (3)
X˙(−T ) = x1, X˙(0) = 0. (4)
The classical Duffing’s equation was first introduced to study electronics and was published by Duffing in 1918 [4]. It is the
simplest oscillator displaying catastrophic jumps of amplitude and phase when the frequency of the forcing term is taken
as a gradually changing parameter. The Duffing equation has wide applications in signal processing [5], the propagation of
extremely short electromagnetic pulses in a nonlinear medium [6,7], brain modeling [8], fuzzy modeling and the adaptive
control of uncertain chaotic systems [9,10].
In classical development, it is well known that the variational method of optimal control theory, which typically consists
of the calculus of variations and Pontryagin’s methods [11], can be used to derive a set of necessary conditions that must be
satisfied by an optimal control law and its associated state-control equations. These necessary optimality conditions lead to
a (generally nonlinear) two-point boundary-value problem (2PBVP) that must be solved to determine an explicit expression
for the optimal control. Except in some special cases, it is difficult to obtain the solution of this 2BVP and in some cases it
is not practical to obtain it. In general, the solution of these distinct problems requires different numerical methods which
will increase the computational time and effort.
Vlassenbroeck and Van Dooren [3] introduced a direct method for the controlled Duffing oscillator. In Vlassenbroeck
et al. the state and control variables, the system dynamics, and the boundary conditions expanded in Chebyshev series of
ordermwith unknown coefficients. In order to approximate the integral in the performance index, a summation of orderm1
was used, and in order to compute the integrand in the performance index, a summation of order N > m1 was employed.
Consequently, a rather complicated system of nonlinear equations have to be solved, for the unknowns, by some kind of
iterative method.
A pseudospectral collocation method for solving the nonlinear controlled Duffing oscillator is presented in [12]. This
approach is based on the idea of relating Legendre–Gauss–Lobatto collocation points to the structure of orthogonal
polynomials.
Elnagar and Khamayseh [13] presented an alternative computationalmethod for solving the controlled Duffing oscillator.
Their approach drew upon the power of well-developed nonlinear programming techniques and computer codes to
determine the optimal solutions of nonlinear systems. Central to the idea was a proper choice of trial functions, and the
distribution of the collocation points is crucial to the accuracy of the solution. Thus, they constructed the Mth-degree
interpolating polynomial using Chebyshev nodes as the collocation points and Lagrange polynomials as the trial functions
to approximate the state and the control vectors.
El-Kady and Elbarbary [14] used Chebyshev polynomials for solving controlled Duffing oscillator. In [14], the control and
state variables are approximated by Chebyshev series of different orders. The system dynamics, boundary conditions and
performance index are approximated by using an explicit formula for the Chebyshev polynomials in terms of arbitrary order
of their derivatives and a large system of nonlinear equations have to be solved.
Recently, Marzban and Razzaghi [15] have introduced an alternative computational method for solving the controlled
Duffing oscillator. This method consists of reducing the controlled Duffing oscillator problem to a set of algebraic equations
by expanding the second derivative of the state vector X¨(τ ) and the control vector U(τ ) as hybrid functions with unknown
coefficients. These hybrid functions are consist of block-pulse functions and Legendre polynomials.
More recently, Lakestani et al. [16] have presented an alternative computationalmethod for solving the controlledDuffing
oscillator. Theirmethod consists of reducing the controlledDuffing oscillator problem to a set of algebraic equations by using
compactly supported linear B-spline wavelets, specially constructed for the bounded interval.
In this paper, a new computational method based on radial basis functions (RBFs) is introduced to solve the controlled
Duffing oscillator. In this regard, in order to simplify the numerical integration method the Legendre–Gauss–Lobatto points
for RBFs center nodes are applied, then the Lagrange multipliers method is employed to obtain optimum of the problem.
1.2. Introduction of the radial basis functions
The interpolation of data on scattered points, like those obtained by mesh based schemes, such as the boundary element
method (BEM) and the finite element method (FEM) is a current problem. Conventional methods such as polynomial and
spline interpolations have been handled to a comprehensive range of engineering problems. Alternatively, a radial basis
functions (RBFs) interpolation can be applied for such a purpose.
RBFs was first studied by Roland Hardy, an Iowa State geodesist, in 1968. This method allows scattered data to be easily
used in computations. An extensive study of interpolation methods available at the time was conducted by Franke [17], and
concluded that RBFs interpolations were the most accurate techniques evaluated. The theory of RBFs has originated as a
means to prepare a smooth interpolation of a discrete set of data points. The concept of using RBFs for solving DEs was first
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Table 1
Some well-known functions that generate RBFs
(r = ∥x− xi∥ = ri), c > 0.
Name of functions Definition
Multiquadrics (MQ)
√
r2 + c2
Inverse multiquadrics (IMQ) 1/(
√
r2 + c2)
Gaussian (GA) exp(−c2r2)
Inverse quadrics 1/(r2 + c2)
introduced by Kansa [18,19] who directly collocated the radial basis functions for the approximate solution of differential
equations. However, in recent years RBFs have been extensively researched and applied in a wider range of analysis. Partial
differential equations (PDEs) and ordinary differential equations (ODEs) have been solved using RBFs with recent work
[20–42].
Recently, Kansa’s method has been extended to solve various ordinary and partial differential equations including
the nonlinear Klein–Gordon equation [24], regularized long wave (RLW) equation [28], high order ordinary differential
equations [43], the case of heat transfer equations [27], Hirota–Satsuma coupled KdV equations [44], second-order parabolic
equation with nonlocal boundary conditions [45], Second-order hyperbolic telegraph equation [46], one-dimensional wave
equationwith an integral condition [47], Lane–Emden-type equations [48], two-dimensional reaction–diffusion Brusselator
system [49], nonhomogeneous Cauchy problems [50] and so on. An RBFΦ(∥X−Xi∥) : R+ −→ R depends on the separation
between a field point X ∈ Rd and the data centers Xi, for i = 1, 2, . . . ,N , and N data points. The interpolants are classed as
radial due to their spherical symmetry around centers Xi, where ∥.∥ is the Euclidean norm. The most known smooth RBFs
are listed in Table 1 where r = ∥X − Xi∥ and c is a free positive parameter, often referred to as the shape parameter, to
be specified by the user. The shape parameter c within the Gaussian (GA) and multiquadric RBFs requires fine tuning and
can dramatically alter the quality of the interpolation. Too large or too small shape parameter c make the GA too flat or
too peaked. Despite many studies conducted to find algorithms for selecting the optimum values of c [51–55], the optimal
choice of shape parameter is an open problem which is still under intensive investigation.
In the cases of inverse quadratic, inversemultiquadric (IMQ) and Gaussian (GA), the coefficientmatrix of RBFs interpolate
is positive definite and also, it has one positive eigenvalue and the remaining ones are all negative formultiquadric (MQ) [56].
The recent books and paper written by Buhmann [57,58] andWendland [59] also provide helpful details about RBFs and
their convergence rate.
In the current paper, we use the Gaussian (GA) radial basis functions to find the solution of the main problem. Also, to
simplify the solution, we use the GA-RBF with Legendre–Gauss–Lobatto nodes as collocation nodes {xj}Nj=0.
This paper is arranged as follows. In Section 2, we present a brief formulation of the problem. In Section 3, we describe the
properties of radial basis functions. In Section 4, the Legendre–Gauss–Lobatto nodes andweights are described. In Section 5,
the collocation method based on RBFs is applied to solve the problem. In Section 6, we report our numerical findings and
show the accuracy of the proposed method. The conclusions are discussed in the final Section.
2. The exact solution of controlled linear oscillator
Consider the optimal control problem of a linear oscillator given in [3,12,14]
J = 1
2
 0
−T
U2(τ )dτ , (5)
subject to
X¨(τ )+ ω2X(τ ) = U(τ ), −T ≤ τ ≤ 0, (6)
where T is known, with
X(−T ) = x0, X(0) = 0,
X˙(−T ) = x1, X˙(0) = 0. (7)
Eqs. (6)–(7) are equivalent to
X˙1(τ ) = X2(τ ), X˙2(τ )+ ω2X1(τ ) = U(τ ), (8)
X1(−T ) = x0, X1(0) = 0, (9)
X2(−T ) = x1, X2(0) = 0. (10)
The problem is to find the control vector U(τ ) which minimizes Eq. (5) subject to Eqs. (8)–(10). The exact solution of the
controlled linear oscillator can be obtained by applying Pontryagin’s maximum principle [11]
X1(τ ) = 12ω2 [A1ωτ sin(ωτ)+ A2(sin(ωτ)− ωτ cos(ωτ))],
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X2(τ ) = 12ω [A1(sin(ωτ + ωτ cos(ωτ)))+ A2ωτ sin(ωτ)],
U(τ ) = A1 cos(ωτ)+ A2 sin(ωτ),
J = 1
8ω
[2ωT (A21 + A22)+ (A21 − A22) sin(2ωT )− 4A1A2 sin2(ωτ)], (11)
where
A1 = 2ω[x0ω
2T sin(ωT )− x1(ωT cos(ωT )− sin(ωT ))]
ω2T 2 − sin2(ωT ) ,
A2 = 2ω
2[x1T sin(ωT )+ x0(sin(ωT )+ ωT cos(ωT ))]
ω2T 2 − sin2(ωT ) .
3. Radial basis functions
3.1. Definition of the radial basis functions
Let R+ = {x ∈ R, x ≥ 0} be the non-negative half-line and let φ : R+ → R be a continuous function with φ(0) ≥ 0. A
radial basis function on Rd is a function of the form
φ(∥X − Xi∥),
where X, Xi ∈ Rd and ∥.∥ denotes the Euclidean distance between X and Xis. If one chooses N points {Xi}Ni=1 in Rd then by
custom
s(X) =
N
i=1
λiφ(∥X − Xi∥); λi ∈ R,
is called a radial basis function as well [60].
The standard radial basis functions are categorized into two major classes [44].
Class 1. Infinitely smooth RBFs [44,47].
These basis functions are infinitely differentiable and heavily depend on the shape parameter c e.g. Hardy multiquadric
(MQ), Gaussian(GA), inverse multiquadric (IMQ), and inverse quadric (IQ) (see Table 1).
Class 2. Infinitely smooth (except at centers) RBFs [44,47].
The basis functions of this category are not infinitely differentiable. These basis functions are shape parameter free and
have comparatively less accuracy than the basis functions discussed in the Class 1. such as, thin plate spline, etc [44].
3.2. RBFs interpolation
The one dimensional function y(x) can be approximated by an RBF as
y(x) ≈ yN(x) =
N
i=1
λiφi(x) = ΦT (x)Λ, (12)
where
φi(x) = ϕ(∥x− xi∥),
ΦT (x) = [φ1(x), φ2(x), . . . , φN(x)],
Λ = [λ1, λ2, . . . , λN ]T , (13)
x is the input and {λi}Ni=1 are the set of coefficients that must be determined. By choosing N interpolation nodes {xi}Ni=1, we
can approximate the function y(x).
yj =
N
i=1
λiφi(xj), j = 1, 2, . . . ,N.
To summarize the discussion on coefficient matrix, we define:
AΛ = Y,
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where
Y = [y1, y2, . . . , yN ]T ,
A = [ΦT (x1),ΦT (x2), . . . ,ΦT (xN)]T ,
=

φ1(x1) φ2(x1) . . . φN(x1)
φ1(x2) φ2(x2) . . . φN(x2)
...
...
. . .
...
φ1(xN) φ2(xN) . . . φN(xN)
 . (14)
Note that φi(xj) = ϕ(∥xj − xi∥); therefore we have φi(xj) = φj(xi), then A = AT .
The infinitely smooth RBFs choices listed in Table 1 give coefficient matrices A in Eq. (14) which are symmetric and
nonsingular [56], i.e. there is an unique interpolant of the form Eq. (12) no matter how the distinct data points are scattered
in any number of space dimensions. In the cases of inverse quadratic, inverse multiquadric (IMQ), hyperbolic secant (sech),
Gaussian (GA), the matrix A is positive definite and, for multiquadric (MQ), it has one positive eigenvalue and the remaining
ones are all negative [56].
4. Legendre–Gauss–Lobatto nodes and weights
LetHN [−1, 1] denote the space of algebraic polynomials of degree≤ N
⟨Pi, Pj⟩ = 22j+ 1δij. (15)
Here, ⟨., .⟩ denotes the usual L2[−1, 1] inner product and {Pi}i≥0 are the well-known Legendre polynomials of order i, which
are orthogonal with respect to the weight function w(x) = 1 on the interval [−1, 1], and satisfy the following recursive
formulas:
P0(x) = 1, P1(x) = x,
Pi+1(x) =

2i+ 1
i+ 1

xPi(x)−

i
i+ 1

Pi−1(x), i = 1, 2, 3, . . . .
Next, we let {xj}Nj=0 as:
(1− x2j )P˙N(xj) = 0,
−1 = x0 < x1 < x2 < · · · < xN = 1, (16)
where P˙N(x) is a derivative of PN(x). No explicit formula for the nodes {xj}N−1j=1 is known. However, they are computed
numerically using the existing subroutines [61,62]. Now, we assume f ∈ H2N−1[−1, 1], we have 1
−1
f (x)dx ≃
N
j=0
ωjf (xj) = IG(f ), (17)
where ωj are the Legendre–Gauss–Lobatto weights, given in [63]
ωj = 2N(N + 1) ×
1
(PN(xj))2
. (18)
5. Solving the controlled nonlinear Duffing oscillator
At first, we use the following transformations to convert the interval [−T , 0] to [−1, 1], then we use the numerical
integration method, given in Eq. (17)
t = 1+ 2
T
τ . (19)
Therefore, the optimal control problem can be restated as follows
4
T 2
X¨(t)+ 2
T
δX˙(t)+ ω2X(t)+ ϵX3(t) = f cos(αt)+ U(t), −1 ≤ t ≤ 1, (20)
with boundary conditions
X(−1) = x0, X(1) = 0, (21)
X˙(−1) = T
2
x1, X˙(1) = 0. (22)
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Now, the problem is to find the optimal control U(t) that minimizes the following cost functional:
J = T
4
 1
−1
U2(t)dt. (23)
In order to solve the problem, we approximate X(t) and U(t) by RBFs as:
X(t) ≃ XN(t) =
N
k=0
λ
[1]
k φ(∥t − tk∥), (24)
U(t) ≃ UN(t) =
N
k=0
λ
[2]
k φ(∥t − tk∥), (25)
where φ(∥t − ti∥) = e−c2(t−ti)2 ,−1 ≤ ti ≤ 1 and i = 0, 1, . . . ,N − 1,N .
Center nodes {ti}Ni=0 are chosen as:
(1− t2i )P˙N(ti) = 0,
−1 = t0 < t1 < t2 < · · · < tN = 1, (26)
where P˙N(t) is the derivative of PN(t). We define residual functions Res(t) by substituting Eq. (24), and (25) in Eq. (20)
Res(t) = 4
T 2
d2
dt2
XN(t)+ 2δT
d
dt
XN(t)+ ω2XN(t)+ ϵX3N(t)− f cos(αt)− UN(t). (27)
The boundary conditions of the problem are obtained as
XN(−1) ≈ x0,
XN(1) ≈ 0,
d
dt
XN(t) |t=−1 ≈ T2 x1,
d
dt
XN(t) |t=1 ≈ 0.
(28)
Then, we use N + 1 collocation nodes which are the same as the number of center nodes. Subsequently, a set of nonlinear
algebraic equations is constructed by using Eq. (27) together with the conditions in Eq. (28)
Fi = Res(ti) = 4T 2
d2
dt2
XN(ti)+ 2δT
d
dt
XN(ti)+ ω2XN(ti)+ ϵX3N(ti)− f cos(αti)− UN(ti), (29)
where i = 0, 1, . . . ,N − 1,N and also we have
FN+1 = XN(−1)− x0,
FN+2 = XN(1),
FN+3 = ddt XN(t) |t=−1−
T
2
x1,
FN+4 = ddt XN(t) |t=−1 .
(30)
Next we approximate the cost functional Eq. (23) as
J = T
4
 1
−1
U2N(t)dt, (31)
≈ T
4
M1
r=0
ωrU2N(tr), (32)
where {tr}M1r=0 are given in Eq. (16) and alsoωr is given in Eq. (18). Thus, the optimal control problem is reduced to a parameter
optimization problem which is stated as follows.
Find Λ[1] = {λ[1]0 , λ[1]1 , . . . , λ[1]N } and Λ[2] = {λ[2]0 , λ[2]1 , . . . , λ[2]N } which minimize Eqs. (29), (30) and (32). To find Λ[1]
andΛ[2], we define
L(Λ[1],Λ[2],Γ [1]) = J +
N+4
k=0
γkFk, (33)
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Table 2
Estimated and exact values of X(τ ) and U(τ ) for N = 10 and 15 of Example 1.
X(τ ) U(τ )
τ N = 10 N = 15 Exact N = 10 N = 15 Exact
−2.0 0.50000000 0.50000000 0.50000000 0.48758907 0.48896678 0.48896700
−1.5 0.26277013 0.26277310 0.26277310 0.54951140 0.54918928 0.54918927
−1.0 0.09285795 0.09285787 0.09285787 0.47496222 0.47495086 0.47495085
−0.5 0.01406189 0.01405957 0.01405957 0.28418112 0.28442789 0.28442790
0.0 0.00000000 0.00000000 0.00000000 0.02520254 0.02426723 0.02426707
where Γ [1] = {γ0, γ1, . . . , γN+4} are Lagrange multipliers. The necessary conditions for a minimization problem are
∂L
∂λ
[1]
k
= 0, k = 0, 1, . . . ,N, (34)
∂L
∂λ
[2]
k
= 0, k = 0, 1, . . . ,N, (35)
∂L
∂γk
= Fk = 0, k = 0, 1, . . . ,N + 4. (36)
Eqs. (34)–(36) produce a system of nonlinear algebraic equations which can be solved by a mathematical software for the
unknowns Λ[1], Λ[2] and Γ [1]. Although, it is worth mentioning that it is too difficult to solve this system of nonlinear
equations even by Newton’s method. The main difficulty with such a system is, how we can choose initial guess to handle
Newton’s method; in other words, how many solutions the system of nonlinear equations admit. We think the best way
to discover a proper initial guess (or initial guesses) is to solve the system analytically for very small N (by using symbolic
software programs such as Mathematica or Maple), and then we can find proper initial guesses, particularly multiplicity of
solutions of such system. This action has been done by starting from proper initial guesses with the maximum number of
ten iterations.
6. The numerical results
In order to illustrate the performance of the RBFs method in solving the controlled nonlinear Duffing oscillator and
justify the accuracy and efficiency of the method presented in this research, we consider the following examples. In all
examples, we use the Gaussian (GA) RBF for c = 1 and various values of N . The numerical implementation is carried out in
microsoft.maple.13, with hardware configuration: desktop Intel Core 2 Duo CPU, 4 GB of RAM.
6.1. Example 1
Consider Eqs. (1)–(3) with
ω = 1, T = 2, ϵ = 0, f = 0, δ = 0,
α = 0.5, x0 = 0.5, x1 = −0.5 (37)
which have the exact solutions
X(τ ) = sin(2)+ 2 cos(2)
2(4− sin2(2)) τ sin(τ )+
2 cos(2)− sin(2)
2(4− sin2(2)) (sin(τ )− τ cos(τ )),
U(τ ) = 2 cos(2)− sin(2)
4− sin2(2) sin(τ )+
sin(2)+ 2 cos(2)
4− sin2(2) cos(τ ). (38)
In Table 2, a comparison is made between the values of X(τ ) and U(τ ) using the present method for N = 10 and 15, the
exact solutions in the standard case Eq. (37) for−2 ≤ τ ≤ 0.
In Table 3, a comparison is made between the present method for N = 4, 6, 8, . . . , 18, 20 together with the solution
obtained by Dooren and Vlassenbroeck [3], the Legendre Pseudospectral method [12] and the Chebyshev Pseudospectral
method [13] for the controlled linear oscillator and the exact solution.We report the absolute errors (|Jexact− Jimplicit |), where
Jimplicit is obtained from the presentmethod, Jexact is the exact solution of the problem in Eq. (11), ∥Res(τ )∥2 and the CPU time
(s), which represents the time required to attain such precision. As N increases, the absolute errors (|Jexact − Jimplicit |) and
∥Res(τ )∥2 decrease significantly and the results will rapidly tend to the exact values. This table illustrates that the present
method has a good convergence rate.
The solutions are presented graphically in Fig. 1. In Fig. 1 we compared the present method and exact solution of X(τ )
and U(τ ). The absolute errors (|Xexact(τ )−Ximplicit(τ )|) and (|Uexact(τ )−Uimplicit(τ )|) are presented graphically in Fig. 2(a),(b)
respectively. These figures show the decreasing absolute error by the collocation method based on the GA-RBF.
Finally, the phase portrait behavior of the controlled Duffing oscillator is shown in Fig. 3.
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Table 3
Estimated and exact values of J for Example 1.
Methods J |Jimplicit − Jexact | ∥Res(τ )∥2 CPU time (s)
Method of [3]
M = 4.0 0.184917
M = 7.0 0.18485854
M = 10 0.1848585424
Legendre pseudospectral method [12]
M = 4.0 0.184871
M = 6.0 0.184858554
M = 8.0 0.1848585424
Chebyshev pseudospectral method [13]
M = 5.0 0.18485871
M = 6.0 0.1848585424
Present method
N = 4.0 0.223031934020577 3.81733e−02 6.02e−02 0.406
N = 6.0 0.186100046239558 1.24150e−03 7.70e−03 0.468
N = 8.0 0.184867276203868 8.73384e−06 6.01e−04 0.546
N = 10 0.184858593684025 5.13202e−08 3.69e−05 0.577
N = 12 0.184858542491256 1.27481e−10 1.71e−06 0.640
N = 14 0.184858542364041 2.66488e−13 9.09e−08 0.687
N = 16 0.184858542363774 3.21039e−16 2.65e−09 0.795
N = 18 0.184858542363774 3.16185e−19 6.61e−11 0.873
N = 20 0.184858542363774 2.21955e−22 1.47e−12 0.967
Exact 0.184858542363774
Fig. 1. Graph of numerical approximates X(τ ) and U(τ ) by using the Gaussian RBF and an exact solution with N = 15 for Example 1.
6.2. Example 2
Consider Eqs. (1)–(3) with
ω = 0.7, T = 25, ϵ = 0, f = 1, δ = 0.2,
α = 2, x0 = 2, x1 = −2. (39)
Since there is no exact solution of this example, we show the convergency of the RBFs method by using the residual
error norm in Table 5 and Fig. 5. The table and figure show that the RBFs method is an accurate method for solving this
problem. In Table 4, a comparison is made between the values of X(τ ) and U(τ ) using the presentmethod inN = 14, 17, 20
for −25 ≤ τ ≤ 0. In Table 5, we report (Jimplicit ) for the controlled nonlinear oscillator, where Jimplicit is obtained from the
present method for N = 10, 12, . . . , 18, 20. The solutions are presented graphically in Fig. 4. Also, the residual functions
Res(τ ) are presented graphically in Fig. 5. Finally, the phase portrait behavior of the controlled Duffing oscillator is shown
in Fig. 6.
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(a) Absolute error of X(τ ).
(b) Absolute error of U(τ ).
Fig. 2. Graph of the absolute error between the GA-RBF solution and the exact solution of X(τ ) and U(τ )with N = 15 for Example 1.
Table 4
Estimated values of X(τ ) and U(τ ) for N = 14, 17 and 20 of Example 2.
τ X(τ ) U(τ )
N = 14 N = 17 N = 20 N = 14 N = 17 N = 20
−25 2.00000000 2.00000000 2.00000000 −0.01003639 −0.01082365 −0.01080628
−20 −0.54952497 −0.54946175 −0.54945952 0.02019462 0.02025857 0.02025604
−15 2.14035650 2.14037525 2.14038178 −0.03409742 −0.03396664 −0.03397531
−10 2.28370969 2.28343598 2.28344244 0.05096086 0.05120262 0.05119398
−5 0.39749187 0.39729546 0.39729639 −0.06797934 −0.06775068 −0.06775186
0 0.00000000 0.00000000 0.00000000 0.071871100 0.07270446 0.07272936
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Fig. 3. Phase portrait of the controlled Duffing oscillator with N = 15 for Example 1. T = 2 (Black), T = 5 (Blue), T = 10 (Cyan), T = 15 (Red), and
T = 20 (Green). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Table 5
Estimated values of J for Example 2.
N J ∥Res(τ )∥2 CPU time (s)
10 0.041671380723755 2.87e−03 0.593
12 0.032301910331246 1.66e−03 0.671
14 0.032288596461730 1.95e−04 0.718
16 0.032287080276060 1.93e−06 0.827
18 0.032287052748995 3.81e−07 1.014
20 0.032287052713585 1.02e−09 1.123
Table 6
Estimated values of X(τ ) and U(τ ) for N = 13, 14 and 15 of Example 3.
τ X(τ ) U(τ )
N = 13 N = 14 N = 15 N = 13 N = 14 N = 15
−5 1.00000000 1.00000000 1.00000000 0.32504074 0.32825552 0.33025768
−4 0.06421073 0.06422713 0.06422568 0.16391774 0.16293815 0.16299639
−3 −0.28626772 −0.28624338 −0.28624233 −0.21192495 −0.21308116 −0.21307268
−2 −0.19948612 −0.19947263 −0.19946567 −0.51147270 −0.51221989 −0.51244984
−1 −0.04351429 −0.04350950 −0.04350536 −0.55008328 −0.55047293 −0.55064934
0 0.00000000 0.00000000 0.00000000 −0.30255554 −0.30061369 −0.30189402
6.3. Example 3
Consider the nonlinear case of Eqs. (1)–(3) with
ω = 0.7, T = 5, ϵ = 1, f = 0.5, δ = 0.2, α = 1,
x0 = 1, x1 = −1. (40)
Since there is no exact solution of this problem, we show the convergency of the RBFs method by using the residual error
norm in Table 7 and Fig. 8. In Table 6, a comparison is made between the values of X(τ ) and U(τ ) using the present method
in N = 13, 14 and 15 for −5 ≤ τ ≤ 0. In Table 7, we report (Jimplicit ) for the controlled nonlinear oscillator, where Jimplicit
is obtained from the present method for N = 10, 12, . . . , 18, 20. The solutions are presented graphically in Fig. 7. Also, the
residual functions Res(τ ) are presented graphically in Fig. 8. Finally, the phase portrait behavior of the controlled Duffing
oscillator is shown in Fig. 9.
7. Conclusions
In this research, some new ideas have been represented for optimal linear and nonlinear control design of the nonlinear
controlled Duffing oscillator system. We proposed a numerical method based on radial basis functions for solving the
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(a) X(τ ).
(b) U(τ ).
Fig. 4. Graph of numerical approximates X(τ ) and U(τ ) by using the Gaussian RBF and the exact solution with N = 15 for Example 2.
Table 7
Estimated values of J for Example 3.
N J ∥Res(τ )∥2 CPU time (s)
10 0.382404639075082 6.32e−03 4.103
12 0.382393141318598 1.31e−03 7.144
14 0.382390057527092 1.54e−04 13.868
16 0.382389694236828 5.71e−05 22.230
18 0.382389692004907 1.39e−05 32.510
20 0.382389691680160 9.92e−07 49.202
optimal control of a nonlinear controlled Duffing oscillator. The controlled nonlinear Duffing oscillator is known to describe
many important oscillating phenomena in some nonlinear physical and engineering systems. RBFs are simple and practical
methods to approximate functions. One of the main advantages of RBFs is that, they can work with different distribution
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Fig. 5. Graph of Res(τ ) by the GA-RBF solution with N = 20 of Example 2.
Fig. 6. Phase portrait of the controlled Duffing oscillator with N = 20 for Example 2.
Table 8
The residual norms and error Jimplicit − Jexact of the RBFmethod
for some values of shape parameter when N = 20 in Example
1.
c ∥Res(τ )∥2 Jimplicit − Jexact
2.0 5.38e−06 8.6489e−12
1.8 6.38e−07 3.5710e−13
1.6 5.45e−08 9.0020e−15
1.4 3.10e−09 9.4078e−17
1.2 1.02e−10 3.2851e−19
1.0 1.47e−12 2.2196e−22
0.8 3.21e−15 2.1519e−26
0.6 2.75e−17 2.6334e−30
0.4 8.68e−20 6.4889e−36
0.2 6.89e−25 1.0036e−43
0.1 1.14e−28 9.4258e−38
0.05 1.01e−34 6.2837e−28
0.01 1.48e−48 5.2965e−17
of points. In Fig. 10, we solve the above-mentioned examples by using tree different case of center nodes, Legendre nodes,
Chebyshev nodes, and uniform distribution nodes. These figures show that by increasing N , the value of ∥Res(τ )∥2 that is
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Fig. 7. Graph of numerical approximates X(τ ) and U(τ ) by using the Gaussian RBF and the exact solution with N = 15 for Example 3.
Fig. 8. Graph of Res(τ ) by the GA-RBF solution with N = 15 of Example 3.
Table 9
The residual norms and the values Jimplicit of the RBF method
for some values of the shape parameter when N = 20 in
Example 2.
c ∥Res(τ )∥2 Jimplicit
2.0 1.02e−05 0.03228705698305711865
1.8 2.19e−06 0.03228705244385156088
1.6 3.86e−07 0.03228705247835788099
1.4 2.03e−07 0.03228705269054206644
1.2 8.20e−09 0.03228705271345494651
1.0 1.02e−09 0.03228705271358529115
0.8 5.77e−09 0.03228705271403483624
0.6 1.37e−08 0.03228705271388723607
0.4 1.66e−08 0.03228705271614747252
0.2 1.60e−09 0.03228705362768460814
0.1 2.05e−18 0.03228952341489231153
0.05 5.46e−21 0.03253877886306246238
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Fig. 9. Phase portrait of the controlled Duffing oscillator with N = 15 for Example 3.
Table 10
The residual norms and the values Jimplicit of the RBF method
for some values of the shape parameter when N = 20 in
Example 3.
c ∥Res(τ )∥2 Jimplicit
2.0 1.40e−05 0.38238969180228517602
1.8 1.64e−05 0.38238969170247629936
1.6 1.11e−05 0.38238969166401008697
1.4 6.01e−06 0.38238969167787583912
1.2 2.72e−06 0.38238969168831772034
1.0 9.92e−07 0.38238969168016052849
0.8 4.35e−07 0.38238969166683519258
0.6 1.21e−07 0.38238969166607312423
0.4 8.87e−08 0.38238969167142410241
0.2 3.12e−08 0.38238969167435277102
0.1 1.91e−08 0.38238969167972112307
obtained by using Legendre nodes as the center nodes, decreases rapidly, and also this case has a good convergence rate. We
convert the main problem to a set of nonlinear equations by expanding the candidate function with unknown coefficients;
then the method of Lagrange multipliers is used to solve the problem.
Tables 8–10 are considered to illustrate the effect of the shape parameter c on RBF solutions. In these tables, the effect of
shape parameter c on ∥Res(τ )∥2 and the value of J is shown. The shape parameter c should be chosen to reduce the value
of ∥Res(τ )∥2 and also the minimum value of J . From Table 8, it can be seen that if the shape parameter is selected in the
interval (0.2, 1), we have ∥Res(τ )∥2 < 10−10 and also Jimplicit and Jexact are equal to 22 decimal positions. In addition, Table 9
shows that if the shape parameter is selected in the interval (0.2, 1.6), we have ∥Res(τ )∥2 ≤ 10−7, and also in this interval,
the value of J does not change and correct to 9 decimal positions; Jimplicit ≃ 0.032287052. Finally, from Table 10 it can be
seen that if the shape parameter c is selected in the interval (0.1, 1.4), we have ∥Res(τ )∥2 ≤ 10−6 and also in this interval,
the value of J does not change and correct to 9 decimal positions; Jimplicit ≃ 0.382389691.
The given examples show that using the present approach leads to acceptable results in comparison with different
approximation methods. Finally, we note that the proposed method can be applied to a large class of nonlinear and chaotic
systems [64–72].
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(a) Example 1.
(b) Example 2.
(c) Example 3.
Fig. 10. The RBF solution by using tree different case of center nodes, Legendre nodes, Chebyshev nodes and uniform distribution nodes.
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