In this paper we address an optimisation problem arising from city logistics. The focus lies on a two-level transportation system to deliver goods to customers within densely populated areas. The optimisation problem called the Two-Echelon Vehicle Routing Problem seeks to produce vehicle itineraries to deliver goods to customers with transit through intermediate facilities. A local-search metaheuristic based on the principle of destroy and repair of a Large Neighbourhood Search is developed and implemented to find high quality solutions within limited computing time. For future reference we resolve confusion with inconsistent versions of benchmark instances by explaining their differences and provide all of them online. The proposed algorithm is tested with those instances. It is able to find the currently best known solutions or better ones for 95% of the benchmark instances. The computational experiments show that this simple method achieves excellent solutions for the problem within short computing times.
Introduction
In areas of dense population the traffic of vehicles is a major nuisance. Trucks are disturbing peoples' well-being by emission of noise and air pollution. As the amount of goods in transit increases, a proper planning of road networks and facility locations becomes critical to mitigate congestion in densely populated areas.
To face these challenges, algorithmic tools have been developed to further optimise city logistics at several levels: considering traffic regulation, itineraries and network design choices. A main goal of city logistics has to be boosting the efficiency of transporting goods from suppliers to customers, which can be tackled on different planning horizons: On an operational level it is important to find efficient itineraries for the available vehicles from day to day, e.g. reducing the travelled distance. On a tactical level the overall fleet size, vehicle dimensions, capacities and characteristics are of interest. Larger trucks are more efficient in terms of cost per shipped quantity, whereas smaller vehicles are more desirable in city centres: they emit less noise, and only need smaller parking spots. The clever selection of locations for production sites, warehouses, and freight terminals is a typical strategic decision.
In this article we consider the problem of jointly determining good routes to deliver goods to customers, and choosing the locations of intermediate facilities, in which goods can be exchanged from large vehicles to smaller city freighters. This problem is challenging, due to the combination of these two families of combinatorial decisions.
To address this problem we propose a simple heuristic method, which relies on local search procedures. It follows the basic principle of Large Neighbourhood Search (LNS): ruin and recreate. It has the advantage to remain conceptually simple while fast, exploiting well-known neighbourhood moves and a new strategy for the closing of intermediate facilities. In contrast to other methods in this field, it uses a limited set of operators and produces solutions of excellent quality in limited time. Extensive computational experiments on many instances highlight the quality of the performance of the algorithm. We hope this paper will contribute to pushing research further to solving more realistic city logistic delivery problems in two-tiered set-ups.
The paper is organised as follows. The Two-Echelon Vehicle Routing Problem (2E-VRP) is described in Section 2 and an overview of the related literature is given in Section 3. A mathematical formulation is presented in Section 4. Section 5 describes the proposed algorithm. Section 6 reviews current available benchmark instances and examines the performance of the proposed method. Section 7 concludes.
Problem description
A Vehicle Routing Problem (VRP) is a combinatorial optimisation problem seeking to service a number of customers with a fleet of vehicles. The 2E-VRP is a variant of the VRP and tries to combine the different advantages of small and large vehicles to a whole integrated delivery system. The aim is the design of an efficient distribution chain of goods to the end-customers. It is organised in two levels: trucks operate on the first level between a central depot and several selected intermediate distribution facilities, called satellites. The second level also includes the satellites -because both levels are interconnected there -as well as the end-customers. Small city freighters are operated between satellites and customers. The depot supplies sufficient quantities to satisfy all customer demands. The city freighters are located at the satellites, but no storage of goods is needed there. The products are directly transferred from trucks to city freighters, in a satellite location. These city freighters will perform the deliveries to the final customers. A shipment -or parts of it -has to transit through exactly one satellite, and the final delivery to the customer is done in one block. As such, split deliveries are not allowed for city freighters, but can occur on the first level since the total demand of one satellite can exceed the capacity of one truck.
Finding good combined decisions on routing plans and intermediate facility openings is significantly more difficult than in well-studied settings such as the Capacitated Vehicle Routing Problem (CVRP). The first level of the 2E-VRP reduces to a CVRP with split deliveries, while the second level corresponds to a Multi-Depot Vehicle Routing Problem (MDVRP), where depots are assimilated to satellite locations. Those two levels have to be synchronised with each other, so the 2E-VRP is a generalisation of the classical VRP and is thus NP-hard. Figure 1 shows different set-ups for goods distribution. The depot is represented by a triangle, satellites by squares, and customers by circles. Figures 1a and 1b show graphical representations of a Split Delivery Vehicle Routing Problem (SDVRP) and a MDVRP respectively. Figures 1c-1e represent feasible solutions for the 2E-VRP: with split deliveries occurring at one of the satellites, without split deliveries, and in Figure 1e a solution where only a subset of satellites is used. 3 Literature Review Jacobsen and Madsen (1980) were amongst the first to introduce a two-echelon distribution optimisation problem. They proposed a three stage heuristic to solve the daily distribution of newspapers in Denmark, but no mathematical model. Several possible transfer points were considered to transfer newspapers from one vehicle to another. The solution to this problem consists of three layers of decisions: the number and location of transfer points, the tours from the printing office and the tours from the transfer points to the retailers. Unlike in the 2E-VRP, no split deliveries were allowed, and retailers could also be served directly from the printing office without using intermediate nodes. Crainic et al. (2004) used data from Rome to study an integrated urban freight management system. As large trucks cannot pass through the narrow streets in the city centre, they used intermediate facilities to redistribute loads from large trucks to smaller vehicles. The city was divided into several commercial and external zones, and a mathematical location-allocation formulation was proposed and solved using a commercial solver. A comparison between solutions for delivering goods lead to the conclusion, that intermediate facilities reduce the use of large trucks significantly, and more work is done by smaller city freighters. Crainic et al. (2009) formulated a time dependent version of the problem, including time windows at the customers. To our knowledge there are no test instances or solution approaches to this variant so far. Crainic et al. (2010) studied the impact of different two-tiered transportation set-ups on total cost. According to their results the 2E-VRP can yield better solutions for deliveries than the VRP if the depot is not located within the customer area but externally. introduced a flow-based mathematical formulation and generated three sets of instances for the 2E-VRP with a maximum of 50 customers and four satellites, based on VRP instances. Their branch-and-cut approach is able to solve instances with 21 customers to optimality. solved some more instances to optimality and reduced the optimality gap on others by means of new cutting rules. Crainic et al. (2011) solved the 2E-VRP with a multi-start heuristic. The method first assigns customers to satellites heuristically and then solves the remaining VRPs with an exact method. In a perturbation step the assignment of customers to satellites is changed, then the problem is solved again, until a number of iterations is reached. Jepsen et al. (2012) presented a branch-and-cut method, solving 47 out of 93 test instances to optimality, 34 of them for the first time. The authors have been the first to consider a constraint on the number of vehicles per satellite, although it was already specified before in the existing data set. This additional constraint had not been taken into account by previous publications. Hemmelmayr et al. (2012) developed a metaheuristic based on Adaptive Large Neighbourhood Search (ALNS) with many different destroy and repair operators. The method is able to find high quality solutions, but with a multitude of problem-specific operators. They also introduced new, larger test instances with up to 200 customers and five to ten satellites. However, their results on the instances with 50 customers cannot be compared with the proven optimal solutions by Jepsen et al. (2012) , as they did not consider the restriction on vehicles per satellite, only total number of vehicles. For most of the cases their algorithm finds the current best known solution or improves it. Santos et al. (2014) implemented a Branch-and-Cut-and-Price Algorithm. It relies on a reformulation of the problem to overcome symmetry issues. They presented several classes of valid inequalities for the problem. The algorithm performs well in comparison to other exact methods, and they reported solutions for instances with up to 50 customers. presented a promising exact method to solve the 2E-VRP. They decomposed the problem into a limited set of MDVRPs with side constraints. Detailed results and comparisons with previous publications were provided, as they considered both variants on the instances with 50 customers: with and without the constraint on vehicles per satellite. They also introduced a new set of instances with up to 100 customers.
The previous literature review shows that, although exact methods have extensively progressed in the past years, smaller advances have been done on the side of heuristics. Remarkably few methods are available, and the best available ones (Hemmelmayr et al., 2012 ) are more complex. There is a clear need for simpler and integrated approaches able to deal with the two families of decisions on intermediate facility locations and routing. The proposed method has been designed to cope with these issues. We developed a technique which performs very well on the benchmark instances and uses fewer and simpler neighbourhood structures than previously published algorithms.
During our research we found inconsistencies regarding different benchmark instances used in previous papers. There are instances which differ from the data given but are referenced by the same name. Thus we collected the different versions and provide all of them by unique names in uniform file formatting online. See Section 6.1 for further details.
Mathematical model
There are several different mathematical formulations for the 2E-VRP Jepsen et al., 2012; Santos et al., 2013 Santos et al., , 2014 . We display a compact formulation from the recent survey on this topic by Cuda et al. (2015) . The problem can be defined on a weighted undirected graph G = (N, E), where the set of vertices N consists of the depot {0}, the set of possible satellite locations S = {1, . . . , |S|} and the set of customers C = {|S| + 1, . . . , |S| + |C|} (|A| denotes the cardinality of set A).
The set of edges E is divided into two parts, representing the first and second echelon respectively. Set E 1 = {{i, j} : i < j, i, j ∈ {0} ∪ S} represents the edges which can be traversed by first level vehicles, i.e. from the depot to the satellites and those interconnecting satellites with each other. The set of edges E 2 = {{i, j} : i < j, i, j ∈ S ∪ C, {i, j} / ∈ S × S} is used for the second level and corresponds to possible trips between satellite and customers, or pairs of customers.
A fleet of v 1 homogeneous trucks with capacity Q 1 is located at the depot. A total of v 2 homogeneous city freighters are available, each with a given capacity of Q 2 . They can be located at any satellite s ∈ S, still, the number of city freighters at one satellite is limited to v 2 s . The set R 1 contains all possible routes starting from depot and delivering a given sequence of customers, then returning to the depot again. Similarly each route r in the set of secondary routes R 2 starts at a satellite s ∈ S, visits one or several customers in C, and returns again to satellite s.
Each customer c ∈ C has a demand of d c units.
Given a secondary route r ∈ R 2 and a customer c ∈ C, parameter β rc ∈ {0, 1} is equal to 1 if and only if customer c is visited in route r, and 0 otherwise. Let d r = c∈C:c∈r d c ≤ Q 2 denote the total demand of customers visited in route r. Finally, p r depicts the cost of each route r ∈ R 1 ∪ R 2 . The decision variables x r ∈ {0, 1} ∀r ∈ R 1 ∪ R 2 take the value 1 if and only if route r is in the solution. Decision variable q rs ≥ 0 ∀r ∈ R 1 , s ∈ S gives the load on the truck on route r that has to be delivered to satellite s.
r∈R 2 :s∈r
The objective function (1) sums up all occurring costs, i.e. routing costs for all routes on both levels. Constraints (2) ensure that the maximum capacity of the trucks is not exceeded. Constraints (3) link the quantities of goods between the first and the second level. They guarantee that the incoming goods equal the outgoing goods at the satellites. As there are no split deliveries allowed on the second level, Constraints (4) ensure that each customer is visited exactly once. Constraints (5) and (6) set the number of available vehicles for trucks respectively city freighters. The number of city freighters per satellite is constrained by Constraint (7). The domains of the decision variables are defined by Constraints (8) and (9).
Solution method
The proposed metaheuristic follows the basic structure of a LNS, which was first introduced by Shaw (1998) . An initial feasible solution is destroyed and repaired alternately in order to gradually improve the solution. Such "ruin and recreate" approaches (Schrimpf et al., 2000) have been successfully applied to multiple variants of vehicle routing problems in the past (see, e.g., Pisinger and Ropke 2010) . The disintegration of parts of a previous solution (ruin) gives freedom to create a new and better solution (recreate). Algorithm 1 shows the basic structure of the proposed method.
In the proposed method, partial solution destruction and repair phases are performed on the customer visits and routes of the second level. The first level is then reconstructed with a simple heuristic. On this part, the optimal solution is almost always found by the heuristic, due to the comparably small number of nodes in the first level. For repair and also to obtain an initial solution we use one repair mechanism, described in Section 5.2. Changes to the choices of intermediate facilities may occur as a consequence of the repair operator, or through dedicated destroy operators which temporarily close or release some possible locations for intermediate facilities. Once an intermediate facility has been closed and released, no more closing can occur during a period of time that we call "grace" period. If a better solution is obtained by the destroy and repair step, it is accepted as the new incumbent solution. If no improvement can be found for a large number of i restart iterations, the algorithm will re-start by accepting a new incumbent solution after repair, even if the objective value is worse.
Each of the destroy phases performs all the destroy operators sequentially as they are described in Section 5.1. If a change in open or closed satellites has recently taken place (within i grace iterations), only the first four destroy operators are used (line 7). If not, then also the operators 5 and 6 come into effect, as they can open or close satellites (line 9).
We put emphasis on a strong local search phase, exploiting well-known procedures like 2-opt (Croes, 1958) , 2-opt*, or simple relocate and swap moves. Relocate shifts a node before or after one of the closest neighbours, if costs are improved. Swap explores the exchange of one node with one of the neighbour nodes, as well as exchanging one node with two successive neighbour nodes. This local search phase follows the destroy and repair operators. In order to reduce the complexity, moves are attempted between close customers, as done in the granular search by Toth and Vigo (2003) . Further information on these moves can be found in the survey by Vidal et al. (2013) . Our algorithm requires less neighbourhood operators than the proposed ALNS by Hemmelmayr et al. (2012) . They are selected randomly, since our computational experiments performed equally well without a more advanced adaptive scoring system. In the following, we describe in turn more precisely the sets of destroy and repair operators, as well as the management of the decisions related to the first level.
Destroy operators
Our algorithm relies on different destroy operators which are all executed at each iteration in sequential order, as depicted by the destroy function in Algorithm 1. They are applied only to the second level. All of them (except the open all satellites neighbourhood) select nodes which are removed from the current solution. Two of the operators explicitly impact the selection of the used satellites. The algorithm constructs a new feasible solution on the first level in every iteration, when demands of satellites have changed.
We observed that typically in efficient solutions the capacities of the vehicles are almost fully utilised. To be able to shift nodes to different routes, several nodes from various routes should be removed to establish free capacities.
The destroy operators in the used order are:
Random node removal (d1) Removes randomly selected customers from the current solution and adds them to the list of nodes to re-insert. This neighbourhood takes a parameter p 1 , which denotes the percentage of nodes to remove.
Biased node removal (d2) Performs a delta evaluation on each of the customers, i.e. calculates a value of savings, when one specific node is removed from its actual position. The savings associated to a removal of node j, located between i and k, is given by δ j = c ik − c ij − c jk , where c ij depicts the travel cost from node i to node j. The probability of selection of a node for removal is linearly correlated with the delta evaluation value. The higher the gain by removing is, the more likely it will be selected and removed. Due to the greediness of the construction heuristic, nodes inserted at the end of the phase of construction may lead to a drastic increase in routing costs. This operator is efficient in selecting nodes that induce high travel costs on their current route, but could possibly be served at lower costs from another vehicle in the next repair phase. In every destroy phase a random percentage of nodes from the interval [0, p 2 ] is removed.
Random route removal (d3) Randomly selects routes and removes all containing customers, adding them to the list of nodes to re-insert. This neighbourhood randomly selects a number of routes from the interval [0,
Remove single node routes (d4) This operator removes all routes which contain only one single customer.
There is a limited number of overall vehicles available, and thus removing the short routes allows the opportunity to use a vehicle originating from a different satellite in the next repair phase. This neighbourhood is used with a probability ofp 4 .
Close satellite (d5) Temporarily closes a random satellite, removing all the customers, which are assigned to it, and adding them to the list of nodes to re-insert. The satellite stays closed until it is opened again in a later phase. This operation is chosen with a probability ofp 5 .
Open all satellites (d6) This neighbourhood makes all previously closed satellites available again. It comes into effect with a probabilityp 6 , which is smaller thanp 5 , for closing a satellite. If a new configuration of open and closed satellites has been chosen, there is a grace period of i grace iterations, before any satellite can be opened or closed again.
Preparations, repair operator and initial solution
The order of the nodes in the list for re-insertion is randomly shuffled before repairing the solution again. The repair mechanism can end up with a customer whose demand is higher than the largest free capacity available on any vehicle. In this case the insertion process is reverted, the removed nodes are sorted by decreasing demands, and nodes with the largest demand are inserted first to preserve feasibility. Repair is achieved with a simplified cheapest insertion heuristic. All nodes are sequentially inserted at the cheapest possible position amongst all inserted nodes. The difference to the classic cheapest insertion heuristic is not to search for the node with the absolute lowest increase in total costs, but just take the next candidate from the list and insert it in order to reduce complexity and enhance solution diversity. It is a simple and fast but greedy heuristic.
Both the initial solution and every partial solution are always repaired by the same operator. The initial solution can be seen as a "completely destroyed" solution.
After the second level has been repaired, the local search procedure is performed: 2-opt on each of the routes, 2-opt* on all routes originating at the same satellite. The algorithm then tries to relocate single nodes, swap one node with another and to swap two nodes with one other, within a limited neighbourhood of the τ closest nodes, again accepting only improvements. After this procedure, the delivery quantity of each of the satellites is known, hence the first level can be constructed using the same insertion heuristic as for the second level and performing a 2-opt local search. The order in which the satellites are inserted is randomised.
Split deliveries
For the 2E-VRP it is essential to allow satellites to be delivered by several trucks: if the demanded quantity at a satellite is larger than a full truckload and no other satellite is available, else there would be no feasible solution. To reconstruct a first level solution, we propose a very simple heuristic. The algorithm starts by creating back-and-forth trips for any satellite with a demand greater than a full truckload. Then, the same insertion procedure as the repair operator is used to complete the solution.
Usually there are few nodes associated with the SDVRP on the first level. The largest benchmark instances from literature so far contain only ten satellites at most. This very simple policy enabled to find nearly-optimal first level solutions for most considered instances with limited computational effort.
Computational Experiments
This section describes the currently available sets of instances (in Section 6.1) and attempts to resolve some inconsistencies. The calibration of the method is described in Section 6.2. The computational results and the comparisons with the state-of-the-art are presented in Section 6.3 and discussed with a graphical representation in Section 6.4 for deeper insights of problem-specific challenges. Finally, Section 6.5 analyses the sensitivity of the method with respect to several key parameters and design choices.
Benchmark Instances
When looking at the literature, it may appear that there are six unique sets of benchmark instances. However, due to inconsistencies with respect to constraints, nomenclature or locations, we identified in fact several different subsets. In what follows, we explain the differences and provide high quality solutions for them. We consider five different sets of benchmark instances from literature. Set 2 and 3 were proposed by and have been generated based on the instances for the CVRP by Christofides and Eilon. Different customers were chosen and converted into satellites. They also proposed the small Set 1 instances, with just twelve customers and two satellites, which we did not consider. Set 4 was proposed by Crainic et al. (2010) ; all of them were downloaded from OR-Library (Beasley, 2014) .
The instance Sets 2 to 5 as used in Hemmelmayr et al. (2012) were also communicated to us by email (Hemmelmayr, 2013) . We noticed a few key differences with the ones available from the Beasley (2014) .
Set 6 instances were provided from the proposing authors (Baldacci, 2013) . All distances are Euclidean, and computed with double precision. We will now explain the characteristics of the used instance sets in detail, and propose unique names for the sets to overcome existing inconsistencies: Set 2 There are two different versions in circulation: Please note that the instances with 50 customers in the OR-Library contain a mistake 1 . This can be resolved by exchanging Q 1 and Q 2 capacity values, which is also the way we treated them, like previous authors did.
The names of instances downloaded from Beasley (2014) and used by Hemmelmayr et al. (2012) were the same, but instances with 50 customers showed different locations for the satellites. For future reference we provide both versions, and we rename the instances with less than 50 customers to Set 2a, the Hemmelmayr (2013) version of 50 customer Set 2 instance files to Set 2b, and the OR-Library version will be called Set 2c. Table 3 shows the characteristics of all Set 2 instances.
Instance names used by have the satellite numbers incremented by one. Apart from that they are identical with what we received from Hemmelmayr (2013) . For example Set 2a instance named E-n51-k5-s2-17 (Satellites 2 and 17) corresponds to E-n51-k5-s3-18 in the result tables of .
We provide both versions (Orlib with corrected capacities as well as the ones received by Hemmelmayr) with distinguishable names at https://www.univie.ac.at/prolog/research/TwoEVRP.
Set 3 There are also two different versions of the Set 3 instances in circulation. We collected and solved all of them and distinguished between different versions and identified inconsistencies. Again the sources Beasley (2014) and Hemmelmayr (2013) were identical for instances with 21 and 32 customers, but different for instances with 50 customers. In the case of Set 3 the filenames for the different instances were also different, so there is no need to introduce new distinguishable names.
The only difference between Set 3 instances with 50 customers from the two sources is the location of the depot. Location of satellites and customers, as well as vehicles and demands are identical. All large Set 3 instances from Hemmelmayr (2013) give the depot at coordinates (0,0) -whereas the Beasley (2014) files have the depot located at (30,40). Table 10 shows which instances correspond to each other, apart from satellite location.
Please also note that like in Set 2 the Set 3 instances with 50 customers from the OR Library also have the capacities of the two vehicle types interchanged (see Footnote 1). This has been corrected in the files which we provide online.
For easier referencing we divide the instances in three parts, following the same scheme as for the Set 2 instances. Set 3a includes all instances with less than 50 customers, Set 3b the larger instances which have been used by Hemmelmayr et al. (2012) for example, and Set 3c the larger instances as they are available at the OR-Library, and have been used for example by .
Set 4 These instances have been treated differently in literature, either with a limit on the number of second level vehicles allowed per satellite or only considering a total number of vehicles, with no limitations on the distribution amongst satellites. As proposed in we solved both versions and follow their nomenclature: Set 4a with the limit per satellite, and Set 4b when the constraint of vehicles per satellite is relaxed.
Set 5 This set of instances has been proposed by Hemmelmayr et al. (2012) and to the best of our knowledge they were the only ones to report solutions on all instances of that set. were able to find solutions on the small instances with only five satellites.
Set 6 To the best of our knowledge solutions on these instances have been reported only by so far, who also proposed the instance set. Set 6 includes two subsets; Set 6b also considers handling costs per freight unit at the satellites, so we only considered Set 6a, which corresponds to the classical 2E-VRP. Table 1 displays an overview of the characteristics of the individual sets. It lists the number of instances in the according set and subset with number of customers (C), satellites (S), trucks (T), city freighters (CF) and available city freighters per satellite v 2 s . The source of the instance sets is also provided (Hemmelmayr, 2013; Beasley, 2014; Baldacci, 2013) . Set 2 and 3 instances with less than 50 customers were identical from Hemmelmayr (2013) and Beasley (2014) . 
Parameters
The parameters of the proposed method have been calibrated using meta-calibration: the problem of finding good parameters is assimilated to a black-box optimisation problem, in which the method parameters are the decision variables, and the objective function is simulated by running the method on a set of training instances, containing five randomly selected instances from each set. To perform a fast optimisation we rely on the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) by Hansen (2006) . The Java source code is available at https://www.lri.fr/~hansen/cmaes_inmatlab.html. The performance of our algorithm is rather insensitive to changes in parameters for the small instances, but especially the closing and opening of satellites has to be adjusted to the number of overall available satellites. We use two different parameter settings: one for Sets 2, 3, 4a, 4b and 6, which have at most 6 satellites, and a slightly different setting for the Set 5 instances with up to 10 satellites. The obtained values can be found in Table 2 .
The size of the limited neighbourhood for the local search relocate and swap moves was also determined by CMA-ES. This parameter always converged to τ = 25 already in early stages of the tuning process, and thus relocate and swap moves are attempted only for nodes within the radius including the 25 Euclidean closest nodes. 
Results
As done in previous literature we performed five independent runs on each of the benchmark instances. The code is written in Java with JDK 1.7.0 51 and tested on a Intel E5-2670v2 CPU at 2.5 GHz with 3 GB RAM available. The code was executed single threaded on one core. We compare the performance of our method with the ALNS by Hemmelmayr et al. (2012) , when applicable; as well as the currently best known solutions for each instance from literature. We describe the data of the following tables in general and discuss results in detail on each of the instance sets separately. Tables 3 to 8 show the characteristics and detailed results for each instance. The columns C, S, T and CF display the main characteristics of the instance, where C is the number of customers, S is the number of satellites, T and CF the number of available trucks respectively city freighters.
The next columns display the results of the proposed method (LNS-2E), in comparison to Hemmelmayr et al. (2012) (HCC) when applicable. The average objective value of five runs is given in column Avg. 5. Column Best 5 shows the best solution found within these five runs, and Best gives the best objective value found during all experiments, including parameter calibration.
Column t reports the average overall runtime of the algorithms in seconds. Our overall runtimes measure wall-clock time of the whole execution of the program, including input and output, computation of the distance matrix, and other pre-processing tasks.
BKS refers to the best known solution of that instance. Best known solutions are highlighted in boldface when found by the algorithm, and new BKS are also underlined. We highlight the instance with an asterisk after BKS if the best known solution of the instance is known to be optimal from previous literature. Table 3 provides detailed results on the Set 2 instance set. HCC and our algorithm find the best known solutions at every run. The solutions have been proven to be optimal for all the instances except Set 2c. To the best of our knowledge we are the first ones to report solutions on the 2c instances obtained from Beasley (2014) . The termination criterion was set to 10 seconds, and best known solutions are often reached even more quickly.
LNS-2E finds the best known solution for 19 out of 24 instances in Set 3 for all five independent runs, as shown in Table 4 . On the remaining five instances the algorithm finds the BKS at least once, except for 50 customer instance E-n51-k5-s41-44 with a remaining gap of 0.46% to the optimal solution. The overall runtime was set to 20 seconds on this set, which is substantially faster than HCC's ALNS. For Set 3c, the optimal objective values are derived from and Jepsen et al. (2012) , but no results from Hemmelmayr et al. (2012) are available.
The instances of Set 4 have been addressed in various ways in literature. Jepsen et al. (2012) considered a limit on the number of city freighters available at each satellite, Hemmelmayr et al. (2012) did not impose this limit, and instead considered the limit on the total number of city freighters only. addressed both variants of the instances to compare their results to both previous results, introducing a new nomenclature: Set 4a for the instances including the limit of vehicles per satellite, and Set 4b when this limit is relaxed. Tables 5 and 6 display the results on Set 4a and 4b instances. 102 of the 108 instances have been solved to optimality by . Nevertheless we observed small differences of objective values with our solutions (up to a 0.006% difference). This could be explained by a different rounding convention (we use double precision), or by the small optimality gap of Cplex. As a consequence, bold fonts were used for BKS within 0.006% precision.
The termination criterion was set to 40 seconds. Best solutions were found after less than 10 seconds on average. The LNS-2E produces solutions of significantly higher quality than ALNS: 0.24% improvement in terms of cost on average, with only a quarter of the runtime.
To the best of our knowledge, Hemmelmayr et al. (2012) were the only authors who published results on the large Set 5 instances with 10 satellites by now. report solutions on the small Set 5 instances (100 customers/5 satellites), improving three out of six instances to optimality. The algorithm of Hemmelmayr et al. (2012) was evaluated with a limit of 500 iterations. We computed their average runtimes for the three different instance sizes (100 customers/5 satellites, 100 customers/10 satellites, 200 customers/10 satellites) and set our runtime limit to their average CPU time values. We compare our results in Table 7 and were able to improve the best known solutions on 8 of the 18 instances, depicted with an underlined BKS value. Known optimal solutions are retrieved at least once within the five performed test runs. The average objective value over all Set 5 instances is 0.27% better than HCC with comparable runtimes. Table 8 reports the results for the instances of Set 6a. All except five solutions have been proven to be optimal, and on four of those remaining LNS-2E was able to find better solutions. The time limit was set to two minutes, solutions were found typically after less than one minute. On average, the gap of objective values to BKS is 0.31%, or 0.18% for gaps to best of five values respectively. Finding high-quality solutions becomes increasingly difficult as the problem size grows, and different instance characteristics influence solution quality. Figure 2 displays boxplots of instances grouped together by number of customers (2a), or number of satellites (2b), similar customer distribution (2c) and similar satellite distribution (2d) using gaps of the average value of five runs to BKS.
Problem difficulty quickly grows with the number of satellites, as well as with the number of customers, as plotted in the upper part of Figure 2 Crainic et al. (2010) provide a detailed overview on the distribution of customers and satellites in instances of Set 4. There are three distribution patterns for customers: random, with equally distributed nodes; centroids, where more customers are located in six centroids in a central zone, and some customers closer together in four outer areas, representing suburbs. In the quadrant pattern customers are arranged in conglomerations of higher density in each of the four quadrants. The three patterns for satellites are: random, where satellites are randomly placed on a ring around the customers; sliced, with the satellites distributed more evenly on the ring around customers; and forbidden zone: a random angle on the ring was chosen where no satellites could be used, to simulate various conditions like cities located near lakes 2 The hinges depict approximately the first and third quartile of the solutions. The whiskers extend to ±1.58 Foundation for Statistical Computing, 2014) . See the Appendix (Section 8.2) for a detailed definition.
or mountains. Figure 2c shows that instances with customers located in centroids are harder to solve. On the other hand, the distribution pattern of the satellites doesn't have a large impact on solution quality.
The selection of the right subset of satellites to use is crucial. A graphical representation of different solutions of the Set 4 instance 38 is provided in Figure 3 . The locations of the depot (square), satellites (triangles) and customers (circles) is the same for each solution; nevertheless the obtained vehicle routes are substantially different given different subsets of open satellites.
Graphical Example
Several structurally different 2E-VRP solutions can have similar objective values. We discuss and visualise this with the help of a demonstrative graphical example. Also the solution differences for an instance with or without constricting the number of city freighters per satellite are pointed out. Figure 3a represents the optimal solution to the Set 4a instance 38. A maximum of v 2 s = 2 city freighters per satellite are available. The total demand of all customers sums up to 20206 units of freight. The capacity Q 2 of a city freighter is 5000 units. Any feasible solution needs at least 20206 5000 = 5 city freighters, and thus at least 5/2 = 3 satellites have to be used. Two city freighter routes are located on the left of the figure, and three city freighter routes on the right hand side, where two city freighters leave from the same satellite, and a third one from a close by satellite.
Considering the instance as in Set 4b, with a global number of city freighters available but no constraints on the distribution amongst satellites (v 2 s = v 2 ), the optimal solution is displayed in Figure 3b . Three city freighters can leave the same satellite, as is the case on the left hand side. Only two of the five satellites have to be used.
LNS-2E starts with the construction of routes at the second level. In early stages of the optimisation process all customers are likely assigned to their closest satellites. Without neighbourhoods that impact the selection of satellites, the algorithm would likely be trapped in a local optimum such as the one of Figure 3c . If partial routes originating at the bottom right satellite exist, customers may be sequentially inserted to those routes and the bottom left satellite may not be opened. The solution displayed in Figure 3d is often obtained. It has the best cost for the second level, but long routes on the first level set this gain off. Figure 3e shows the best found solution if only the top right satellite is open. The cost differences from one solution to the next one are small, although the solution itself is fundamentally different. If the two satellites at the bottom are both selected for closure at the same time, the algorithm finds the optimal solution within seconds.
We tried different strategies to evaluate the chances of a satellite to be included in the best solution: taking into account a delta evaluation on the truck route, or combining this value with the total units shipped through this satellite; or the absolute distance from the depot. We could observe that closing satellites randomly is a straightforward and very simple approach, and performs quite well on average over all the different benchmark instances, whereas other techniques present advantages and disadvantages in several special cases.
For further research we suggest to shift the cost structure to a more realistic scenario. In the classic 2E-VRP as we considered it the cost of large trucks and small city freighters is the same. For instance Sets 2 to 4 the capacity of a truck is 2.5 times higher than of a city freighter, For Set 5 instances this ratio gets up to more than 14, so one can safely assume, that the operating cost of a truck will be higher than of a city freighter in more realistic set-ups. This has not yet been taken into account by publications on the 2E-VRP and would lead to large differences between the solution costs of Figure 3 .
Sensitivity Analysis
Sensitivity analyses were conducted to evaluate the impact of major parameters and components of the method. In particular, we evaluate the impact of disabling single destroy operators or local search procedures at a time and provide the average objective value over five runs of all benchmark instances. Table 9 shows the average objective values for instances of each class and its average deviation (Gap (%)) when disabling elements of the algorithm. The upper part focuses on disabling each of the destroy operators on each of the instance sets, the lower part for disabling local search procedures -where in the last column only 2-opt no other local search methods, i.e. no 2-opt star, no relocate, swap or swap-two are performed. Obviously the elimination of the open all satellites neighbourhood has the strongest impact on solution quality. As closed satellites are only opened again in a re-start phase, the algorithm is likely to be trapped in a local optimum.
If no satellites are forced to be closed, there is no need to open up any satellite again. In this case, solution quality deteriorates by 0.57% on average. For some instances, satellites located very far away from the depot will not be used in the best solution, but on the second level it seems to be beneficial to use them for customers close by. Without forcingly closing these satellites the algorithm will always choose one for second level delivery, although higher costs on second level would pay off on the first level. A similar behaviour was discussed in Section 6.4 and Figure 3 .
Some techniques work better on smaller instances, while others perform better on the larger instances. For some cases we even observed small improvements when an operator was not used. Not removing random routes for example is needed to robustly find optimal solutions on the smaller instance sets (2-4) but yields improvements on the larger sets.
For local search techniques, we also observe differences on methods for small or large instance sets respectively. Removing classic 2-opt has a small impact. The repair mechanism finds already high quality single routes in terms of 2-optimality. Eliminating the inter-tour operator 2-opt* has a stronger effect on larger Set 5 and Set 6 instances, which contain more routes than the smaller instances. The relocate neighbourhood is essential for instances with more than 50 customers, where exchanging two nodes against one has a negative effect on those larger instances. We still decided to keep it in the design of the algorithm, as this local search is needed to find optimal solutions for smaller instances. Of course the algorithm could be fine-tuned for specific applications or instance sizes. 
Conclusion
We presented a very simple and fast LNS heuristic for the 2E-VRP. LNS-2E makes use of one repair operator and only a few destroy operators. The proposed method finds solutions of higher quality than existing algorithms, while being faster and conceptually simpler. The impact of various parameters and design choices was highlighted. Meta-calibration techniques were used to set the parameters to good values, which were subsequently verified during sensitivity analyses. Different techniques were attempted to open or close satellites, and thus explore various combinations of design choices. At the end, a simple randomised approach for fixing satellites, assorted with a minimum number of iterations without change of this decision led to good and robust results on a wide range of benchmark instances. LNS-2E was able to improve 12 best known solutions on the 41 instances for which no proven optimal solution exists so far. Having resolved the inconsistencies on the different sets of benchmark instances used in literature paves the way for future research on this topic, which will focus on solving rich city logistics problems, and shifting the cost structure to a more realistic scenario. It will be interesting to examine the implications of using higher operating costs for larger trucks than for smaller city freighters, approaching more realistically real-life transportation problems.
Online Resources
All necessary data can be found in the online section at https://www.univie.ac.at/prolog/research/ TwoEVRP. All instances have been edited to a uniform format and can be downloaded. Set 4 instances used to have negative and real x/y coordinates (with a maximum of two positions after decimal space). We added a fixed factor to shift them only to be positive and multiplied them by 100 to be able to use positive integers. This does not change the solution, but note that the objective should be adjusted by a factor 100. We also provide detailed results on the new found best known solutions, both in human readable text and a graphical representation.
the samples. 
