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1. Introduction
For the mathematical modelisation of the industrials, notably oil activities [11], the situation where the data are carried
by negligible surfaces, with regard to the size of the domain, requires the use of data measures. For example, in oil industry,
the exchanges between the rock-shop and the outside are organized through the wells of injection and production, or are
the result of the natural activity of expansion of the oil slick. The size of the deposit being of the order of the hectometer
and that of wells of the order of the decimeter; it is not realistic to give boundary conditions on negligible regions of
* Corresponding author. Fax: +590 483 086.
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data measures. The introduction of these singularities raises analytical as well as numerical problems. Works were led on
these topics for the case of the data measures, in particular by L. Boccardo and T. Gallouet [4], and also by F. Murat [17]. We
propose a more general approach allowing to work with very irregular data, for example distributions data. For that purpose,
we use the framework of the so-called generalized Sobolev algebras based on the classical Sobolev spaces, introduced in
[2] by S. Bernard and S.P. Nuiro: this is a particular case of (C, E,P)-algebras of generalized objects [7,14–16], which cover
most of the well-known algebras of generalized functions, as for example, the Colombeau simpliﬁed algebra [5,6], Goursat
algebra [16] and asymptotic algebra [9].
To develop our approach, we consider Ω an open bounded domain of Rd (d ∈ N∗) with a Lipschitz continuous boundary
∂Ω , and we consider the formal problem:
(P)
{−Φ(u)+Ψ (u) = f inΩ,
u = g on ∂Ω,
where f and g are non-smooth functions deﬁned on Ω and ∂Ω respectively, Φ and Ψ are increasing real-valued differ-
entiable functions deﬁned on R so that Φ(0) = Ψ (0) = 0, with continuous bounded ﬁrst derivatives. Moreover, Φ ′ and Ψ ′
can vanish, but only on a ﬁnite set of points of R for Φ ′ . This is a quasilinear problem with non-homogeneous Dirichlet
condition on the boundary. In order to solve this problem, we introduce an auxiliary problem by using an artiﬁcial vis-
cosity regularization depending on a parameter ε. We show that for ( fε, gε) ∈ E1, the auxiliary problem admits a unique
solution uε ∈ E2 (Ei , i = 1,2 denotes a suitable Sobolev algebra). By passing to classes, one deﬁnes an application from
the (C1, E1,P1)-algebra to the (C2, E2,P2)-algebra. This method has been used, in the framework of (C, E,P)-algebras, to
solve a non-linear Dirichlet problem [14] and a non-linear Neumann problem [15], both with irregular data by J.-A. Marti
and S.P. Nuiro. After introducing a notion of global singular parametric spectrum, a link is established between the one
of the data and of the solution. Moreover, by using the previously deﬁned extension method, one can partially order an
appropriate (C, E,P)-algebra, which leads us to a generalization of the maximum principle.
2. Sobolev generalized algebras
2.1. Deﬁnitions and examples
Let us, ﬁrst, state that K is R or C, and 1= (1ε)ε where 1ε = 1 for all ε ∈]0,1]. The generalized algebras constructed
from E , a normed K-algebra, are particular case of (C, E,P)-algebras [7,14–16].
Consider a subring A of the ring K]0,1] such that 1 ∈ A, and which, as a ring, is solid (with compatible lattice structure)
in the following sense:
Deﬁnition 1. A is said to be solid if from (sε)ε ∈ A and |tε| |sε| for each ε ∈]0,1] it follows that (tε)ε ∈ A.
We also consider an ideal I A of A which is solid as well, and such that
I A ⊂ A0 =
{
(rε)ε ∈ A
∣∣∣ lim
ε→0 rε = 0
}
. (1)
Then, we introduce the factor ring C = A/I A , which is called ring of generalized numbers.
Deﬁnition 2. Let E be a normed K-algebra. We shall call N-generalized algebra all factor algebra
A(C, E) = HA(E)/II A (E),
where
HA(E) =
{
(uε)ε ∈ E]0,1]/
(‖uε‖E)ε ∈ A+}
and
II A (E) =
{
(uε)ε ∈ E]0,1]/
(‖uε‖E)ε ∈ I+A },
when ‖·‖E is the norm on E , A+ = {(rε)ε ∈ A/∀ε > 0, rε ∈ R+} and I+A = {(rε)ε ∈ I A/∀ε > 0, rε ∈ R+}. Its ring of generalized
numbers is deﬁned as the ring
HA(K)/II A (K) = C = A/I A .
Remark 1. The algebra A(C, E) is also a vector space on the ﬁeld K.
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I A =
{
r = (rε)ε ∈ R]0,1]
∣∣ ∀k ∈ N∗, |rε| = O (εk)}
and
A = {r = (rε)ε ∈ R]0,1] ∣∣ ∃k ∈ Z, |rε| = O (εk)},
we obtain a polynomial growth type N-generalized algebra [5,6,18].
Example 2. (See [10].) By taking
I A =
{
r = (rε)ε ∈ R]0,1]
∣∣ ∃ε0 ∈]0,1], ∀ε ∈]0, ε0], rε = 0}
and A = R]0,1] , we obtain another N-generalized algebra.
Example 3. When E is a Sobolev algebra (that is, for example, on the form Wm+1,p(Ω) ∩ Wm,∞(Ω), with m ∈]0,+∞[,
p ∈ [1,+∞[ and Ω an open subset of Rd (d ∈ N∗)), respectively a Banach algebra, we shall use generalized Sobolev algebra,
respectively generalized Banach algebra, instead of N-generalized algebra (see [2]).
2.2. Embedding and weak equalities
Let us recall here one embedding and some weak equalities on such N-generalized algebras, deﬁned ﬁrst in [2].
Deﬁnition 3. The mapping i0 deﬁned on E , by:
∀u ∈ E, i0(u) = cl(u1ε)ε,
is the so-called trivial embedding of E into A(C, E).
Let us consider a Hausdorff topological vector space (G,T ), such that there exists a one-to-one continuous linear map-
ping j from E into (G,T ) [19].
Deﬁnition 4. T ∈ G and U = cl(uε)ε ∈ A(C, E) are (G,T )-associated if
j(uε) → T in (G,T ) as ε → 0.
It will be denoted by U G,T∼ T .
Deﬁnition 5. U ,V ∈ A(C, E) are (G,T )-weakly equals if
(U − V) G,T∼ 0.
It will be denoted by U G,T V .
Example 4. Let j be the canonical embedding of L∞(Ω) into H−2(Ω). Denoting by σ(H−2(Ω), H20(Ω)) the weak topology
on H−2(Ω), we shall say that T ∈ H−2(Ω) and U = cl(uε)ε ∈ A(C, L∞(Ω)) are H−2(Ω)-associated if
j(uε) → T in
(
H−2(Ω),σ
(
H−2(Ω), H20(Ω)
))
, as ε → 0,
and denote U 2∼ T . Moreover, U ,V ∈ A(C, L∞(Ω)) are H−2(Ω)-weakly equals if U − V 2∼ 0 and we will denote U 2 V .
2.3. Mapping on N-generalized algebras
The idea of extension of mapping has been introduced by A. Delcroix and D. Scarpalézos [8], in the framework of
asymptotic algebras. But it is, in fact, a particular case of the deﬁnition of mapping on A(C, E,P)-algebras.
If ξ = (ξε)ε is a family of mappings from a normed algebra (E,‖ · ‖E) into a normed algebra (F ,‖ · ‖F ), one view ξ as
a mapping from the N-generalized algebra A(C, E) into the N-generalized algebra A(D, F ), where we have set C = A/I A
and D = B/I B when A, I A , B and I B are as in Section 2.1. One remarks that the extension theorem of A. Delcroix and
D. Scarpalézos [8] deals with the case where ξ = (ξ)ε .
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(1) there exists a family of functions (αε)ε from R to R+ such that, for all ε > 0, αε(A) ⊂ B and
∀x ∈ E, ∥∥ξε(x)∥∥F  αε(‖x‖E),
(2) there exists a family of functions (βε)ε from R2 to R+ such that, for all ε > 0, βε(A × I A) ⊂ I B and
∀x, ν ∈ E, ∥∥ξε(x+ ν)− ξε(x)∥∥F  βε(‖x‖E ,‖ν‖E).
Then there exists a map Ξ : A(C, E) → A(D, F ), which associates cl(ξε(xε))ε with cl(xε)ε , for all (xε)ε ∈ HA(E).
Proof. First, let (xε)ε be in HA(E) and let us show that (ξε(xε))ε is in HB(F ). We have (‖xε‖E)ε in A+ so (αε(‖xε‖E))ε
is also in B+ . Thus (‖ξε(xε)‖F )ε belongs to B+ , due to (1), which implies what we want. Then, let (iε)ε be in II A (E)
and let us show that (ξε(xε + iε) − ξε(xε))ε is in II B (F ). Since (‖xε‖E)ε and (‖iε‖E)ε are respectively in A+ and I+A then
(βε(‖xε‖E ,‖iε‖E))ε is in I+B . Thus (‖ξε(xε + iε)− ξε(xε)‖F )ε belongs to I+B , due to (2), which implies the required result. 
Remark 2. The ﬁrst condition of the previous theorem ensures the existence of a set valued mapping
Ξ : A(C, E) → P(A(D, F )),
which extends the family (ξε)ε of applications of E in F , where P(A(D, F )) denotes the family of subsets of A(D, F ). The
second one is used to show that Ξ is in fact single valued.
As a consequence, we obtain the following result.
Proposition 1. Assume that A ⊂ B and I A ⊂ I B . If (ξε)ε is a family of continuous linear mappings from a normed algebra E into a
normed algebra F , then (ξε)ε also deﬁnes a mapping Ξ from A(C, E) into A(D, F ).
Example 5. Let Ω be an open subset of Rd and E = H1(Ω) ∩ L∞(Ω) with ‖u‖E = ‖u‖L∞(Ω) + ‖u‖H1(Ω) . The canonical
embedding i : u → u is continuous linear from the Banach algebra E into the Banach algebra L∞(Ω). Obviously, the mapping
i veriﬁes all the assumptions of the previous proposition; that is we can deﬁne its extension I as a mapping from A(C, E)
into A(C, L∞(Ω)).
In the same way, one can prove:
Proposition 2. Assume that (ξε)ε is a family of mappings from a normed algebra E into the topological ﬁeld (K, | · |) satisfying:
(1) there exists a family of functions (αε)ε from R to R+ such that, for all ε > 0, αε(A) ⊂ B and
∀x ∈ E, ∣∣ξε(x)∣∣ αε(‖x‖E),
(2) there exists a family of functions (βε)ε from R2 to R+ such that, for all ε > 0, βε(A × I A) ⊂ I B and
∀x, ν ∈ E, ∣∣ξε(x+ ν)− ξε(x)∣∣ βε(‖x‖E ,‖ν‖E).
Then there exists an application Ξ : A(C, E) → C , which associates cl(ξε(xε))ε with cl(xε)ε , for all (xε)ε ∈ HA(E).
Example 6. Since the application
E → R,
x → ‖x‖E
is Lipschitz and continuous, one can deﬁne, by extension, a generalized norm on A(C, E) by
∀x = cl(xε)ε ∈ A(C, E), ‖x‖A(C,E) = cl
(‖xε‖E)ε ∈ R¯,
where R¯ = A(C,R), here and in the following.
Remark 3. If ξ is a continuous linear mapping from a normed algebra (E,‖ · ‖E) into the topological ﬁeld (K, | · |), then ξ
also deﬁnes a mapping, denoted by Ξ , from A(C, E) into the factor ring C = A/I A .
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p: (R, | · |)→ (R, | · |),
x → x+ = sup(x,0) = 1
2
(
x+ |x|).
For all x, y in R, one has |p(x)| |x| and |p(x+ y)− p(x)| |y|. By using previous result, one deduces the existence of
P: R¯ → R¯,
r = cl(rε)ε → P(r) = cl
(
p(rε)
)
ε
.
Consequently, the algebra of generalized real numbers R¯ is partially ordered by the relation
∀x, y ∈ R¯, x y ⇔ P(x− y) = 0 in R¯.
This deﬁnition does not depend on the choice of the representatives and generalizes the order relation on R. Let us recall
that this notion of order relation on R has been studied in [1] with another approach.
Remark 4. On the basis of Example 5, in [2], we proved that the generalized Sobolev algebra A(C, L∞(Ω)) is partially
ordered. And thus, we can generalize the deﬁnition of minimum and maximum (see Remark 8).
Deﬁnition 6. An element U ∈ A(C, H1(Ω)∩L∞(Ω)) is said to be non-positive if and only if the corresponding element I(U),
of the generalized Sobolev algebra A(C, L∞(Ω)), is non-positive. In this deﬁnition, I denotes the extension of the canonical
embedding of H1(Ω) ∩ L∞(Ω) into L∞(Ω), introduced in Example 5. This mapping is an embedding of A(C, H1(Ω) ∩
L∞(Ω)) into A(C, L∞(Ω)).
2.4. Global singular parametric spectrum
The notion of singular parametric spectrum for generalized functions spaces has been introduced in a general framework
in [7]. Inspired by this previous work, we present, in this section, the global singular parametric spectrum in the framework
of N-generalized algebras.
Let (G,T ) be a Hausdorff topological vector space such that there exists a one-to-one continuous linear mapping j from
(E,‖ · ‖E) into (G,T ).
Deﬁnition 7. Given U ∈ A(C, E). We deﬁne the global (G,T , A)-singular parametric spectrum of U , as the set:
SG,T (U)= A0 \
{
s ∈ A0
∣∣ s • U G,T∼ 0},
where for s = (sε)ε ∈ A and U = cl(uε)ε ∈ A(C, E), we denote:
s • U = cl(sεuε)ε ∈ A(C, E).
Remark 5. If there exists T ∈ G such that U G,T∼ T , then SG,T (U) = ∅.
Proposition 3. Under the assumption that U ,V ∈ A(C, E) are (G,T )-weakly equals, we have SG,T (U)= SG,T (V).
Proof. Given s ∈ A0. If s /∈ SG,T (U) then s • U G,T∼ 0. Taking into account that s • V G,T s • U , since U G,T V , we obtain
s • V G,T∼ 0. Thus s /∈ SG,T (V). 
Example 8. Consider:
• A and I A as in Example 1;
• E = L∞(Ω), endowed by its usual topology, with Ω an open bounded subset of Rd such that 0 ∈ Ω;
• G = D′(Ω), and T is its usual topology.
Thus, we can build the algebra A(C, L∞(Ω)). Using the one-to-one linear continuous mapping j deﬁned on L∞(Ω) by:
∀ f ∈ L∞(Ω), ∀ϕ ∈ D(Ω), 〈 j( f ),ϕ〉= ∫ f (x)ϕ(x)dx;
Ω
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∀x ∈ Ω, γε(x) = 1
ε
ρ
(
x
ε
)
, λε(x) = 1
ε
√
ε
ρ
(
x
ε
)
.
Obviously, we have γε,λε ∈ L∞(Ω), then we can introduce
Γ = cl(γε)ε, Λ = cl(λε)ε ∈ A
(C, L∞(Ω)).
It is well known that
j(γε)→ δ in (G,T ), as ε → 0,
where δ is the Dirac distribution deﬁned by:
∀ϕ ∈ D(Ω), 〈δ,ϕ〉 = ϕ(0).
Thus Γ
G,T∼ δ and, with the help of Remark 5, we claim that SG,T (Γ ) = ∅. Then, we remark that √ελε = γε . Hence, we
have
√
ε j(λε) → δ in (G,T ), as ε → 0.
Consequently, for all k ∈] 12 ,+∞[, we have
εk j(λε) → 0 in (G,T ), as ε → 0.
Then, for all k ∈]0, 12 [ and all ϕ ∈ D(Ω) such that ϕ(0) = 0, we have
lim
ε→0
∣∣〈 j(εkλε),ϕ〉∣∣= lim
ε→0ε
k− 12
∣∣∣∣1ε
∫
Ω
ρ
(
x
ε
)
ϕ(x)dx
∣∣∣∣= ∞.
That’s while, we have
SG,T (Λ)= A0 \
{
s = (sε)ε ∈ A0
∣∣∣ lim
ε→0
(
sεε
− 12 )= 0}.
Example 9. We consider the same situation as in the previous example, except for A and I A which are chosen as in
Example 2. With ρ ∈ D(Ω) and, for ε ∈]0,1], we introduce:
∀x ∈ Ω, γε(x) = 1
ε
ρ
(
x
ε
)
, θε(x) =
exp ( 1ε )
ε
ρ
(
x
ε
)
.
Obviously, we have γε, θε ∈ L∞(Ω), then we can introduce
Γ = cl(γε)ε, Θ = cl(θε)ε ∈ A
(C, L∞(Ω)).
As in the previous example, we can claim that SG,T (Γ ) = ∅. For all ϕ ∈ D(Ω) such that ϕ(0) = 0 and all (sε)ε ∈ A0 \ I A
such that
(sε)ε /∈
{
s = (sε)ε ∈ A0
∣∣∣ lim
ε→0
(
sε exp
(
1
ε
))
= 0
}
,
we have
lim
ε→0
∣∣〈 j(sεθε),ϕ〉∣∣= lim
ε→0 sε exp
(
1
ε
)∣∣∣∣∣1ε
∫
Ω
ρ
(
x
ε
)
ϕ(x)dx
∣∣∣∣∣ ∈ (R+)∗.
Hence
SG,T (Λ)= A0 \
{
s = (sε)ε ∈ A0
∣∣∣ lim
ε→0
(
sε exp
(
1
ε
))
= 0
}
⊂ A0 \ I A .
3. Solution of some PDEs problem
We start by solving the auxiliary problem by using an artiﬁcial viscosity regularization depending on a parameter ε.
This allows to solve the main problem in a generalized Sobolev algebra with the classical equality and with the weak one
deﬁned in Example 4.
S. Bernard, S.P. Nuiro / J. Math. Anal. Appl. 388 (2012) 647–658 6533.1. The regularized Dirichlet problem
Let us set V+A = {(rε)ε ∈ A+/∀ε > 0, rε ∈]0,1]; limε→0 rε = 0; ( 1rε )ε ∈ A+}. First, one can note that
V+A
I A
⊂ Inv+(R¯),
where Inv+(R¯) denotes the set of positive and invertible elements of R¯. Assume that V+A = ∅ and then, for some (rε)ε in
V+A , set Ψε = Ψ + rε Id. For f ∈ L∞(Ω) and g ∈ L∞(∂Ω) given functions, one looks for u in H1(Ω)∩ L∞(Ω) satisfying:
(Pε)
{−Φ(u)+Ψε(u) = f inΩ,
u = g on ∂Ω.
By setting Hε = Φ ◦Ψ−1ε and w = Ψε(u), let us study the following associated problem:
(
P′ε
) {−H˜ε(w)+ w = f inΩ,
w = Ψε(g) on ∂Ω,
where H˜ε is deﬁned by
H˜ε(x) = Hε(mε)1]−∞,mε](x)+ Hε(x)1]mε,Mε[(x)+ Hε(Mε)1[Mε,+∞[(x)+ rεx,
mε = min{infΩ f , inf∂Ω Ψε(g)} and Mε = max{supΩ f , sup∂Ω Ψε(g)}. This section consists in proving the following proposi-
tion:
Proposition 4. If f ∈ L∞(Ω) and g ∈ L∞(∂Ω) then there exists one, and only one, function w ∈ H1(Ω) ∩ L∞(Ω) solution of the
regularized problem (P′ε).
Proof. The proof is divided in three steps [13].
1) Maximum’s principle.
We are going to prove that if w ∈ H1(Ω) is a solution of this problem (P′ε) then
mε  w  Mε a.e. inΩ,
which means that w belongs to L∞(Ω).
Indeed, for such a w , we have, for all v in H10(Ω),∫
Ω
∇ H˜ε(w)∇v dx+
∫
Ω
wv dx =
∫
Ω
f v dx,
where dx denotes the Lebesgue measure on Ω . Let us set v = (H˜ε(w) − H˜ε(Mε))+ . As Φ ′ is a bounded function and Ψ−1ε
is bounded by 1rε then v is in H
1
0(Ω) so∫
Ω
(∇(H˜ε(w)− H˜ε(Mε))+)2 dx+
∫
Ω
w
(
H˜ε(w)− H˜ε(Mε)
)+
dx =
∫
Ω
f
(
H˜ε(w)− H˜ε(Mε)
)+
dx,
since H˜ε(Mε) is a constant. Consequently,∥∥(H˜ε(w)− H˜ε(Mε))+∥∥2H10(Ω) =
∫
Ω
( f − Mε)
(
H˜ε(w)− H˜ε(Mε)
)+
dx−
∫
Ω
(w − Mε)
(
H˜ε(w)− H˜ε(Mε)
)+
dx.
By deﬁnition of Mε , the ﬁrst integral is negative and, since the functions Φ and Ψε are increasing, then H˜ε also and the
second one is non-negative. Thus∥∥(H˜ε(w)− H˜ε(Mε))+∥∥2H10(Ω)  0,
that is H˜ε(w) H˜ε(Mε) a.e. in Ω , which implies the ﬁrst part of the required result, since H˜ε is an increasing function. For
the second part, we use a similar method by taking v = (H˜ε(w)− H˜ε(mε))− .
2) Existence of a solution in H1(Ω).
This result is obtained by using Schauder’s ﬁxed point theorem [11] related to a weakly sequentially continuous map-
ping from a reﬂexive and separable Banach space into itself. Let us consider z0 = z0,ε ∈ H1(Ω) the unique solution of the
following linear Dirichlet problem:{−z0 = 0 inΩ,z0 = Ψε(g) on ∂Ω.
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Ω
H˜ ′ε(z0 + z)∇z0∇v dx+
∫
Ω
H˜ ′ε(z0 + z)∇z∇v dx+
∫
Ω
(z0 + z)v dx =
∫
Ω
f v dx.
Consequently, for all h ∈ H10(Ω), let us look for zh in H10(Ω) such that, for all v in H10(Ω),∫
Ω
H˜ ′ε(z0 + h)∇zh∇v dx+
∫
Ω
zhv dx =
∫
Ω
{
( f − z0)v − H˜ ′ε(z0 + h)∇z0∇v
}
dx.
The existence and uniqueness of z0 and zh are ensured by Lax–Milgram’s theorem. Moreover, for the test-function v = zh ,
we get∫
Ω
H˜ ′ε(z0 + h)|∇zh|2 dx+
∫
Ω
|zh|2 dx =
∫
Ω
( f − z0)zh dx−
∫
Ω
H˜ ′ε(z0 + h)∇z0∇zh dx.
Meanwhile
H˜ ′ε(x) = H ′ε(x)1]mε,Mε[(x)+ rε =
Φ ′(Ψ−1ε (x))
Ψ ′(Ψ−1ε (x))+ rε
1]mε,Mε[(x)+ rε  rε,
since Φ and Ψ are increasing functions. Then∫
Ω
H˜ ′ε(z0 + h)|∇zh|2 dx rε
∫
Ω
|∇zh|2 dx = rε‖zh‖2H10(Ω),∫
Ω
f zh dx C(Ω)‖ f ‖L∞(Ω)‖zh‖H10(Ω),
−
∫
Ω
z0zh dx C(Ω)‖z0‖L2(Ω)‖zh‖H10(Ω)
and
−
∫
Ω
H˜ ′ε(z0 + h)∇z0∇zh dx C(Ω)
∥∥H˜ ′ε∥∥L∞(Ω)‖∇z0‖L2(Ω)‖zh‖H10(Ω),
where C(Ω) denotes a constant depending on Ω . As ‖H˜ ′ε‖L∞(Ω)  C(Ω,Φ
′)
rε
+ rε  C(Ω,Φ ′)rε + 1, one deduces that
‖zh‖H10(Ω) 
C(Ω)
rε
[
‖ f ‖L∞(Ω) +
(
2+ C(Ω,Φ
′)
rε
)
‖z0‖H1(Ω)
]
,
which can be rewrote as
‖zh‖H10(Ω) 
C(Ω,Φ ′)
r2ε
[‖ f ‖L∞(Ω) + ‖z0‖H1(Ω)].
But
‖z0‖H1(Ω)  C(Ω)
∥∥Ψε(g)∥∥L∞(∂Ω)  C(Ω)[∥∥Ψ (g)−Ψ (0)∥∥L∞(∂Ω) + rε‖g‖L∞(∂Ω)]
 C(Ω)
(∥∥Ψ ′∥∥L∞([−‖g‖L∞(∂Ω),‖g‖L∞(∂Ω)]) + rε)‖g‖L∞(∂Ω),
then
‖zh‖H10(Ω) 
C(Ω,Φ ′)
r2ε
[‖ f ‖L∞(Ω) + (∥∥Ψ ′∥∥L∞([−‖g‖L∞(∂Ω),‖g‖L∞(∂Ω)]) + 1)‖g‖L∞(∂Ω)]= Rε.
This implies that the closed ball B(0, Rε) of center 0 and radius Rε of the separable Hilbert space H10(Ω) is stable by the
map
Π : H10(Ω) → H10(Ω),
h → zh.
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(Π(hn))n converges weakly to Π(h). Let us consider such a sequence (hn)n . Since (Π(hn))n is bounded, we can extract a
subsequence, still denoted by (Π(hn))n , such that
Π(hn)⇀ χ in H
1
0(Ω).
As the imbedding of H10(Ω) into L
2(Ω) is compact, after another extraction, we have{
Π(hn) → χ in L2(Ω),
hn → h in L2(Ω) and a.e. inΩ.
Since H˜ ′ε is a bounded and piecewise continuous function, using the Lebesgue dominated convergence theorem, we have
also
H˜ ′ε(z0 + hn)→ H˜ ′ε(z0 + h) in L2(Ω).
Moreover, for all n in N and all v in H10(Ω), we get∫
Ω
H˜ ′ε(z0 + hn)∇zhn∇v dx+
∫
Ω
zhn v dx =
∫
Ω
( f − z0)v dx−
∫
Ω
H˜ ′ε(z0 + hn)∇z0∇v dx.
Passing to the limit, as n tends to the inﬁnity, in this previous equality, we obtain that, for all v in H10(Ω),∫
Ω
H˜ ′ε(z0 + h)∇χ∇v dx+
∫
Ω
χ v dx =
∫
Ω
( f − z0)v dx−
∫
Ω
H˜ ′ε(z0 + h)∇z0∇v dx.
Meanwhile, for all h in H10(Ω), there is one and only one zh = Π(h), so Π(h) = χ and the whole sequence (Π(hn))n
converges weakly to Π(h) in H10(Ω). We can now apply the ﬁxed point theorem and conclude that there is z in H
1
0(Ω) so
that Π(z) = z. Setting w = z0 + z, we have w in H1(Ω) and, for all v in H10(Ω),∫
Ω
H˜ ′ε(w)∇w∇v dx+
∫
Ω
wv dx =
∫
Ω
f v dx,
that is w is solution of (P′ε). Moreover,
‖w‖H1(Ω)  ‖z0‖H1(Ω) + ‖z‖H10(Ω).
But
‖z0‖H1(Ω)  C(Ω)
(∥∥Ψ ′∥∥L∞([−‖g‖L∞(∂Ω),‖g‖L∞(∂Ω)]) + 1)‖g‖L∞(∂Ω),
and
‖z‖H10(Ω) 
C(Ω,Φ ′)
r2ε
[‖ f ‖L∞(Ω) + (∥∥Ψ ′∥∥L∞([−‖g‖L∞(∂Ω),‖g‖L∞(∂Ω)]) + 1)‖g‖L∞(∂Ω)]. (2)
Moreover, by deﬁnition of mε and Mε , one has
‖w‖L∞(Ω)  ‖ f ‖L∞(Ω) +
(∥∥Ψ ′∥∥L∞([−‖g‖L∞(∂Ω),‖g‖L∞(∂Ω)]) + 1)‖g‖L∞(∂Ω),
so
‖w‖H1(Ω)∩L∞(Ω) 
(
C(Ω,Φ ′)
r2ε
+ 1
)[‖ f ‖L∞(Ω) + 2(∥∥Ψ ′∥∥L∞([−‖g‖L∞(∂Ω),‖g‖L∞(∂Ω)]) + 1)‖g‖L∞(∂Ω)]. (3)
3) Uniqueness of the solution in H1(Ω).
Let w1 and w2 in H1(Ω) be two solutions of the regularized problem (P′ε), then for all v belonging to H10(Ω), one has∫
Ω
∇(H˜ε(w1)− H˜ε(w2))∇v dx+
∫
Ω
(w1 − w2)v dx = 0.
Taking v = H˜ε(w1)− H˜ε(w2), we can write that
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∫
Ω
(w1 − w2)
(
H˜ε(w1)− H˜ε(w2)
)
dx = 0.
But it is the sum of two non-negative terms, so both are equal to zero. In particular, ‖H˜ε(w1)− H˜ε(w2)‖2H10(Ω) = 0, that is
w1 = w2, since H˜ ′ε is bounded. 
3.2. Strong solution of the generalized Dirichlet problem
Let us set, for ( f , g) ∈ E = L∞(Ω)× L∞(∂Ω), θε( f , g)= wε , where wε is the solution of problem (P′ε). In order to obtain
a generalized result, we need the following lemma:
Lemma 1. For all ( f , g) in E and wε = θε( f , g) in F = H1(Ω)∩ L∞(Ω), we have
‖wε‖F 
(
C(Ω,Φ ′)
r2ε
+ 1
)[
3+ 2∥∥Ψ ′∥∥L∞([−‖g‖L∞(∂Ω),‖g‖L∞(∂Ω)])]∥∥( f , g)∥∥E . (4)
Proof. This result is an immediate consequence of inequality (3), since ‖( f , g)‖E = ‖ f ‖L∞(Ω) + ‖g‖L∞(∂Ω) . 
Theorem 2. If (F ,G) belongs to A(C, L∞(Ω)× L∞(∂Ω)) and
∀(sε)ε ∈ A+,
(
sup
t∈[−sε,sε]
∣∣Ψ ′(t)∣∣)
ε
∈ A+,
then there exists a generalized function U = cl(uε)ε in A(C, H1(Ω)∩ L∞(Ω)) such that{
cl
[−(Φ(uε)+ rεΨε(uε))]ε + cl[Ψε(uε)]ε = F in A(C, L∞(Ω)),
Γ (U) = G in A(C, L∞(∂Ω)), (5)
where, by deﬁnition, Γ (U) = cl(uε|∂Ω )ε = cl(gε)ε , when G = cl(gε)ε .
Proof. Let us set F = cl( fε)ε , G = cl(gε)ε , wε = θε( fε, gε) and uε = Ψ−1ε (wε). Since rε|(Ψ−1ε )′(·)| 1 and Ψ−1ε (0) = 0, one
has
‖uε‖F  1
rε
‖wε‖F .
But ( 1rε )ε ∈ A+ so, if ‖wε‖F is in A+ (respectively I A ) then ‖uε‖F is in A+ (respectively I A ). Consequently, we can apply
the ﬁrst part of Theorem 1 with E = L∞(Ω)× L∞(∂Ω), F = H1(Ω)∩ L∞(Ω) and the application Ψ−1ε ◦ θε . 
Remark 6. Note that we only have the existence of a strong solution and not the uniqueness because we are not able to
prove an inequality like the second one of Theorem 1 for this problem.
3.3. Weak solution of the generalized Dirichlet problem
Even if the hypothesis of Theorem 2 are not satisﬁed, we can still deﬁne a weak solution by using the weak equality
deﬁned in Example 4.
Theorem 3.With the assumptions of Theorem 2, if F = cl( fε)ε and G = cl(gε)ε are such that
∃r ∈ V+A /r /∈ SL∞(Ω)(F)∪ SL∞(∂Ω)
(
Ψ (G)) and r2 /∈ SL∞(∂Ω)(G), (6)
then there is a generalized function U in A(C, H1(Ω)∩ L∞(Ω)) so that{
cl
[−Φ(uε)]ε + cl[Ψε(uε)]ε 2 F in A(C, L∞(Ω)),
Γ (U) = G in A(C, L∞(∂Ω)). (7)
Proof. Since cl[−(Φ(uε) + rεΨε(uε)) + Ψε(uε)]ε = F in A(C, L∞(Ω)), so H−2(Ω)-weakly equal, it is suﬃcient to prove
that
Cl
(−rεΨε(uε)) 2 0.ε
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Ω
−rεΨε(uε)ϕ dx = rε
(∫
Ω
∇Ψε(uε)∇ϕ dx−
∫
∂Ω
∂Ψε(gε)
∂ν
ϕ dν
)
= rε
( ∫
∂Ω
Ψε(uε)
∂ϕ
∂ν
dν −
∫
Ω
Ψε(uε)ϕ dx−
∫
∂Ω
Ψε(gε)ϕ dν
)
= −rε
∫
Ω
Ψε(uε)ϕ dx.
Consequently, using Cauchy–Schwartz’s inequality, one has∣∣∣∣
∫
Ω
−rεΨε(uε)ϕ dx
∣∣∣∣ C(Ω)rε‖ϕ‖L2(Ω)∥∥Ψε(uε)∥∥L∞(Ω)  C(Ω)rε‖ϕ‖L2(Ω)σε,
with σε =max{‖ fε‖L∞(Ω), (‖Ψ ′‖L∞([−‖gε‖L∞(∂Ω),‖gε‖L∞(∂Ω)]) + rε)‖gε‖L∞(∂Ω)}, and the assumption (6) implies that
lim
ε→0
∫
Ω
−rεΨε(uε)ϕ dx = 0. 
Remark 7. We can consider a Dirac generalized function in the second member of the problem. Indeed, a representative of
a Dirac generalized function can be deﬁned by: ∀x ∈ Rd , δε(x) = ε−dϕ(ε−1x), where ϕ is a compactly supported function
deﬁned on Rd . The hypothesis (6) is satisﬁed by taking rε = εd+q , for all q ∈ N with A and I A as in Example 1.
3.4. Properties of the generalized solution
Proposition 5.With the assumptions and notations of Theorem 2 or 3, if
SL∞(Ω)
(
r−1 • F)∩ SL∞(∂Ω)(G) = A0,
then a solution U obtained with Theorem 2 or 3 is such that
SL∞(Ω)(U) ⊂ SL∞(Ω)
(
r−1 • F)∪ SL∞(∂Ω)(G).
Proof. Let s = (sε) ∈ A0 which not belongs to SL∞(Ω)(r−1 •F)∪ SL∞(∂Ω)(G), that is
lim
ε→0+
|sε|max
{‖gε‖L∞(Ω), r−1ε ‖ fε‖L∞(∂Ω)}= 0.
From the inequality
min
{
inf
Ω
fε, inf
∂Ω
Ψε(gε)
}
 wε max
{
sup
Ω
fε, sup
∂Ω
Ψε(gε)
}
a.e. inΩ,
where wε = Ψε(uε), one deduces, by using the fact that Ψ−1ε is an increasing function, that
‖uε‖L∞(Ω)) max
{‖gε‖L∞(∂Ω),∥∥Ψ−1ε ( fε)∥∥L∞(Ω)}.
So we claim that
lim
ε→0+
|sε|‖uε‖L∞(Ω) = 0,
since ‖Ψ−1ε ( fε)‖L∞(Ω))  r−1ε ‖ fε‖L∞(Ω) . 
Proposition 6. With the assumptions of Theorem 3, if the generalized functions F = cl( fε)ε ∈ A(C, L∞(Ω)) and G = cl(gε)ε ∈
A(C, L∞(∂Ω)) are non-positive, then U = Θ(F ,G) = cl(θε( fε, gε))ε ∈ A(C, H1(Ω)∩ L∞(Ω)), a strong solution of our main prob-
lem, is non-positive.
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representative. And then it suﬃces to show that U = Θ(F ,G) = cl(θε( fε, gε))ε admits a non-positive representative, since
a non-positive representative of U is also one for I(U). Let fε and gε be the non-positive representatives of F and G , and
uε = θε( fε, gε). From the inequality
min
{
inf
Ω
fε, inf
∂Ω
Ψε(gε)
}
 wε max
{
sup
Ω
fε, sup
∂Ω
Ψε(gε)
}
a.e. inΩ,
where wε = Ψε(uε), one deduces, by using the fact that Ψ−1ε is an increasing function, that, for all ε,
uε max
{
sup
Ω
Ψ−1ε ( fε), sup
∂Ω
gε
}
= 0 a.e.Ω. 
Remark 8. The result of the previous proposition can be rewritten as
Max{F,G} 0 ⇒ Max{U} 0,
which can be viewed as a generalization of the maximum principle (Max denote the generalization of the maximum)
[3,12].
Remark 9. If ( f , g) ∈ L∞(Ω)× L∞(∂Ω) then there exists u ∈ H1(Ω)∩ L∞(Ω) solution of (P) (see Proposition 4). By denoting
U the solution obtained with Theorem 2 or 3, from F = i0( f ) and G = i0(g), one can show that U L
∞(Ω) u. Consequently,
the generalization of the maximum principle leads to the classical one.
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