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Compositional Se man t ics of a 
Real-Time Pro to typing Language 
Bemd Kramer, Luqi, Member, IEE‘E, and Valdis Berzins 
Abshacf-A formal semantics of a prototyping language for 
hard real-time systems, PSDL, is given. PSDL provides a data 
flow notation augmented by application-orientation timing and 
control constraints to describe a system as a hierarchy of net- 
works of processing units communicating via data streams. The 
semantics of PSDL is defined in terms of algebraic high-level 
Petri nets. This formalism combines algebraic specifications of 
abstract data types with process and concurrency concepts of 
Petri nets. Its data abstraction facilities are used to define the 
meaning of PSDL data types, while high-level Petri nets serve to 
model the casual and timing behavior of a system. The net model 
exposes potential concurrency of computation and makes all 
synchronization needs implied by timing and control constraints 
explicit and precise. Time is treated as state of clocks, and clocks 
are modeled as ordinary system components. The net semantics 
provides the basis for applying analysis techniques and semantic 
tools available for high-level Petri nets. 
Index Tenns-Algebraic high-level Petri nets, distributed sys- 
tems, formal semantics, real-time systems, specification and de- 
sign, time constraints. 
I. INTRODUCTION 
OMPUTERS are being used increasingly to control C safety-critical real-time functions. For application sys- 
tems including such functions it is not sufficient for software 
components to be logically correct. In addition, they must 
satisfy timing constraints determined by the characteristics of 
physical processes being controlled, or task executions must 
meet deadlines to prevent their failure. 
The difficulties with specifying, analyzing, and scheduling 
processes with hard real-time constraints are further enhanced 
by the fact that the controlled physical system often consists of 
many independent subsystems producing asynchronous sensor 
signals and control values [l]. Such systems may require 
distributed control software to provide adequate processing 
capacity and reaction time for performing periodic tasks with 
tight schedules and for processing asynchronously arriving 
control input in due time. 
A semi-graphical language for specifying functional and 
timing behavior of real-time applications, PSDL, and a method- 
ology for prototyping PSDL designs have been presented in 
[2]. PSDL describes a system as a hierarchy of networks 
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of processing units communicating instances of abstract data 
types via data streams. An executable prototype is derived 
from a hierarchal design by mapping its base components to 
reusable program modules. These modules are interconnected 
via generated code that implements communication links and 
scheduling mechanisms. The PSDL computation model is 
based on data flow concepts that are augmented by timing 
and control constraints to restrict the admissible behavior of 
processing units [3]. The behavior of a PSDL design includes 
concurrent processing steps that have only local causes and 
effects. Causes may be temporal events or the availability of 
fresh data on input streams of a processing unit; effects may 
be the consumption of data from input streams, the production 
of new data on output streams, or the update of the local state. 
A. Contributions 
This paper provides a compositional formal semantics of 
PSDI,. Basic PSDL constructs such as distributed processing 
units, interconnecting streams, and abstract data types are de- 
fined in terms of algebraic high-level Petri nets. They combine 
algebraic specifications of abstract data types with process and 
concurrency concepts of Petri nets. Places are marked with 
struclured tokens representing instances of data types that are 
subject to concurrent manipulation. The algebraic specification 
associated with a high-level net defines the semantics of these 
data lokens. The net, together with its marking, specify a sys- 
tem’s causal behavior including concurrency, nondeterminism, 
and synchronization constraints. To handle timing properties of 
real-time systems, such as absolute deadlines, lower and upper 
bounds on reaction times, or periodic behavior, we follow the 
examples of [4] and [5] and the advice of [6] and treat time as 
clock states and model clocks as ordinary system components. 
The main benefits of our definition are the following. 
PSDL supports the design of loosely coupled distributed 
real-time systems. For such systems, it is often the case that 
the data transmission time across communication channels is 
not negligible. But then the assumption of a global clock 
synchronizing the operations of different processors is not 
appropriate [6]. Petri nets allow us to define a distributed 
clock system in which each processing unit has its own 
discrete clock. Our semantic model thus presents a maximum 
of concurrency, while making synchronization needs induced 
by timing constraints explicit and precise. 
‘The formal semantics supports insight into the concepts 
underlying real-time languages, in general, and it provides 
a unique abstract standard for PSDL implementations. This 
standard is particularly valuable for the extension of the 
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current uniprocessor implementation described in [7] to a 
multiprocessor implementation and the design of distributed 
scheduling algorithms exploiting such architecture. 
The semantic mapping of PSDL expressions into alge- 
braic Petri nets enables the application of semantic tools that 
are already available for these nets [8], [9]. In a second step, 
such tools can be lifted to the PSDL level based on the unique 
relationship defined by our mapping. 
B. Related Work 
Although a variety of formal methods for specification 
and validation of concurrent distributed systems exist, they 
are often not immediately applicable to real-time applications 
because they lack a notion of time. Therefore, a number of 
timed variants of existing theories and formalisms evolved 
over the last decade. They include timed Petri nets (cf., e.g., 
[lo]-[12]), real-time logic (RTL) [13] and its extension for 
distributed real-time logic [14], timed CSP (TCSP) [15], and 
timed transition systems [16]. An attempt to apply temporal 
logic to the specification of real-time systems is described 
in [17]. 
We felt that none of these approaches was particularly suited 
for defining the semantics of PSDL for different reasons. 
All timed Petri net models that use an independent real- 
valued time parameter to control the activation of transitions, 
for example, are unsuited for two main reasons: they vio- 
late the fundamental assumption of Petri net theory that 
there are no side conditions, and they sacrifice the partial 
order of semantics of concurrency. RTL, timed CSP, and 
timed transition systems are unsuited because they assume 
the existence of a conceptual global clock to which the times 
of event occurrences relate. Concurrent events are thereby 
nondeterministically interleaved. This model is appropriate for 
treating shared-variable real-time systems [ 161, but is less 
suited for distributed real-time systems communicating via 
message passing or data streams. 
Versions of timed Petri nets that support a notion of dis- 
tributed time have been defined in [18] and [12], [19]. The first 
approach gives semantics to timed nets in terms of untimed 
Petri nets operating under the maximum firing strategy. It 
requires independent transitions to occur as soon as they 
become activated, unlike the traditional firing rule under which 
activated transitions may occur eventually. However, this 
model is defined only for elementary Petri nets. Further, it has 
significantly different behavioral properties from untimed Petri 
nets, and therefore offers little analysis support, as yet. The 
second approach introduces a high-level Petri net formalism 
associating time intervals with transitions. The nets admit both 
a weak and a strong firing strategy to define the behavior of 
a time net. But a concept for data abstraction and support for 
modularity are still under investigation. 
These and other formalisms not discussed here are accom- 
panied by several more pragmatic approaches including [20] 
and [21]. In the first work, the ASLAN specification language 
for sequential systems is extended by real-time constructs that 
allow the specification of loosely coupled systems. However, 
the formal model underlying the real-time ASLAN language is 
not well defined in [20]. In the second work the specification 
language Larch [22] was combined with RTL in such a way 
that functional and timing properties can be treated separately. 
A formal semantics is sketched in terms of typed first-order 
predicate logic, in which concurrency is of no concern. 
C. Organization 
Section I1 gives a brief review of central real-time concepts 
as they are supported by PSDL and presents an introductory 
PSDL example. In Section 111, we informally discuss our 
approach to map PSDL expressions into algebraic high-level 
Petri nets. Section IV contains the semantic definition of the 
core PSDL language. Some properties of our definition are 
then presented in Section V. Section VI concludes the paper 
with a discussion of the impacts of our definition on the 
development of semantic tools for PSDL. 
The definition of algebraic high-level Petri nets is re- 
called in Appendix A. The semantic constructions used in 
Section IV are precisely defined in Appendix B. Appendix C 
finally presents the net semantics of the PSDL example dis- 
cussed in Section 11. 
11. OVERVIEW OF REAL-TIMED ISSUES AND PSDL 
This section gives an overview of the PSDL prototyping lan- 
guage for real-time systems. First, the real-time computation 
paradigm underlying PSDL is sketched in several subsections. 
Thereby, some of the more important kinds of tasks and 
properties to be specified and scheduled in hard real-time 
systems are outlined. Finally, a simple example is presented 
to provide some syntax and illustrate how these concepts are 
expressed in PSDL. 
A.  Operators and Streams 
In PSDL, every computational entity is represented as an 
operator. Every operator is a state machine. Its state models 
local memory that only this operator can read and update. 
The state is represented by a set of state variables. Operators 
with an empty set of state variables behave like (multivalued) 
functions, i.e., they produce the same set of outputs whenever 
they are applied to the same set of inputs. 
Operators communicate via data streams carrying values 
of abstract types. Streams represent error-free communica- 
tion channels that behave like one-element buffers. For each 
stream, there is exactly one operator that writes data on 
the stream and exactly one operator that reads data from 
that stream. PSDL distinguishes between two kinds of streams: 
data flow and sampled streams. Data flow streams act as 
FIFO buffers, and are used for synchronizing data-driven 
computations. Sampled streams act as continuously available 
sources of data. They can be read or updated on demand, and 
are used for connecting unsynchronized operators that can fire 
at different or unpredictable rates. 
Operator execution takes nonzero time, so that operator 
executions may overlap. Therefore, we propose to characterize 
the behavior of operators by two types of atomic actions, called 
read events and write events, and a set of functions, one for 
each output stream and state variable. Read events represent 
the times at which data are read from the input streams and 
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state variables, i.e., the time when operator executions start; 
write events represent the time at which operator executions 
are completed and output values are written on the output 
streams and state variables. The functions associated with 
output streams and state variables relate operator inputs with 
outputs. 
An operator can have timing constraints associated with 
it. They determine 1) conditions under which read events of 
operators are activated, i.e., when they may occur, 2) when 
their execution must be completed, and 3) the buffering 
disciplines for data streams. Control constraints can express 
conditional execution and conditional output, and can control 
local timers. Timers are software stopwatches used to control 
durations of states. Timing constraints define hard real-time 
deadlines for time-critical operators and express both sporadic 
and periodic operator execution. This is reflected in PSDL by 
a distinction between sporadic and periodic operators. 
B. Sporadic Operators 
Sporadic operators can be time-critical or nontime-critical. 
Nontime-critical sporadic operators model pure data-driven 
executions. Time-critical sporadic operators are used to model 
timely reactions on external events, such as control signals or 
interruptions being produced sporadically by external devices. 
As one cannot guarantee scheduling for interrupts that can 
occur arbitrarily frequently, any time-critical sporadic operator 
f is associated with three different time values: 
a muximum execution time, met(f), 
a maximum response time, mrt ( f ), 
a minimum calling period, mcp( f ). 
The met and mrt values define an upper limit on the du- 
ration of an operator execution and on the amount of time 
that may elapse from the time at which input data become 
available up to the time at which output data must have been 
produced, respectively; the minimum calling period guarantees 
that consecutive activations of an operator f are kept at least 
mcp(f) time units apart. The relationships between times of 
event Occurrences and timing constraints are characterized as 
follows. Let tr(f, i) and tw(f, i) denote the times of the ith 
occurrences of read and write events of operator f, and let 
ta(f) denote the times at which the ith read event of f is 
activated, i.e., when fresh data are available on all data flow 
input streams. Then the following conditions must hold for 
all i, under the assumption that successive event occurrences 
have nondecreasing time values: 
operator f is characterized by three nonzero time values: 
an met(f) ,  
a period, ~ ( f ) ,  
a deadline, d(f). 
The period is the time between two successive activation times 
for the read events of a periodic operator. The activation time 
is the earliest time at which an event may occur. It depends 
on certain time conditions but may also depend on stream 
conditions as in the case of sporadic operators. The deadline 
defines an upper bound on the Occurrence time of the write 
event of a periodic operator execution relative to the activation 
time of its corresponding read event. The deadline also defines 
a sequence of scheduling intervals of a periodic operator. 
Each periodic operator must be executed exactly once in 
each scheduling interval, and must complete execution before 
the end of the scheduling interval. Successive read events 
are constrained by the lower bounds of the corresponding 
scheduling intervals. These lower bounds el.(i) denote the 
earliest time at which the ith read event may Occur. They 
are determined from the corresponding write deadlines d,( i )  
via the relation eT(i) = d, ( i )  - d(f). Scheduling intervals 
extend from the earliest read time to the write deadline for 
each execution cycle. These concepts are illustrated below. 
The scheduling intervals can be viewed as sliding windows, 
whose position on the operator’s time axis relative to each 
other is fixed by the period, and whose absolute position on 
the time axis is fixed by the time of the first occurrence of a 
read event of operator f .  Given that this time is t l  and the 
initial time of f’s clock is to, then ta(f , l )  = to, and for 
i > 1, the ith activation ta(f,i) of f is time 
ta(f,i) = t l  + p .  (2 - 1 ) .  (4) 
For the occurrence time of the ith write event tw(f,i), we 
have for i 2 1 
tw(f, i) 6 tl  + p .  (2  - 1) + d(f) . 
0 I t l  5 P ( f ) .  
(5) 
In PSDL, time t l  may vary within the interval 
(6) 
To make static scheduling feasible, we require that d(f) 2 
met(f’), and by default, we have d(f) = met(f)  if no deadline 
is given by the user. 
Further, we have the restrictions that met(f)  5 mrt(f)  and D. pre,cedence constraints 
Preczdence constraints are the mechanism for achieving 
synchronization between different operators. Precedence con- 
straints are introduced by data streams, and serve to define 
data flow dependencies. The effect of precedence constraints 
between two operators depends on the stream type connecting 
m 4 f )  # 0. 
C. Periodic Operators 
Periodic operators are activated by temporal events and must 
be executed on a relatively regular schedule. Each periodic 
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the operators. Data flow streams ensure that values are not read 
until after they are written, and that a value is not overwritten 
before it has been read. This property ensures that transactions 
are not lost or repeated, and can be used to correlate data from 
different sources. 
Sampled streams ensure only that a value is not read before 
the stream has been initialized, although triggering conditions 
can delay read events until after corresponding write events. 
The purpose of a sampled stream is to provide the most recent 
available version of the data. In the extreme case, component 
operators of a composite operator in a pipelined concurrent 
implementation can see values in internal sampled streams that 
correspond to future invocations of the composite operator. 
This is sometimes desirable, and can be used to speed up 
the convergence of computations of iterative approximations. 
Sampled streams cannot guarantee that values will never be 
overwritten before they are read. Data flow streams must be 
used in cases where the user does not want such behavior. 
The semantics of precedence constraints for periodic op- 
erators is more subtle. Periodic operators are triggered by 
temporal events, and in certain circumstances, the precedence 
constraints can affect these timing constraints. In particular, 
if two periodic operators f and g are directly connected by a 
data stream from f and g, and an instance off corresponds 
to an instance of g, written f - g and defined by 
f -g iff 3 i , j  s u c h t h a t i * p ( f ) = j * p ( g ) .  
Then the instance of f must complete before the instance of g 
can start, and the instance of g must be completed before 
the next instance of f can be completed. The precedence 
constraints guarantee that each instance of g will operate on the 
data produced by corresponding instance of f ,  if there is one. 
The idea of correspondence is a generalization of phase-lock 
scheduling. The instances of two periodic operators directly 
connected by a data stream are guaranteed to be synchronized 
at intervals equal to the least common multiple of the two 
periods. For exampIe, if two operators have the same period 
and are connected by a data stream, then they are completely 
synchronous and must fire in a strictly alternating sequence 
[fo,go, fl,gl, + + . I ,  no matter whether they are connected by a 
sampled stream or a data flow stream. This property allows the 
two operators to be connected by a data flow stream without 
any danger of overflow or underflow. If the periods of the two 
operators are different, then there is no possibility of avoiding 
overflows or underflows unless the operators are connected by 
a sampled stream. However, a subset of their instances is still 
synchronized due to the precedence constraints. For example, 
if the period g is twice the period of f, then every instance 
of g is synchronized with (operates on the data produced by) 
every other instance of f ,  starting with the first one. This 
provides a realizable interpretation for the requirement that g 
must always get the most recent version of its input data that 
can be practically provided. 
E. A PSDL Example 
PSDL supports localized hierarchical descriptions to aid 
the designer in constructing and modifying understandable 
models of complex systems. A PSDL prototype consists of 
a hierarchically structured set of definitions for operators and 
abstract data types. Each definition has a specification part 
for black-box descriptions and an optional implementation 
part for clear-box descriptions. The specification part includes 
typed information upon the input streams, output streams 
and state variables of an operator, implementation-dependent 
timing attributes, and specifications that are used both for 
documentation of the prototype and for retrieval of reusable 
software components in the CAPS system [7]. The clear- 
box description contains a network of operators and streams 
that is represented by a direct graph, and it includes control 
constraints and application-specific timing constraints that are 
presented as text. 
Fig. 1 shows a PSDL design of a simple control system 
to illustrate major language features and introduce syntax. 
The example is presented on two hierarchy levels: the first 
comprises the specification of operator controlsystem, and 
the second comprises its implementation part, which contains a 
graph showing the decomposition of the system into two time- 
critical subsystems. (In this graph, operator control-system 
is represented by a thin-line circle to illustrate the implementa- 
tion relationship.) The numbers associated with each operator 
symbol indicate the met of that operator. The definition of 
operator f i l t e r  consists of a specification part only, i.e., 
f i l t e r  represents an atomic operator. Atomic operators play 
the role of leaves in an operator hierarchy. The second 
hierarchy level is incomplete as operator con t ro l l e r  is left 
undefined. In a complete PSDL design, each atomic operator 
must either name an operation of a predefined abstract data 
type or must have an axiom part specifying the meaning of 
the operator’s function by means of equations.’ 
Operator controlsystem is embedded in an environment 
comprising a simple switch served by some human operator, 
an external sensor providing signals at relatively regular 
intervals, and an ac tua to r  that manipulates the behavior of 
the controlled technical process. The behavior of these three 
system components lies outside the scope of our consideration. 
The f i l t e r  performs a smoothing operation to reduce the 
noise in the sensor-data, and the con t ro l l e r  responds to 
commands from a human operator based on the filtered sensor 
data. Operator commands are transmitted to the embedded 
system via a switch on the operator’s control panel. The 
function of the smoothing f i l t e r  is defined by an equation 
in the axiom part of the operator specification. It relates any 
two successive values of the state variable f i l tered-data ,  
where the weight w is a real number between 0 and 1 chosen 
to provide the best tradeoff between response and sensitivity 
to noise. 
The example uses various syntactic abbreviations admitted in the language. 
Operator f i l t e r ,  for example, actually has two output streams carrying 
identical values. These values are functions of the operator’s inputs and are 
ambiguously represented by a single state variable, namely, f i l tered-data.  
Using state variables as access operations to streams allows the language user 
to write axioms much like assignment statements. Thus, implicit definitions of 
identical access functions can be folded into one axiom. In the abstract syntax 
defined in Section IV-A, such abbreviations are fully expanded to simplify 
the semantic definition. This expansion is illustrated in Appendix C for the 
PSDL example presented in Fig. 1. 
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strea:m at unpredictable times. By default, streams are sampled 
strea:ms if they are not listed in a TRIGGERED BY ALL constraint 
(see, e.g., [3] for further details of the PSDL language). 
OPERATOR controliystem 
SPBCIFICAIIOI 
IIPUIS inputis i tch:  BWLGII. sensordata: REAL 
OUTPUTS controlaignal: PEAL 
STATES f i l t e r d d a t a :  REAL IIITIALLY 0.0  
DBSCRIPTIOI { top l a r d  of a a h p l o  embedded syatem ] 
BID 
IIIPLMEITATIOI 
G U P B  
Control-systc" 
COITROL COISTRAIIIS 
OPWMR f i l t e r  PERIOD 100 U 
O P W M R  control lu  IRICCBRBD BY ALL inputis i tch 
61D 
EID 
OPgRlTUR f i l t e r  
SPECIPICATIOI 
IIPUTS sansordata. f i l t u e d d a t a :  REAL 
OUIPUIS fi1tu.bd.t.: BBIL 
AIIMIS f i l t u o d d a t a  = w + t  iltereddata f(l.0-w)rsonsordata 





IIPUTS inpntimitch: BOOLEAI. f i l t e r d d a t a :  REAL 
OUTPUTS c o n t r o l x i p a l :  REAL 
IUXI" LBSWISE IIlIB 200 ms 
HIIIllllll CALLIIG FBRIOD 200 ma 
AXIOIIS . . _  
BID 
EID 
Fig. 1. Example of a PSDL design. 
The first control constraint in the implementation of 
control-system states that the f i l t e r  operator must 
be executed periodically, every 100 ms. In contrast, the 
c o n t r o l l e r  is executed sporadically, whenever a new 
value for the inpu t swi t ch  arrives, and must complete 
execution within 200 ms of the arrival of the new value. The 
first property is expressed by the second control constraint 
OPERATOR con t ro l l e r  TRIGGERED BY ALL i npu t swi t ch  
occurring in the implementation part of control-system; this 
control constraint further states that stream input-switch is 
a data flow stream; that is, the con t ro l l e r  must respond 
exactly once to every new value in input-switch. The second 
property of con t ro l l e r  is expressed by the timing constraint 
contained in its specification part. This is due to the fact that 
this property depends on the implementation of con t ro l l e r  
rather than being a requirement of the actual environment of 
use, as in the case of periodic triggers. 
The other streams, sensor-data and f i l tered-data ,  must 
be sampled streams because the f i l t e r  operator must op- 
erate at fixed times, although values may be written into 
the sensor-data stream or read from the f i l t e r ed -da ta  
111. MAPPING PSDL CONSTRUCI'S INTO 
HIGH-LEVEL PETRI NETS 
This section provides some intuition about our approach to 
use algebraic high-level Petri nets as mathematical denotations 
of PSDL constructs. The net class we use is formally defined 
in Appendix A. 
In our semantic model, the behavior of an operator can 
be divided into two facets: a functional behavior and a 
causiil behavior. The functional behavior describes the relation 
between data read from inputs and data written on outputs of 
operators. The causal behavior describes the dynamics of an 
operator in terms of the read and write events it performs 
on its inputs and outputs and in relation to the behavior of 
other operator. It includes timing behavior by associating time 
values with event occurrences. 
In the next subsection, we describe how the functional be- 
havior is handled in the net model; the treatment of the causal 
behavior is then explained in several steps in the following 
subsections. Each major PSDL construct is associated with 
a net representing its untimed causal behavior. According to 
the definitions in Appendix A, the dynamic behavior of a net 
is defined in terms of a transition rule and finite occurrence 
sequences. The transition rule uses markings of places to 
repretsent distributed states and event occurrences to change 
markings concurrently. Events are derived from high-level 
transitions by a substitution mechanism. Finite occurrence 
sequences are sequences of markings and steps (i.e., nonempty 
sets of concurrently activated events). A notion of timed 
behavior is then introduced by attaching net models of clocks 
generating local time values to operator models. The time 
of each event occurrence in the behavior of an operator 
records the number of ticks that have been produced by the 
operator's local clock. Natural numbers are used to represent 
time values. 
Finally, we discuss a mechanism to achieve a compositional 
semantics. The meaning of an operator definition is derived 
from the meaning of its subexpressions by composing the nets 
modeling the semantics of these subexpressions. 
A. Assumptions 
For illustration purposes, we sometimes refer to some 
arbitrary composite operator f with input streams XI, . . . , x3, 
output streams yl,  y2, and state variable z.  We collectively 
call x l l  . . . x3, z inputs and y l ,  y2, z outputs off .  We further 
assume that the behavior o f f  is defined by the implementation 
graph depicted in Fig. 2. We call f 1, f 2, and f 3 component 
operators of f . Moreover, we call f 1 a producer of f 2 and f 2 
a producer of f 3, while f 2 is a consumer of f 1, and f 3 is a 
consumer of f2.  Streams d l  and d2 are called local streams. 
For the rest of this section, we assume a set S of sorts, 
an S-sorted signature C, a set X of E-variables, and a 
E-algebra A. S, C, and X should be rich enough so that 
we can view all net models as C(X)-inscribed nets. For 
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Fig. 2. An operator and its implementation graph. 
example, we require that S includes bool, nat ,  and a sort 
() of one-element sets. C should contain a distinguished 
constant undef of each sort s E S, a constant of sort (), 
constants t r u e  and f a l s e  of sort bool,  the usual binary 
infix operations (and, or, etc.), and an i f  -then-else-end 
construct mapping a Boolean value and two values of sort s 
into a value of sort s; C should also include sufficient decimal 
numbers like 0,1,. . to act as constants of sort na t ,  the usual 
binary arithmetic operations (+, -, *, etc.), n-ary operations 
min and max defined on natural numbers, and a (syntactic) 
equality and inequality operation (==, =/=), both of arity 
(s, s) and sort bool. X should include variables like 2, y, z 
of sort s and n, t ,  to,. . . . tn of sort nat .  Further, we denote 
the sort of sequences of elements of sort s by Is]; we assume 
that sequences have an associative operation I to append two 
sequences, an infix operation [-] to lift a value of sort s into a 
singleton sequence of sort [s], and operations f i r s t  and last 
to yield the first or last element of a nonempty sequence, or 
undef if the sequence is empty. 
B. Notation 
In the graphical representation of a C( X)-inscribed net 
(P ,  T.F.L, a, L ) ,  we use the following conventions: (see be- 
low) and similarly for (a ,b )  E F n (T x P ) .  Further, we use 
the abbreviation 
for the net 
which reproduces the marking on place a. 
are meant. 
We often use the term “event” when event occurrences 
C. Functional Facet of Operators 
Stream variables in PSDL can be viewed as access functions 
to streams. The value denoted by a variable referring to an 
output stream of some operator is a function of the values 
carried on the operator’s input streams. This functional facet 
of PSDL operators is made explicit by associating with each 
output stream y of some operator f a function f y of the 
inputs of f .  For an atomic operator, the meaning of this 
function is predefined if f names an operation of a built-in 
data type2; otherwise, it is defined by axioms provided by the 
PSDL user. 
For a composite operator f, the functions associated with 
f ’ s  output streams are implicitly defined by the functional 
behavior of f’s implementati~n.~ For each output y of f ,  
this behavior can be represented by a function term that is 
composed of output functions of component operators and 
inputs of f .  This term can be constructed by recursively sub- 
stituting stream variables in the function term associated with 
the component operator producing y . Consider, for example, 
function f . y2 of operator f in Fig. 2: 
f . Y ~ ( x ~ , x ~ , x ~ , z )  = f 3  . y2 (d2 ,~3)  
= f 3 . ~ 2 ( f 2 . d 2 ( d l , x 2 ) , ~ 3 )  
= f 3 .  y2(f2 . d2(f 1 . d l  
($1, z ) ,  x2), x3) . 
The structure of the function in the third line corresponds to 
the tree of component operators of f spanned by stream y. 
This tree is indicated by thick edges in Fig. 2. 
’The operations of predefined date types such as map, sequence, tuple, etc., 
have the usual meaning; it is formally specified in [23]. 
31f the user provides axioms for a composite operator f, then the consis- 
tency between the specified functional behavior o f f  and the behavior derived 
from the implementation graph of f can be formally verified. 
.(a) 
tl, . . ., tk.. 0 u ~ E P ,  L ( a ) = s  and ~ ( a ) = { t l , . . . , t k }  
b 
.I,. . .,-...U U b E T and @ ( b )  = {el,...,em} 
U ( a ,  b )  E F n ( P  x T )  and L(a, b)  = {ul ,  . . , un) 0 d , . . . , u n  4 
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v ( a )  n
e( 1 
(cl 
Fig. 3. Generic models of streams and state variables. (a) Data flow streams. 
(b) Sample streams. (c) State variable. 
D. Dynamics of Streams 
Data flow streams guarantee that each of the data values 
written into the stream read exactly once, and that the sequence 
of values written into the stream is equal to the sequence of 
values read concatenated with the contents of the stream at a 
each point in time. This behavior is generated by the net model 
in Fig. 3(a). Transition w on the left-hand side models all write 
events of the adjacent producer operator, while transition r 
models all read events of the adjacent consumer operator. 
The behavior of this net only allows occurrence sequences 
of singleton steps of read and write events that alternate and 
start with a write event. 
Sampled streams model streams for which only the most 
recent information is meaningful. This implies that read events 
must not remove data from the stream, and that multiple read 
events may follow a write event, and vice versa. A generic 
net model of a sampled stream is shown in Fig. 3(b). The nat 
component in the sort label of place v is used to distinguish 
between new values (encoded by 0)  and values that have 
already been read. 
A PSDL declaration of the form “STATES z : s I N I -  
TIALLY e” declares a state variable z of type s with initial 
value e. It is denoted by the net in Fig. 3(c). Variable t = 
[e] denotes the semantic interpretation of the initial value 
expression e. Notice that read and write events altemate in the 
behavior of state variable nets, similar to data flow streams, 
but here a read event must occur first. 
The models of streams z are abbreviated to 
U r 
and those of state variables z to 
r l ( n a t )  ui(nat)  
( b) 
Fig. 4. ’I\No models of nontime-critical operators with capacities (a) k = 1 
and (b) k > 1. 
c Y 
E. Dynamics of Nontime-Critical Operators 
The causal behavior of operators can be separated into two 
classes according to the buffering capacity they admit. Atomic 
operators and operators that are involved in data flow feedback 
loops, such as f 1 and f 2 in Fig. 2, always have a capacity of 
one. This implies that their read and write events alternate 
in each behavior. Capacity-one operators are modeled by the 
net in Fig. 4(a). All other operators have an arbitrary buffering 
capacity IC > 1, i.e., multiple successive read events may occur 
before: a write event must occur. This behavior is modeled by 
the net in Fig. 4(b). It allows for pipelined concurrency in 
multiprocessor implementations of composite operators that 
are not involved in data flow feedback loops. The index i 
associated with each tuple of input data 21, - , xm ensures 
that the order of the output sequence corresponds to the order 
of the input sequence. Place v models the computation delay 
associated with the execution of the operator. 
The functional behavior of an operator f can be included in 
the net model by adding the equations defining the values 
of output streams as functions of inputs and states to the 
constraint of the write transition of f . This is precisely defined 
in Sections 111-1 and IV. 
Operator net models are abbreviated to 
r U 
F. Clocks 
As mentioned in the Introduction, we use abstract models of 
clocks to associate sequences of abstract time units with each 
operator. The clock model is depicted in Fig. 5. It consists 
of two functional units with a common interface: a pulse 
generator and a clock. The pulse generator (t) produces a 
sequerice of event Occurrences that are polled by the clock 





. .  . .  . .  .. . 
clock 
Fig. 5. Abstract clock with initial time t O  served by pulse generator t. 
monitor m. Each tick represents a particular point in time, 
while two consecutive ticks constitute a basic time interval. 
Basic time intervals are all assumed to be of the same length. 
The interface between the pulse generator and time monitor 
is modeled by two places b and a. They represent the time 
before and after the next tick. Place c models the hand of 
the clock. It records the current distance in time from the 
starting time of the system in terms of the number of ticks that 
have occurred. Using the concepts defined in Appendix A, we 
notice that the following properties hold for the clock net. 
Proposition 1: Let N&kA be the A-interpreted net under- 
lying the clock model, and let M be a marking of &lockA that 
is reachable from the initial marking. Then 
M(a) # 8 + M(b) = 8 and M(a) = {t + 1) 
for M(c) = {t}, t E Anat, and 
M(a) = 8 * M(b) = M(c) # 8 .  
P r m t  All occurrence sequences of have the 
form 
where M2i(a) = 8, M2i(b) = M2i(c) = { t O + i } ,  
Mzi+l(a) = {to + i + l}, M2i+l(b) = 8, and M2i+l(c) = 
{ to+  i} fo r i  = 0 , 1 , 2 , . . . , m  with e = t if n = 2m or e = m 
if n = 2m + 1. Clearly, MO = LclockA, and the Pi are obvious 
0 
Note that we ambiguously denote the evaluation t A  of a 
To simplify further illustrations, we use the following 
assignments to variables in Nclocka. 
term t in A by t (see Definition 5 in Appendix A). 
graphical icon for clocks: 
where f denotes the name of the operator to which the clock is 
attached and parameter t O  denotes the start time of the clock. 
Since distribution and concurrency are inherent properties 
of the computational model of PSDL, the assumption of a 
central clock providing a totally ordered global time reference 
t 
n 
Fig. 6. n clocks with different initial times served by one pulse generator. 
is unrealistic. Therefore, we use a distributed clock system in 
which each operator has its own clock. To achieve comparable 
time values, the clocks in such a system have to be synchro- 
nized at regular intervals to correct divergences among clock 
times. The concept of a system of n clocks that are polled 
by a common pulse generator is depicted in Fig. 6. Each arc 
labeled tbi  (1 5 i 5 n)  is connected to place bi, and each 
arc labeled tbi  + 1 is connected to place of clock f;. In 
further illustrations, we shall omit the representation of the 
pulse generator and show only the clocks it drives. 
For an n-clock system K - c l o c k A  with initial times 
tO1,...,tOn and a marking M reachable from the initial 
marking Ln-clockA, we observe the following. 
Proposition 2: 
M(xi) = {ti}, M ( z j )  = { t j }  + ti - tOi 1 t j  - t O j  
for x E {a, b} 
with j = l , . . . , n  . 
Proof: By induction over markings and occurrence 
sequences. 
Base Case: For x = b, the property holds under the initial 
marking; but event tg with P(tbi)  = tOi  is the only event that 
is activated under the initial marking, and its Occurrence leads 
to marking M’ with M’(a;) = { t O i  + 1) and M’(b;) = 8, 
which provides the base case for x = a. 
Induction Step: Without loss of generality, it is sufficient 
to argue for n = 2. 
appropriate assignments. Then we have 
a) Let M(b1) = {tl}, M(b2) = { t 2 } ,  and let PI, P2,  P3 be 
are the only possible prefixes of wurrence sequences starting 
with M, and it is easy to see that M2 satisfies the property 
for x = b. 
b) For x = a, we use MI as an induction assumption. Then 
M3 is the marking for which the property holds again. 
0 
Our construction reflects the recognition that synchronism 
between different clocks in a distributed environment cannot 
simply be assumed, but must be implemented. The model 
ensures that all clocks agree on the same basic time intervals. 
This can be formally expressed by the following. 
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Proposition 3: For any marking M of Nn-clocka reach- 
able from the initial marking, we have 
I(ti - t O i )  - ( t j  - t0j)l 5 1 
with M(c,) = {ti} for 1 5 i 5 n. 
That is, the hands of all clocks cannot run more than 
one tick apart. The slag time of one time unit models the 
maximum amount of admissible deviation of clock times over 
the network. 
Proofi By induction over markings and occurrence 
sequences. 
M = Ln-clockA: Trivial because L,-&ckA (ci) = {toi}. 
M = M, with L,+clockA 5 M ~ .  . . M,,-~ 3 M,: w e  
prove this part for n = 2. Then we have to consider four 
different cases: 
a) M(a1) = M(a2) = 8: By Proposition 1, we have 
M(ci) = M(b1) # 8 and M(c2) = M(b2) # 0, say 
M(b1) = { t l }  and M(b2) = { t ~ } .  M’ with M ‘3’ M’ 
is the only follower marking of M and M’(c1) = M(cl), 
M’(c2) = M’(c1). By Proposition 2, we can conclude that 
b) M(ai) # 8, M(a2) # 8, say M(a1) = {tl + 1) and 
M(a2) = {tz + 1). By Proposition 1, we have M(cl) = {tl}, 
M(c2) = { t z } ,  and from Proposition 2 follows 
(tl - t01) - (t2 - t O 2 )  = 0. 
{ml 1 M has three possible follower markings: M--%M’, 
M A M I ‘ ,  and M 1M”’ with 
i) M’(c1) = {tl + l), M’(c2) = M(c2) so that 
(ti -t- 1 - t01) - (t2 - t02) = 1 can be deduced from (7). 
ii) M”(c1) = M(cl), M”(c2) = { t ~  + 1) so that 
(t2 + 1 - tOz )  - (tl - t01) = 1 holds for similar reasons. 
iii) M’”(cI) = {tl + l}, M”’(c2) = { t ~  + 1) so that 
(ti + 1 - t0i) - (t2 + 1 - tO2) = 0. M‘ and M“ provide 
{m2 } {mlp 42@*} 
j.2 1 the last two cases to consider. We have M’--%M”‘ and 
Cm1 J M” L M “ ‘ ,  which leads us back to case a). 
G. Adding Time to Operators 
Times are associated with events via local clocks and clock 
readings. For this purpose, the model of an operator f is 
extended by connecting the hand c of f’s clock with the read 
and write transitions of f by flow elements representing non- 
destructive reads of the clock state (remember the abbrevia- 
tion defined in Section 111-B). The resulting operator model is 
shown in Fig. 7. 
In subsequent figures, we shall not show the clock associated 
with time-critical operators. Rather, we denote the actual time 
value o f f ’ s  clock at an occurrence of the read and write event 
by t r ( f )  and tw(f), respectively. Using such clock readings, 
an earliest time t O  at which a read or write event of f is 
allowed to occur can be specified by adding the equation 
t O  <_ tr(f) = t rue  or to 5 tw(f) = true 
net (net 1 
t r  
Fig. 7. Model of an operator with a local clock. 
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r U c(nat) 
Fig. 8. Operator model handling maximum execution times. 
to the constraint of r or w, respectively. Similarly, we might 
want I:O specify that an event must occur before a deadline d, 
e.g., m e t ( f ) ,  is exceeded by adding the equation t r ( f )  5 
d = t r u e  (or tw(f) 5 d = true) to the constraint of 
r (or w). However, this construction involves a problem 
as in conventional Petri nets, on which our definitions in 
Appendix A rely, an activated event b cannot be forced to 
occur within a certain period of time. But as the clock of f 
is driven by events produced by the independently operating 
pulse generator, the clock time may proceed beyond the critical 
time p i n t  d without b having occurred yet. In such a case, 
w will never be activated again because henceforth the local 
clock time will always be larger than d because clocks generate 
nondecreasing time values. To solve this problem, we extend 
the clock model of an operator f whose read (or write event) 
b has to meet a deadline d set by the Occurrence of another 
event b‘ as depicted in Fig. 8 for the deadline defined by the 
maximum execution time met( f )  of a time critical operator 
f for each execution cycle. (Again, we use the abbreviation 
introduced in Section 111-B.) The equation t c  5 d = t r u e  
added to the constraint of time monitor m deactivates the 
monitor, once the marking of place a reaches d. To reactivate 
m, d must be removed from the marking of place met when w 
occurs. The initial marking of place met with the distinguished 
element 00, which is larger than all other time values, ensures 
that the time monitor remains activated if no deadline holds. 
Variants of this construction will be used in Section IV to 
handle: maximum response times of sporadic operators and 
deadlines of periodic operators. 
H. Combining Net Models 
To obtain a model of the behavior of a network of op- 
erators from the behavior of individual operator and stream 
models, we need a suitable composition operation on nets. 




Fig. 9. Merging two nets with two identical transitions. 
This operation must identify the read transitions of the models 
of all input streams and state variables of some operator f 
with the read transition of the model of f ;  correspondingly, it 
must identify the write transitions of the models o f f ' s  output 
streams and state variables with the write transition of f's net 
model, and must keep all transitions of unrelated stream and 
operator models separate. 
In Appendix B, we provide an associative and commutative 
operation U that takes two nets N I ,  N2 and produces a 
combined net N provided that all common places in N1 
and N2 are labeled by the same strings of sorts; otherwise, 
the combination is undefined. To ensure that the proper net 
elements of N1 and N2 are identified in N, we must carefully 
generate the net elements of the semantic models from stream 
and operator names (see Section IV-C). 
Fig. 9 illustrates the result of applying the O-operation to 
two nets: one net models the semantics of the specification 
of operator f depicted in Fig. 2, and the other models f's 
state variable z. We use the icons for net models introduced 
previously but name transitions by pairs, as we shall do in the 
semantic definition. The first component of each pair denotes 
an operator name, while the second indicates whether the 
transition represents a read (r) or write w access to the adjacent 
stream. All places are considered to be different? 
I.  Behavioral Compatibility of Composite Operators 
A composite operator can be viewed at two levels: as a 
black-box whose behavior can be observed in terms of the 
effects produced on adjacent streams, or as a clear-box whose 
behavior is defined by the interplay of the interconnected 
component operators. 
Consistency requirements in PSDL impose certain restric- 
tions on the behavior of component operators. These restric- 
tions are not yet expressed on our net models. One consistency 
requirement is that the number of read and write events of 
component operators not involved in an internal feedback 
loop must be less than or equal to the number of read and 
write events, respectively, of the composite operator. Another 
important consistency condition requires that the sequences of 
data read on both levels match at corresponding read events, 
and similarly for corresponding write events. 
Both conditions are captured by the net depicted in Fig. 10. 
It represents the net semantics of the composite operator f 
of Fig. 2. It is composed of the operator/state variable net in 
41n Section IV-C, this will be achieved by a proper naming of places. 
Fig. 9 and the nets in Fig. 11. The nets in Fig. l l(a) model 
f 's component operators; the net in (b) models local streams 
connecting the component operators; the transition constraints 
associated with the write transitions of local streams define the 
proper access operations. The net in (c) serves for synchroniz- 
ing computations on both levels of abstraction. It provides an 
extra place for each external input stream to hold a copy of the 
value carried on this stream; this enables component operators 
to read external inputs asynchronously. Similarly, the net in 
(c) provides an extra place for each external output stream to 
which component operators can write their results asynchro- 
nously. But external data are communicated synchronously 
into and out of the operator network via transitions ( f ,  r) and 
( f ,  w), respectively. External input and output streams of the 
network are modeled by the nets shown in (d) and (e). 
The nets in Figs. 10 and 11 also illustrate how the con- 
straints of transitions (f 1, w) and (f 2, w) are combined by 
operation U. 
Iv. SEMANTICS OF PSDL 
The semanitcs of PSDL is specified along the abstract syntax 
defined in the following subsection. To simplify the semantic 
definition, we keep the focus on the causal and timing behavior 
of operators, and we omit the clocks associated with time- 
critical operators, but use functions tr and tw to refer to the 
local time t r ( f )  and tw(f) at the read and write event of 
some operator f .  The initial time of all clocks is time 0. We 
also omit the treatment of maximum execution times of time- 
critical sporadic operators as their inclusion in operator models 
has already been clarified in Fig. 8. The semantics of further 
important PSDL constructs such as timers or input and output 
guards is presented in [24]. 
A. Abstract Syntax 
The primitive and compound syntactic domains used in 
the abstract syntax are listed in Table I, together with typical 
elements (variables) we shall use to range over these domains. 
The primitive domains are assumed to be given and to be 
pairwise disjoint, so that their union is equivalent to their 
disjoint union. The compound domains are defined by domain 
equations and BNF rules. 
The domain of links 
Link = ((OName x OName) U (Ezt  x OName) 
U (OName x Ezt ) )  x VarSymbol. 
serves to represent the edges of an implementation graph. 
The sets VarSymbol and FSymbol come with an operation 
sort: (VarSymbol U FSymbol) + Sort, which is defined 
by sort(f,(sl,...,sn),s) = {s} and sort(z : s) = {s}, 
and an operation sorts : (VarSymbol U FSymbol) + 
Pfi,(Sort), which is defined by sorts(f, (SI,. . . , sn), s) = 
{sl,..-,sn,s} and sorts(z : s) = sort(z : s). Operation 
sorts canonically extends to sets of function and variable sym- 
bols. In the sequel, we denote typical elements of VarSymbol 
by 5, Y ,  t, n. 
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(f2.u) 
y2=f 3. y2(  d2, n3) 
Fig. 10. Synchronized behavior of operators 011 consecutive hierarchy levels. 
(f1.u) 
d1.f 1. d l  ( x1. x )  
d2=f2.dZ(dl, x2) 
r l= f l .  y l  ( x1, :,&q x )  




( 4  
Fig. 11. Subnets included in the net of Fig. 10. 
The set X T e r m  contains well-formed terms constructed 
from elements in FSymboZ and VarSymboZ as follows for 
U = (f, (31, * * * 7 sn), 8 ) :  
1) {U E FSymboZ In = 0) 
2) VarSymboZ X T e r m  
3) U ( U ~ , . . . , U ~ )  E X T e r m  if n 2 1 and sor t (u i )  = 
si(for 1 5 i 5 n) where sort((f’,(s:,...,sl),s’)(u:,..., 
X T e r m  
U;))  = s’. 
TABLE I 
SYNTACTIC DOMAINS AND THEIR TYPICAL ELEMENTS 
(operator names) 
(variable names) 
f , g , h  E OName 
E VName +,Y,Z,,l 
i ,  iw, ir d E N  (time values) 
2:s E VorSymbd = VName x Sori (variable symbols) 
f E Ezt  = VarSymbd x OName (pseud-names for externals) 
(PSDL descriptions) psdl E Psdl 
Op E Operator (operator definition) 
(operator specification) spec 
imp1 E OpImpl (operator implementation) 
in E Input (input) 
SV E SiaieVar (state variables) 
tm 
s E Sort (type names) 
E opspec 
out E Output (output) 
I E Link (links) 
Y E Graph (data flow graphs) 
cc E ContrdConsir (control constraints) 
( d - t y p e d  terms) 
E TimingConstr (timing constraints) 
U, (f, (SI,. . , sn). s) FSymboI = ONome x Sori’ x Sori 





Given two sets C FSymbol and X C VarSymbol, 
then T X T e r m  is called a set of C(X)-terms if for 
all U E T ,  the function and variable symbols contained in 
u are elements of C U X .  Similarly, we call EQ C Eqn 
a set of C(X)-equations if all terms in EQ(CEQ) are 
C( X)-terms. 
Table I1 presents the BNF rules defining the abstract syntax 
of PSDL descriptions. Note that the symbol nil is not part 
of the language syntax; it is just introduced to simplify the 
semantic definition. For the same reason, we further assume 
that the PSDL programs we consider satisfy major context 
conditions, for example, that terms and equations are well 
formed or that operator and stream names occurring in the 
control constraint of some operator f are a subset of those 
used in the implementation graph of f. 
B. Basic Domains and Operations 
We use the standard notation A + B for the disjoint union 
of two domains A and B, A x B for the domain product, 
[A + B] for the domain of all functions from A to B, and 
A* for the domain of all sequences of finite length over A. 
464 
I ,  
IEEE TRANSACTIONS ON SOFTWARE ENGINEERING, VOL. 19, NO. 5, MAY 1993 
TABLE 11 
AESTRAC~ SYNTAX OF PSDL 
psdl + opt, . . . ,  pm 
op 




- OPERATOR f spec [impl] 
- IWUTS 21 : SI,. . .,z,,, :s,- OUTPUTS y1 : 81,. . . ,y, : s,
- llET t l  [ne t Z  WRT i s ]  I nil 4 STATE 21 : 31 INITIALLY Ut .. .STATE 2, : INITIALLY U, tm 
impl - GRAPH 7 STREAM 21,. . . , Z L  CONTROL CONSTRAIMTS eel , .  . . , ec, 
I 
CC 
- ft, .... fn,l1, ..., lq 
+ OPERATOR f PERIOD t i  FINISH WITHIN tz 
1 OPERATOR f TRIGGERED BY ALL 21,. . . , Z, . 
k,m L O,n,q > 0 
We use “+” to append two sequences and subscripts ‘5” to 
denote the i-th projection on an n-ary product domain with 
1 5 i 5 n or a sequence domain. The subscript notation is 
extended to sets U of n-ary tuples by U; = {ti It E U } .  For 
a sequence a = ( a l l . .  . ,a,) E A*, we write set(a) or 6 to 
denote the set {ai 1 i = 1, . . + , n}. 
For any domain A, we define the domain consisting of 
elements of A plus the distinguishable undefined value I by 
A’ = A + {I}. We further extend all semantic constructions 
to be strict on I. 
C. Semantic Domains 
Our semantic domains are based on the syntactic 
domains OName, Ex t ,  Sort, Link, FSymbol VarSymbol, 
XTerm,  and Eqn. Additionally, we define EOName = 
OName U Ext.  
As we construct the net elements in the semantics from 
operator and variable names, we need the following sets T Q  = 
{r,w,m} and PQ = {c,~,e,mrt,mcp,p,ri,wi,pr,pw} as
qualifiers when forming net elements, operator and variable 
names. The qualifiers are assumed to be disjoint from all basic 
domains. 
The semantic domains are defined as follows. 
Sigs, the set of all S-sorted signatures C with sorts(C) C 
S G Sort. 
Spec, the set of all specifications SPEC = (S, C, X ,  EQ)  
with S C_ Sort,C E Sigs,X C VarSymbol, and EQ C 
Eqn such that sorts(X) G S, and EQ is a set of C ( X )  
equations. 
Place & EOName x EOName x (PQ U VarSymbol), 
the set of all places. 
Trans C EOName x TQ,  the set of all transitions. 
Flow (Place x Trans) U (Trans x Place), the set of 
all flow elements. 
Label = [Place --t Sort*] U [Flows -+ Pfi,(XTerm*)], 
the domain of net labels. 
Marking = [Place -+ Pfi,(XTerm*)], the domain of 
initial marking specifications. 
SigNet, the set of all C-nets N = (P ,  T ,  F, L ,  L ,  a) 
with P 5 Place,T C: Trans,F C Flow,L E 
Label, L E Marking, and Eqn satisfying Definition 9 
in Appendix A. 
Timing = N I  x N’ x N I ,  the set of triples of timing 
values representing the met, mrt,  and mcp of some operator. 
IO = Pfi,(VarSymbol) x Pfi,(VarSymbol) x Pfi,(Var 
Symbol), the set of sequences of input, output, and state 
variables of some operator. 
IEnv  = [OName -+ XTerm’ x XTermL x 
Pfi,(VarSymbol)] U [VarSymbol --f { f l , s a } ] ,  the set of 
all functions p binding stream names to a kind attribute and 
operator names to triples ( p , d , X )  where p and d denote the 
period and deadline of that operator in a given implementation 
context, if any (i.e., p ,  d #I), and X denotes a subset of input 
streams that triggers the operator by the arrival of new data 
on either stream. 
Env = [OName ---f (SpecL x SigNet’ x TimingL x 
IO’ x IEnv  x { a , c } l ) ] ,  the set of all functions q bind- 
ing tuples (SPEC,  N ,  T M ,  V, p, 6) to names of operators. 
The first two components SPEC,N model the semantics 
of an operator definition, T M ,  V serve to keep track of 
specification information, p contains implementation infor- 
mation, and K. gives the kind of operator. We use the op- 
erations spec, net, timing, io, implenv, k ind( f ) (q)  to refer 
to the specification component q( f ) 1 ,  the net component 
~ ( f ) z ,  etc., of a particular environment q. The operations 
met,mrt,mcp,p(f)(q) are used to access the timing at- 
tributes ( t im ing( f ) (q ) ) l , . .   ,( t iming( f ) (q) )3 ,  respectively, 
while the operations inputs, outputs, states(f)(q) serve to 
access the different components of io(f)(~). If clear from the 
context, we omit the environment 17 in such expressions. 
D. Semantic Constructions 
In the semantic equations defined in the next subsection, 
we use four functions 
f ZowNet, sampledNet, stateVarNet, operatorNet 
to construct nets modeling the semantics of data flow streams, 
sampled streams, state variables, and operators, respectively. 
Their definitions are given in Appendix B. They are based on 
the assumptions that operator identifiers are globally unique, 
and multiple occurrences of atomic operators in an implemen- 
tation graph can be di~tinguished.~ Both requirements can be 
satisfied by exploiting the context condition that the names 
of operators and streams must be unique on each abstraction 
level of a PSDL description. Based on this condition, operator 
names can be made globally unique by qualifying them with 
the list of their ancestor operators, and multiple occurrences 
of atomic operators can be distinguished by qualifying them 
with the names of adjacent streams. To simplify the semantic 
definition, we assume that operator names and multiple occur- 
rences of an operator are already made unique by a suitable 
renaming of qualified operator names. 
E. Auxiliary Operations 
Functions from domain A to B are updated using function 
-[- t -1 : [ A  -+ B] x B x A -+ [A -+ B] that is defined by 
f[a t x ] ( y )  = if x = y then a else f ( y ) .  
Only operators denoting functions of predefined types can have multiple 
occurrences. 
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In many cases, we update bindings 77 only in a single compo- 
nent of its range, such as in 7' = ~ [ ( s p e c ( f ) ( ~ ) ,  N, tim,ing . 
are redefined in the new binding 77'. Such cases are abbreviated 
as follows: 77' = q[(-,  N, -, -, p, -) t f]. 
(f)(71), i O ( f ) ( V ) ,  P ,  k i n d ( f ) ( s ) )  fly where only N and i L  
F. Semantic Functions and Equations 
The semantic functions we need are the following: 
Ped1 -+ SpecL x SigNet' 
Operator -+ Env + Env 
Opspec ---t OName -+ Env -+ Env 
Input -+ VarSymbol* 
output -+ Varsymbol' 
StateVar -+ (Varsymbol x XTerm)' 
TimangConstr -+ Timing 
OpImpl -+ OName -+ Env -+ Enti 
Graph -+ OName -+ IEnv -+ Varsymbol' 
-+ Env + Env 
Controlcon&* -+ IEnv  + IEnv  
The mapping of syntactic constructs into their denotations is 
defined by semantic equations, which are given in the order of 
the rules in the abstract syntax. Typical terminal productions of 
each nonterminal N are used as first arguments of the semantic 
function for N .  The BNF abbreviation for optional Occurrences 
is expanded into two separate alternatives. The equations are 
intermixed with comments providing informal explanations. 
PSDL imposes no restrictions on the sequence in which 
operators are defined. To simplify the definition, we assume 
that all operators opi in a well-formed abstract PSDL program 
of the form opl,. . . , op,, spanning one or more trees of 
operator definitions, are sequentially ordered such that i < j if 
opj occurs in the implementation graph of opi. This allows us 
to compose the semantics of an operator f from the semantics 
of its components and their interaction in the implementation 
graph of f .  By RootOp we denote the set of all names fi 
of operators defined by opi that are the root of an operator 
tree. 
Let SPEC0 denote the union of specifications of predefined 
data types, let No be the empty net (@,a, 0,0,0,0), let po(f) = 
( I , I , 0 )  for all f E OName and po(z) = sa for all z E 
Varsymbol, and let 170 be the predefined environment defined 
by qo(f) = ( S P E C , I , I , I , p o , I )  for all f E OName, 
where SPEC = SPEC0 if f names an operation of a 
predefined data type or SPEC = I otherwise. 
1). 
a) [Bpsdl = (SPEC0,No) 
b) [opl,. . . , ~ p , ] ~ ~ d l  = (SPEC,  N) for m > 0 where 
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The meaning of a PSDL description is a pair whose first 
component defines the functional behavior, and whose second 
component defines the causal and timing behavior of the 
operators and streams involved in a PSDL description. Each 
net n e t ( f ) ( q )  models the behavior of a root operator f as 
defined by the interaction of its components. The nets N,,f 
and Nout,f model the behavior of the data streams connected 
to each f .  
If J' is an atomic operator, the value of its output stream 
variable y is defined by a constraint of the form y = f . 
y(X1, .  . . , X I X I ,  2 1 , .  . . , Zl,,) associated with the write tran- 
sition of the corresponding stream net (see Appendix B). If 
f is a composite operator, no such constraint is necessary 
because the net synchronizing computations on consecutive 
abstraction levels just copies the output values computed by 
the component operators that are connected to f 's output 
streamis. (Expression 9 below takes care of these requirements, 
and the net in Fig. l l (c)  gives an example.) 
Note that the definition of access functions to state variables 
of each f is taken into account by 3) below and is captured 
by the net bound to f in the environment 71. (Fig. 9 illustrates 
this issue.) 
2) 
a) IIOPERATOR f spec~~, (v)  = [ s p e c n s P e c ( ~ ) ( ~ [ ( - ,  -, -, 
- 1 - ,  a )  +- f l )  
where d = [spec]spec(f)(v[(-, - 3  - >  - >  - >  C )  + f]) 
b) [OPERATOR f spec i m ~ l ] o p ( ~ )  = [impll impl( f ) (v ' )  
The meaning of an atomic operator is solely defined by the 
meaning of its specification part, while the meaning of a 
composite operator is the meaning of its specification part 
extended by the meaning of its implementation part. The kind 
of operator is saved in 17 before the semantics of spec is 
computed. 
3) [SPECIFICATION in  out sw t m  AXIOMS e l ,  . . . , em]spec 
(f)(q) = Q' where 
I if k ind ( f ) (q )  = a, m = 0,  spec( f ) (q)  =I 
d =  { v [ ( S P E C , N ,  [tmIt,, V ,-,-) +- f] otherwise 
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x = nzni,, 
Y = [O?l t ]out  
2 = ((ztlut)l 1 2  = l , . . . , p V l )  
sv  = [ ~ 9 ~ l ~ s u  
= {(f . y ,  (SOTt(X1), . . . , SOTt(Xlxl), SOTt(Z1), 
. . . , sor t (ZIq) ) ,  sort(y)) I y E Y U 2 )  
1 y  E Y U Z )  
EQi = {Y = f . xi,. . . , Xlxll 21,.  . , zlzl) 
EQ2 = {el1...,em} 
N = operatorNet(f, X + 2, k ind( f ) ( r] ) )  U N,, 
= u ( z , u ) E g p z , u  
Nz,u = stateVurNet(f, z, U ,  k ind( f ) ( r ] ) ,  X + Y )  
v = (X, Yl 2)  
The semantics of an operator specification is undefined if 
the operator is atomic and is neither predefined nor a se- 
quence of equations is given; if the operator is atomic and 
, predefined, the algebraic specification SPEC bound to f in 
the new environment r]' is constructed from the (predefined) 
specification bound to f in r]  and the specification constructed 
from the declarations of states, input and output streams, and 
equations defining the meaning of the output functions f . y ;  
if f is atomic but user-defined, SPEC is built from stream 
declarations and the sequence of user-defined equations. 
The net N bound to f in the new environment r]' is an 
operator net combined with nets giving semantics to all state 
variables of f .  The buffering capacity of f is one if f is an 
atomic operator; otherwise, an unlimited buffering capacity is 
assigned (see Appendix B). 
4)   IN PUTS^^,...,^^^,, = (xl,...lxk) 
5) [OUTPUTS 1/11' . ' 1  ~mnout  1 (~11. * ' 1  ~ m )  
6) [STATEzl INITIALLY ~ 1 ,  * * .  ,STATEZ, INITIALLY,n]s, 
= ((zll~l)l~-~l (w4) 
7) 
a) iiniintm = w l ~ )  
b) [MET titm = (t ,  U) 
C) [MET ti MCP t2 MRT t31tm = (ti, t i ,  t 3 )  
Note that the tupling operation (-..) is not meant to be strict 
here. 
. . . , cc, ENDnzmpl(f)(r]) = r]' where 
8) [GRAPH7 STREAMXI l .  . . xk CONTROL CONSTRAINTS cc1, 
N consists of various subnets which we define below: net 
n e t ( f ) ( r ] )  is already clear; it defines the externally observable 
behavior of f including its state variables; Nsync defines the 
synchronization between the internal and external behavior 
of f as discussed in Section 111-1; NoPS includes the nets 
net( f i ) ( r ] ) ,  which model the behavior of component operators 
fl , . . . , fm; Nstreams models the behavior of local streams; 
Nte captures the timing behavior of time-critical sporadic 
component operators; Np defines the behavior of periodic 
component operators to which the semantics of precedences 
between them (Npred) is added; Wrig captures the meaning 
of data triggers; and finally, Ncycle turns composite operators 
g involved in a feedback loop in the implementation graph 
into operators with buffering capacity one. (Remember that 
we optimistically assumed unlimited buffering capacity in 3), 
which gives the clear-box semantics of nonatomic 9's.) 




L - {h1 .* - , l 7 t }  
- {fl,...,fm} 0 
LocStream = ( (9 ,  h, 0;) E L I i = 1 , .  . . ,101) 
FrontOp - { h  1 (9 ,  h, z) E L ,  x E X U Z}, 
TaiZOp - {gI (g ,  h, x) E LIZ E Y U Z}, 
MRT = { g  E 0 1 mrt(g) # I}, the set of 
sporadic operators with an mrt 
MCP - { g  E 0 I mcp(g) # I}, the set of 
sporadic operators with an mcp 
P 
set of periodic operators 
Pred 
Stream} the set of pairs of periodic 
operators with precedence constraints 







- (9  E 0 I P(9) = ( P l  dl V)lP # I} the 
= ((h19) I h, 9 E Pl (h ,  9, .) E Lot- def 
def Trig 
Cycle 
- { j g , V ) I g  E O1V = P ( d 3  - (2 U 
' ) l P ( g ) 3  # '1 
def 
= { g  E 0 I kind(g)(r]) = c, in-cycZe(g)} 
with 
The semantics of an operator implementation requires an 
update of r]  at f by the semantics of its implementation 
graph y and the semantics of possible control constraints of 
f .  Remember that p contains information about stream types, reachabze(g, h, E (9,  E 
data triggers, and periodic component operators. such that q = h or reachabZe(q, h) . 
and 
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Then 
Nsync  = 
y I = N .  y l (x1 , .  . . , xp). 
;i *:N .Yl , ( X I , .  . . , x p )  
with (zl,...,zp) = X + Z,(yl,.-.,yd) = Y + Z,si = 
&c} = TaiZOp, (51,. . , zci} = set(inputs(gl)(v)) n (X U 
z),...,{zZ + k,-..,zp} = set(inputs(gq)(v)) n-(x U 
Z),{yl,...,yi'} = set(outputs(hl)(q)) n (Y U Z ) , . . . ,  
{yi' + k', - ., yq} = set(outputs(hc)(v)) n (? U 2). 
sort(zi), r j  = s.t(yj), (91, * * f ,gq} = FrontOp, {hl, ; * ,
NOPS = U f a p W a N v )  
NStreams = UlELocStreamNl 
N(,,h,%) = if p ( z )  = f Z  then fZowNet(A) else sampled 
Net(A) where A = (9, h, z, out, kind(g)(q), inputs(g)(v) + 
3tates(g>(v)) 
N c  = N M g  U N M C P  
NMCP = U,EMCpNMcP,,  
NP = U , E P N P , S  
NMRT = - U,EMRTNMRT,g 
NMRT = (see below) 
where{hl,...,hq}=prod(g)ef{hI(h,g,z)E L , x E D } ,  
the set of producers of g, dsl,, . + . , dsq,, dsl, , dsq, dsl', 
. . + , dq' are fresh variables of sort [nat], and tl, , t q  are 
fresh variables of sort nat. (Note that variables on arcs ad- 
jacent to transitions (hl, w), . . . , (hq, U) are indexed to distin- 
guish between variables dsi, referring to different consumers 
g of hi that have an mrt.) 
NMCF',g = 
where {hl, . . , hq} = prod(g), and j , ,  t,, ji, t$ are fresh 
variables of sort nat. 
Np,, = (see below) 
where i denotes the read index variable defined in the operator 
net for g,ds,ds' are fresh variables of sort [nat], and d is a 
fresh variable - of sort nat. 
NPred = U ( h  ,g) E PredNPred,h ,g 
NPred,h,g = 
r 1  - 
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.~ ~- __ - -  
where variables nz, are the variables occurring as second 
component in arc labels on the stream nets for 2 1  , . . . , X k  
(remember that a stream z; contains a new value if nz, = 0). 
NCycle = U g E C y c t e w y c i e , g  
NCycle,g = 
- 
That is, the semantics of BY ALL data triggers is captured 
by designating all stream variables xi in the control 
constraint as data flow streams. 
v. PROPERTIES OF THE DEFINITION 
In this section, we discuss some properties of our semantic 
definition. We relate the behavior of algebraic Petri nets de- 
noting the semantics of PSDL expressions to the requirements 
presented in Sections II-B and II-C. 
A. Properties of Sporadic Operators 
Let g denote a sporadic operator whose specification defines 
a maximum response time mrt(g)  and a minimum calling 
period mcp(g). Assume that g occurs in the implementation 
graph y of some other operator f, together with operators 
hl , . . . , h, that are producers of g and are connected to g via 
data flow streams 2 1 ,  . . , zq. Further, let NA denote the net 
component in the tuple bound to f in some environment 77 
that includes the semantics of y. Then NA includes subnets 
N . M R T , ~ ~ ,  N . M C P , ~ ~ ,  and NclockA of the corresponding forms 
we presented in 9) of the previous section and in Fig. 5.  
Before arguing about the behavior of g ,  we need some 
definitions to make the notions of activation, read, and write 
time of Section II-B precise. Let /?I , /?2,  p 3  be assignments, 
let El , E2 , E3 be steps, and M I  , + + , M4 be markings of NA 
that are reachable from the initial marking and that satisfy 
the following points: 
1) there is no assignment /? such that any read event ( 9 ,  r )p  
of g is activated under M I ;  
(91 r)B* 
2)  M I  3 M2 such that M2 -and ( h j ,  w ) ~ ,  E E1 for 
3)  M3 5 M4 such that (9 ,  w ) ~ ~  E E2 and M3(g, g ,  w i )  = 
That is, M2 denotes the marking under which the ith read 
event of g is activated, and M3 is the marking reachable from 
M2 under which the ith write event of g occurs. 
Proposition 4: Then for M2(g,g, c) = {tu*} and 
M3(g,g ,  c) = {tw;}, we have 
some j E { l , . . . , q } ;  
M2(g7 97 r i )  = ( 2 ) .  
twi - tai 5 mrt(g) . 
That is, the occurrence of the ith6 write event is at most mrt(g)  
time units apart from the activation time of the ith read event 
Proof: By induction over certain events that are activated 
under markings M I  , . . . , M4 satisfying the previous points. Let 
M2 3 Mi such that ( g , r ) p ,  E E3, and let M2(hj7g,mrt)  = 
[d1,,..-,dnl] for j = l . . . , q  .
M2(g,g, r i )  = { 1): From the structure of NA, we know 
that nj > 0 and dl, , . . . , d l q  # 00 because for each hj, we 
could observe exactly one write event whose occurrence time 
was added to the list in the marking of the corresponding place 
(h j ,  g ,  mrt). This is due to the fact that each input stream xj of 
g must have received exactly one value from its producer hi; 
otherwise, the read event of g cannot be activated. Initially, all 
these lists carry OE, as a single element so that the constraint 
of clock monitor ( g , m )  is true up to marking MI.  At M2 and 
M3, we have d l  = maz(d1,  ,.. . , d l q )  < 00 so that the clock 
monitor of g is inhibited to occur at M2 if tal 2 dl +mrt (g) .  
By Proposition 3, we know that tal + 1 = dl or tal = d l  + 1 
because all clocks have the same initial time 0. This and the 
fact that mrt(g) > 0 imply that tal 5 dl + mrt(g), and the 
property is satisfied for twl = tal. Hence, any time t with 
tal  5 t 5 d l  + mrt(g)  at which the first write event of g 
occurs satisfies the property. At time dl + mrt(g)  + 1, the 
constraint of clock monitor ( g , m )  would be false; hence, 
the local time of g cannot increase beyond d l  + mrt(g) ,  and 
the property is satisfied. 
The write event that occurs at M3 removes all d l ,  , . . . , d l ,  
from the lists in the markings of (h j ,g ,mrt )  so that neither 
00 or the deadline corresponding to the second read event 
controls the clock monitor of g .  
M 2 ( g , g 7 r i )  = {i}, i > 1: In this case, we have again 
that nj > 1 and ta; 5 dl  + mrt(g)  because the net model 
for operators ensures that no more write than read events 
of g can occur in any occurrence sequence starting with the 
initial marking. Similar arguments as before apply to conclude 
the proof. 
0 
of g .  
def 
6As g may have a bufferin? capacity greater than one, successive read 
events of g define an increasing sequence of activation times, and hence of 
deadlines for corresponding write events of g. This is modeled by the markings 
of the places ( h j ,  g,  mrt) with sequences of time values representing times 
of successive write events of the producers h,. 
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The proof relies on the invariants that the length of each 
sequence is at least one, and that each sequence of the form 
[ t l , . . . t n ]  is ordered SO that tl 5 t2 5 0 . .  5 t,. The first 
invariant can be proven informally as follows: in the initial 
case, where each sequence contains exactly one element, the 
value 00, the invariant is trivially satisfied. Each Occurrence 
of a write event of some hj adds an element to hj's deadline 
sequence, i.e., it increases the length by one so that it cannot 
invalidate the invariant. Each occurrence of a write event of 
g removes exactly one element from each sequence, i.e., it 
reduces the length of each sequence by one. However, due to 
the causal dependence between the write transitions of the hj 
and the write transition of g ,  the number of event occurrences 
generated by the latter can never exceed the number of event 
Occurrences generated by the former. The second invariant 
relies on the clock property that the time values of subse- 
quent occurrences of ( g , m )  are nondecreasing, which is easy 
to prove. 
Next, we want to argue about timing properties depending 
on mcp(g). Let M I ,  . . . , M6 be markings of NA reachable 
from the initial marking, where M I ,  + . , M4 are defined as 
before and M5,M6 satisfy points 1) and 2) above. Addi- 
tionally, let M s ( g , g , r i )  = {i + 1 )  for M l ( g , g , r i )  = {i} 
and M6(g,g,c)  = { ta;+l} .  That is, M2 and M6 denote 
markings at which two successive read events of g become 
activated at times tai and tai+l, respectively. Finally, let 
E l ,  E2, E3 be steps of NA. Then the following property, which 
is due to the initial and follower markings of place (9 ,  g ,  mcp) 
and the constraints associated with the write transitions of 
hi,  . . . , h,, holds. 
Proposition 5: 
From the structure of N ~ c p , ~ ~  and the constraints of the write 
transitions of the hj,  we can deduce that M2(g,g,mcp) = 
q -  l , twh,)  for some j E {l, . . . ,q} and Ml(h j ,h , , c )  = i tWh, }. By Proposition 3, we have ItWh, - tai I 5 1. Further, 
we know that the occurrence sequence starting with M2 and 
ending with M5 includes a write event for g and a write event 
for each hj because the xj are data flow streams and another 
read event of g is activated under Ms. Subnet N ~ c p , ~ ~  ensures 
that the write events of producers of g are serialized. The last 
write event in that sequence activates the next read event of 
g ,  but it cannot Occur at a time t 5 tWh, = mcp(g) due to the 
constraint associated with its write transition. 
B. Properties of Periodic Operators 
To reason about the behavior of periodic operators, we 
assume now that g denotes a periodic operator with period 
p, deadline d, and maximum execution time met, and that g 
occurs in the same implementation graph as before. Then, NA 
includes a subnet Np,gA of the corresponding form presented 
in 9) of Section IV. 
In the net NP,~, we model a subset of the scheduling 
intervals of g as markings of place ( g , g , p ) .  It contains a 
nondecreasing sequence of deadlines for pending write events 
of g .  Kemember that if d is the deadline for the next write event 
of g ,  then the scheduling interval for that instance is defined 
by the inequalities d - d ( g )  5 tr (g)  < tw(g)  5 d. If the 
marking of place ( g , g , p )  is the sequence q = [ q ~ , . . .  ,qn], 
then q1 represents the deadline for the next write event 
of g ,  and qn represents the deadline for the write event 
corresponding to the next read event. We have n 2 1 because 
the scheduling queue always contains at least the deadline 
corresponding to the next read event. Using a sequence of 
write deadlines rather than a single deadline allows us to 
model concurrent, overlapping executions of an operator which 
might be allocated to different processors. For example, an 
operalor with maximum execution time 15, period 5, and 
deadline 15 time units could be implemented by allocating 
any three consecutive periods to three different processors. 
A situation with three active overlapping instances of such an 
operator corresponds to a marking of place (9 ,  g ,  p) that is a 
sequence of length four: the deadlines for the three currently 
active instances of the operator, and a fourth one for the 
instance that will be activated by the Occurrence of the next 
read went. 
The deadlines for the write transitions are directly repre- 
sented by the markings of place (9 ,  g ,  p). The deadlines for 
the read events are derived from the deadlines for the write 
events via the relation dread = dwrtte - met(g).  This relation 
identifies the latest time that the operator can start and still 
have its maximum execution time met(g) available before the 
deadline for completing the operation. 
The distinguished role of the first read event of a periodic 
operator, which defines the phase t l  of the scheduling inter- 
vals, is captured by the constraint of read transition (9 ,  r ) .  The 
initial marking of place ( g , g , p )  defines the deadline for the 
first read event. This deadline is derived from the bound t l  5 
p. When the first read event occurs, it redefines the deadline for 
the first write event from p + met to tr (g,  1) + d, thus fixing 
the phase of the periodic operator. This redefinition cannot 
lead to any inconsistencies because the first write event cannot 
happen until after the first read event. All succeeding write 
deadlines remain constant from the time they are scheduled 
by a previous read event until the time they are removed 
by the occurrence of the write event. The marking of place 
( g , g , p )  is never empty, and whenever it contains multiple 
write deadlines, they are spaced apart by exactly p time units. 
The first read event schedules the deadline for the second 
write event, establishing the above relationship, which is then 
maintained by all subsequent read events. Consequences of this 
are the global timing relationships t l  + ((2 - 1) * p) 5 tr (g,  i) 
and t.w(g,i) 5 t l  + ((i - 1) * p )  + d. These relationships 
serve to precisely define the scheduling intervals introduced 
informally in Section 11-C. 
The first read event has no explicit lower bound on its 
Occurrence time because of its special role in defining the 
phase t l .  In the absence of delays due to incoming data 
streams, the first read event of g can occur as early as the 
initial time 0. 
This behavior is expressed in the following statement. 
Proposition 6: All Occurrence sequences of (NP,~ U 
N l o c k ) ~  satisfy requirements (5) and (6) of Section 11-C. 
. I  
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Proof: Occurrence sequences of (NP,~ 0 IIJclock)~ have 
the form 
VI. CONCLUSIONS AND FUTURE WORK 
We have defined a formal semantics of the real-time pro- 
totyping language PSDL using algebraic high-level Petri nets. 
This net formalism combines algebraic specifications of ab- 
stract data types with process and concurrency concepts of 
Petri nets. Data specifications were used as denotations of 
PSDL data types, while high-level Petri nets served to model 
the causal and timing behavior of operators and streams. The 
semantics exposes potential concurrency of computation and 
all synchronization needs raised by distributed data flow and 
timing constraints. The explicit representation of concurrency 
and synchronization constraints is a necessary prerequisite to 
investigate the feasibility of hard real-time constraints. Maxi- 
mally parallel implementations may, for example, be required 
to meet tight real-time constraints in critical applications. In the 
previous section, we discussed the example of tight periodic 
constraints requiring multiple instances of a periodic operator 
to run in parallel. 
The semantic definition also clarifies some of the properties 
of the language relevant to multiprocessor implementations. 
For example, the semantics suggests that the read event of a 
periodic operator should be separated from the computation 
and writing of the results to allow maximum overlap in a 
multiprocessor schedule. The distributed clock model and the 
precedence construction illustrate the need for synchronization 
mechanisms between independent and possibly distributed 
components. In the first case, time values are made com- 
parable, without assuming a global clock. In the second 
case, the idea of phase-lock scheduling is generalized to 
pairs of loosely coupled periodic operators. Another example 
is the introduction of an arbiter mechanism sequentialking 
the write events of concurrent producers of a time-critical 
sporadic operator. The mechanism allows a precise definition 
of the activation time of such an operator. It also abstracts 
from the fact that this time has to be communicated among 
the producers of this operator because different producers 
can define the earliest calling period in different executions. 
Further, the net model of operators shows the need for marking 
sequentially incoming data to enable the production of a 
corresponding output sequence in distributed operator imple- 
mentations. The semantic definition also included a number 
of syntactic and semantic conditions that must be satisfied to 
allow compositionality and to avoid the undefined meaning 1. 
These conditions provide a basis for designing tools that verify 
desirable properties of a PSDL description. 
The Petri net formalism used in the semantic definition 
of PSDL comprises the kemel of the specification language 
SEGRdS, which has been designed by the first author in the 
context of the ESPRIT I project Graspin. PSDL and SEGRdS 
have been developed independently. PSDL was designed as 
a special-purpose language particularly dedicated for rapid 
prototyping of hard real-time systems. It supports application- 
specific concepts such as operator, stream, and important 
timing properties. In contrast, SEGRdS was designed as a 
general-purpose specification formalism that is suited for all 
kinds of concurrent and distributed application systems, but 
does not emphasize particular domain concepts. A compiler 
that transforms an abstract PSDL program into its denotation 
in terms of SEGRdS can be implemented based on the 
formal semantics. Clearly, the SEGRdS formulation of a 
PSDL design is less abstract and more difficult to read. 
But it has the advantage of being amenable to a variety 
of formal analysis and testing tools that are included in the 
Graspin environment [ 81. They support algebraic verification 
techniques such as Knuth-Bendix completion, term rewriting, 
and structural induction, and Petri net analysis techniques such 
as reachability checking, symbolic execution, and liveness 
and safeness checking. This environment was also useful in 
“debugging” parts of our semantic definition. 
The relationship between PSDL and algebraic Petri nets 
established by our semantics further allows us to design and 
implement tools that make such techniques available directly at 
the design and specification level. Such tools would enhance 
the functionality of the current PSDL support environment 
CAPS [7], which currently emphasizes construction, schedul- 
ing, and translation functions. The latter includes a preliminary 
mechanism for retrieving reusable Ada components in a CAPS 
design database [W]. Such components serve to implement 
the behavior of nonpredefined, atomic operators. More ef- 
fective retrieval mechanism exploiting automated equational 
reasoning and symbolic execution tools based term rewriting 
techniques for algebraic specifications are under development. 
Finally, a hybrid prototyping method can be developed 
in which the execution of identified Ada components and 
symbolic execution of specifications of atomic operators that 
do not match a component in the database are integrated. The 
symbolic execution pechnique is preferable over stub code im- 
plemented on the fly because the evaluation of symbolic tests 
provides results that are valid for all correct implementations 
of the verified and tested specification, whereas the evaluation 
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of prototype behavior including on-the-fly implementations of 
prototype components yields results that hold just for that 
particular implementation. But these results are invalidated 
when stub components are replaced by production versions. 
APPENDIX A
ALGEBRAIC HIGH-LEVEL PETRI NETS 
The idea of combining algebraic specifications of abstract 
data types and Petri nets was first reported in [26]. An informal 
definition of that variant of algebraic high-level Petri nets 
was then presented in [28], and a complete formal definition 
followed in [29] and [30]. Like other approaches including 
[31]-[33], the work in [29], [30] relies on Predicate-Transition 
nets [27], while the variants described in [34]-[36] use 
Colored Petri nets [37] as underlying high-level formalism. 
The main focus of Vautherin's work in [34] is on studying 
the impact of different models of data specifications on the 
behavior of high-level nets. Reference [35] adds inhibitors and 
capacities and provides a definition of high-level nets on two 
levels of abstraction. Dimitrovici et al. [36] explores semantic 
issues such as compositionality and behavioral properties 
including quasi-liveness, termination, and boundedness in a 
categorical framework. An excellent overview and comparison 
of the different approaches can further be found in [38]. This 
book contains reprints of selected papers on the theoretical 
foundations and applications of high-level nets. 
In the examples and the semantic definition of PSDL 
presented in the main body of this paper, we use a simplified 
version of [30]. Basic definitions are reviewed below. They 
very similar to the definitions of [33], except that we avoid 
multiset algebras, which were not necessary for our purposes. 
A. Algebraic Specifcations 
First, we recall some fundamental definitions of algebraic 
specifications following [39]. Unless explicitly mentioned, we 
assume previously defined concepts to be given in our defini- 
tions below, and only major definitions will be emphasized. 
Definition 1: Given a set S of sorts, and let S* denote 
the set of all finite strings over S including the empty string 
A. Then we define an S-sorted signature to be a family 
0 
Definition 2: A E-algebra A = ( A ;  ( o ~ ) ~ ~ ~ , , , , ~ ~ ~ , ~ ~ ~ * )  
provides a family A = (AS)sES of nonempty sets and a 
function CA: A" -+ A" for each o in E,,,,, where A"" = 
A" x A" and AX gf (0). We call A" the carrier of sort s, and 
0 
If A and B are E-algebras, then a C-homomorphism h :  
A -+ B is a family h,: A" -+ B" of mappings such that: a) 
if o E EX,", then ~ " ( u A )  = o ~ ,  and b) if o E C, ,... ",," and 
ai E A". with 1 5  i 5 n 2 1, then h,(o~(al,...,a~)) = 
A class of E-algebras together with all E-homomorphisms 
between them form a category. An algebra A in such a 
category is initial iff for every algebra B in that category 
there exists a unique homomorphism from A to B. 
Definition 3: A family of C-variables is an S-indexed 
E = (Eu,S)uES*,sES of sets of operation symbols. 
def 
for o in EX,", we have (TA E A". 
C'B(hsl(al),"' ?hs,(an))- 
family X = (X"),,, of sets such that X" is disjoint from 
0 
For an S-sorted signature E and a set of E-variables X ,  we 
define for each s E S the set T&,) of s-sorted terms over C 
and X inductively by 
E,+ for each s E S. 
1) CA," U X" c T$(<y), 
2) o(tl,...,tn) E T$(x) if o E E,, s,,s for n 2 1, and 
Tg !sf Tg(0) denotes the set of s-sorted ground terms over 
E ,  Tqx) !Zf U S E S T $ ( , )  denotes the set of E-terms over 
X ,  and Tc ef Tc(0) denotes the set of E-ground terms. For 
any / E T.&xl, function sort: Tc(x) -+ S is defined by 
sort(t) = s and function wars: Tc(x) -+ Pfi,(X) yields the 
(finite) set of variables contained in t;  vars extends canonically 
to sets of terms. 
Theorem 4 [39]: C-ground terms form a E-algebra Tc 
that is initial in the category of all E-algebras. 
Dtlfinition 5: For X a set of E-variables and A a C- 
algebra, an assignment a: X -+ A is a mapping such that 
a(.) E A" iff 2 f X". The extension of (Y to E-terms over 
X ,  5: T ~ ( x )  -+ A, is inductively defined by 
t, E T;tx, with 1 5 a 5 n. 
1) Z ( x )  = a(2) for all 5 E X ,  
2) E ( o )  = a~ for all o E CA,", and 
3) E(o(tl,...,t,)) = o~(E(tl),...,~(t,)) for all 
The extension of E to sets of terms U c Tc(x) is defined by 
0 
For the limit case of ground terms, all evaluations are the 
same, i.e., the evaluation of ground terms is determined by A. 
We write tA for the ground evaluation of terms t in A. 
A E(X)-equation of sort s is a pair e = (tl, tT) of s-sorted 
term3 over C and X ,  usually written tl = t ,  (or tl = t ,  if 
no confusion about the sort index may occur). A E-algebra 
A satisfies a E(X)-equation tl = t ,  iff for each assignment 
a :  X -+ A,  Z(tl) = E(t,). 
Dtlfinition 6: A specifcation SPEC = ( S ,  C ,  X ,  EQ) con- 
sists of a set S of sorts, an S-sorted signature E, a set of 
0 
For an algebraic specification S P E C  = (S, C ,  X, EQ),  
a E-algebra A satisfying all E(X)-equations in EQ is a 
SPE'C-algebra. We also call A a model of SPEC. 
The equations EQ of a specification S P E C  = (S, C ,  X ,  
EQ)  induce a E-congruence EEQ on any E-algebra A. A 
E-congruence is a family of equivalence relations GEQ,on 
A" fix s E S such that if o E E,, s , , s , a , , a ~  E A"*, and 
a, EEQ,, a: for 1 5 i 5 n, then U A ( U ~ , . . . , ~ ~ )  EEQ, 
oA(a;, . . . ,a;). For a E-congruence GEQ and A"/ EEQ the 
set of E EQ,  -equivalence classes of A" by A"/ G EQ., the 
family A/ GEQ can be turned into a E-algebra that is called 
the quotient of A by E E Q  [39, Proposition 41. 
Theorem 7: Let SPEC = (S, E, X, EQ) be a specifica- 
tion, and let EEQ be the C-congruence induced by EQ. Then 
the quotient of Tc by GEQ , which is called quotient term 
algebra and is denoted by TSPEC, is the initial algebra in the 
category of SPEC-algebras. 
o( t l ," ' r tn )  E Tc(x)7 72 2 1. 
- a ( U )  = {Z(t) l t  E U } .  
E-variables, and a set EQ of E(X)-equations. 
1- -
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B. Algebraic High-Level Nets 
basic definitions of nets. 
are sets (of places and transitions, respectively) such that 
Before introducing high-level Petri nets, we recall some 
Definition 8: A net N is a triple (P,  T, F) where P and T 
1) P n T = 0 and 
2) F & P x T U T x P is a relation (the flow relation 
By N ef P U T, we denote the set of net elements of N. Cl 
A net can be visualized as a bipartite graph where places 
are usually represented by circles, transitions by rectangles, 
and the elements of the flow relation by arcs. 
For some a E N, we denote the preset of a with respect 
to F by 'a = {b ( (b ,a )  E F} and the postset of a by a' = 
{bl(a,  b) E F}. These definitions extend canonically to subsets 
of N .  A net N = (P, T, F) is deterministic iff 'a n 'b = 0 and 
a' n b' = 0 for all a # b E T. N is acyclic iff F+ n id = 0. 
The syntax of high-level nets is now introduced by labeling 
the elements of a net with sorts and terms formed over a 
signature and a set of variables. 
Notation: In the sequel, we write C, X, and SPEC for 
an arbitrary but fixed signature, variable set, and specification, 
Definition 9: A C(X)-inscribed net (short: E-net) is a 
net N = (P ,T ,  F) together with a triple (L,L,@) where 
L : ( P  -+ S) U (F -+ Pfi,(TX(x))) is the labeling function, 
L : P -+ Pfi,(Tc(x)) is the initial marking specifcation, and 
@ : T -+ Pfi,(Tc(x) x Tc(x))  is the transition constraint 
satisfying the following conditions: 
1) for all flow elements f = ( a , b )  or (b ,a )  E F with 
a E P and b E T, we have that for each t E L(f) :  
sort(t) = L(a) (i.e., terms labeling arcs must be of the 
sort of the adjacent place); 
2) for all a E P and all t E ~ ( a ) ,  sort(t) = L(a) (i.e., terms 
in the initial marking specification of a place must be of 
the sort of that place); 
3) for all b E T, @ ( b )  is a finite set of C ( X ) -  
equations such that vars(@(b))  C L(b) where L(b) %f 
{vars(L(a,c))l(a,c) E F and a = b or c = b}. 
By abuse of notation, the E-net (N, L, L ,  @) is sometimes 
The intended meaning of operation symbols occurring in 
the inscription of a C(X)-inscribed net N is specified by a 
set of C(X)-equations E Q  such that the quadruple SPEC = 
(S, C, X, E Q )  forms a specification. The semantics of N is 
then defined by a net NA whose places are marked with data 
tokens in some SPEC-algebra A. 
Notation: For some S-indexed family A = (AS)sES of 
sets, we ambiguously write A for the union UsES of the 
members of this family so that we can denote the powerset 
0 
Definition 10: Given a SPEC-algebra A and a E-net 
( N , L , @ , L )  with N = ( P , T , F ) .  Then we call NA = 
(N, L, @, L ,  A) an A-interpreted E-net. 
A marking of NA is a mapping M P -+ Pfi,(A) such that 
for all a E P: M ( a )  C AL("). The initial marking of NA, 
of N). 
respectively. Cl 
denoted by N. 0 
of this union by P(A).  
symbolized by L A ,  is given by 
LA(U)  = {(a(t)lt E ~ ( a ) ,  a: X -+ A an assignment} 
for all a E P. 0 
Note that LA(U)  = AL(") if ~ ( a )  nX # 0, i.e., if the initial 
marking specification contains one or more variables. 
Notation: Henceforth, we assume SPEC-algebra A and 
an A-interpreted E-net NA = (N, L ,@,L ,A)  with N = 
The dynamics of an A-interpreted E-net is captured by 
local changes to markings. These changes are affected by 
event occurrences. Events are derived from the transitions 
of the net by assigning data to the variables in the labeling 
L(b) of a transition b. An event represents a change element 
whose occurrence consumes and produces particular data 
values at adjacent places using two functions D E L ,  ADD : 
( T  x [X -+ A]) x P -+ A, which associate data in A with 
some transition and one of its adjacent places. 
Definition 11: 1) Events of NA are pairs (b, p), mostly 
written bp,  where b E T and p :  X -+ A is an assignment 
such that P(t l )  = P(t,.) for all t l  = t ,  E @ ( b ) .  
2) Functions D E L  and ADD are defined by 
(Pl T, F ) .  0 
DEL(bp, U)  = { f(L(a,b)) if a E ' b  
otherwise 
and 
ADD(bp, a )  = { !(L(b,a)) if a E b' 
otherwise. 
3) An event b p  is activated under a marking M, written 
M %,iff V u  E 'b: DEL(b0,a) C M ( a )  and V u  E b': 
4) The follower marking M' of an event bp activated 
under M ,  written M 3 M', is defined by M'(a) = 
( M ( a )  - DEL(bp,a)) U ADD(bp,a) for all a E P. 
ADD(bp,a) n M ( u )  = 0. 
5) Two events b p ,  b& of NA are called conflict-free iff 
DEL(bpl U)  n DEL(b&,,  U)  # 0 bo = b&, 
for all a E 'b n 'b' and 
ADD(bp,,) n ADD(b&,,a) # 0 +- bg = b&, 
for all a E b' n b" . 
6) A nonempty set E of events of NA is called a stepfrom 
M to M', written M 3 M', iff all events in E are activated 
under M and are pairwise conflict-free, and M' is defined by 
M'(a)  = ( M ( a )  - U DEL(e,a))U U ADD(e,a) 
eEE eEE 
for all a E P. 
7 )  A finite occurrence sequence is a list M I  5 M i ,  M2 2 
M i , . . . ,  M,  3 ML such that M,! = Mi+l for a = l , . . . ,  
n - 1. 
Occurrence sequence are abbreviated to MI f M2 2 
0 
The set of markings reachable from a given marking M 
in forward steps is called the forward marking class and is 
E 
E M3...Mn f Mn+l. 
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written 5. It is defined as the minimal subset of [P  -+ P ( A ) ]  
satisfying a) M E 2, and b) if M' E 2 and E is a step from 
M' to MI', then MI' E 2. 
Remark: We use the quotient term algebra T ~ P E C  as
standard semantics of a specification SPEC.  As a standard 
semantics of a E-net N, we use N T ~ ~ ~ ~ ~  the net that is 
interpreted by the quotient term algebra of the specification 
0 
This choice allows us to lift the rules of change to the syn- 
tactic level by using canonical representatives of equivalence 
classes of terms as data tokens. Then event occurrences can be 
visualized by redistributing and rewriting data tokens accord- 
ing to the operational semantics of the associated algebraic 
specification [ 81. 
SPEC = ( S ,  C, X ,  EQ).  
APPENDIX B
NET CONSTRUCTIONS USED IN THE SEMANTIC DEFINITION 
The net constructions 
flowNet, 
samplemet: EOName x EOName x VarSymbol x 
{in, out} x { a ,  c }  x VarSymboE* -+ SigNet 
stateVarNet: OName x VarSymboE x X T e r m  x { a ,  c }  x 
VurSymbol* -+ SigNet 
operatorNet: OName x VarSymbol* x { a ,  c }  + SigNet 
used in Section IV are defined by 
1) PowNet( f l , f2 l z l6 ,K,  (n , . . . ,Gn))  
- 
where s = sort(z), n, is a variable of sort nat, and eq = if 
6 = out, K = U then z = f l  . z(x1 ,. . . ,z,) else 8. 
2) sampledhret(f1,f2,z,S1~,(~l,...,x,)) 
- 
where s,n,, and eq are defined as before and y is a fresh 
variable of sort s. 
3)  stateVarNet(f, z, U ,  K ,  (21 , . . . , 2,)) 
- 
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where eq = if n = a then x' = f l  . z(z~,...,z,) else 
2' = 5 .  
4) operatorNet( f ,  { $1 , . . . , xk} , K )  
- 
(f.f,v)(sf ,..., sn,nat) 
if K = a or 
otherwise, where si = sort(zi) for i = 1,. . . , m. 
Note that these net models slightly differ from those shown 
in Figs. 3 and 4 to simplify the semantic definition. For sym- 
metry reasons, we use pairs as markings and arc inscriptions of 
data flow nets as in net models of sampled streams. For similar 
reasons, we add index variables to models of atomic operators, 
so that the combination of the net model for a composite 
operator f with an NCycle,f net as defined in 9) of Section IV 
yields the same net as if f were an atomic operator. In Fig. 3, 
we also did not include transition constraints. 
Finally, we need an associative and commutative opera- 
tion 13 : SigNet x SigNet + SigNetl  to combine two 
E-nets: 
where 
L(a)  = 
L(a, b )  = 
@ ( a )  = 
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for all a E SN1 - S N 2  
for all a E S N 2  - S N ,  
for all a E SN1 n S N 2  . 
where 
L N ,  ( U )  U L N ~  ( U )  
SPECe,, = spec(control-system)(vc,,c,f) 
Ne,, = net(control-system)(vc,,c,f) 
APPENDIX C
NET SEMANTICS OF THE PSDL EXAMPLE IN FIG. 1 
V C , f  = [OPClOP(17f) 
77f = bPfllop(vo) ’ 
This section illustrates the semantic definition using the 
PSDL example presented in Fig. 1. Its abstract syntax ex is 













= OPC,, OPC 1 OPf 
= OPERATOR f i l t e r  specf 
= SPECIFICATION inf outf tmf AXIOMS el,  e2 
= INPUTS sd, f d  
= sensor-data: REAL 
= f i l t e r ed -da ta :  REAL 
= OUTPUTS f d , f d ’  
= f i l tered-data‘:  REAL 
= MET 25 
= f i l t e r . fd ( sd ,  fd) = U * fd + (1.0 - U )  * sd 
= f i l t e r . fd’ (sd ,  fd) = f i l t e r . fd ( sd ,  fd) 
The prime notation serves to distinguish between 
= OPERATORcontrollerspec, 
= SPECIFICATIONin, out, tm, AXIOMS e 
= INPUTS is, fd’ 
= input-switch: Boolean 
= OUTPUTS cs 
= ont ro l - s igna l  : REAL 
= MET50MCP200MRT200 
= OPERATOR control-system spec,, impl,, 
= SPECIFICATION in,, out,,sv,, tmcs AXIOMS 
= INPUTS is ,sd 
= OUTPUTS cs 
= STATE fd INITIALLY 0.0 
= nil 
folded output streams 
- ... 
impl,, = GRAPH ycs STREAM f d‘ CONTROL CONSTRAINTS 
cc1, cc2 
We compute vf first, remembering that the predefined envi- 
ronment vo is defined by 
vO(fi1ter) = vo(contro11er) 
= vo(contro1xystem) 
= (Ll, I l l ,  Po, I) 
PO( f i l t e r )  = PO( con t ro l l e r )  
= po(contro1system) = (I, I, 0) 
po(fd) = . . .  = po(cs) = sa 
under the assumption that none of the operators in ex is 
predefined. 
By 2a), we obtain 
where 
for all g # f i l t e r  
for g = f i l t e r  I, I, I, I, PO, a 
and with 3) we get 
for all 
g # f i l t e r  
vf(g) { ((SPECf,Nf,TMf,T/f,po,a)) for 
I g = f i l t e r  
where 
SPECf  = ({REAL},Cf,Xf U 8  UZf ,EQt )  with 
yCs = con t ro l l e r ,  f i l t e r ,  11,12,13, 14, E 5  Cf = {(f i l t e r . f d ,  (REAL, REAL), REAL), 
11 
12 
13 = ((controller,(cs,  con t ro l l e r ) ,  cs) 
= ((is, con t ro l l e r ) ,  con t ro l l e r ,  is) 
= ( (sd,  f i l t e r ) ,  f i l t e r , s d )  
( f ilt e r .  fd’ , (REAL, REAL) , REAL)) 
Xf = [infjzn 2 ( s d , f d )  
, ,  
yf = noutfnout 2 ( f d , f d o  14 = ( f i l t e r ,  con t ro l l e r ,  fd’) 
15 = ( f i l t e r ,  f i l t e r ,  fd) 
cc1 =OPERATORfil terPERIOD100FINISHWITHIN Zf = ( I  
25 EQf = {el, e2} 
% 
cc2 
Remember that the default deadline of periodic 
= OPERATOR con t ro l l e r  TRIGGERED BY ALL is 
because f i l t e r  is an atomic operator that is bound to the 
undefined specification in 7;; further, we have operators is its met (cf. Section 11-C) 
The semantics I[ezlpsdl of the PSDL design ex is recursively 
using the equations given in Section IV-F. We indicate the 
obviously~ we have Rootop = {control-system). Then 
l b  
top,, , OPC 1 OPf l p s d l  = ( SPECez , Ne, 1 
Nf = operatorNet(f i l t e r ,  (sd,  fd), a )  
computed from the semantics of each operator definition in ex TMf = [tmfntm = 76 (25, I, I) 
equation numbers in the definition below. Vf = ( ( 8 4  fa (fdl f d ’ ) l ( ) ) .  
Thus, we have determined the meaning of operator f i l t e r  
in the initial environment. This meaning is kept in the new 
environment qf . 
-ER et al.: SEMANTICS OF REAL-TIME PROTOTYPING LANGUAGE 
. I  
475 
Similarly, we can define the environment qc,f, which up- 
dates qf by the meaning of operator con t ro l l e r .  We shall 
omit this step. 
To start with our last step, we use 2b) first: 
[OPcslop(vc,f) = [ i m ~ L & ~ ~ l  (control-system) (q!,f) 





d , f k l )  g # control-system 
Proceeding with 3), we obtain 
%,f (9) for all 
{ (I, I, I, I, PO, c)  for g = control-system. 
d , f  (9) for all 
g # control-system { TM,,, V,,, PO, c)  g = control-system q:>f(g) A ~ ~ ~ ~ ~ c , s p e c ,  NC,,pee, for 
~ ~ E c c s * p e c  2 (0,0,0,0) 
where 
3 .NCSspec = operatorNet 
. (controlsystem, ( i s ,  sd, fd), c )  
U stateVarNet 
. (controlsystem, fd, 0.0, c,  ( i s ,  sd, fd)) 
TM,, = 7=a (I, I, I) 
v c ,  2 ((is, 4, ( C S ) ,  (fd)) 
6 because X,, 2 (is,&), Y,, 2 (cs ) ,  SV,, = ( fd ,0 .0 ) ,  and 
zcs 2 (fd). 
at control-  
system by the semantics of the specification part of operator 
control-system, we can get back to 
Having computed Q:,~ ,  which updates 
O C S , C , f  = ~imPlcslimpl(cOntr01-sYstem) (q:,f) 
8 
= ~ ~ c , n 7 ( c ~ ~ t ~ ~ 1 - s y s t e ~ ) ( ~ c s ) ( ~ ~ ~ ~  (q:,f) 
where 
l o b  
P c s  = ~ccllcc(8~c2pcc(Po>~ = [cclBcc(Pl) 
with 
for x = i s  
otherwise 
{ i s } )  for x = con t ro l l e r  




for x = control-system 
otherwise. 
Finally, we get 
where qC,,,,f is q:,f updated at controlsystem by the 
structure 
with 
SPEC,, = SPECcsspec U (f i l t e r )  
U spec(q;,,)(controller) 
{el, e2, e 3 ) )  
= ({REAL, BOOLEAN}, C,,(sd, fd, fd', i s ,  C S } ,  
E,, = { ( f i l t e r . f d ,  (REAL,REAL),REAL), 
(f i l t e r . fd ' ,  (REAL, REAL), REAL) 
(controller.cs,  (BOOLEAN, REAL), REAL)} 
Ncs = NcsSpec 0 Nsync,cs Nops,cs 
U Nstream,cs 5 Ntc,cs U NP,cs. 
Now we know SPEC,,, 
and introduce some auxiliary notions first: 
K,, pes, and NCs,,,,. 
To obtain N,, and thereby qcs,,,f, we follow the line of 9) 
LocStream,, = { /4 }  
Fi-ontop,, = {control ler ,  f i l t e r }  
TwilOp,, = { c o n t r o l l e r , f i l t e r }  
M RTcs = {control ler} 
MCPC, = {control ler} 




Then we have 
= 0 because f i l t e r  is the only periodic 
= 0 because p, ,(controller)3 = { i s }  but 
= 0 because f i l t e r ,  the component opera- 
operator 
{is} - (X,, U Z,,) = 0 
tor in acycle, is atomic. 
Nsync,cs = 
CI: = control ler .et( is, fd' ) 
W l - s & t e n ,  (controller cs) 
( REAL ) (control 1er. u) 
(control-systen,u) 
fd 2 
fd I fllte;.fd(sd,fd) 
476 
I ,  
IEEE TRANSACTIONS ON SOFTWARE ENGINEERING, VOL. 19, NO. 5 ,  MAY 1993 
(f 1 1  ter, 
because prod(control1er) = {f i l t e r} ,  
NMCP,controller = 
t<=tv(filter) = true. 
and 
Np,C = NP,filter (see below) 
transitions that are identified by the 0 construction. 
with 
For illustration purposes, we used the same shape for 
Finally, we have defined Nc, and qcs,c,f, and we conclude 
where 
Nin+ = flowNet((is, controlsystem), 
controlsystem, is, in, c, ( )) U f lowNet 
. ( (sd,  controlsystem), control-system, 
4 in, c ,  ( )) 
Nout,cs = f lowNet(contro1-system, 
(cs ,  controlsystem), sd,out,c, ( i s , s d , f d )  
by lb) and the fact that the inputs(control-sy,stem) . 
( q c s , c , f )  = ( i s ,  sd), outputs (contro l -sys te~) (~cs ,c , f )  = 
(cs),  and states(controE_system)(77,s,c,f) = (fd). 
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