ABSTRACT. We show, after first taking a large q limit, that the average size of n-Selmer groups of elliptic curves over F q (t) is the sum of the divisors of n.
INTRODUCTION
One recent goal in arithmetic statistics is to determine the average size of n-Selmer groups. Despite this, the majority of results concentrate on the regime n ≤ 5. The goal of this paper is to describe the average size of n-Selmer groups, in the large q limit, for arbitrary n, over function fields of the form F q (t). To start, we recall the following conjecture on the average size of n-Selmer groups. §4.4, §4.5, §4.6, and §5.1] for some tangentially related classical constructions) and also in terms of splitting types of rank n projective bundles on P 1 (similarly to the n = 3 case carried out in [dJ02, §7] ).
Remark 1.8 (Generalizations)
. It would be interesting to generalize Theorem 1.2 to function fields of higher genus curves over finite fields. Many ideas for attempting this generalization may be found in [HLHN14] . Perhaps the most obvious obstruction to this generalization is that our result depends on [dJF11, Theorem 4.9], which is only stated for elliptic surfaces over P 1 C , and not over higher genus curves. Another possible research direction is be to prove a variant of Theorem 1.2 for higher dimensional abelian varieties, instead of elliptic curves. As a related example, [Dao17] computes the average size of 2-Selmer groups of Jacobians of hyperelliptic curves over function fields. Remark 1.9 (q 2). We explain why we assume q is relatively prime to 2 in the statement of Theorem 1.2. In order to prove Theorem 1.2, the key is to compute the image of the monodromy representation of Definition 4.2. To compare the monodromy representation over C to the representation over a finite field, we verify tameness of the associated cover in the proof of Proposition 4.17. The cover will fail to be tame in characteristic 2, and so it seems unlikely our proof can be extended to characteristic 2 fields.
1.2. An outline of the proof of Theorem 1.2. For k a finite field, we construct an algebraic space Sel d n,k parameterizing pairs (E, X), where E is an elliptic curve over k(t) and X is approximately (but not exactly) an n-Selmer element of E. Letting W d k denote a parameter space for Weierstrass equations of elliptic curves E/k(t) of height d, there is quasifinite étale map Sel (n) = im ρ d C (n), the number of geometrically irreducible components would simply be the number of orbits of this group on its underlying free Z/nZ module, which is ∑ m|n m. Hence, the only task remaining is to show the monodromy over F p agrees with that over C. This will follow once we show that ρ d k (n) factors through the tame fundamental group, meaning its ramification orders over boundary divisors in a compactification are prime to char(k). We then use Abhyankar's lemma to reduce to checking the ramification orders over C. Further, the geometry of the moduli of elliptic curves over k(t) reduces our task to computing the generic ramification orders over the divisor D d I 2 ,k parameterizing elliptic curves with one place of type I 2 reduction. To analyze this ramification order, we describe analogs of Selmer elements for general elliptic curves over C(t) in terms of monodromy data around the singular fibers. Via this explicit description, we are able to compute how this data changes by passing once around D d I 2 ,k and show that the ramification orders divide 2. As char(k) = 2, the ramification will be tame.
1.3.
Outline of the Paper. The rest of the paper is devoted to the proof of Theorem 1.2. Along the way, we introduce the n-Selmer space, notated Sel d n,B (depending on a height d and a base scheme B), which may be of independent interest. In §2 we collect various notation used throughout the paper; Figure 2 may be useful. In §3 we define the n-Selmer space, develop its basic properties, and explain the relation between points of the n-Selmer space and n-Selmer groups of elliptic curves. In §4 we compute the monodromy of the n-Selmer space over the space of minimal Weierstrass models and use this to show the n-Selmer space has ∑ m|n m geometric components. We combine our above computations to prove Theorem 1.2 in § 5. See Figure 1 for a schematic depiction of how the proof of Theorem 1.2 fits together.
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NOTATION
In this section, we collect various notation used throughout the paper.
2.1. Notation for height. We define a notion of height for elliptic curves over function fields, following [dJ02, §4.2- §4.8]. Let k be a field with char(k) = 2 and let E be an elliptic curve over k(t). In this case, for i ∈ {1, 2, 3} there is some d ∈ Z and homogeneous polynomials a 2i (s, t) ∈ k[s, t] of degree 2id so that E can be expressed in Weierstrass form as y 2 z = x 3 + a 2 (s, t)x 2 z + a 4 (s, t)xz 2 + a 6 (s, t)z 3 . (2.1) By a change of coordinates, we can write E in minimal Weierstrass form, meaning there is no non-constant polynomial f ∈ k[s, t] with f 2i | a 2i (s, t) for all i ∈ {1, 2, 3}. Up to transformations of the form x → x + r(s, t) for r(s, t) ∈ k[s, t] of degree 2d and (a 2 (s, t), a 4 (s, t), a 6 (s, t)) → (u 2 a 2 (s, t), u 4 a 4 (s, t), u 6 a 6 (s, t)) for u ∈ k × , elliptic curves over k(t) have a unique such expression in minimal Weierstrass form. This follows from the standard procedure for simplifying Weierstrass equations, as described in [dJ02, §4.8]. For E written in minimal Weierstrass form, the discriminant of E is disc(E) :
We define the height of E as h(E) := d = deg disc(E)/12. Note that disc(E) depends on the choice of Weierstrass form for E, but two different choices of minimal Weierstrass form will yield two discriminants with the same degree, so h(E) is an intrinsic invariant of E.
Group Theory notation.
Let V be a rank s free module over a commutative ring R with unit. We let GL(V) or GL s (R) denote the group of of invertible R-homomorphisms V → V. If V is a finite rank free module over R with a quadratic form q, let O(q) ⊂ GL(V) denote the orthogonal group. Let sp q :
2 denote the spinor norm (where we assume 2 is invertible on R if rk V is odd), see [Con14, §C.5] and in particular the paragraphs preceding [Con14, Example C.5.5] for a general definition.
In the case R = k is a field (with the exception k = F 2 and s = 4), this is characterized by the property that sp q (r v ) = q(v) for r v the reflection about v. Define O * (q) ⊂ O(q) as the kernel of the spinor norm.
2.3. General notation throughout the paper. We collect some notation we shall use throughout the paper. We will use n as the integer indexing the Selmer group Sel n , i.e., we work with the n-Selmer group. For defining parameter spaces of elliptic curves we will work over a base scheme B on which 2 is invertible. For defining parameter spaces of n-Selmer elements, we will further assume n is invertible on B. We often take B to be Spec k for k a field, in which case we typically assume char(k) 2n unless otherwise specified. We use d to denote the height of various elliptic surfaces, so that a minimal Weierstrass equation is of the form y 2 z = x 3 + a 2 (s, t)x 2 z + a 4 (s, t)xz 2 + a 6 (s, t)z 3 for an elliptic curve E over k(t) as in (2.1). Here, for i ∈ {1, 2, 3}, deg a 2i (s, t) = 2id as homogeneous polynomials in k[s, t].
6
For X → Y and Z → Y two maps, we notate X Z := X × Y Z. When Z = Spec R for R a ring, we also notate X R := X Spec R . Similarly, while many objects throughout the paper are indexed by a base scheme B (see those in Figure 2 ), if B = Spec R, we index them by R instead. So, for example, we use W d R (defined in Definition 3.1) to mean W d Spec R , and similarly for the other constructions in Figure 2 .
Throughout we use H i to denote étale cohomology, unless otherwise specified. On certain occasions we will need both étale and group cohomology, which we will then notate via subscriptsét and grp,. Similarly, by π 1 we mean the étale fundamental group. On occasion we will need the topological fundamental group, which we then notate as π top 1 , and the tame fundamental group, which we notate as π tame 1 (see § 2.6). On these occasions, we will notate the étale fundamental group as πé t 1 . For K a global field, we let Σ K denote the places of K. We let K v denote the completion of K at v ∈ Σ K . By global function field, we mean the fraction field of a smooth geometrically integral curve over F q . Recall that when K is a global function field, the elements of Σ K are in bijection with the closed points of the smooth proper curve C whose function field is K. If X is an integral ring or scheme, we let K(X) denote its fraction field. For R a local ring, we let R sh denote its strict henselization.
2.4. Elliptic Curves. Let B be a scheme with 2n invertible on B and let d ∈ Z ≥0 . In Definition 3.1 and Definition 3.3 we define a scheme W d B and an algebraic space Sel d n,B . These are parameter spaces for minimal Weierstrass models and elements of Selmer groups respectively. There is a natural map π : Sel
B we let E x denote the elliptic curve corresponding to the point x, E x denote the Néron model of E x over P 1
x , E 0 x denote its identity component, and f x : W x → P 1 x denote the minimal Weierstrass model. See the proof of Lemma 3.7 for various relations between these objects.
Let g x : P 1 x → x denote the structure map. For x a point, we use x to denote a corresponding geometric point. So, if x = Spec k, we let x = Spec k. Then, E x denotes the corresponding elliptic curve over x and so on.
We use Kodaira's notation for types of singular fibers in minimal regular proper models of elliptic curves, see [Sil94, IV.9, Table 4 .1].
2.5. Selmer Groups. Let E be an elliptic curve over a global function field K. We let
2.6. Tame fundamental group. We recall the definition of the tame fundamental group of a relative curve over a DVR or field, following [OV00, p. 9] (see also [R71, Exposé XIII, 2.1.3]). For S a DVR or field, let X → S be a regular relative curve, E ⊂ X a divisor étale over S, and V := X − E. Let F → V be a finite étale cover and let F denote the normalization of X along F → V. We say F → V is tame if the ramification orders F over E are invertible on S. We then define π tame 1 (V) as the profinite group whose finite quotients G correspond to tame finite étale Galois-G covers of V. In particular, π tame 1 (V) is a quotient of πé t 1 (V). The n-Selmer stack of height d, a quotient of Sel The open substack of Sel d n,B given by restricting to W
The sheaf of relative n-torsion on a family of elliptic curves over P 1
The group of rationally defined components of the Néron model of E at a closed point v Definition 3.17
The product of Φ E,v over all closed points v Definition 3.17
The monodromy representation associated to Sel
The free Z/nZ module corresponding to the geometric generic fiber of Sel 
THE n-SELMER SPACE
We define the n-Selmer space and n-Selmer stack in §3.1 and prove various properties of the n-Selmer space in §3.2. In §3.3, we relate points of the n-Selmer space to elements of Selmer groups of elliptic curves.
3.1. Defining the n-Selmer space. Our next goal is to define the n-Selmer space and nSelmer stack, which is accomplished in Definition 3.3 and Definition 3.4. We will realize the n-Selmer space as a cover of a parameter space for minimal Weierstrass equations of elliptic curves.
3.1.1. Motivation for the definition of the n-Selmer space. The motivation for our definition of the Selmer space is as follows. Let E be an elliptic curve over k(t) with Néron model E . Then, the n-Selmer group of E is closely connected to H 1 (P 1 , E 0 [n]) via results discussed in § 3.3 below. So, we will cook up a sheaf over the parameter space of height d elliptic curves whose stalk over a point corresponding to E is H 1 (P 1
In order to define the n-Selmer space, we now define the relevant parameter space of Weierstrass equations of height d. 
Sym
• K with many Weierstrass equations. In order to fix this discrepancy, we now introduce the Selmer stack. Although it would be possible to prove our main result, Theorem 1.2, only using the Selmer space, we find it cleaner to introduce the Selmer stack, whose points correspond more closely to Selmer elements. The Selmer space is a smooth cover of the Selmer stack of relative dimension 2d + 2. For the remainder of the paper we will work almost exclusively with the Selmer space, only interacting with the Selmer stack at the very end of the proof in § 5. The reader interested in understanding the proof of Theorem 1.2 but unfamiliar with stacks can safely ignore the Selmer stack without detracting from their understanding of the proof. B . This action is given on Weierstrass equations as follows. Viewing an element r ∈ G 2d+1 a as a homogeneous degree 2d polynomial in s and t whose coefficients are parameterized by G 2d+1 a , r sends
where one then simplifies the right hand side to determine the coefficients a 2i,j . The action of λ ∈ G m is given by
It therefore induces an action on Se d n,B = R 1 f * (R 1 g * µ n ) and hence an action on Sel Lemma 3.7. Let k be a field and E an elliptic curve over k(t). Let h : X → P 1 k be the associated minimal regular proper model, f : W → P 1 k be the associated minimal Weierstrass model, and E be the associated Néron model over P 1 k . Let W sm denote the smooth locus in W of the map h. (1) We have isomorphisms
If the total space of W is smooth, the above are all isomorphic to E [n]. (2) If E corresponds to a point x ∈ W d k , letting x denote a geometric point over x, the geometric fiber of Sel d n,B at x is isomorphic to
If the total space of W is smooth, the above are all isomorphic to
Proof. We first prove (1). The isomorphism In the case that the total space of W is smooth, W X since W is regular with integral fibers, and we have Pic
Therefore, in this case, Pic
We next prove (2). Let g : P 1 x → x denote the structure morphism, let g x : P 1 x → x its base change to x, and let f x denote the base change of f to x. By Lemma 3.2 (or really just proper base change), the geometric fiber of Sel 
The various isomorphisms are consequences of the first part.
Remark 3.8. In the setting of Lemma 3.7, one can also verify Pic
(In fact, this even holds more generally for minimal regular proper models of elliptic curves over Dedekind bases.) Hence, the stalk of the Selmer space at x is also identified with For the statement of the next lemma, recall our notational conventions from §2.3. 
Proof. It suffices to check this statement at a geometric point x over Spec k. By Lemma 3.7,
The claim then follows from [dJ02, Lemma 5.15], which says that when d > 0, the only torsion section P 1
is the identity section.
3.2.3. The schematic locus of the Selmer space. Our next goal is to prove that the Selmer space is a separated scheme over W •d B , which we accomplish in Proposition 3.16. Separatedness will be crucially used in §3.2.4 to show the Selmer space is finite over
The strategy for verifying separatedness is to construct a related sheaf S d n,B in Notation 3.12. We show S d n,B is in fact isomorphic to the Selmer sheaf Se •d n,B in Proposition 3.15. This alternate description of the Selmer sheaf will enable us to verify the valuative criterion for separatedness. We now define S d n,B .
Notation 3.12. Let B be a scheme with 2n invertible on B. Let j :
set up the following commutative diagram, where both squares are fiber squares.
S is a slight abuse of notation since it depends on the map α S and not just the scheme S). This sheaf represents the relative n torsion of
taken to be the identity. . To obtain such a bound (depending on both n and d), one can relate
Having defined S d n,B , we next wish to show it agrees with Se •d n,B . To verify this isomorphism, we will construct a map between them and check it is an isomorphism by checking it on fibers. The verification on fibers is fairly immediate, but in order to check this isomorphism on fibers, we need to know the formation of S d n,B commutes with base change, as we now verify. A variant of the following Lemma 3.14 is explained in [Kat02, Construction-Proposition 5.2.1(3)].
Lemma 3.14. With maps f • and g • as in Notation 3.12, The sheaf S d n,B is a constructible sheaf of Z/nZ modules whose formation commutes with base change. More precisely, for any base scheme S, the base change map α
denote the map induced from the composition of functors spectral sequence for g • • j. We will show 13 that S d n,B is the image of the composition R 1 g
Once we show this, it will immediately follow that S d n,B is constructible, being the image of a map of constructible sheaves.
By the Leray spectral sequence, ψ is always injective. Hence, to identify S d n,B as the image of ψ • φ, we only need to show φ is surjective. To this end, define Q as the quotient sheaf
Note that Q is supported on the complement of U which is finite over
Therefore, R 1 g • * Q = 0 and we conclude that R 1 g
is a constructible Z/nZ module, being the image of a map of constructible Z/nZ modules.
To conclude, we show that the formation of S d n,B commutes with base change. Since
, it suffices to show that the formation of both R 1 g
commute with base change. The former commutes with base change by proper base change with compact supports. To show the formation of R 1 g
commutes with base change, observe that by Poincaré duality as in [FK88, II, 1.13], we have an isomorphism R 1 g
Since the isomorphism of Poincaré duality commutes with base change, as does formation of R 1 g 
which commutes with base change.
Proof. Retaining notation from Notation 3.12, define the maps j and f as in the fiber square
We have canonical maps coming from Leray spectral sequences
Using the Kummer exact sequence (possible since n is invertible by Notation 3.12) and the assumption that the fibers of f are smooth connected elliptic curves so [BLR90, §9.5, Theorem 1] applies, we obtain isomorphisms
Composing (3.3) with (3.4), we obtain the desired map
We show this map induces an isomorphism
. To verify this is an isomorphism, it suffices to do so on stalks. As the formation of both sides commutes with base change by Lemma 3.2 and Lemma 3.14, we can check this is an isomorphism in the case that the base is a geometric point.
Thus, it suffices to show that if f x : W x → P 1 x is a smooth minimal Weierstrass model corresponding to a point x ∈ W •d B , j x is the restriction of j to x, and g x is the restriction of g to x, then the map on stalks
* is an isomorphism. To this end, by Lemma 3.7, both sheaves sheaves are represented by the Néron model of E x [n]. The Néron mapping property implies that to check the map
3) is an isomorphism, it suffices to check its restriction to U is an isomorphism. That is, we want to show j
If we could show this is the natural base change map, it would indeed be an isomorphism by proper base change.
So, to conclude the proof, we only need to check the constructed map j * R 1 f • * (µ n ) → R 1 f * j * µ n is the base change map. Indeed, this follows from the definitions. In more detail, recall that for F a sheaf on UW •d B , the base change map is given as the map of
However, pulling back the map of (3.3) along j is given by the composition j
. This is precisely the resulting map on degree 1 δ-functors, and hence is the natural base change map.
We are now ready to demonstrate that Sel 
n,B , which is a priori only an algebraic space, is a scheme. The idea of the proof is to check separatedness by the valuative criterion. We check the valuative criterion by translating it to checking that a certain map of cohomology groups is injective.
Proof. By [Mil80, V, Theorem 1.5] in order to show Sel
•d
n,B is a scheme, it suffices to show Sel
B is separated. Since this map is quasi-separated as shown in Lemma 3.2, it follows from [Sta, Tag 03KV] that we only need verify the valuative criterion for separatedness.
In other words, for Spec R a local Dedekind scheme with generic point η and closed point s, we need to show there is at most one dotted arrow filling in a commutative
h Suppose we have two such dotted maps σ, τ : Spec R → Sel
n,B making (3.6) commute. Say the map h corresponds to a family of Weierstrass models
R denote the inclusion, and let E R denote the relative elliptic curve given by the restriction of W R to ν R → P 1 R (whose n-torsion represents E [n] R restricted to ν R
The stalk of this sheaf at the closed point s of Spec R is
. Therefore, we may replace R with R sh , and we assume R is strictly Henselian for the remainder of the proof.
To check that σ and τ agree, it suffices to show the composition α :
is injective because we are assuming their images in
) agree (i.e., σ and τ agree when restricted to the generic fiber). We consider the commutative square (3.6)
where the horizontal maps come from the Leray spectral sequence and the vertical maps are restriction. The maps β and γ are injective by the Leray spectral sequence. Hence, to show α is injective, we only need check δ is injective. For this verification, we can factor δ as a composition
. The map ζ is injective since E R is the Néron model of E η , and torsors for Néron models (corresponding to elements of first cohomology) satisfy the Néron mapping property by [Ces16, Proposition A.2]. So, it suffices to show ε is injective.
To avoid confusion, we now use H ié t to denote étale cohomology and H i grp to denote group cohomology. We let G η := Gal(η/η). The image of ε is G η invariant and hence factors through µ :
). This is realized as a map in the Leray spectral sequence (3.7)
To check ε is injective, it suffices to show µ is injective. Since Spec R factors through W •d k and d > 0, Lemma 3.11, together with the Néron mapping property, shows that 
B is finite and represents a sheaf of free Z/nZ modules. Our strategy for doing so is to prove this statement for every point of W d B , and use this to deduce the finiteness statement by flatness considerations and constancy of degree. In order to prove that it is a sheaf of free Z/nZ modules, it will be useful to introduce the component group of the Néron model. This component group will also play a crucial role in §3.3 when relating elements of Selmer groups to points of the Selmer space. 
Using Definition 3.17, we can determine the module structure of the geometric fibers of Sel
19. Let k be an algebraically closed field of characteristic prime to n (possibly of characteristic 2) and let E be an elliptic curve over k(t) with Néron model E → P 1 k and discriminant of degree 12d with d > 0.
(
) is a free Z/nZ module. (2) If the minimal Weierstrass model of E is smooth, H 1 (P 1 k , E [n]) has rank 12d − 4.
] as a product of sheaves. Since cohomology commutes with direct sums, we can therefore reduce both parts to the case that n = p j for p a prime.
We now prove (1), assuming n = p j . Let r denote the rank of
is a free Z/p j Z module of rank r. For 0 ≤ t ≤ j, we claim there is an exact sequence of sheaves
This is left exact as it is a pushforward of an analogous sequence associated to E. To see it is right exact, it suffices to show ×p t : E → E is surjective. 
By induction on t, we see
is a Z/p j Z module of size p jr . We next show it is free of rank r.
Since finite Z/p j Z modules are all sums of Z/p t Z for t ≤ j, to conclude the proof, we only need to show that the kernel of the multiplication by p j−1 map
has size p (j−1)r . To this end, note that the multiplication map by p j−1 map on coefficients φ : E [p j ] → E [p j ] induces the multiplication map ×p j−1 on cohomology. Observe that H 1 (φ) factors as
, with µ t , υ t defined in (3.9). Taking t = 1 in (3.9) shows µ 1 is injective. Therefore, ker(×p j−1 ) = ker(υ j−1 • µ 1 ) = ker υ j−1 . In turn, applying (3.9) again with t = j − 1, we see H 1 (P 1 k , E [p j−1 ]) = ker υ j−1 . By induction, this has order p (j−1)r . Therefore, multiplication by p j−1 on H 1 (P 1 k , E [p j ]) has kernel of order p (j−1)r , implying H 1 (P 1 k , E [p j ]) must be a free Z/p j Z module of rank r. This finishes (1).
We now prove (2). Since E has smooth minimal Weierstrass model, all fibers of the Néron model are integral. Since we are assuming 
Since
[n]) = 0 for i = 1, as we showed in the proof of (1), the Euler characteristic of E [n] is negative the rank of
, since all fibers of the Néron model are integral as E has smooth minimal Weierstrass model, the exponent of the conductor is equal to the degree of the discriminant. Hence,
The following corollary is essential for defining our monodromy representation later in Definition 4.2 to count the number of irreducible components of the Selmer space. Proof. We first show π is finite. By [DR73, II, Lemma 1.19], a quasi-finite flat separated morphism over a noetherian base scheme with constant fiber rank is constant. Recalling our notational conventions from § 2.4, the fiber of π over a geometric point x ∈ W •d B is identified with H 1 (P 1
x , E x [n]) by Lemma 3.7. It follows that π has constant fiber rank n 12d−4 by Lemma 3.19. Further, π is separated by Proposition 3.16. Therefore, π is finite.
Also, π is étale by Lemma 3.2. Since π is finite étale, it represents a locally constant constructible sheaf of rank 12d − 4 free Z/nZ modules by Lemma 3.19.
Points of the Selmer space.
The main point of introducing the n-Selmer space is that points of the Selmer space parameterize elements of Selmer groups of the corresponding elliptic curves, as we show in this subsection.
The two main results of this section are Corollary 3.22 and Corollary 3.25. These are the only two results of this section we will need for the proof of Theorem 1.2. The first 18 shows that the size of the Selmer group agrees with the number of F q points of the fibers of Sel
The second gives a uniform bound for the size of the Selmer group in terms of the number of F q points of the fibers of Sel
To prove these results, we will relate the number of F q points of the fiber over 
To start, we give a cohomological description of #π −1 (x) F q . By Lemma 3.7, the geometric fiber of Sel
To distinguish between étale and group cohomology, we use H i grp denote group cohomology and H ié t to denote étale cohomology. Let G x := Aut(P 1
). We relate this group to H 1 (P 1
x , E 0 x [n]) using the Leray spectral sequence (3.11) Finally, the statement for d = 0 holds because E 0
Using Proposition 3.21 we obtain the following precise relation between F q points of the fiber of Sel
Corollary 3.22. With notation as in §2.4, suppose that
Here we are using the identification between étale and fppf cohomology from [Gro68, Théorème 11.7 1 • ]. By Lemma 3.7(1),
and so the claim then follows from Proposition 3.21.
3.3.1. An upper bound for sizes of Selmer groups. Our only remaining goal in this section is to prove Corollary 3.25 which gives a uniform bound on the size of the Selmer group in terms of the number of F q points of the fiber of Sel
B over x. This will be useful for counting Selmer elements associated to x / ∈ W •d B . This will follow fairly immediately from Proposition 3.24 which bounds the size of the Selmer group in terms of the size of H 1 (C, E 0 [n]) (which we relate to the Selmer space via Proposition 3.21).
To state Proposition 3.24 we introduce some notation. Notation 3.23. Fix n ≥ 1 and a finite field F q with (q, n) = 1. Let C be a smooth proper geometrically connected curve over F q . Let E be an elliptic curve over the function field K(C). Let E denote the Néron model of E over C with identity component E 0 . Let X denote the minimal regular proper model of E over C.
In this paper, we will only use the following Proposition 3.24 over C = P 1 F q . However, we state it for general curves C over F q as the proof is no harder. We note that there appears to be a gap in the proof of the closely related [HLHN14, Proposition 4. 3 
Proof assuming Lemma 3.26 and Lemma 3.27. By plugging in Lemma 3.27 into Lemma 3.26, and using the trivial inequality
and hence (3.13) holds.
See Example 3.28 for an example where equality in Proposition 3.24 is achieved with H 0 (C, E [n]) = 0. Before proving Lemma 3.26 and Lemma 3.27, we deduce a corollary we will need to relate points of the Selmer space to elements of Selmer groups. 
Proof. The first inequality follows by plugging in the result of Proposition 3.21 to Proposition 3.24. The second inequality holds as #H 0 P 1
To finish the proof of Proposition 3.24, we now prove Lemma 3.26 and Lemma 3.27. Lemma 3.26. With notation as in Notation 3.23,
Proof. The proof will be a sequence of diagram chases. To start, observe that both # Sel n (E) and #H 1 (C, E 0 [n]) are finite, the former by [Poo17, Theorem 8.4 .6] and the latter by Proposition 3.21 (being the number of F q points of the fiber of a quasi-finite map).
We claim there are exact sequences (3.16) 0
Indeed, (3.16) follows from [Sil09, Theorem 4.2(a)] (whose proof is exactly the same over global fields as over number fields) while (3.17) comes from taking cohomology associated to the multiplication by n sequence on E 0 .
By applying both (3.16) and (3.17), we find
To conclude, it suffices to check
For this, we now set up the commutative diagram with vertical maps α, β, and γ defined below, each given by multiplication by n:
Note that H 0 (C, E )/H 0 (C, E 0 ) is a finite group, being a subgroup of the finite group H 0 (C, E /E 0 ). Hence # ker γ = # coker γ. Also, the kernels and cokernels of α and β are finite as We now prove Lemma 3.27, whose proof completes the proof of Proposition 3.24. One can give a more involved proof of Lemma 3.27 using the Shioda-Tate formula for elliptic surfaces over finite fields (see, for example, [Ulm14, Corollary 4.2.2] for the statement of this formula). Although we do not explain it here, one can also use the ideas in the proof of Lemma 3.27 to give an alternate proof of the Shioda-Tate formula for elliptic surfaces over finite fields.
Lemma 3.27. With notation as in Notation 3.23,
with equality holding if
Proof. Using [Ces16, Proposition 4.5(b), (c), and (d)], we have the equality X(E) = im H 1 (C, E 0 ) → H 1 (C, E ) . Therefore, by taking cohomology associated to
we obtain an exact sequence (3.23) 0
To simplify notation, let K :=
. Note that K is finite because E /E 0 is a finite group scheme. Sending (3.23) to itself via multiplication by n and applying the snake lemma, we obtain an exact sequence , E 0 [3]) = 0 and so the nontrivial 3 torsion points necessarily meet the two non-identity components of E in the fiber of type I 3 reduction. Hence, the map H 0 (P 1
, E /E 0 ) is surjective. Therefore, the inequality of Lemma 3.27 is an equality. Combining this with #H 0 (P 1
, E ) = 3, and Lemma 3.26, we find # Sel 3 (E) = #H 0 (P 1
THE MONODROMY OF THE SELMER SPACE
In this section, for k is a field with char(k) 2n, we compute im ρ d k (n) in Theorem 4.4. The resulting corollary, Corollary 4.19, is the only result of this section which will be used to prove Theorem 1.2 in §5.
The outline of this section is as follows. In §4.1 we define the monodromy representation associated to the Selmer space and state the main result of this section, Theorem 4.4. In § 4.2 we describe E [n], the n-torsion in the Néron model of an elliptic curve E, in terms of monodromy data. In § 4.3 we describe torsors for E [n] in terms of monodromy data. In § 4.4 we define a particular divisor D d I 2 ,B in a compactification of W •d B and prove this divisor is integral. In §4.5 we show that all generic ramification orders of Sel Definition 4.1. Let E be an elliptic curve over k(t), for k a field with char(k) n. Let j : Spec k(t) → P 1 k denote the inclusion of the generic point. Let V E,n := H 1 (P 1
. If B is an integral base scheme with 2n invertible on B, η denotes the generic point of
,n . Using this, we can define the monodromy representation associated to the Selmer space. 
For an integral noetherian scheme B with geometric generic point η, we call im ρ d B (n) ⊂ GL 12d−4 (Z/nZ) the monodromy of the n-Selmer space of height d over B and im ρ d η (n) ⊂ GL 12d−4 (Z/nZ) the geometric monodromy of the n-Selmer space of height d over B.
Remark 4.3. Technically speaking, we should keep track of base points in our fundamental groups. However, as we will ultimately be concerned with integral base schemes B, changing basepoint only changes the map ρ d k (n) by conjugation. Since we will only care about the image of ρ d k (n), we will often omit the basepoint from our notation.
is the kernel of the spinor norm. The main result of this section is the following, which is proven in §4.7.
Theorem 4.4. Suppose that k is a field of characteristic prime to 2n. For d ≥ 2, there is a quadratic form q d n : V d n,k → Z/nZ so that the image of the geometric monodromy representation
Remark 4.5. The quadratic form q d n appearing in the statement of Theorem 4.4 is explicitly determined in [dJF11, p. 786]. That is, q d n is the reduction modn of the quadratic form associated to U ⊕(2d−2) ⊕ (−E 8 ) ⊕d , for U a hyperbolic plane and −E 8 the E 8 lattice with the negative of its usual pairing.
We next sketch the idea for proving Theorem 4.4, whose proof will occupy much of the remainder of the section. k and in § 4.5 we show that the generic ramification orders over one of these divisors, D d I 2 ,k , is at most 2. It turns out the cover will be unramified over the other divisor. So, the remaining issue is to understand why the ramification over D d I 2 ,k has generic orders at most 2. By Abhyankar's lemma, we can reduce to checking the ramification orders over C. To calculate the ramification orders over D d I 2 ,C , we first present a description of the points Sel d n,C in terms of representations of π 1 (P 1 C − {p 1 , . . . , p 12d }) in §4.3. Specifically, to a loop around each point p i , we can assign a certain 3 × 3 matrix. We find that moving in a loop around D d I 2 ,C acts as an elementary transformation on the generators of π 1 (P 1 C − {p 1 , . . . , p 12d }), which induces a corresponding action on the points of Sel d n,C in terms of these generators. Using this description, computing the ramification orders over D d I 2 ,C boils down to an easy explicit calculation in terms of these 3 × 3 matrices. 4.2. Torsion in elliptic curves in terms of monodromy. Until §4.4, we will strictly work over the complex numbers. Fix a smooth complex elliptic surface f : X → P 1 C of height d with precisely 12d singular fibers, all of which have type I 1 reduction. Let p 1 , . . . , p 12d denote the images of those singular fibers in P 1 C and let D := {p 1 , . . . , p 12d }. Let E denote the Néron model of the generic fiber of f and note that E is the smooth locus of f by Lemma 3.7. Then, E [n] is finite of degree n 2 when restricted to
Because the fundamental group acts linearly on E [n]| p , we obtain a map π
. However, because the determinant of this representation is identified with the modn cyclotomic character (via the Weil pairing) and all nth roots of unity lie in C, this map factors through SL(E [n]| p ). In other words, we obtain monodromy representations
As we are working over C, we may identify
167], we can draw pairwise non-intersecting paths ω i from p to each p i . We can describe generators γ i of π top 1 (P 1 C − D, p) which pairwise only intersect at p. The γ i are loops based at p staying close to ω i and going once around the point p i but not going around any other p j for j = i. By our assumption that X → P 1 C has only type I 1 reduction, as explained in [FM94, , it follows that each γ i induces a Dehn twist (a complex analytic analog of transvections from Picard-Lefschetz). Hence, ρ(E )(γ i ) can be written as a matrix conjugate to
4.3. Torsors for torsion of elliptic curves in terms of monodromy. Retaining notation from § 4.2, we now describe torsors over P 1 C for E [n] in terms of a similar representation. This will allow us to specify elements of Sel d n,C in terms of collections of matrices corresponding to monodromy around each of the p i .
Observe that E [n] is locally trivial in the complex analytic topology away from the points of D. So, given E [n], a torsor T for E [n] can be described via specifying a transition function v i in the structure group E [n]| p (Z/nZ) 2 associated to each γ i . Then, each γ i will act on T | p E [n]| p (Z/nZ) 2 by some affine translate of a linear transformation. That is, γ i acts by elements of the affine special linear group, which we now define. with inclusion map ι and quotient map α. With this presentation, ASL 2 (Z/nZ) can be explicitly described as those matrices of the form (4.4)
As described in § 4.2, E [l] can be described in terms of ρ tor (E [l]), which has target SL 2 (Z/nZ). As described at the beginning of §4.3, T can be described in terms of E [l] together with the additional data of an element of (Z/nZ) 2 at each p i . Therefore, T can in total be described in terms of a monodromy representation As we now show, there is an additional restriction on the monodromy action of ρ tor (T ). for some * ∈ Z/nZ.
Proof. From our assumption that all fibers of E have type I 1 reduction, we know that α(ρ tor (T )(γ i )) is conjugate to a matrix as in (4.2) by Remark 4.8. This explains all entries of (4.5) except the 0 in the second row of the right hand column. 25 To conclude, we explain why there is a 0 in the second row of the right hand column. Associated to each p i , there is a distinguished line (Z/nZ)e 1 ⊂ (Z/nZ) 2 corresponding to the basis vector fixed by ρ tor (E [n]). To show there is a 0 in second row of the right hand column of ρ tor (T )(γ i ), we only need show the transition functions defining T around γ i preserve the line (Z/nZ) e 1 . The line (Z/nZ) e 1 is identified with the n points of E [n]| p i . In order for T to be an E [n] torsor, the transition functions defining T associated to travelling around γ i must preserve this line, and so the second entry in the right hand column of ρ tor (T )(γ i ) is 0.
We can now describe E [n] torsors in terms of monodromy data. (E [n] ). There are precisely n 12d−4 torsors for E [n], which can be described in terms of monodromy data by specifying a matrix in ASL 2 (Z/nZ) for each γ i with 1 ≤ i ≤ 12d, subject to the following four conditions:
(1) The action of each γ i must be conjugate to (4.5).
4) Two torsors T and T are considered equivalent if there is some v ∈ (Z/nZ) 2 so that
, with ι as in (4.3). Proof. The first condition was shown in Lemma 4.9 and the second was explained in Remark 4.8. As with ρ tor (E [n]), we have a further restriction that,
The final condition corresponds to a change of basepoint of E[n] (Z/nZ) 2 , and expresses the usual condition for two torsors to be equivalent.
All in all, we have described n 12d · n −2 · n −2 = n 12d−4 possible distinct E [n] torsors as we now elucidate. The n 12d is coming from the condition that at each γ i for 1 ≤ i ≤ 12d, there are n possibilities for ρ tor (T )(γ i ). The first n −2 is coming from the condition that ∏ 12d i=1 ρ tor (T )(γ i ) = id. The second n −2 is coming from our quotient by the action of (Z/nZ) 2 . Here we are using that this action has trivial stabilizer because ρ tor (E [n]) is not contained in a Borel. To see it is not contained in a Borel, we only need note that E [n] has no nontrivial sections, which follows from Lemma 3.11 as X corresponds to a point in W Following this, we will use our understanding of these divisors to compute ramification orders over these divisors 26 and show the generic ramification orders of the Selmer space over these divisors are tame. In fact, there is only one divisor where the cover is ramified, and we now introduce this divisor. Lemma 4.13. For k a field with char(k) = 2, the subscheme
is a geometrically integral divisor.
Proof. The statement is preserved under base change, so we assume k is algebraically closed. We now proceed via an incidence correspondence argument. Let X := Proj P 1
Recall that every Weierstrass model W of the form y 2 z = x 3 + a 2 (s, t)x 2 z + a 4 (s, t)xz 2 + a 6 (s, t)z 3 comes with an embedding W → X. Define (4.6)
by definition the image of Ψ under π 1 , and π 1 is quasi-finite, it suffices to check that Ψ is geometrically integral of dimension dim A 12d+3 k
To see this, if z(p) = 0, we then obtain x(p) = 0, which contradicts the fact that every point of the identity section of a Weierstrass model is smooth. Hence, we must have z(p) = 0, in which case we can view p as a point on the open of the Weierstrass model defined by f := −y 2 + x 3 + a 2 (s, t)x 2 + a 4 (s, t)x + a 6 (s, t). Since we must have ∂ f ∂y = 0, we find 2y = 0 and so y = 0 as char(k) = 2. Ergo, Ψ actually maps to the geometrically integral 2-dimensional locally closed subscheme Y ⊂ X defined by (y = 0) and (z = 0). Since we want to show Ψ is geometrically integral of dimension 12d + 2, it suffices to show all fibers of π 2 over Y are geometrically integral of dimension 12d. By changing coordinates on P 1 [s,t] , it suffices to check this over a point p with t(p) = 0. Write a 2i (s, t) = ∑ 2id j=0 a 2i,j t j s 2id−j for i ∈ {1, 2, 3} as in Definition 3.1. Using t(p) = 0, the condition that W is singular at p can be written in terms of the Jacobian criterion as those (a 2,0 , a 2,1 . . . , a 2,2d , a 4,0 , . . . , a 4,4d , a 6,0 . . . , a 6,6d )
These equations define three independent linear equations on the a 2i,j coordinates of A 4.5. Computing the ramification orders. We next employ our monodromy-theoretic understanding of E [n] torsors to explicitly compute ramification degrees of the cover Sel
The idea is to interpret the ramification degrees in terms of the orders of a certain transformation on collections of matrices in ASL 2 (Z/nZ) which we can then compute by multiplying matrices. This transformation corresponds to the monodromy action induced by travelling once around D d I 2 ,C . [Y] so that X → P 1 C has precisely 12d singular fibers, all of reduction type I 1 . Let E denote the Néron model of X → P 1 C . Let V (Z/nZ) 12d−4 denote the fiber of Sel
C . An element of V corresponds to a torsor T for E [n], which can be described in terms of monodromy data for the γ i (as defined in §4.2) via Lemma 4.10. We can understand the ramification orders over How can we understand this transformation (ρ d,top C (n))(φ)? It can be understood quite explicitly in terms of the combinatorial data describing torsors as follows. Say we start with a torsor T for E [n], specified by a collection of 12d matrices as in (4.5). By our assumption that [X] was sufficiently close to [Y] and φ was sufficiently small, we can view Y a degeneration of X where p 1 and p 2 come together into the same fiber. Then, when one travels in a small loop around [Y] , this induces a monodromy action on the p i that interchanges p 1 and p 2 and fixes p 3 , . . . , p 12d .
In this way, the loop φ induces an action on the paths γ i . In fact, φ acts on the γ i via a power of an elementary transformation, (cf. [FM94, p. 168, Figure 8 ]) which in this context means that γ 2 is sent to φ(γ 2 ) = γ 1 , γ 1 is sent to φ(γ 1 ) = γ 1 γ 2 γ −1 1 , and all other γ i are fixed. See Figure 3 . In this case, φ acts by a single elementary transformation (as opposed to a power), though we won't need to prove this. Now, let T be a torsor for E [n] specified by data t i := ρ tor (T )(γ i ) ∈ ASL 2 (Z/nZ) subject to the conditions of Lemma 4.10.
We observe that [Y] ∈ D d I 2 ,C induces the following constraint on t 1 and t 2 . Lemma 4.15. With notation as in §4.2 and §4.5.1 and α as in (4.3), we have α(t 1 ) = α(t 2 ).
Proof. Let p be the limit of p 1 and p 2 , which is the point of type I 2 reduction in [Y] . The monodromy around p acts as the product α(t 1 ) · α(t 2 ). From the classification of monodromy around various reduction types [BHPVdV04, V.10, Table 6 ] we see that α(t 1 ) · α(t 2 ) is conjugate to 1 2 0 1 .
Given the constraint that α(t i ) is conjugate to (4.2), this can only happen if α(t 1 ) = α(t 2 ). (n))(φ) has order at most 2. For this, because φ induces an action on the γ i which is a power of an elementary transformation, we only need to check the elementary transformation switching p 1 and p 2 induces an action on V of order 2. By Lemma 4.15, we 29 know α(t 1 ) = α(t 2 ). Therefore, up to conjugation in ASL 2 (Z/nZ), we may assume t 1 and t 2 are of the form (t 1 , t 2 , t 3 , . . . , t 12d−4 ) → (t 2 , t 1 , t 3 , . . . , t 12d−4 ). Hence, (ρ d,top C (n))(φ) has order dividing 2, as desired.
4.6. Monodromy comparison. We now return from our tour of complex geometry to the land of arithmetic geometry. Using Proposition 4.16, we can establish tameness of the cover corresponding to im ρ d k (n) for k a field of positive characteristic, and deduce that this group does not depend on the characteristic of k, at least when char(k) 2n. The proof is a bit involved, but the idea is to check that the im ρ d k (n) cover associated to Sel In order to show D is étale over S, we next show we can choose L generally so L parameterizes a family of Weierstrass models only containing places of bad reduction with types II, I 1 , and I 2 . This follows from Lemma 4.14 once we check that this can be arranged over the point L ∩ (P 
(α 2i,j u + β 2i,j v)a 2i,j s j t 2id−j x 3−i z i .
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The intersection with P is a hyperplane. Therefore, we can also choose L generically so that D is étale over S.
We next will show that πé t 1 (U) → The previous statement can be verified algebraically, though it is even easier to verify it topologically, which is viable as we are working over C. In [dJF11, Theorem 4.10], it is shown that for d ≥ 2, the resulting monodromy map on coarse spaces has image containing O * (q d n ) and contained in O(q d n ). Hence the same is true of ρ d C (n). We next record a standard lemma on monodromy actions for completeness. This will enable us to relate the geometric monodromy of the Selmer space to the number of its irreducible components.
Lemma 4.18. Let U be a noetherian integral normal scheme and let ρ : π 1 (U) → GL(V) denote the monodromy representation associated to a finite étale cover π : X → U representing a sheaf of free Z/nZ modules. The components of X can be bijectively identified with orbits of ρ on V.
