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1 ABSTRACT
Any traditional classification problem in general involves
modelling individual classes and in turn classification by
evaluating the similarity of the test set with the modelled
classes. In this paper, we introduce another approach that
would find the differential information between two classes
rather than modelling individual classes separately. The
classes are viewed on a common frame of reference in which
one class would have a constant variance, unlike the other
class which would have unequal variance along its basis
vectors which would capture the differential information of
one class over the other.This, when mathematically formu-
lated, leads to the solution of Matrix Pencil equation.The
theory of binary classification was extended to a multi-class
scenario.This is borne out by illustrative examples on the
classification of the MNIST database.
2 INTRODUCTION
In general, a classification problem can be solved by mod-
elling individual classes or extracting different kinds of
features by analysing the statistical properties of the sample
points. The feature set of individual classes would either
form a cluster or adhere to a certain kind of distribution.
The classification of the test set can then be carried out
in accordance to its relationship with the feature set of
individual classes which can be computed using an appro-
priate loss function. In this paper, we have attempted to
discern one pattern from the other by finding the differential
information instead of modelling individual classes. Classi-
fication Problem has been solved using several techniques,
what makes Matrix Pencil unique is its ability to discern
one pattern, class or process from another by accentuating
the differential part. In a binary classification problem both
the classes are viewed on a common frame of reference,
such that one class would have constant power along all
the directions and the other would have unequal power
along the modified basis.This unequal power would serve
as a metric for quantifying the differential information of
one class over the other. This, when formulated, led to the
solution of the matrix pencil equation. The motivation of
this work came from the analysis of characteristic equation
of eigen decomposition det(A − λI) = 0 which would in
a sense view the information of a certain class represented
by A with respect to the standard basis. The characteristic
equation of matrix pencil det(A − λB) = 0, on the other
hand, can be considered as viewing the information of one
class over the other where A and B can be considered
as the covariance matrices of the two classes C1 and C2
respectively.
Matrix Pencil has a variety of applications in several
other domains some of which are listed below. It is an
eigenvalue based approach which is used for estimation
of the frequencies, damping factors and other parameters
of the exponentially damped/undamped sinusoids. Other
applications include Radar Target Classification [5] which
models the complex electromagnetic field when a target
is incident by an Ultra-Wideband Signal by extraction of
features using Matrix Pencil in the time domain and fre-
quency domain. The features are a function of the natural
response of the system which is modelled by the matrix
pencil equation. It has been used in quantum entangle-
ment classification due to its ability to bring about SLOCC
equivalence for 2
⊗
m
⊗
n systems. Two states are said
to be SLOCC equivalent if they can be transformed into
one another with a non zero probability using only local
quantum resources and classical communication (SLOCC).
Each state in the 2
⊗
m
⊗
n system is represented using the
matrix pencil operator, states which are related by invertible
transforms are said to be equivalent [1]. It has also been
used for the modal analysis of medical percussion signals
due to its inherent ability to decompose the exponentially
damped/undamped sinusoids in terms of its components
since it is lesser sensitive to noise as compared to Fast
Fourier transform, Prony’s method and other spectral anal-
ysis methods [6]. Fourier series, which represents the signal
as a sum of infinite periodic harmonics, is not naturally
suited for decomposition of short and aperiodic percussion
signals since damping would broaden the spectral peaks
which in turn would mask the peaks with low amplitude.
This issue is addressed by using the characteristic equation
of matrix pencil for decomposing the components of expo-
nentially damped sinusoids[2]. Matrix Pencil has also been
used in literature for the estimation of natural response from
multiple transient responses recorded from different Look
directions which leads to the estimation of SEM (Singularity
Expansion Method) Poles. Matrix Pencil method has been
employed for the simultaneous estimation of all the SEM
poles from multiple look directions without averaging the
transient responses obtained[3]. The applications of Matrix
Pencil can also be seen in Speech Processing due to its
ability to estimate the signal spectrum at a high resolution
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2due to which it has been used in Speech Enhancement,
Compression and Pitch estimation. Recently Matrix Pencil
method was used to predict the time domain response of
Reverberation Chamber. The response of the chamber can
be modelled as a linear sum of complex damped sinu-
soids the parameters of which can easily be found out by
solving the matrix pencil equation [4]. The matrix pencil
method has also been employed to synthesize the far-field
pattern of a sparse and random antenna array [7][8]. The
method starts by sampling the desired pattern from the
original periodic antenna array to form a Hankel matrix,
then singular value decomposition (SVD) of this matrix is
employed to obtain a reduced number of antenna elements,
finally, the matrix pencil method is utilized to reconstruct
new element positions and excitations. On the same lines,
matrix pencil has been used for the design of 1-Dimensional
or 2-Dimensional metalens with meta-atoms randomly dis-
tributed. Matrix Pencil technique assists the designing of
the position and phase of meta-atoms for a random meta-
surface. The 1-Dimensional metasurface can be regarded as
a linear antenna array whose far-field radiation pattern is a
sum of complex exponentials. Matrix Pencil is used to find
the location and phase of meta-atoms keeping the far-field
radiation into consideration. Despite several applications
of matrix pencil as stated above its usage to discern one
pattern over the other has never been exploited.This paper
highlights the usage of Matrix Pencil to find the relative
information of one pattern over the other.
3 MATRIX PENCIL FOR CAPTURING DIFFERENTIAL
INFORMATION
Let us consider a binary classification problem with classes
denoted as C1 and C2. Let X and Y be the vector random
variables in N-dimensional space of classes C1 and C2
respectively, consisting of their observation vectors. Further,
let the covariance matrices of the two classes be denoted as
B and A respectively as given in equation 1 and 2 below.
B = E((X− µx)(X− µx)†) (1)
A = E((Y − µy)(Y − µy)†), (2)
where µx and µy are the mean vectors of random vector
variables X and Y respectively, E denotes the expectation op-
erator and the symbol ’ † ’ denotes the conjugate transpose
of a matrix/vector. We begin with a theorem that would
be useful in the latter part of the paper. Without loss of
generality, we can assume µx and µy to be zero vectors
thus orthogonality and uncorrelatedness have been used
interchangeably.
Theorem 1. Let {v1, v2.....vn} be any set of n Linearly Indepen-
dent vectors in kn, where k = R or C that is the field of real and
complex numbers. Then there always exists an inner product in
which the {v′is, 1 ≤ i ≤ n} are orthogonal/orthonormal.
Proof. Let us define an linear operator P such that Pvi = ei
and {ei, 1 ≤ i ≤ n} is the standard orthonormal basis. Since
{ei, 1 ≤ i ≤ n} is an orthonormal set of vectors with respect
to standard inner product i. e. 〈x, y〉 = ∑
n
xiy
∗
i . Thus the
proof of the theorem can be stated as below:
〈ei, ej〉 = δi,j
〈ei, ej〉 = 〈Pvi, Pvj〉 (3)
〈Pvi, Pvj〉 = 〈vi, P ∗Pvj〉
= 〈vi, Bvj〉
= 〈vi, vj〉B
(4)
Thus we can say
〈Pvi, Pvj〉 = δi,j (5)
Here P ∗ denotes the adjoint of operator P. Since P is a
transformation which maps one basis to another so it is a
vector space isomorphism and it would be invertible. Also
B = P ∗P would be a Hermitian and positive definite ma-
trix which can also be used as the weight matrix and inner
product can now be defined as 〈x, y〉B = 〈x,By〉, where the
inner product on the right-hand side is the standard inner
product.
We now focus on finding the eigen decomposition of
the covariance matrix obtained in equation 1 and 2 which is
also the Karhunen Loeve basis. This will be the orthonormal
basis in which the coefficients of respective classes would be
uncorrelated. The random variable X corresponding to class
C1 can be represented in terms of eigen vector as given by
the below stated equation.
X =
∑
k
akϕk (6)
Where ak = 〈X,φk〉 and {ak, 1 ≤ k ≤ n} are uncorrelated.
Rewriting the above equation using the eigen values (λk) of
X we get:
X =
∑
k
(
ak√
λk
)(
√
λkϕk) (7)
The modified basis and their corresponding coefficients
can be termed as scaled coefficient a˜k = ak√λk and scaled
basis uk =
√
λkϕk. The covariance matrix A and B are
positive definite matrices and so all the eigen values would
be positive i.e. {λk > 0, 1 ≤ k ≤ n} . Rewriting equation
7 in terms of the modified basis leads to the following
representation of X.
X =
∑
k
a˜kuk (8)
It is observed that in the modified representation of X the
basis is orthogonal but not orthonormal and the variance of
all the projection coefficients {a˜k, 1 ≤ k ≤ n} is the same in
all directions and is equal to unity which implies that X will
have equal power along the basis {uk, 1 ≤ k ≤ n}. Thus,
for any vector random variable, there will always exist a
basis such that the projection coefficients would have equal
variance along all the directions and the basis need not be
orthonormal. Since equation 6 is the solution of Karhunen
Loeve Transform (KLT) we know that E[akaj ] = λkδk,j .
3The variance of the scaled coefficient {a˜k, 1 ≤ k ≤ n} can
be written as below:
E[a˜ka˜∗k] = E[
ak√
λk
][
ak
∗
√
λk
]
E[a˜ka˜∗k] =
1
λk
E[aka∗k]
E[a˜ka˜∗k] =
1
λk
λkδk
E[a˜ka˜∗k] = δk = 1
(9)
The above discussion shows that for any random vector we
can always define a basis and an inner product such that the
same vector when represented in modified basis would have
equal variance of projection coefficients {a˜k, 1 ≤ k ≤ n} and
an orthonormal basis with respect to the modified inner
product. In order to obtain such orthonormal basis for the
orthogonal basis{uk, 1 ≤ k ≤ n} we introduce the operator
L such that:
L
√
λkϕk = ek, (10)
where {ek, 1 ≤ k ≤ n} are the standard basis vectors and
λk’s are the eigen values corresponding to eigen vectors ϕk.
Now consider LX which is the transformed version of X
such that its projection coefficients have equal variance in all
the directions and the basis is standard orthonormal eigen
basis ek.Applying the operator L on both sides of 8 we get:
LX =
∑
k
a˜k(Luk),
LX =
∑
k
a˜k(ek),
(11)
where {ek, 1 ≤ k ≤ n} is the standard basis. Using equation
10,the operator matrix L can be obtained as follows:
L =

λ
−1/2
1
. . .
λ
−1/2
n


ϕ†1
ϕ†2
...
ϕ†n
 (12)
L = Λ−1/2ϕ† (13)
The operator matrix L, derived from class C1, would per-
form the operation of whitening the signal X such that the
power is equally distributed in all the directions. The feature
set of class C1 would now be whitened and have equal
variance of projection coefficients in the scaled eigen basis
frame of reference. The feature set of classC2 when operated
by the same operator matrix i.e. LY would have an unequal
variance of projection coefficients in this scaled eigen basis.
Thus viewing the feature vector of both the classes on the
same frame of reference would enable us to encapsulate
the differential information of class C2 with respect to class
C1 in the form of unequal projection coefficients over the
uniformly distributed projection coefficients of class C1.
As stated in Theorem 1,for any set of linearly indepen-
dent vectors there would always exist an inner product in
which the vectors would be orthogonal/orthonormal. As
evident in equation 8, for the linearly independent vectors
{uk, 1 ≤ k ≤ n}, there would exist a modified inner product
in which they are orthonormal. The weight matrix of this
modified inner product is obtained in equation 17 below.
〈ei, ej〉 = δi,j
〈ei, ej〉 = 〈Lui, Luj〉 (14)
〈Lui, Luj〉 = 〈ui, L†Luj〉 (15)
The value of L†L is evaluated to find the value of weight
matrix.
L†L = ϕΛ−1/2Λ−1/2ϕ† = B−1 (16)
〈ui, L†Luj〉 = 〈ui, B−1uj〉
〈ei, ej〉 = 〈ui, uj〉B−1
(17)
At this point we can define the weight matrix W = B−1
such that 〈ui, uj〉W = δi,j . {uk, 1 ≤ k ≤ n} will be
orthonormal and the projection coefficients{a˜k, 1 ≤ k ≤ n}
will be uncorrelated white under the action of modified
inner product.
Theorem 2. Let x1,x2.....xn be a set of linearly independent
random variables such that X ≡ [x1,x2.....xn]T. Given the KLT
representation of X we can obtain a whitening operator L such
that L
√
λkϕk = ek where {ek, 1 ≤ k ≤ n} are the standard
basis vectors and LX is the whitened version of X .
Proof. In order to prove that LX is the whitened version of
X we need to prove that the auto correlation of the signal is
identity.
E[(LX)(LX)†] = I
E[(LX)(LX)†] = E[LXX†L†]
E[(LX)(LX)†] = LE[XX†]L†
(18)
The eigen decomposition of the covariance matrix of class
C1 can be given as B = E(XX†) = ϕΛϕ†. Substituting the
values of L from equation 13 in equation 18, we obtain -
E[(LX)(LX)†] = LE(XX†)(L†)
E[(LX)(LX)†] = [Λ−1/2ϕ†(ϕΛϕ†)ϕ(Λ)−1/2]
(19)
Since [ϕ] is an orthonormal basis ϕϕ† = ϕ†ϕ = I .
E[(LX)(LX)†] = Λ−1/2ΛΛ−1/2 = I (20)
Now we prove a result which is going to play a fun-
damental role in the theory developed latter.Thais result
although well known is proved here in the context of the
problem statement.
Theorem 3. If a random vector Z is i. i. d. white in a particular
orthonormal frame of reference then it will be i. i. d. white in any
other orthonormal frame of reference.
Proof. Let Z be a random vector and its KLT representation
can be given by
Z =
∑
k
akϕk, (21)
where {ϕk, 1 ≤ k ≤ n} is the orthonormal eigen basis and
E [aka∗l ] = σ2 δk,l ∀k. Let Z be represented by another set
of orthonormal basis function (ψk) as given below.
Z =
∑
k
bkψk (22)
4We need to prove E
[
bkb
∗
p
]
= σ2 δk,p ∀k. Let us at this
point define a linear operator A such that Aϕk = ψk. Since
A maps an orthonormal basis {ϕk, 1 ≤ k ≤ n} to another
orthonormal basis {ψk, 1 ≤ k ≤ n} by definition it will be a
unitary matrix.
bk = 〈Z,ψk〉 =
∑
n
Z(n)ψ∗k(n) = Z
Tψ∗k (23)
Since bk is a scalar quantity we can write bTk = bk i.e.
bk = Z
Tψ∗k = ψ
†
kZ (24)
E
[
bkb
∗
p
]
= E
[
(ψ†kZ)(Z
†ψp)
]
E
[
bkb
∗
p
]
= ψ†kE
[
ZZ†
]
ψp
E
[
bkb
∗
p
]
= ϕ†kA
† (σ2δk,p) Aϕp
E
[
bkb
∗
p
]
= (σ2δk,p) ϕ
†
kA
†Aϕp
(25)
Since A is a unitary matrix AA† = A†A = I .
E
[
bkb
∗
p
]
= σ2δk,p ϕ
†
kϕp
E
[
bkb
∗
p
]
= σ2δk,p
(26)
With all the preliminaries established we now discuss
the main result of the paper.
Theorem 4. Let B and A be the covariance matrices of
classes C1 and C2 , respectively, as denoted earlier. Further
let L be the whitening operator corresponding to class C1.Then
{ψk, 1 ≤ k ≤ n} is the Karhunan-Loeve basis of LY if and only
if {ψ˜k, 1 ≤ k ≤ n}) is a solution of the matrix pencil equation.
Proof. Let L be the whitening operator corresponding to
class C1 as defined earlier. The KL decomposition of LY can
be written as follows:
LY =
∑
k
ckψk, (27)
where {ck, 1 ≤ k ≤ n} are uncorrelated and
{ψk, 1 ≤ k ≤ n} is the orthonormal eigen basis
corresponding to covariance matrix of LY given as:
covLY = E(LY Y
†L†) = LAL†. (28)
Denoting the eigen vector of LAL† corresponding to its
eigen value µk, as ψk we can write:
LAL†ψk = µkψk (29)
Denoting ψ˜k = L†ψk and algebraically simplifying equation
29 we obtain:
LAL†ψk = µkψk
⇐⇒ LAψ˜k = µkψk
⇐⇒ LAψ˜k = µk(L†)−1L†ψk
⇐⇒ LAψ˜k = µk(L†)−1ψ˜k
⇐⇒ Aψ˜k = µkL−1(L†)−1ψ˜k
⇐⇒ Aψ˜k = µk(L†L)−1ψ˜k
(30)
Plugging this result derived in equation 16 in equation 30
we get:
Aψ˜k = µkBψ˜k (31)
At this point it can be noted that ψ˜k are orthonormal
in the modified inner product.This has been proved by the
below stated equations.
〈ψ˜k, ψ˜p〉B = 〈ψ˜k, Bψ˜p〉
= 〈L†ψk, BL†ψp〉
= 〈ψk, LBL†ψp〉
(32)
Let us evaluate the value of LBL†:
LBL† = Λ−1/2ϕ†(ϕΛϕ†)ϕΛ−1/2 = I (33)
〈ψ˜k, ψ˜p〉B = 〈ψk, ψp〉
〈ψ˜k, ψ˜p〉B = δk,p
(34)
Thus it can be stated that the KL basis of LY i.e.
{ψk, 1 ≤ k ≤ n} is orthogonal with respect to the stan-
dard inner product if an only if the transformed basis
{ψ˜k, 1 ≤ k ≤ n}, which form the solution to the matrix
pencil equation, is orthogonal with respect to the modified
inner product.
The above section began with the random feature vectors
X and Y of classes C1 and C2 respectively. The feature
vectors of class C1 were expressed in terms of its KL basis
as given in equation 5, transforming them into a set of
uncorrelated coefficients {ak, 1 ≤ k ≤ n}. The same feature
vector X was then represented in terms of a modified basis
{uk, 1 ≤ k ≤ n} where the coefficient {a˜k, 1 ≤ k ≤ n} have
unity variance in all directions. Observe that the basis here is
orthogonal but not orthonormal. Since the representation of
a vector in terms of a different basis can also be effected by
a transformation of space we defined an operator L which
would serve the purpose.This also amounts to considering
LX rather than X. Since X is transformed to LX which is
i.i.d. in the standard eigen basis. By Theorem 3, it would be
i.i.d. white in any other orthonormal frame of reference. In
particular it would also be i.i.d. white in the KL basis of LY
i.e. {ψk, 1 ≤ k ≤ n}. The coefficients of LY in terms of its
KL basis would be uncorrelated but would not have equal
variance along all the directions. So the quantification of non
uniform variance can be used to measure the differential
information of one class over the other. So the variation
of {ck, 1 ≤ k ≤ n} which are the coefficients of projection
along the KL basis of LY (equation 27) over the coeffi-
cients of {a˜k, 1 ≤ k ≤ n} which are uniformly distributed
(equation 8) can provide a metric of extra information of
one class with respect to the other. The unequal variance
of projection coefficients in different directions over unity
variance of projection coefficients would essentially capture
the differential information amongst the two classes.
In order to validate the theory proposed, we demonstrate
through various experimentation’s that the eigen vectors of
the Matrix Pencil A− λB quantify the differential informa-
tion between two classes. It is observed through experimen-
tal studies that these eigen vectors, when augmented with
the eigen vectors of the reference class (C1 with covariance
5matrix B in this case), classify the two classes with reason-
able accuracy. In the next section we present the simulation
studies.
4 EXPERIMENTATION
This section presents simulation results to validate the above
proposed theory. The simulation study has been divided
into three parts (i) Binary classification (ii) Multi-class clas-
sification and (iii) Transformation of one pattern to another.
Whereas the first two parts are designed to demonstrate the
efficacy in classification problem the third part presents a
spin off in transforming one pattern to another.
4.1 Binary Classification using Matrix Pencil
The experimentation has been carried out to solve the binary
classification problem for MNIST (Modified National Insti-
tute of Standards and Technology Database). The random
feature vectors X and Y, of classes C1 and C2, respectively,
have been obtained by vectorising the input images, and
a standard K-Nearest Neighbour (k-NN) classifier has been
employed for classification. Let us, for instance, take the ma-
trix pencil having the characteristic equation (A−λB)x = 0 ,
this would view class C2 with covariance matrix A over and
above class C1 with covariance matrix B, thus class C1 in
this case can be viewed as the reference class. In the theory,
presented in the above sections, we have proposed that ma-
trix pencil helps quantify the differential information of one
class over the other. Thus we propose to consider a modified
feature set which would be a set of projection coefficients
along the eigen basis of matrix pencil augmented with the
eigen vectors of the reference class. The eigen vectors of
the matrix pencil are obtained as given in equation 35 -
37. The feature set, denoted by (A − λB;B), is a vector
comprising of projection coefficients along the eigen vectors
of matrix pencil and the reference class. Simulation is also
carried on different feature sets i.e. projection coefficients
along the eigen vectors of matrix pencil of the form A− λB
or B − λA. The classification accuracy (in percentage) with
different feature sets is tabulated in Table 1.
4.2 A note on Simulation Results
In order to make the simulations carried out more explicit
the eigen vectors of the matrix pencil are derived below.Let
us begin with the characteristic equation of matrix pencil.
det(A− λB) = 0
⇐⇒ det(A− λφ−1Λφ) = 0
⇐⇒ det(φ−1(φAφ−1 − λΛ)φ) = 0
⇐⇒ det(φ−1)det(φAφ−1 − λΛ)det(φ) = 0
(35)
For simplification we define Λ = N2. Since φ is the eigen
vector matrix of class C2 det(φ) = det(φ−1) 6= 0.Thus we
can write:
det(φAφ−1 − λNN) = 0
⇐⇒ det(N−1φAφ−1N−1 − λI) = 0 (36)
Equation 36 is the characteristic equation of standard Eigen
value problem.This implies that there exists a v such that
Mv = 0 where M = N−1φAφ−1N−1 − λI .
(N−1φAφ−1N−1 − λI)v = 0
⇐⇒ N−1φAφ−1N−1v = λv
⇐⇒ Aφ−1N−1v = λφ−1Nv
(37)
Let m = φ−1N−1v, substituting this value in 37 we obtain:
Am = λφ−1N(Nφm)
⇐⇒ Am = λ(φ−1Λφ)m
⇐⇒ Am = λBm
(38)
Thus we obtain back the standard matrix pencil equation
which proves that m = φ−1N−1v are the eigen vectors of
the Matrix Pencil.
Table 1
Classification accuracy (in percentage) for binary classification
C1 C2 (A− λB;B) (B − λA;A) A− λB B − λA
1 0 99. 90 99. 90 64. 77 90. 50
2 0 99. 35 99. 45 57. 85 72. 16
3 0 99. 90 99. 80 64. 97 65. 17
4 0 99. 80 99. 85 55. 61 80. 73
5 0 99. 46 99. 57 59. 61 62. 77
6 0 99. 38 99. 38 58. 51 51. 50
7 0 99. 95 99. 85 60. 90 87. 75
8 0 99. 13 99. 59 51. 89 68. 57
9 0 99. 30 99. 49 51. 03 79. 94
2 1 99. 35 99. 81 89. 85 81. 96
3 1 99. 81 99. 86 76. 60 85. 55
4 1 99. 62 99. 53 69. 77 88. 62
5 1 99. 85 99. 95 75. 77 86. 98
6 1 99. 71 99. 86 87. 48 84. 85
7 1 98. 61 99. 35 76. 28 80. 44
8 1 99. 76 99. 95 84. 73 89. 24
3 2 99. 46 99. 61 73. 41 72. 87
4 2 99. 95 99. 85 74. 63 86. 59
5 2 99. 95 100 73. 70 70. 22
4.3 Multi-class Classification using Matrix Pencil
The theory for binary classification was extended for the
multi-class classification problem. In a multi-class classifi-
cation problem let us consider three class C1, C2, C3 whose
covariance matrices are defined by A, B and C . The dif-
ferential information of one class with respect to other
classes is found using the eigen vectors of the matrix pencil
A − λ(B,C) or B − λ(A,C) or C − λ(A,B). A − λ(B,C)
would find the additional information of class C1 whose
covariance matrix is given by A with respect to classes
C2 and C3, the sample points of classes C2 and C3 are
combined, and the eigen vectors of these combined sample
points are denoted as (B,C) which can also be treated as
the reference class in our case. In order to solve any multi-
class classification problem, the eigen vectors of the matrix
pencil are augmented with the eigen vectors of the reference
class. For example the eigen vectors of the matrix pencil
A− λ(B,C) are clubbed with the eigen vectors of the refer-
ence class (B,C) which is denoted as [A−λ(B,C)]; (B,C).
The proposed theory was tested on various types of feature
sets which are projection coefficients along A − λ(B,C),
6Table 2
Classification accuracy (in percentage) for Multi-class Classification
C1 C2 C3 A−λ(B,C) [A− λ(B,C)];A [A−λ(B,C)]; (B,C) B−λ(A,C) [B− λ(A,C)];B [B−λ(A,C)]; (A,C)
0 2 8 37.27 70.06 98.66 36.63 70.06 98.66
0 3 5 36.05 59.33 98.16 32.75 59.33 98.16
0 3 6 41.75 69.40 99.32 50.20 69.40 99.32
1 4 8 47.78 46.00 99.19 56.20 46.00 99.19
1 4 9 66.44 46.26 97.98 59.09 46.26 97.98
3 5 8 38.14 59.42 96.49 34.91 59.42 96.49
3 5 9 49.64 72.00 97.32 34.76 72.00 97.32
3 6 7 44.76 87.72 99.43 39.19 87.72 99.43
3 6 8 35.15 71.04 98.20 32.22 71.04 98.20
4 7 9 59.16 62.24 96.99 35.64 62.24 96.98
4 8 9 32.21 52.51 96.76 34.94 52.51 96.76
5 6 7 40.69 83.46 99.34 39.23 83.46 99.34
5 6 8 45.01 67.88 97.84 37.89 67.88 97.84
6 7 8 38.75 74.90 99.19 50.57 74.90 99.19
6 7 9 68.41 66.51 98.50 36.53 66.51 98.49
[A−λ(B,C)]; (B,C), [A−λ(B,C)];A.The results of multi-
class classification for various types of feature sets are
summarised in Table 2. This multi-class classification prob-
lem can also be solved by the using the feature set com-
posed of projection coefficients along the eigen basis of
[A − λ(B,C)] augmented with B − λC and the reference
class C3 with covariance matrix C , which can be denoted
as A−λ(B,C);B−λC;C . Classification accuracy has been
evaluated for the feature set A − λ(B,C);B − λC;C and
A− λ(B,C);B − λC where in the latter case the projection
coefficients along the eigen vectors of the reference class
have not been included in the feature set. The results of
classification are tabulated in table 3 .
Table 3
Classification accuracy (in percentage) for Multi-class Classification
C1 C2 C3 A− λ(B,C);B − λC A− λ(B,C);B − λC;C
0 2 4 67.20 98.80
0 4 7 65.59 98.76
1 2 7 78.97 95.40
1 4 5 74.74 98.77
2 3 6 61.87 98.27
2 4 9 60.57 96.49
2 6 7 55.43 97.42
3 4 9 64.81 95.77
3 7 9 40.99 97.11
4.4 Transformation of one pattern to another
This section presents a spin off to the above proposed theory.
The theorem presented in the above section proves that the
operator matrix L is a whitening matrix. Whitening matrices
LX and LY were derived from the classes C1 and C2.
LX when operated on X would whiten the data point of
class 1 as evident from equation 14. This whitened signal
when operated by L−1Y , would perform the corresponding
coloring operation. It was observed that when operator L−1Y
was applied on the whitened signal LXX , could transform
one pattern corresponding to one class to the pattern cor-
responding to the second class. The pattern obtained after
performing the transformation of L−1Y LXX is a function
of how well LX can whiten X and the generalization of
the operator matrix LY of class C2 . Since LXX is a
white signal; any pattern can be generated by applying the
transformation L−1Y P onto any white signal P such that LY
is the whitening matrix derived from the class of patterns we
intend to generate. The above experiment was validated on
MNIST and MPEG-7 Core Experiment CE-Shape-1 database
and it was observed that when the feature vector matrices
are such that the dimensionality of the feature vector of
each sample point is greater than the number of examples
the generalization of the operator matrix will not be as
good as when the number of examples is greater than the
dimensionality of each feature vector.
Figure 1. (a) Data sample from class 1 (b) Data sample from class 2 (c)
Transformation output
5 CONCLUSIONS
In this paper we have presented a theory to find the infor-
mation that would discern one pattern from another using
the characteristic equation of matrix pencil. The efficacy of
the proposed scheme has been demonstrated for binary and
multi-class classification. And as a spin off the transforma-
tion of one pattern to another is also presented.
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