We present a theory of magnetic and magneto-transport phenomena at LaAlO3/SrTiO3 interfaces, which as a central ingredient includes coupling between the conduction bands and local magnetic moments originating from charge traps at the interface. Tuning the itinerant electron density in the model drives transitions between a heavy Fermi liquid phase with screened moments and various magnetic states. The dependence of the magnetic phenomena on the electron density or gate voltage stems from competing magnetic interactions between the local moments and the different conduction bands. At low densities only the lowest conduction band, composed of the dxy orbitals of Ti, is occupied. Its antiferromagnetic interaction with the local moments leads to screening of the moments at a Kondo scale that increases with density. However, above a critical density, measured in experiments to be nc ≈ 1.7 × 10 13 cm −2 , the dxz and dyz bands begin to populate. Their ferromagnetic interaction with the local moments competes with the antiferromagnetic interaction of the dxy band leading to eventual reduction of the Kondo scale with density. We explain the distinct magneto transport regimes seen in experiments as manifestations of the magnetic phase diagram computed from the model. We present new data showing a relation between the anomalous Hall effect and the resistivity in the system. The data strongly suggests that the concentration of local magnetic moments affecting the transport in the system is much lower than the carrier density, in accord with the theoretical model.
I. INTRODUCTION
The conducting interface between two insulating non magnetic oxides, LaAlO 3 (LAO) and SrTiO 3 (STO) [1] displays a fascinating range of emergent electronic phenomena [2] including superconductivity [3, 4] signatures of magnetism [5] [6] [7] [8] [9] and unconventional transport properties [10] [11] [12] [13] . One of the features that make this system particularly interesting as a new platform for investigating both basic science and technological applications is the high tunability of the electronic properties. Many of the properties including conductivity [10] , superconductivity [4] , spin-orbit coupling [11, 14] , orbital content [12] as well as signatures of magnetism [13, 15] can be varied using a back gate, which controls the electron density at the interface.
Recent measurements using a scanning magnetic force microscope on a sample with carrier density tuned by a back gate, found ferromagnetic domains to be present at the interface at very low densities [15] . The magnetic domains disappear when the density is increased using the gate. Transport experiments performed with an in-plane magnetic field indicate that another (metamagnetic) transition occurs at even higher density of conduction electrons [11, 13] . Above a density dependent critical field the resistance drops sharply, an anomalous Hall effect appears and the system develops a strong inplane anisotropy of the magnetoresistance. An important goal is to understand the origin of the different transport and magnetic properties and how they depend on the density and magnetic field as well as on the microscopic building blocks of the system.
In this paper we present a theory, which explains the different regimes observed in experiments [11, 13, 15] as manifestations of distinct electronic phases at the inter-FIG. 1. Schematic phase diagram of the magnetic phases in the LAO/STO interface in the space of itinerant electron density (n), local magnetic moment density (nimp) and magnetic field (H). The dashed line markers the critical density nc above which dxz/dyz itinerant electrons are present in the system. face and clarifies the dependence of the phase boundaries on the parameters such as magnetic field and electron density. A brief description of our theory appeared earlier in Ref. [13] , where it was used to interpret magnetotransport data, which were also presented in the same paper. In the present paper we provide more details of the theory and frame it in the broader context of a global phase diagram of the electronic states at the interface.
Our model includes itinerant electrons in the t 2g bands of Ti that interact with local magnetic moments originat-ing from electrons localized at the interface. The effective band structure we use for the three itinerant bands was discussed in Refs. [12, [16] [17] [18] and is illustrated in Fig.  2(b) . An important aspect of the band structure is that due to the confinement at the interface the d xy band is lower in energy than the d xz and d yz bands, so that at low densities only this band occupied. As the density of itinerant electrons is increased, the system undergoes a Lifshitz transition at a critical density, n c ∼ 1.7×10
13 cm −2 , above which the the d xz and d yz bands are occupied as well [12] .
The measured charge density of itinerant electrons at the interface is much lower than predicted by the polarcatastrophe model for formation of the conducting interface [19] . The missing charges are thought to be sitting in localized states and possibly behave as local magnetic moments [20] . According to the polar catastrophe model the density of localized charges is expected to be n imp ∼ 3.3 × 10 14 cm −2 . Recent X-ray circular dichroism measurements [9] have located the magnetic moments on the Ti ions and estimated the moment density to be ∼ 0.1µB/Ti (which corresponds to a density of ∼ 8 × 10
13 cm −2 ), provided all the moments lie on a single atomic plane. Ab-initio studies suggest that only a fraction of the magnetic moments reside a few layers below the interface, preferentially near Oxygen vacancies, where they have a substantial interaction with the conduction electrons [21] . Moreover, measurements using a scanning SQUID [7] indicate that many of the moments reside in dense clusters that are very far separated (∼ 10µ) from each other and therefore do not affect the transport. Here we argue, that the large stretches of the apparently non magnetic region between these patches does contain a low concentration of local moments. We will consider the density of the uniformly distributed moments, which interact significantly with the conduction electrons, as a free phenomenological parameter.
A crucial new element in our theory is the interplay of two opposing magnetic interactions between the conduction electrons and the local moments. On the one hand, itinerant electrons in the d xy band interact with the local moments, for symmetry reasons, through antiferromagnetic exchange interactions. If the moments are not too dense this interaction leads to screening of the local moments through the Kondo effect [5] . On the other hand the d xz and d yz bands couple to them through a ferromagnetic Hund's coupling, which opposes the tendency for screening. As we outline below and explain in detail in the rest of the paper, this competition between magnetic interactions leads to the global phase diagram shown in Fig. 1 . We also show how the transitions between these phases explain the distinct transport regimes seen in recent experiments.
We now give a brief overview of the paper and the main results. The first part of the paper, sections II to IV is devoted to a systematic derivation of the phase diagram shown in Fig. 1 from the minimal electronic model of the interface. The essential physics at zero field (H = 0) can be understood as follows. At low electron density n < n c only the d xy band is occupied and the interaction of these electrons with the local moments is antiferromagnetic. The rough criterion for Kondo screening of the moments in this situation is n > n imp (for n < n imp we necessarily have under-screening), which gives the left phase boundary of the screened phase. At lower densities n < n imp , RKKY interactions are expected to lead to Ferromagnetism [22] . Recent scans with magnetic force microscope indeed observed ferromagnetic domains at extremely low electron densities [15] . Moreover, these measurements found a transition to a non magnetic phase when the density was increased using the gate voltage. We argue that this observation corresponds to the transition through the left boundary of the screened phase in Fig. 1 .
The Kondo screened phase established at n > n imp , where the local moments are not extremely dilute, may be viewed as a heavy-Fermi liquid in which the local electron moments are incorporated into the Fermi sea. The phenomenon is akin to the heavy fermi liquid established in metallic rare earth compounds, commonly understood within a mean field theory of a Kondo lattice model [23] .
The boundary of the Kondo screened phase at still higher electron density can also be understood quite simply. The two higher bands, d xz and d yz , begin to populate at the critical density n c [12] . Electrons in these bands interact ferromagnetically with the local moments, competing with the antiferromagnetic interactions of the moments with d xy band. The competition leads to a monotonic reduction of the Kondo scale T K with n for n > n c . Hence, at some point the Kondo scale T K drops below the characteristic scale of magnetic RKKY interactions between the local moments. The critical density for this transition depends on the magnetic impurity concentration through the dependence of the RKKY scale on n imp . The lower is n imp the lower the RKKY scale and hence the transition occurs at a higher critical density. When then Kondo screening breaks down it gives way to magnetic phases driven by the RKKY interactions. Most likely these are glassy phases in the limit of low impurity concentration, due to the random sign of the RKKY interaction.
When an in plane magnetic field is turned on in the Kondo screened phase, it will lead to substantial polarization of the local moments only when the associated Zeeman energy exceeds the Kondo scale. This will happen in a meta-magnetic transition. The phase diagram in the H versus n plane will therefore also show the dome structure, which tracks the Kondo screening energy scale. We employ a large-N mean field theory as well as a perturbative RG, the latter valid in the limit of dilute magnetic impurities, to compute the Kondo scale and the critical magnetic field as a function of the mobile electron density. The variation of the critical magnetic field as a function of electron density within our model matches with the density dependent critical field at which a dramatic change is seen in the transport properties [13] . These ex-periments probed the high density side (n > n c ) of the phase diagram in the H versus n plane.
In Fig. 1 we labeled some of the magnetic states, which appear outside of the Kondo screened phase at zero field. Such phases were discussed in several recent papers in relation to LAO/STO interfaces [22, [24] [25] [26] [27] . While this is not the focus of the present paper we would like to discuss them here briefly and explain how they fit in the context of the global phase diagram. First, when the local moment density is high compared to that of the mobile electrons, RKKY interactions are ferromagnetic and are naturally expected to give rise to a Ferromagnetic state [22] . As the spin orbit coupling becomes appreciable at densities n ∼ n c or more, the ferromagnetic order becomes unstable and yields to spin spiral states [25] or Skyrmion crystals [27] with a rather long period. Finally when the localized moments are sufficiently dilute, on the right hand side of the paramagnetic lobe, the RKKY interaction is frustrated and may lead to glass order.
We note that Pavlenko et. al. [26] predicted a different phase diagram consisting only of magnetic phases of the impurity spins. The difference stems from the fact that in Ref. [26] the impurities were assumed to be made of electrons localized in e g orbitals [28] . In this case the moments couple to the t 2g conduction bands only through a Ferro-magnetic Hund's coupling, which cannot lead to Kondo screening. By contrast we assume that the important contributions to transport come from impurities localized to d xy orbitals and therefore they couple through antiferromagnetic exchange to the itinerant d xy band.
The second part of the paper, section V, investigates the transport properties implied by our model of the interface and by the phase diagram derived from it in the preceding sections. We explain how the breakdown of Kondo screening can lead to the observed sharp drop in resistance with in plane magnetic field. In the limit of dilute magnetic impurities it is natural to understand the high resistance in the screened phase as a result of unitary scattering from the impurities. Polarization of the impurities with a field exceeding the Kondo scale reduces the scattering phase shift making the impurities weak scatterers. We show that, in agreement with the model, the measured magnetoresistance curves that the system follows at different densities can be collapsed quite well to a universal function of H/H c , where H c (n) is the measured critical field. One can also understand the sharp drop in resistance by considering breakdown of Kondo screening in a heavy Fermi liquid (HFL) phase where the screened impurity spins are incorporated into the Fermi sea. From this perspective the higher resistance of the screened phase stems from the small Fermi velocity in this phase.
Before proceeding we note that the Kondo effect has been observed on the surface of electrolyte gated STO [29] . However, since the transport in these samples is dominated by a single carrier type [30] , the Kondo behavior fits the conventional picture where the Kondo scale rises continuously with the itinerant electron density. As we argue here, in LAO/STO where strong multicarrier effects have been observed [12] the Kondo scale is not expected to be monotonic in the density. We would also like to note that the observation of the unique temperature dependence of the resistivity has been suggested very early on to be a demonstration of Kondo screening in this system [5] .
II. THREE BAND MODEL
For the sake of completeness we briefly review the model of the conduction electrons at the LAO/STO interface, which has been discussed in several recent papers [12, [16] [17] [18] .
The model derives from the known structure of Bulk STO [31] in which doped electrons go to the t 2g orbitals of Ti (see Fig.2 .a). The confinement of the electrons along the z direction at the interface lowers the energy of the d xy orbital because of its small hopping matrix element (large effective mass) along the z axis. Besides the hopping matrix elements, the other ingredients of the model are: (i) the atomic spin-orbit coupling on the Titanium atoms (ii) the terms breaking the mirror symmetry at the interface and (iii) the coupling to an external magnetic field. Putting all of this together we can write the tight binding Hamiltonian as:
where the components of the electron creation operator Let us now specify the structure of the matricesĤ L , H SO ,Ĥ z andĤ B starting with the lattice Hamiltonian H L which describes the hopping matrix elements between adjacent t 2g orbitals of Ti in the xy-plane [32] . The lobes of the d xy orbital are arranged in the plane (see Fig.2 .a), such that it's hopping matrix elements in the x and y directions are equal and rather large t = 875 meV [12, 16, 33, 34] . On the other hand, the lobes of the d xz (d yz ) orbital point out of the plane, giving rise to a smaller hopping element t 40 meV in the y (x) direction and a large element t in the x (y) direction. Additionally, the d xz and d yz orbitals are hybridized by a diagonal hopping process with a hopping element t d t . Together these terms give the lattice Hamiltonian where ∆ E = 47 m eV [12, 34, 35] is the splitting induced by the confining potential along theẑ axis at the interface. All momenta here are rescaled by the lattice constant a ≈ 0.4 nm.
The electric fields at the interface breaks the inversion symmetry there and thus allow for hybridization of the d xy orbital with the d xz and the d yz orbitals residing on neighboring sites alongŷ and alongx. This leads to the contribution
Since the exact structure of the interface is not known we can only make a crude estimate ∆ z ≈ 5 meV). Note that to obtain this value one needs an interface field E 0 ≈ 1 V/nm which is an order of magnitude larger than the breakdown field of ST O in the bulk. Hence our estimate of ∆ Z should be an upper bound to the real value. In any case the physics associated with this symmetry breaking term will not play an important role in the phenomena at the focus of this paper. The atomic spin orbit coupling is given bŷ
Here L α 's are the angular momentum l = 2 operators projected on to the t 2g sub-space and σ α are the Pauli matrices acting in the spin space. Since Ti is a rather light element the splitting ∆ SO = 10 m eV is small, and will be important only close to band degeneracy points.
The combination between the mirror symmetry breaking term (3) and the spin-orbit term (4) gives rise to a Rashba like spin-orbit splitting [36] . To see this let us focus on the d xy band near the Γ-point (see the lower blue curve in Fig.2 .b near the dispersion minimum). Here the effective spin-orbit coupling is generated by the hybridization with the d xz /d yz states (3) and (4). Since there is an energy gap ∆ E we may consider this effect in second order perturbation theory. Here the intermediate state will be virtual occupation of the d xz or d yz bands, such that the correction to the Bloch Hamiltonian of band n = 1 is given by
where λ =
and where we have approximated the energy denominator by ∆ E and sin k α by k α . Because of the small value of H Z and the large energy denominator the coupling close to the Γ point in momentum space is very small, λ ≈ 0.5 meV, negligible compared to the other effects. The Rashba type coupling has a more noticeable effect near the degeneracy points between the d xy and d xz /d yz bands where the energy denominator goes to zero and the perturbative calculation of λ breaks down. This is demonstrated in Fig.2 .b where a splitting of all four spin and orbit states can be seen. Thus, the effects of the spin-orbit coupling are expected to peak near the Lifshitz point which has been observed in experiment [14] .
Finally, the coupling of the conduction electrons spin and orbital moments to the external magnetic field is given byĤ
where µ B is the Bohr magneton and g is taken to be 2.
III. MAGNETIC COUPLINGS BETWEEN CONDUCTION AND LOCALIZED ELECTRONS
The presence of magnetic moments is attributed to localization of charge near to the interface. In this region the localized states are expected to reside on the d xy orbital of Ti [9, 37] , which is lowered in energy by the confinement along z. A crucial point that has not been fully appreciated so far is that only a small subset of all the local moments, e.g. those bound to Oxygen vacancies at the right depth from the interface [21] , may actually couple significantly to the mobile electrons forming the 2D gas. We will take this number of effective impurities to be a free parameter of the theory. Processes of type (a) for the dxy result in an effective antiferromagnetic coupling due to Pauli exclusion while the hopping of dxz/dyz is allowed for both spin orientation and results in a ferromagnetic coupling due to the Hund's rule coupling on the local moment site.
The minimal Hamiltonian of the system includes the contributions of (i) Hamiltonian of the itinerant electrons, (ii) the local Hamiltonian of the impurity sites and (iii) the hybridization between the two components. The three band model of the conduction electrons was discussed in the previous section. The Hamiltonian of electrons localized on the impurity site is given by
il σd il are the density and spin operators of the local electrons on site i and orbital l = 1, 2, 3. l is the single particle energy spectrum, where 1 < 0 binds a single d xy electron to each site i. U and U are the intra and inter-orbital interaction strengths and J H is the Hund's rule Ferromagnetic exchange coupling between electrons residing on different orbitals.
The hybridization between the localized and itinerant electrons can be obtained using a tight-binding approximation (see Fig.3 ). The largest hybridization occurs between orbital states of the same symmetry, both on the local moment and in the conduction bands. Therefore, to lowest order (up to nearest-neighbor in the tight-binding approximation) we have
where i runs over the impurity sites and the brackets stand for summation over nearest neighbour sites in the two-dimensional plane. In this case t ij 2 = t (t ij 2 = t ) if i − j is a bond along thex (ŷ) direction, t ij 3 has the same structure just rotated by 90 degrees and t ij 1 = t is isotropic in all in-plane directions Note that in the case in which the impurity is above or below the conducting layer t ij l = t l δ ij and t 2 = t 3 t 1 . Putting all the terms together we have the total Hamiltonian
States with doubly occupied sites, i.e. either double occupation of a d xy orbital or occupation of one electron in the d xy orbital and one in a d xz or d yz orbital, are associated with large interaction energies of order U and U respectively. We therefore integrate out the high energy charge fluctuations on the local moment sites to second order in the hopping elements t 1 and t 23 [38] . This way, using the standard Schrieffer-Wolff transformation we obtain effective magnetic interactions between the itinerant electrons and the local moments. Two types of processes contribute to the effective magnetic interactions (i) Particle processes in which a conduction electron hops into a virtual state on the local moment site and back out with amplitude t 2 and an energy denominator of the order of U or U . (ii) Hole processes in which the electron in the local site hops into the conduction band and back. Below we will explain how these processes give rise to an antiferromagnetic coupling of the impurity spins to the itinerant electrons in the d xy band and ferromagnetic coupling of the impurity spins to the d xz /d yz bands.
First consider the case where the intermediate state is in the d xy orbital. In this case both types of processes contribute. In the particle process an itinerant electron in the d xy band hops to the d xy orbital of the impurity site and then back, with the intermediate state energy U + 1 . Due to Pauli exclusion this process can occur only if the spin of the impurity site is anti-parallel to that of the itinerant electron (see Fig.3 .b). In the hole process the electron on the impurity site hops to the conduction band and back with the energy denominator being just 1 since we neglect the interactions in the conduction band. This process, of course cannot occur if the conduction band site is occupied with an electron with spin parallel to the impurity spin. Together these processes give rise to the antiferromagnetic exchange coupling J 1 S i · s i1 with
1 ] > 0 between the impurity spin S i and the spin s i1 of the itinerant electron in the d xy band . Now consider electrons in the d xz /d yz orbitals. In this case the only contribution is from a particle process in which an itinerant electron from the d xz /d yz bands hops on the d xz /d yz of the impurity site and hops back. The Hund's rule coupling J on the impurity site lowers the energy of the processes in which the impurity spin is parallel to the conduction electron spin Fig.3 .b. This leads to a ferromagnetic coupling J 2 S i · s il with In summary after integrating out the charge fluctuations we obtain effective magnetic interactions
with J 1 > 0 and J 2 < 0 and the sum is over impurity sites. Since charge fluctuations were integrated out, the effective Hamiltonian now acts in a constrained space with exactly one electron on each impurity site.
In writing H M , we assumed for simplicity, that the impurity lattice lies directly above the conduction lattice, but this is of course not necessary. The impurity sites can just be random sites on the two dimensional lattice on which a localized state, and hence a local spin resides. Then the magnetic interactions will have the form S i · s j(i)l , where j(i) are the sites of the lattice neighboring the impurity site i.
The crucial point here is that the lower energy d xy band couples antiferromagnetically to the impurity spins whereas the higher energy bands d xz and d yz couple to them ferromagnetically. Hence populating the two higher bands at the critical density also marks the onset of a competing ferromagnetic exchange coupling to the impurity spins. In the next section we shall study the consequences of this competition.
IV. THE KONDO SCREENED PHASE AND ITS BREAKDOWN IN A MAGNETIC FIELD
We now turn to investigate the phase diagram implied by the Kondo model in the space of itinerant electron density and magnetic field. The essential physics is the screening of the impurity spins at low temperatures. This screening is broken in presence of a magnetic field exceeding a critical value which depends on the electron density. For the physical case of finite density of local moments we employ in section IV A a mean field theory commonly used in Kondo lattice models of heavy fermion compounds [23] . We corroborate the results using an RG treatment of a single impurity in section IV B,. This approach should be a good approximation in the limit of low impurity density.
A. Mean-field approximation for the Kondo model
We employ a mean field approximation for the system with many Kondo impurities in the spirit of the method commonly used to treat Kondo lattice systems [23] . This method usually relies on two levels of approximation: (i) the constraint of having exactly one electron on every local-moment site is relaxed and implemented only on average; (ii) a mean-field decoupling is applied to the Kondo interaction leading to effective hybridization between the local moment orbital and the conduction band.
Here we face the added complication, compared to the case of the Kondo lattice, that the local moments are disordered and therefore are not present on every conduction site. We solve this problem by treating the localized impurities as electrons, denoted by the second quantized operators d † iσ and d iσ that can potentially be present on any site of the lattice. Thus these electrons form a flat band, with the average filling set to be
In other words, we replace the localized spin-impurities by the same number of infinitely heavy electrons, interacting via the Kondo interaction with the conduction electrons. Of course, by mapping to a translationally invariant system we cannot capture the physics associated with incoherent scattering from impurities, but the energetics associated with opening of the Kondo gap is expected to be the same. In appendix C we show how the same model can be derived from an alternative approach using quenched disorder averaging and assess the regimes in which the approximation is justified.
The model of conduction bands coupled to a flat band representing the Kondo impurities is
Here H c is the three band model of the itinerant electrons and the H M is the magnetic interaction hamiltonian of these electrons with the impurity electrons (9), which is now extended to all sites of the lattice. The Lagrange multipliers µ and λ are used to independently fix the average densities of the conduction band and impurity band respectively. Now, that we are dealing with a Hamiltonian that acts in an unconstrained Hilbert space, we can apply the standard mean field approximation to decouple the magnetic interaction. This is implemented through the variational hamiltonian
where we have decoupled the quartic interaction into the relevant channels involving the variational parameters χ, M l and M d . χ is a singlet hybridization field, which describes collective screening of the impurity moments. The parameters M l and M d account for the magnetization induced on the itinerant bands and the local moments respectively by a field oriented along S x . We take M 2 = M 3 to preserve orbital symmetry. Finally, the two Lagrange multipliers µ and λ are used to fix the density in the conduction bands n and the impurity band n imp independently.
Let us pause and consider the meaning of having a non vanishing hybridization field χ. Such a term will mix the flat impurity band with the d xy band leading to the effective band structure illustrated in Fig. 4(a)  (dashed and solid blue lines) . The Fermi surface associated with the d xy band grows to encompass a Luttinger volume equal to the combined density of the itinerant d xy electrons as well as the impurity spins. Hence the Fermi wave vector will necessarily be at a point where the band curvature is affected by the hybridization with the flat band, leading to a significantly reduced Fermi velocity. This is the essence of collective Kondo screening in systems with non-vanishing density of local moments and is the accepted explanation for the emergence of heavy electrons in rare earth metallic compounds [23] .
To obtain the value of the variational parameters we minimize the expectation value of the Hamiltonian H λ in the variational state generated as the ground state of H M F . The minimum condition leads to the variational equations
At zero field the solution is characterized by χ = 0 and therefore describes a Kondo screened phase as explained above. When the field is increased, a second minimum with χ = 0 forms, goes down in energy, and becomes the global minimum above a critical in-plane field. At this critical field, which marks a first order transition to the unscreened phase, the polarization of the local moments jumps from a small value to full polarization. The calculated value of the critical fields is plotted in Fig. 4 as a function of the itinerant electron density. To fit with the experimental data from Ref. [13] , plotted on the same figure, we used the parameters J 1 = 900 meV, J 2 = −625 meV and n imp = 0.26 × 10 13 cm −2 . Note that the value of the magnetic couplings, especially the Ferromagnetic coupling J 2 are rather large.
It is important to note that the first order transition we obtain might be a spurious effect of the mean-field calculation. Moreover, any inhomogeneity due to disorder will in general revert the transition into a continuous percolation transition (according to Imry and Ma [39] ). The leading disorder effect is probably disordering of the local moments themselves. However, because the Kondo scale is strongly density-dependant the chemical potential disordering might also play an important role.
The Kondo screened phase forms a dome with a maximum critical field found at the Lifshitz density where the d xz and d yz bands begin to be populated. At n > n c the hybridization gap, and hence also the critical field for Kondo breakdown decreases due to the increasing competition from the ferromagnetic coupling with those bands. On the other hand, the Kondo scale decreases as the density is lowered for n < n c as it must vanish when the electron density falls below the impurity density. The experiment in Ref. [13] probed only part of the high density side of the dome.
The low density side of the dome, in zero field, may have been observed in recent magnetic force microscopy measurements reported in Ref. [15] . These experiments find that ferromagnetic domains suddenly appear only when the electron density is tuned to a very low value, well below the critical density n c associated with the Lifshitz transition.
We note that the atomic spin orbit coupling included in the above calculation is not essential for obtaining the dome shaped Kondo regime qualitatively. However without including the atomic SOC the decrease of H c on the high density side is extremely steep and cannot be well fit with the experimental result. The band mixing caused by the SOC smooths the density of states in the vicinity of the Lifshitz transition and thereby leads to a more gradual decrease of H c , as seen in the experiment. Rashba-like SOC generated due to the inversion symmetry breaking at the interface, could in principle, have an effect here too [40] , but in our case it would be too small to be noticeable.
Before proceeding we remark on the regime of validity of the above approach of treating the impurities as arising from a translationally invariant flat band. The end result of the analysis presented in appendix C, indicates that the approach is valid in the limit where the Kondo screening clouds around an impurity spin is larger than the distance between impurities so that it encompasses many other impurities. In the other, ultra-dilute limit, where the Kondo clouds are non-overlapping, then the correct approach is the single impurity RG discussed in the next section.
B. Perturbative RG for the multi-band system
We supplement the above mean-field result with a perturbative RG calculation aimed at estimating the Kondo screening scale of a single impurity. This is done in the spirit of the poor man's scaling approach of Ref. [41] , generalized to three bands with competing ferromagnetic and antiferromagnetic couplings [42, 43] . Of course a single impurity will not undergo a phase transition but only a crossover as a function of the field from a screened state to a polarized state. The characteristic field of the crossover will be set by the Kondo scale.
The RG consists of rescaling the problem by successively integrating out states at the energy of the band- 
FIG. 4. (a)
The band structure of the mean-field Hamiltonian (11) in the heavy fermi liquid phase. Here χ = 0 hybridizes the flat impurity band with the dxy conduction band leading to an expanded Fermi surface, marked by kF on the figure, which includes the total itinerant and local moment electron density. The blue (red) curves correspond to dxy (dxz/dyz) bands, and the dashed line denotes the case with no hybridization field χ = 0. (b) Phase diagram for critical field vs itinerant electron density obtained by the mean field and perturbative RG calculations using the band-structure shown in (a). The blue solid curve is the first order transition line obtained from the mean field calculation for J1 = 0.9 eV and J2 = −0.625 eV. It is compared to the critical field extracted from the experimental data in Ref. [13] , shown in red (crosses). The green dashed line gives an alternative evaluation of the characteristic field using RG calculation of a single magnetic impurity coupled to the multiple bands. The critical field correspondds to the Kondo scale inferred from this calculation with J1 = 0.55 eV and J2 = −1 eV. The black dashed-dotted line gives the density of the dxz/dyz conduction electrons, which grows continuously from zero at the Lifshitz point. The Kondo regime has a dome like shape peaked around the Lifshitz point.
width D perturbatively in the magnetic interactions. This leads to a flow of the dimensionless coupling constants Γ 1 = J 1 ν 1 and Γ 2 = J 2 ν 2 with the scale parameter l = log(D 0 /D). Here the two couplings are associated with the antiferromagnetic coupling of the impurity to the d xy electrons and the ferromagnetic coupling to the d xz and d yz electrons respectively. ν 1,2 are the density of states of the respective bands at the cutoff scale D. The scaling equations of these coupling constants calculated to third order in the couplings are given by (see Refs. [42, 43] and appendix D for details)
A complication that we encounter in our case is that the different bands provide multiple cutoffs. The resolution of this problem is to separate the flow into two steps. 
The full scaling equations (13) are used in the second stage of the flow when the running cutoff D becomes lower than D 2 . Another complication is that the density of states of the bands is energy dependent. Of course this does not matter for the asymptotic flow at low energies but it is important for estimating a non universal number such as T K . We leave the derivation of the full RG equations to appendix D.
Let us now discuss the flow arising from the RG equations (13) . Since these are perturbative equations obtained at third order in the couplings we should only consider the flow near the origin. At the outset of the flow we have Γ 1 > 0 and Γ 2 < 0, hence we focus on the bottom right quadrant of the flow diagram shown in Fig. 5 . There, we see that the coupling Γ 2 is irrelevant whereas Γ 1 is relevant. We define the characteristic Kondo scale T K to be the value of the cutoff D at which Γ 1 reaches a value of 1/2. Beyond that point the perturbative equations become unreliable but we expect the system to flow to the Kondo screened (local Fermi liquid) fixed point. The two fixed points at (Γ 1 = 1, Γ 2 = 0) and (Γ 1 = 0, Γ 2 = 1) are an unphysical artifact of the truncation of (13) at third order in the coupling. T K is highly sensitive to the initial value of Γ 2 used in the second step of the RG flow. If it is large the band width D needs to be reduced to a very small scale before Γ 1 begins to grow. In this way the competition between the two couplings, J 1 and J 2 manifests itself in the RG flow.
The computed Kondo scale T K in units of Tesla is plotted in Fig.4 (the green dashed line) for J 1 = 550 m eV and J 2 = −1 eV. At low densities, below the critical density 1 × 10 13 cm −2 the Kondo scale T K grows linearly with density, as expected [29] . However, once the d xz /d yz bands become populated T K first changes it's slope and then rapidly falls and becomes inversely proportional to the electron density n c . It is evident that the perturbative RG result does not fit the experiment as well as the mean-field analysis. This stems from the fact that the impurities have a finite density, which is taken into account in the mean field calculation while it is neglected in the single impurity RG scheme.
V. EFFECT OF THE KONDO BREAKDOWN ON THE RESISTIVITY
Having derived the phase diagram, we now turn to discuss how the transition from a Kondo screened phase of the impurities to a polarized phase affects the observed transport properties of the system. In particular we want to understand (i) the sharp drop of the resistivity observed as the in-plane field exceeds the critical value [11, 13] and (ii) the non linear, almost step-like dependence of the Hall resistvity as a function of magnetic field a a small tilt angle out of the plane [13] .
We first explain the drop in resistivity in the limit of dilute magnetic moments, n imp n, which is indeed the relevant regime at conduction electron densities higher The measured normalized resistivity vs. the inplane magnetic field H scaled by the critical field Hc, which is plotted in Fig.4 (red crosses) . Here the different sets of data points represent different itinerant electron densities linearly distributed between 2 and 2.6 (×10 13 cm −2 ). As can be seen, all curves collapse when scaled by Hc. The black dashed line is the universal MR curve obtained from the Bethe ansatz for a single Kondo impurity [44] for comparison.
than the critical density (right boundary of the screened phase in Fig. 1 ). In this case we consider the moments themselves as Kondo scatterers. In the screened phase the scattering phase shift of the single scatterer approaches the unitary limit leading to increased resistivity (This is the well known Kondo effect). In the case of a single band model the magneto resistance curves can be obtained exactly using the Bethe ansatz technique [44] 
where
x = H/H K is the scaled magnetic field, H K is the Kondo scale translated to magnetic field units, M is the magnetization of a single spin-half local moment. ρ ∞ is the non universal saturation value of the resistivity. Here we are dealing with a more complicated three band model, so we expect to have a somewhat different scaling function of H/H K . In Fig.6 we present measured magneto resistance curves in parallel field at different electron densities. The data is extracted from the measurements described in Ref. [13] . We see that upon scaling the x axis by a characteristic field at each density the different curves collapse quite well on a common scaling function. Furthermore, these magnetoresistance curves are not far from the Bethe Ansatz result (15) with H K = H c and f ∞ = 0.2, plotted for comparison with a (black) dashed line.
We note that reduction of conductivity on entering the Kondo screened phase may also receive a contribution from scattering on weak charge impurities in addition to the contribution from enhancement of scattering on the spin impurities. In the screened phase the flat impurity band is incorporated or hybridized into the Fermi, leading to reduction of the Fermi velocity. Breakdown of the Kondo screening at the critical field recovers the small Fermi surface of itinerant electrons with high Fermi velocity.
The conductivity due to scattering on weak charge impurities is given by σ ∼ k F l = k F v F τ , where the relaxation rate in the Born approximation is τ
Here u ≡ k | U | k is the matrix element for scattering between quasi-particle states on the Fermi surface and n i is the density of charge impurities. Hence we get
Since quasiparticles in the HFL have the same charge quantum number as the electron, scattering matrix elements low energy scattering due to weak charged impurities should be the same in the screened and polarized phases. In this case lower conductivity in the screened phase is due to the lower Fermi velocity. Therefore, if we neglect the contribution of the d xz /d yz bands to the conductivity, then the ratio between the conductivities in the two phases is σ
The mean field theory gives this ratio to be approximately 1/6 in the range of densities above n c , where the resistivity drop is seen in the experiments. However we note that such a six fold drop of the resistivity is an upper bound on the effect of scattering on charge impurities. This is because the above analysis is only true for weak scattering. In fact for very strong scattering the mean free path is simply set by the distance between impurities, which would not change with onset of Kondo screening. It is therefore possible that the entire drop of the resistivity is due to the spin scattering mechanism discussed above.
Compelling evidence for the Kondo screening picture is provided by the step in the Hall resistivity as a function of almost in plane field, seen to occur together with the sharp drop in the longitudinal resistivity. We shall discuss how this effect can be understood in the context of the transition from a screened Kondo phase to polarized moments. The measurement conducted in Ref. [13] was carried out in a field tilted by θ = 1
• degree out of the plane. Fig.7(a) shows the evolution of the Hall resistivity as a function of the magnitude of the field. For H < H c the Hall resistivity exhibits the ordinary linear dependance on magnetic field, i.e. ρ xy = (H/en) sin θ. However, for H > H c the Hall resistivity rises dramatically over a small range of fields, until finally the effect saturates and ρ xy resumes the original linear dependence. Above the saturation field the Hall resistance has the form ρ xy = (H/en) sin θ + ∆ρ xy . This can be viewed as a strong indication for appearance of polarized magnetic moments above the critical field H c . Once the moment is fully established the itinerant electrons are subject to a constant additional field induced by the polarized impurities through the magnetic exchange interaction with the conduction electrons, together with spin orbit inter- • is the angle between the plane and the tilted magnetic field. (b) The AHE contribution ∆ρxy extracted for different values of the gate voltage plotted against the longitudinal resistivity ρ at 14 T where ∆ρxy is already saturated in most cases. The deviation from linearity observed at higher resistivity occurs in cases where ∆ρxy is not fully saturated at 14 T. The implied linear dependence of the anomalous contribution ∆ρxy on the scattering rate ∝ τ −1 suggests that the former stems from the mechanism of skew scattering [45] .
action. Hence the observation of the anomalous component of the Hall resistivity gives further support for the Kondo screening picture whereby magnetic moments appear above a critical field.
We can gain more insight into the distribution of the magnetic moments from the characteristics of the AHE. In particular we can identify the specific mechanism by which they lead to anomalous Hall effect. For example in a system of dense moments the AHE is generated by the intrinsic mechanism due to a non vanishing Berry phase on the Fermi surface. In dilute impurity limit on the other hand, the anomalous Hall effect is generated by extrinsic mechanisms, that is in the process of scattering of electrons off the impurities in the same process that generates the resistivity. These extrinsic mechanisms are dominated by the process of skew scattering [45, 46] .
To discern between these mechanisms we plot in Fig.  7 (b) the measured anomalous contribution to the Hall effect versus the resistivity. The observed proportionality between the anomalous part of the Hall resistance ∆ρ xy and the scattering rate is evidence that the extrinsic contributions are dominant. This in turn lends strong support to our estimate of the spin-impurity concentration as being much smaller than the density of itinerant electrons n imp /n ∼ 0.1. We note that other theories [20, 22, 24, 25] have assumed that the conduction electrons couple to a far larger density of impurity moments (n imp /n ∼ 10). In this limit the dominant contribution to the AHE should have been from the intrinsic mechanism.
VI. CONCLUSIONS
In this paper we presented a theoretical analysis of magnetic and magneto-transport phenomena observed at LAO/STO interfaces. We interpreted these phenomena as ariing from coupling between conduction electrons and spin impurities, which form due to localized electronic states at the interface. A competition between ferromagnetic and antiferromagnetic coupling of the impurities to the electrons in the different conduction bands leads to the magnetic phase diagram shown in Fig. 4 . the energy scale associated with Kondo screening of the impurities first grows with increasing gate voltage as the density of the d xy conduction electrons, which couple antiferromagnetically to the impurities, grows. Above the density n c , the d xz and d yz bands begin to populate [12] and the Kondo scale falls off due to the increasing competition from ferromagnetic coupling of the moments to these bands.
We have shown how the unconventional magnetotransport properties measured at densities above n c [11, 13, 47] can be understood in terms of the phase diagram shown in Fig. 4 .b. First, the breaking of Kondo screening at the critical magnetic field leads to a sharp drop in the resistivity. In the limit of dilute magnetic impurities this can be understood in terms of a crossover from unitary scattering to weak scattering by the impurities. Another mechanism, effective at higher moment densities, involves the first order transition from a heavy Fermi liquid in the screened phase to a normal Fermi liquid (weakly renormalized) with a small Fermi surface in the polarized phase. The Fermi velocity is increased when the screening breaks down, while low energy scattering by charge impurities remains unaffected leading to increased conductivity. Second, the breaking of Kondo screening and emergence of polarized moments above a critical field, together with spin-orbit scattering, gives rise to a large anomalous component of the Hall resistivity. This is seen in the experiments as a sharp rise, almost a step, in the Hall resistivity at the critical magnetic field when the field is tilted by a small angle out of the plane.
Interestingly, indications of the phase diagram of Fig.  4 have also been seen in the low density regime below n c . Measurements with a Magnetic force microscope revealed the presence of large ferromagnetic domains at very low densities [15] . The magnetic moments disappear, upon increasing gate voltage above a critical density as expected to occur when entering the screened phase from the left phase boundary in Fig. 4 .
The excellent agreement between the theoretical model and the transport and magnetic measurements of the interface hold only if the density of the local moments is of the order of or smaller than the itinerant electron density, so that the Kondo screened phase is indeed established at a range of gate voltages. This implies that the number of local moments together with the number of mobile electrons should be much less than the total charge that is expected to be transferred to the interface within the polar catastrophe model [19] . There are however simple plausible explanations for this discrepancy. First, it is possible that much of the charge is found in doubly occupied localized states rather than in singly occupied "Anderson" impurities. Second, the local moments are likely to have a rather broad distribution in their distance from the interface. It is reasonable to expect therefore that only a small fraction of the moments couple significantly to the layer of conduction electrons. Finally, we propose to investigate a more direct signature of Kondo screening by measuring the zero bias peak in the tunneling conductance through the LAO layer [48] . In addition to the universal temperature dependance of the zero bias peak we also predict that the Kondo scale strongly depends on the density following the dome-like shape in Fig.4 .b.
where we have neglected terms involving an occupancy higher than n = 2. We note that the off-diagonal matrix elements H 01 and H 12 arise directly from the hybridization Hamiltonian (A3).
The second and third terms on the left side of equation (A4) give rise to the effective magnetic couplings. In the limit where t l U, U , − 1 they may be understood as second order processes in perturbation theory where the virtual states have zero and two electrons on the local moment site respectively. A crucial point is that both H 22 and H 00 , because they include a large interaction energy of order U, U or − 1 respectively, have an average energy much larger than their bandwidth and much larger than the low energies E of interest in the singly occupied subspace. Therefore we can replace the denominators by the charateristic gaps to the subspaces 0 and 2: H 22 U or U (depending on the orbital configuration) and H 00 − 1 .
Let us now write these terms explicitly taking into account these simplifications. First let us consider the process in which the local moment site is empty in the virtual state, which contributes only to the coupling of the d xy conduction band
Here
is a projector to the zero occupied state and S i ≡ d † i1 σd i1 . Note that to obtain the last line we have used the identities n 
. Summing up these two contribution gives the Hamiltonian (9), with
. Therefore, J 1 > 0 and J 2 < 0.
terms compete since the Kondo hybridization is a singlet state of the impurity electrons.
Finally, we wish to find the values of M 1 , M 2 , M d , χ, µ and λ which minimize the functional (B6), that is, to solve the set of equations (12) . We notice that M 2 may be determined immediately, namely M 2 = −µ B H + J 2 S . Thus, we are left with five coupled equations. To solve them we take the derivatives of (B6) analytically and solve the equations numerically using a non-linear solver.
where χ ≡ n imp χ loc and λ ≡ 
and the corresponding dispersion is given by
In the weak coupling limit the values of χ, λ and µ, which are determined self-consistently, take the simple form Here n = ν F is the density of itinerant electrons and ν = m/2π is the density of states of the conduction band.
We see that the flat band model (B2) emerges as the translationally invariant part of a disordered Hamiltonian. We shall now assess the effect of disorder. Specifically, we ask under what conditions the disorder does not significantly affect the Kondo gap χ, which determines the global phase diagram of the model.
The disordered part of the hamiltonian (C3), projected to the lower quasi-particle band, is given bŷ
with
if k and k + q lie on the Fermi surface. Within the lowest order Born approximation the decay rate of the quasiparticles due to the disorder potential (C11) is given by
To compute V q V −q we need to know the strength of the disorder on the impurity band δλ 2 = λ 2 j − λ 2 . The latter can be estimated to be δλ ∼ λ. Such disorder is large enough to localize the d-electrons (impurities) which gain a small dispersion of order λ yet it is small enough so that the total number of the d electron can still be effectively controlled by the average value λ. Thus λ q λ −q ∼ λ 2 /N . For spatially uncorrelated disorder the variance of the impurity distribution ρ q is independent of q and given by ρ q ρ −q = n imp /N . In this case the integration over the delta function gives the quasi-particle density of states The decay rate Γ should be compared to the Kondo gap χ in order to test how much it can change the phase diagram inferred from the variation of this gap. Using the weak coupling result (C10) we find
where l imp = 1/ √ n imp is the distance between impurities and ξ K ≈ λ F exp ( 1 2Jν ) is the Kondo screening length of a single impurity. This is a rather intuitive result. When the Kondo screening clouds of the different impurities are highly overlapping, each encompassing many other impurities, then they form a collective state which can be described as a heavy fermion band. On the other hand if the impurity concentration is so low that the screening clouds are essentially non overlapping then the single impurity physics applies. Let us now consider the third order diagrams contributing to the renormalization of J. The diagramtic representation of the contributing processes to this order appear in Fig.9 . In this case the diagrams include loops which correspond to integration over all momentum states from the Fermi energy down to the negative band edge. Such that the 3rd order correction has the form
Additionally, since we are performing the RG transformation in the Hamiltonian formalism we must also account for the ground state energy shift due to the contraction of the diagrams presented in Fig.8 which is diagrammatically represented by Fig.9 .f
where E is the energy of the effective Schrödinger equationH ψ = (E + δE (2) )ψ ≈ (1 + S) Eψ (D4) whereH is the renormalized Hamiltonian and
Seeking the solution of the eigenvalue problem |H − (1 + S)E| = 0 is equivalent to solving for the eigenvalues of (1 + S) −1/2H (1 + S) −1/2 . Upon expanding, the effective Schrödinger equation assumes the form
Keeping only terms to order of O(J 3 ) we have
We now turn to discuss the case of two channels. Each channel has an equation of the form (D7) in addition to a coupling term. The coupling term arises from the diagrams Fig.9 .c where the middle vertex belongs to a different channel from the loop vertices. Additionally the energy shift of the ground state (see Fig.9 .f) contributes to both equations equally such that we have
where f 1,2 and ν 1,2 are defined with the DOS of band 1 and 2 respectively. To account for the asymmetric bandwidths D 1 = D 2 we simply take ν α ( ) = 0 for > D α .
