For an arbitrary field of any characteristic we give an explicit description, in terms of Plücker coordinates, of the projective linear space that cuts out the LagrangianGrassmannian variety L(n, 2n) of maximal isotropic subspaces in a symplectic vector space of dimension 2n in the Grassmannian variety G(n, 2n).
Introduction
Let E be a finite dimensional symplectic vector space over an arbitrary field F , with symplectic form , . Thus, E has even dimension, say 2n. Recall that a vector subspace W ⊆ E is isotropic if x, y = 0 for all x, y ∈ W , and if W is isotropic its dimension is at most n. The Lagrangian-Grassmannian L(n, 2n) is the projective variety given by the isotropic vector subspaces W ⊆ E of maximal dimension n: L(n, 2n) = {W ∈ G(n, 2n) : W is isotropic}, where G(n, 2n) denotes the Grassmannian variety of vector subspaces of dimension n of E. Denote by ∧ r E the r-th exterior power of E. The Plücker embedding is the regular map G(n, 2n) → P(∧ n E) given on each W ∈ G(n, 2n) by choosing first a basis w 1 , . . . , w n of W and then mapping the vector subspace W ∈ G(n, 2n) to the tensor w 1 ∧ · · · ∧w n ∈ ∧ n E. Since choosing a different basis of W changes the ✩ J. Carrillo-Pacheco, F. Jarquín-Zárate and M. Velasco-Fuentes were supported by the Cryptography Laboratory Project PI2013-29. Secretaría de Ciencia, Tecnología e Innovación del Distrito Federal, México.
* Corresponding author Email addresses: jesus.carrillo@uacm.edu.mx (Jesús Carrillo-Pacheco), fausto.jarquin@uacm.edu.mx (Fausto Jarquín-Zárate), maurilio.velasco.fuentes@uacm.edu.mx (Maurilio Velasco-Fuentes), fz@xanum.uam.mx (Felipe Zaldívar) tensor w 1 ∧ · · · ∧w n by a nonzero scalar, this tensor is a well-defined element in the projective space P(∧ n E) ≃ P N −1 , where N = 2n n = dim F (∧ n E). Under the Plücker embedding, the Lagrangian-Grassmannian is given by L(n, 2n) = {w 1 ∧ · · · ∧w n ∈ G(n, 2n) : w i , w j = 0 for all 1 ≤ i < j ≤ n}. Now, by wedging with the symplectic form , viewed as a 2-tensor in ∧ 2 E ∨ , where E ∨ is the dual vector space, we have the contraction map
given by
where w means that the corresponding term is omitted. If P(ker f ) is the projectivization of ker f , in [2] it is proved that L(n, 2n) = G(n, 2n) ∩ P(ker f ).
Now, choose a basis {e 1 , . . . , e 2n } of the symplectic space E such that e i , e j = 1 if j = 2n − i + 1, 0 otherwise, and define the set I(d, 2n) = {α = (α 1 , . . . , α d ) : 1 ≤ α 1 < · · · < α d ≤ 2n}. Then, for α = (α 1 , . . . , α n ) ∈ I(n, 2n) write e α := e α1 ∧ · · · ∧e αn , e αst := e α1 ∧ · · · ∧ e αs ∧ · · · ∧ e αt ∧ · · · ∧e αn , and p iαst(2n−i+1) := p iα1··· αs··· αt···αn(2n−i+1) , for the corresponding Plücker coordinate. Then, in [2, Proposition 6 ] the kernel of f is characterized as follows: For w ∈ ∧ n E written in Plücker coordinates as
we have that
In [2, Section 3] these linear forms were given the following description: For α st ∈ I(n − 2, 2n) define the linear polynomials
). With this notation, the generators of ker f are the polynomials Π αst , for α rs ∈ I(n − 2, 2n). If Q γ denote the quadratic Plücker polynomials that define the Grassmann variety G(n, 2n) in P N , in terms of the linear forms Π αst , by [2, Section 3] we have the following characterization of L(n, 2n), as the common zeros of the quadratic polynomials Q γ and the linear polynomials Π αst , that is L(n, 2n) = Z Q γ ; Π αst : α st ∈ I(n − 2, 2n) .
( 1.2)
The main result of this paper, established in Theorem 3.1 and Theorem 3.2, is to obtain an explicit description in terms of Plücker coordinates of the linear space P(ker f ) over an arbitrary field F of any characteristic. Explicitly, we give a characterization of the homogeneous linear system of equations that define P(ker f ) for any positive integer n. The analysis is divided in two parts: for n even and then for n odd; the odd case will be deducted from the ideas of the even case. This explicit result is useful when one studies the linear code associated to the Lagrangian-Grassmannian as in [2] . The following formula in Plücker coordinates will be used throughout this paper and thereafter we call it a Plücker linear relation:
where the space symbols should be replaced by elements α st ∈ I(n − 2, 2n) in such a way that we obtain homogeneous linear equations Π αst := X 1,αst,2n + X 2,αst,(2n−1) + · · · + X n,αst,(n+1) = 0 in k-variables, where the term X i,αst,(2n−i+1) does not appear if |supp{i, α st , (2n−i+ 1)}| < n. When this happens we say Π αst is a k-plane, and we obtain a combinatorial characterization of Π αst in Lemma 2.4.
A combinatorial description of the kernel of the contraction map
For the system of linear homogeneous equations Π αst = 0, α st ∈ I(n − 2, 2n), that define the kernel of the contraction map f : ∧ n E → ∧ n−2 E, we describe its associated matrix B, see [2, Section 3] , in terms of a combinatorial construction using a family of matrices L k . As usual, let I s denote the identity s × s matrix, and we will sometimes use this notation when s is a binomial coefficient, that we denote by C 
An iterative process to construct a family of matrices
For any integer s ≥ 1, write s = (1, . . . , 1) a row matrix with s entries equal to 1.
where I k , I k−1 , . . . , I 3 , I 2 , I 1 are the corresponding identity matrices and the nonmarked spaces on the upper right blocks are filled-in with zeroes. Now consider the
matrix given by placing an identity matrix of size C k+1 2 at the bottom part of the above A 0 k matrix, that is the matrix
Next, define the block-stepped matrix A ) side-by-side and aligning the bottoms of the corresponding identity matrices, that is
where ⊔ means joining together side-by-side and aligning the bottoms of the corresponding identity matrices and filling the non-marked spaces on the upper right blocks with zeroes. Notice that this is a matrix of size 
We iterate these constructions to obtain matrices A ), etcetera. Explicitly, for any integer ℓ ≥ 0 the matrix A ℓ+1 k is given by
, where ⊔ is as before.
The matrices L k
Assume that n ≥ 4 is an even integer and consider all even integers m such that 4 ≤ m ≤ n. Write k = (m + 2)/2, and let L k be the matrix
where we observe that its number of rows is
, and its number of columns is
Moreover, the matrix L k has k = (m + 2)/2 ones in each row, and has k − 1 ones in each column. Example 2.1. In Example 4 of [2] , for the contraction map f : ∧ 4 E → ∧ 2 E we obtained that its kernel is given by the solutions to a couple of systems of equations, one of them consisting of twenty-four 2-planes and the other one consisting of the following four 3-planes
whose associated matrix L 3 is: , where:
A combinatorial description of the matrix B associated to the contraction map
Let m ∈ N be an even integer. Define
Throughout this paper, suppose m ≥ 8 and denote by C (m−2)/2 (Σ m ) the family of subsets of Σ m with (m − 2)/2 elements, and similarly for
We call these sets triangular arrays or triangles. The family
has the Bruhat order [4] , that is,
if and only if
Lemma 2.1. Let m ≥ 8 an even integer. Then
It follows that
Example 2.3. For m = 6 we just have one triangle
Note that C 2 (Σ 6 ) = T , as in Lemma 2.1.
Example 2.4. For m = 8 we have six triangles, namely
where P i is as above. Note that
Construction of an auxiliary matrix
m be the function given by
where
and
thus, ϕ defines a row vector of weight r = 
Example 2.6. The matrix M 6 . In this case, m = 6, Σ 6 = {P 1 , P 2 , P 3 , P 4 , P 5 , P 6 }, and ϕ : C 2 (Σ 6 ) −→ F where the subscripts under horizontal brackets are Plücker coordinates in ∧ 6 E. Continuing with the process for all P i P j , 1 ≤ i < j ≤ 6, we find that the matrix M 6 is given, up to permutations of rows, by  Proof. Take α 0 = (1, 2, . . . , (m − 8)/2, (m − 6)/2) and consider
. . .
2 ), and an analogous construction for P (α0×R m−j
2
) . If we now consider the corresponding P (α0×( . . . , 1, 0, . . . , 0) , the first two rows of the matrix ϕ(T α0 ) are 1, . . . , 1, 0, . . . , 0, 0, . . . , 0  1, 0, . . . , 0, 1, . . . , 1
the first three rows of the matrix ϕ(T α0 ) are . Then, by an analogous argument
where for the last equality we just notice that I k+(k−1)+···+1 = I C . . . . . . . . . . . . Observe now that for these triangles we have that 2 ) . Then, by Lemma 2.2 and arguments already discussed, we have
And so
,Pi α∈I(
Remark 2.1. For n even and r = (n + 2)/2 consider integers 1 ≤ ℓ ≤ r − 2 and sequences of integers 1 ≤ a 1 < a 2 < · · · < a 2ℓ ≤ 2n such that a i + a j = 2n + 1, and define Σ a1,...,a 2ℓ := {P i ∈ Σ n : i + a j = 2n + 1, 2n − i + 1 + a j = 2n + 1}.
Then:
(1) We have Σ a1,...,a 2ℓ = n − 2ℓ.
(n−2(ℓ+1))/2) , where Q a1...a 2ℓ := {(a 1 , . . . , a 2ℓ ) ∈ I(2ℓ, 2n) : a i + a j = 2n + 1, 1 ≤ ℓ ≤ n − 2} . For any (a 1 , . . . , a 2k ) ∈ I(2k, 2n) there exists a bijection between the set Σ{a 1 , . . . , a 2k } and the set of (r − k)-planes in P(ker f ) of the form Π αst , for α st ∈ I(n − 2, 2n).
Proof. From the Plücker linear relations
filling each of the with sequences a 1 , a 2 , . . . , a 2k , P α(1) , . . . , P α((n−2(k+1))/2) ∈ Σ{a 1 , . . . , a 2k } eliminates 2k + (n − 2(k + 1))/2 = r + k − 2 variables, which gives an (r − k)-plane of the Π αst -planes, for α st ∈ I(n − 2, 2n). This is a surjective function, since for any (r − k)-plane of the form Π αst = n i=1 c i,αst,2n−i+1 X i,αst,2n−i+1 , with α st ∈ I(n − 2, 2n), where
we have two cases, either k = 0, in this case α st = (P α(1) , . . . , P α((n−2)/2)) ) ∈ Σ{∅} or k > 0, in this case α st = (a 1 , . . . , a 2k , P α(1) , . . . , P α((n−2(k+1))/2)) ), with a i + a j = 2n + 1 and a i + α(j) = 2n + 1, for all i = j. In the second case, α st ∈ Σ{a 1 , . . . , a 2k }. Injectivity is direct.
From Lemma 2.4 it follows that, for 0 ≤ ℓ ≤ r − 2,
• For ℓ = 0, the number of r-planes of P(ker f ) of the form Π αst , for α st ∈ I(n − 2, 2n), is C n n−2 2 .
• For ℓ = 1, the number of (r − 1)-planes of P(ker f ) of the form Π αst , for
• For ℓ = 2, the number of (r − 2)-planes of P(ker f ) of the form Π αst , for
• For ℓ = r − 3, the number of 3-planes of P(ker f ) of the form Π αst , for α st ∈ I(n − 2, 2n), is Q a1a2...an−4 C 4 1 .
• For ℓ = r − 2, the number of 2-planes of P(ker f ) of the form Π αst , for α st ∈ I(n − 2, 2n), is Q a1a2...an−2 C 2 0 .
• There are no 1-planes of the form Π αst .
It follows that:
Corollary 2.5. The total number of planes of P(ker f ) of the form Π αst , for α st ∈ I(n − 2, 2n), is
Example 2.7. The total number of planes of P(ker f ) ⊆ Λ 6 E of the form Π αst , for
, where it is easy to see that
, and Q a1a2a3 = |{(a 1 , a 2 , a 3 ) ∈ I(3, 12) : a i + a j = 13, for all i, j)}| = 240.
An explicit description of P(ker f )
In this section we prove the main result of this paper, that is, an explicit description of the linear polynomials that cut out the Lagrangian-Grassmannian L(n, 2n) in the Grassmann variety G(n, 2n). We begin with
Theorem 3.1. For n ≥ 4 even, r = (n + 2)/2 and 1 ≤ k ≤ r − 2. As in Section 2, let B be the matrix associated to the kernel of the contraction map, that is, the linear sections that define the Lagrangian-Grassmannian L(n, 2n). Then, B is the direct sum
Proof. First, we extend the function ϕ defined in Section 2.4 to ϕ : , 1 ≤ i ≤ n.
Then, by the equality (3.1)
Σ{a1, . . . , a 2k } , and using Lemma 2.3, we obtain that
.
When n is odd
The odd case is obtained by modifications to the even case. Basically, we just modify Remark 2.1, that is Remark 3.1. For n ≥ 5 odd and r = (n + 1)/2 consider integers 1 ≤ ℓ ≤ r − 2 and sequences of integers 1 ≤ a 1 < a 2 < · · · < a 2ℓ+1 ≤ 2n such that a i + a j = 2n + 1, and define Σ a1,...,a 2ℓ+1 := {P i ∈ Σ n : i + a j = 2n + 1, 2n − i + 1 + a j = 2n + 1}.
Then:
(1) We have Σ a1,...,a 2ℓ+1 = n − (2ℓ + 1).
, n − (2ℓ + 1)) .
(3) With the above notation (3.1) becomes:
Σ{a 1 , , . . . , a 2ℓ+1 } .
Theorem 3.2.
For an odd integer n ≥ 5 and r = (n + 1)/2. As in Section 2, let B be the matrix associated to the kernel of the contraction map, that is, the linear sections that define the Lagrangian-Grassmannian L(n, 2n). Then, B is the direct sum
Proof. As before, let Σ n = {P 1 , . . . , P n } and Σ(i) = Σ s − {P i } for all i ∈ {1, . . . , n} and 1 ≤ s ≤ n. From Lemma 2.2 and 2.3 it is easy to see that the image of (i)
Now, from Remark 3.1 and Theorem 3.1, we obtain
4. The rank of the matrices B and L k 
where the last argument is a consequence of the induction hypothesis. From the Corollary 2.5, we obtain that
Using (4.1) and (4.2) we obtain rank
The following examples clarify some results of Section 3.
Example 4.1. For the Lagrangian-Grassmannian L(6, 12) = G(6, 12) ∩ P(ker f ), let P i = (i, 12 − i + 1) and Σ 6 = {P 1 , P 2 , . . . , P 6 }, we have
Moreover, the number of 4-planes is 15, the number of 3-planes is 240, and the number of 2-planes is 240. Then, using Theorem 3.1 we have . Example 4.3. For the Lagrangian-Grassmannian L(7, 14) = G(7, 14) ∩ P(ker f ). Using the notation of the Theorem 3.2. For i ∈ {1, 2, . . . , 7}, let P i = (i, 14 − i + 1), Σ 7 = {P 1 , P 2 , P 3 , P 4 , P 5 , P 6 , P 7 }, and (i) × C 4 (Σ(i)) = {iP j P t : i = j, i = t, with i, j, t ∈ {1, 2, . . . , 7}}. = L 2 . Then 
Then
B =           L 3 0 . . . 0 L 3 L 2 . . .B =                  L 4 0 . . . L 4 L 3 0 . . . L 3 L 2 . . . L 2                  where
