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IDENTIFIABILITY OF DIFFUSION COEFFICIENTS FOR SOURCE
TERMS OF NON-UNIFORM SIGN
MARKUS BACHMAYR AND VAN KIEN NGUYEN
Abstract. The problem of recovering a diffusion coefficient a in a second-order elliptic
partial differential equation from a corresponding solution u for a given right-hand side
f is considered, with particular focus on the case where f is allowed to take both
positive and negative values. Identifiability of a from u is shown under mild smoothness
requirements on a, f , and on the spatial domain D, assuming that either the gradient of
u is nonzero almost everywhere, or that f as a distribution does not vanish on any open
subset of D. Further results of this type under essentially minimal regularity conditions
are obtained for the case of D being an interval, including detailed information on the
continuity properties of the mapping from u to a.
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1. Introduction
The problem of identifying diffusion coefficients in second-order elliptic partial dif-
ferential equations from corresponding solution values arises in many applications. For
instance, these coefficients may play the role of permeability in porous media flows, of
electric conductivity in electrostatics, or of thermal conductivity in the stationary heat
equation.
We consider here the classical problem of recovering a scalar diffusion coefficient from
distributed measurements of a corresponding solution. LetD ⊂ Rd be a bounded domain,
V := H10 (D), and let f ∈ V
′ and ϕ ∈ H1(D) with boundary trace g := ϕ|∂D be given. For
fixed parameters λ,Λ > 0 with λ < Λ, we define the set of admissible diffusion coefficients
A = {a ∈ L∞(D) : 0 < λ ≤ a ≤ Λ}
and consider the elliptic problem
− div(a∇u) = f on D, u|∂D = g
in its weak form given by
(1.1)
∫
D
a∇u · ∇v dx = f(v), v ∈ V, and u− ϕ ∈ V.
For each a ∈ A the Lax-Milgram theorem guarantees the existence of a unique solution
ua ∈ H
1(D) of (1.1). Here, we are interested in the question under which conditions
on f , ϕ, and a ∈ A, the mapping a → ua is injective, or in other words, under which
conditions we can guarantee that ua uniquely determines a. This property is also referred
to as identifiability of a.
Some restrictions, especially on the source term f , are clearly necessary: as soon as
∇ua vanishes on an open subset of D, a cannot be recovered on that subset via (1.1).
In many existing contributions, this issue is addressed by directly imposing additional
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assumptions on ∇ua, or by requiring that f > 0. With the latter condition, one can also
obtain stronger statements than identifiability, such as stability in the sense of Ho¨lder
continuity of a with respect to ua. However, in many situations of interest, the given f
may contain both sources and sinks, and thus assuming f to be positive in all of D may
be too restrictive.
A second type of restrictions concerns the regularity of the problem data required for
showing identifiability. Except for d = 1, the existing identifiability results require some
additional smoothness of the coefficients a beyond the basic requirement a ∈ L∞(D),
even when the restriction f > 0 is imposed.
We thus aim to understand the identifiability of a in particular without assuming f to
have uniform sign, and without further explicit assumptions on ua. At the same time,
we aim to minimize the additional assumptions on a required for ensuring identifiability.
1.1. Main Results and Relation to Previous Work. The identification of diffusion
coefficients from various types of measurements of solutions is a well-studied problem.
Besides the case of distributed measurements of ua that is in our focus here, variants of
the celebrated Caldero´n problem of recovering a from the Dirichlet-to-Neumann map have
also received significant attention. In the latter setting, one can work with a large set of
different boundary data g, as typical in applications in electrical impedance tomography.
For the case of identification of a from knowledge of ua in D, the interest is rather in
characterizing identifiability given only one set of data f , g (as one would expect, for
instance, in applications in geophysics). Provided identifiability holds, one may also
consider the continuity properties of the mapping ua 7→ a.
The most comprehensive treatments have been obtained for d = 1, where explicit
solution formulas are available, see, e.g., [3, 13, 15]. Here [3, 15] make the assumption
f > 0 and work with homogeneous boundary conditions, and [13,15] require the additional
regularity a ∈ H1(D).
In the higher-dimensional case, one approach that has been used to obtain identifiability
is based on the observation that (1.1) defines a transport problem for a: for sufficiently
regular data, one has
(1.2) b · ∇a + ca = −f, b := ∇ua, c := ∆ua.
This connection is used explicitly in [16, 17] as well as in [7], in both cases assuming
a ∈ C1(D¯) and u ∈ C2(D¯), so that (1.2) can be understood in the classical sense. In
other works, such as [3, 8, 10, 11], variational techniques have been used, in each case
requiring additional regularity of a and of the further problem data. The main results
in [10] and [3] are based on estimating
∫
D
(a−b)2/a2(a|∇ua|
2+uaf) dx in terms of ua−ub
for coefficients a, b, and these arguments rely strongly on f and ua, ub having uniform
sign. In [3], one has only the relatively weak regularity requirement on the coefficients
that a, b ∈ Hs(D), s > 1/2.
In our main result Theorem 2, shown in Section 2.1, we require instead a, b ∈ BV (D)∩
C0,α(D¯) for some α > 0, with D a C1,α domain and f allowed to be a distribution
with some additional regularity. Moreover, we need that either the boundary data g are
constant, or (a− b)|∂D = 0; this type of condition has appeared before, e.g., in [2, 7, 16],
corresponding to the observation that no Cauchy data are required in the problem (1.2)
when g is constant. We then obtain identifiability if one of the following two conditions
is satisfied:
(A) ∇ua does not vanish on any set of positive measure; or
(B) f does not vanish as a distribution on any open subset of D, without any further
restriction on the sign of f .
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Note that the condition (A) on ∇ua is essentially minimal in view of our above consider-
ations, but depends on the solution ua. Condition (B), which depends only on the data
f is only a sufficient criterion: if f vanishes on some open set, one may or may not have
identifiability of a. In the particular case that f is a function, (B) holds when f 6= 0 a.e.
Although our new technique of proof for this result does not use the interpretation as a
hyperbolic problem (1.2) explicitly, this connection still plays a role, since we extensively
rely on recent tools of geometric measure theory, especially from [6], that were developed
for conservation laws with non-smooth data.
We thus obtain identifiability under substantially more general conditions than in [3,
16, 17], where strictly positive f is assumed. Some further existing results cover rather
special cases, for instance f = δx0 for some x0 ∈ D [1]; f = 0 with certain conditions
on g [2]; or sources and sinks modelled by inflow and outflow conditions on interior
boundaries in D [4]. We are not aware of a previous result requiring only a condition on
f as in (B) when f is not required to have uniform sign. A result very similar to condition
(A) is shown in [7], using (1.2): there it is shown that if a ∈ C1(D¯), u ∈ C2(D¯), u|∂D is
constant, and the set where ∇u vanishes has empty interior, then a is identifiable. Earlier
similar results were also obtained in [12] and [8] under stronger assumptions.
Concerning continuity properties of the mapping ua 7→ a, most existing results rely on
uniform positivity of f . Such estimates are of the form
(1.3) ‖a− b‖Lp(D) ≤ C‖ua − ub‖
γ
V
for some C > 0, γ ∈ (0, 1], and 1 ≤ p < ∞. Some partial results allowing for more
general f have been obtained using assumptions on the Helmholtz decomposition of ∇u
and with finite-dimensional sets of coefficients a in [4]. The techniques that we develop
in Section 2 for showing identifiability do not lend themselves to proving such stability
estimates, as explained further in Section 2.2.
In Section 3, we demonstrate that for f having non-uniform sign, the exponents γ in
such stability estimates in general depend strongly on the particular f under considera-
tion. To this end, we turn to a study of such stability properties in the case d = 1. In this
simpler setting, we obtain results that provide a detailed characterization of Ho¨lder conti-
nuity properties (1.3), illustrating the substantial complications that arise when dropping
the positivity requirement on f . In this case, we also obtain an identifiability result anal-
ogous to Theorem 2 that only assumes a, b ∈ A without further regularity. Here we
require f ∈ L1(D) with f 6= 0 almost everywhere in D.
1.2. Piecewise Constant Coefficients. To illustrate our assumptions on f , we consider
as a first example a simplified problem with diffusion coefficients varying in a finite-
dimensional set of piecewise constant functions. Let {Dj : j = 1, . . . , n} be a partition of
D where Dj , j = 1, . . . , n are Lipschitz domains and let
(1.4) An :=
{ n∑
j=1
ajχDj : λ ≤ aj ≤ Λ
}
.
We obtain the following result, inspired by [3, Theorem 5.2] which uses similar assump-
tions with f > 0.
Theorem 1. Let a, b ∈ An and f ∈ H
−1(D). Then we have
(1.5) |ai − bi|‖f‖H−1(Di) ≤ Λ
2‖∇(ua − ub)‖L2(Di) .
In particular, if min{‖f‖H−1(Di) : i = 1, . . . , n} > 0 then ua = ub implies a = b .
3
Proof. From the variational form, for all v ∈ H10 (Di) we have∫
Di
a∇ua · ∇(bv) dx = f(bv) and
∫
Di
b∇ub · ∇(av) dx = f(av) .
This leads to
(ai − bi) f(v) = aibi
∫
Di
∇(ua − ub) · ∇v dx ≤ Λ
2‖∇(ua − ub)‖L2(Di)‖∇v‖L2(Di) .
Since this holds for all v ∈ H10 (Di), we obtain (1.5). 
In the case of diffusion coefficients that are piecewise constant on a fixed partition of
D, we thus have identifiability as soon as f does not vanish in the sense of distributions
(that is, as an element of H−1) on any of the subdomains. We next come to our main
result, where we obtain an analogous condition on f .
2. Coefficients in BV ∩ C0,α
In this section we consider the equation with coefficients a in BV (D)∩C0,α(D¯). Recall
that for an open subset Ω of Rd, a non-negative integer k, and 0 < α ≤ 1, the Ho¨lder
space Ck,α(Ω¯) is defined as the collection of all u ∈ Ck(Ω¯) such that
‖u‖Ck,α(Ω¯) := ‖u‖Ck(Ω¯) + sup
|β|=k
sup
x,y∈Ω,x 6=y
Dβu(x)−Dβu(y)
|x− y|α
<∞ .
A function f ∈ L1(Ω) has bounded variation in Ω, and we write f ∈ BV (Ω), if
‖Df‖(Ω) := sup
{∫
Ω
f divϕ dx : ϕ ∈ C10 (Ω,R
d), ‖ϕ‖L∞(Ω) ≤ 1
}
<∞ .
2.1. Identifiability. Our main result, for (1.1) with d > 1, is the following.
Theorem 2. Let 0 < α ≤ 1, and let the following assumptions hold:
(i) D is a C1,α domain,
(ii) a, b ∈ A ∩BV (D) ∩ C0,α(D¯),
(iii) we have either ϕ ∈ c+ V for some c ∈ R (so that ua, ub ∈ c+ V ), or a|∂D = b|∂D,
(iv) f = f0 + divF where f0 ∈ L∞(D), F ∈ C
0,α(D¯,Rd).
Assume that one of the following two conditions holds:
(A) ∇ua 6= 0 a.e. in D; or
(B) f does not vanish in the sense of distributions on any open subset of D.
Then ua = ub implies a = b.
Note that the condition (B) in Theorem 2 on f is similar to the requirement for
identifiability on f in the piecewise constant case of Theorem 1, where we only need that
f does not vanish on any subdomain in the partition. In the case that f can be represented
as a function, condition (B) in Theorem 2 reduces to f ∈ L∞(D) and ess supU |f | > 0 for
any open U ⊂ D, which is implied by f 6= 0 a.e. Before turning to the proof, we give
some further remarks on our assumptions.
Remark 3. Theorem 2 applies in particular to Lipschitz coefficients a, b, but our assump-
tion (ii) is strictly weaker, since C0,1(D¯) ⊂ BV (D) ∩ C0,α(D¯) as a proper subset when
α < 1. We also have W 1,p(D) ⊂ BV (D) ∩ C0,α(D¯) with d < p and α small enough.
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Remark 4. Under the stated conditions, identifiability generally does not hold if instead
of (ii) we only require a, b ∈ A without any further continuity assumptions. This is the
case even when f ∈ L∞(D), as can be seen from the following example: Denote by S the
Smith–Volterra–Cantor set, which is a subset of [0, 1] that is nowhere dense, but satisfies
|S| = 1
2
. Using S, one can easily construct a modification w of Volterra’s function [18]
that has in particular the following properties: w = 0 on S; w′ exists on [0, 1], w′ = 0
on S, and w′ does not vanish on any interval in [0, 1]; and W (x) :=
∫ x
0
w(t) dt satisfies
W (1) = 0. Setting
f(x) = −w′(x), x ∈ [0, 1],
we thus have ‖f‖L∞(U) > 0 in any interval U . Since w = w
′ = 0 on S, if a = b = 1 on
[0, 1]\S and a 6= b are chosen arbitrarily on S, then a and b produce the same solution
ua = ub = W . Thus the statement of Theorem 2 does not hold if a, b are permitted to
be discontinuous.
Remark 5. With nontrivial inhomogeneous boundary conditions, some further restrictions
(for instance that the diffusion coefficients agree on ∂D, as in assumption (iii) of Theorem
2) are unavoidable to ensure identifiability. This is illustrated by the following example:
define u(x) = −1
2
(x + 1
2
)2, x ∈ [0, 1], so that u(0), u(1) < 0 with u(0) 6= u(1). Then one
easily checks that for
a(x) := 1 +
1
x+ 1
2
, b(x) := 1,
we have −(au′)′ = −(bu′)′ = 1 in (0, 1), and thus identifiability does not hold in this case.
In the case d = 2, conditions on boundary data g that guarantee identifiability when
f = 0 have been obtained in [2].
Next, we collect several notions and auxiliary results that will be used in the proof of
Theorem 2. The conditions in Theorem 2 imply the following regularity properties of ua,
as shown in [9, Theorems 8.33 and 8.34].
Theorem 6. Let 0 < α ≤ 1 and let D be a C1,α domain. Assume a ∈ C0,α(D¯),
ϕ ∈ C1,α(D¯), and f = f0+divF where f0 ∈ L∞(D), F ∈ C
0,α(D¯,Rd). Then the solution
ua of (1.1) belongs to C
1,α(D¯) and one has
‖ua‖C1,α(D¯) ≤ C
(
‖ϕ‖C1,α(D¯) + ‖f0‖L∞(D) + ‖F‖C0,α(D¯)
)
.
The constant C depends on d, λ, Λ, ‖a‖C0,α(D¯), and D .
For establishing the connection to the conditions on f in Theorem 2, the following
simple auxiliary result will be instrumental.
Lemma 7. Let h be a bounded and continuous function on D and let A = {h > 0} ⊂ D
have positive measure. Then
(2.1)
∫
A
h|∇ua|
2 dx = 0
implies that f vanishes in the sense of distributions on an open subset of A.
Proof. The condition (2.1) implies h∇ua = 0 a.e. in A. Let x0 ∈ A. Since h is continuous,
there exist a ball B(x0, δ) ⊂ A centered at x0 with radius δ such that h > 0 in B(x0, δ),
and thus ∇ua(x) = 0 a.e. in B(x0, δ). Hence from
f(v) =
∫
B(x0,δ)
a∇ua · ∇v dx = 0
for all v ∈ C∞0 (B(x0, δ)) we conclude that f = 0 in B(x0, δ). 
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The further argument is based on the following observation: with h = a − b, for
sufficiently regular problem data and any subdomain A ⊂ D,
(2.2)
∫
A
div(hua∇ua) dx =
∫
∂A
hua(∇ua · ν) dH
d−1,
and since div(h∇ua) = 0 a.e.,∫
A
div(hua∇ua) dx =
∫
A
h|∇ua|
2 dx.
Now if we could choose A = {h > 0}, then by our assumptions on the boundary data and
since h = 0 on ∂A \ ∂D, the right hand side in (2.2) would vanish and we would imme-
diately arrive at
∫
{h>0}
h|∇ua|
2 dx =
∫
{h<0}
h|∇ua|
2 dx = 0, and hence at the conclusion
of Theorem 2. However, with the present regularity of h and ua, these steps cannot be
carried out directly. In particular, the set {h > 0} need not be of finite perimeter, which
would be a minimum requirement for justifying a Gauss-Green identity as in (2.2). For
carrying out the strategy outlined above, we thus require results that cover the present
low-regularity setting, and in particular we introduce an additional approximation by
certain sets {h > t} of finite perimeter with t ↓ 0.
For a domain Ω ⊂ Rd and a vector field F ∈ L∞(Ω,R
d), we set
‖ divF‖(Ω) = sup
{∫
Ω
F · ∇φ dx : φ ∈ C10(Ω), ‖φ‖L∞(Ω) ≤ 1
}
.
We say that F is a divergence-measure field over Ω if
F ∈ L∞(Ω,R
d) and ‖ divF‖(Ω) <∞ .
We require the following product rule proved in [5].
Lemma 8. Let g be a Lipschitz continuous function over any compact set in Rd and let
F be a divergence-measure field. Then gF is a divergence-measure field and
div(gF ) = g divF + F · ∇g.
A set E ⊂ Rd is called a set of finite perimeter in Ω if its characteristic function χE
is a BV function in Ω. We write P (E; Ω) := ‖DχE‖(Ω), where DχE is the Radon
measure defined by the distributional gradient and ‖DχE‖ is the corresponding total
variation measure, and we set P (E) := P (E;Rd). We say that E is of finite perimeter
if P (E) < ∞. The following coarea formula for BV functions relates the BV -norm to
perimeters of level sets.
Proposition 9 (Coarea formula). Let u ∈ BV (Ω), and denote Et := {x ∈ Ω: u(x) > t}
for t ∈ R. Then
‖Du‖(Ω) =
∫
R
P (Et; Ω) dt .
The reduced boundary ∂∗E is the set of x ∈ Rd such that ‖DχE‖(B(x, r)) > 0 for all
r > 0 and
νE(x) := − lim
r↓0
DχE(B(x, r))
‖DχE‖(B(x, r))
exists with |νE(x)| = 1. Since P (E) = H
d−1(∂∗E), the set E is of finite perimeter if and
only if Hd−1(∂∗E) < ∞, where Hd−1(∂∗E) denotes the (d − 1)-dimensional Hausdorff
measure of ∂∗E in Rd. For such sets, the following generalized Gauss-Green theorem
holds, see [6, Theorems 5.2 and 7.2].
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Theorem 10. Let E be a set of finite perimeter. If F is a continuous and bounded
divergence-measure field on E, then we have∫
E
divF dx =
∫
∂∗E
F (y) · νE(y) dH
d−1(y) .
We are now in a position to prove Theorem 2.
Proof of Theorem 2. Let ua = ub and h = a− b. From the variational form we have∫
D
h∇ua · ∇v dx = 0 for all v ∈ H
1
0 (D),
or in other words,
div(h∇ua) = 0 a.e. in D
with the divergence understood in the weak sense. From our assumption we conclude that
ua ∈ C
1,α(D¯) by Theorem 6. Thus (h∇ua)ua is a continuous and bounded divergence-
measure field.
We extend h from D to a BV function on Rd, still denoted by h, with compact support.
Applying Proposition 9 we obtain∫ 1
0
P (Et) dt =
∫ 1
0
P (Et,R
d) dt ≤ ‖Dh‖(Rd) <∞ ,
where Et = {x ∈ R
d : h(x) > t}. From this we infer that there exists a decreasing
sequence tn → 0 as n→∞ such that
(2.3) P (Etn) = H
d−1(∂∗{h > tn}) ≤
1
tn|ln tn|
.
For α ∈ [0, 1] and any Lebesgue-measurable set E ⊂ Rd we denote
Eα :=
{
y ∈ Rd : lim
r→0
|E ∩ B(y, r)|
|B(y, r)|
= α
}
.
If E, F ⊂ Rd are sets of finite perimeter, then up to a set of zero Hd−1-measure we have
(2.4) ∂∗(E ∩ F ) ⊆ (∂∗E ∩ F 1) ∪ (E1 ∩ ∂∗F ) ∪ (∂∗E ∩ ∂∗F ) ,
as shown, e.g., in [14, Theorem 16.3]. Now we consider the set Atn = D∩{h > tn}. From
(2.4) and D being a C1,α domain we have
∂∗Atn ⊆ (∂
∗D ∩ {h > tn}
1) ∪ (D1 ∩ ∂∗{h > tn}) ∪ (∂
∗D ∩ ∂∗{h > tn})
= (∂D ∩ {h > tn}
1) ∪ (D¯ ∩ ∂∗{h > tn}) ∪ (∂D ∩ ∂
∗{h > tn}) .
(2.5)
Consequently, we obtain
Hd−1(∂∗Atn) ≤ 2H
d−1(∂D) +Hd−1(D¯ ∩ ∂∗{h > tn})
≤ 2Hd−1(∂D) +Hd−1
(
∂∗{h > tn}
)
≤ 2Hd−1(∂D) +
1
tn|ln tn|
<∞ .
This implies that for each n, the set Atn is of finite perimeter.
Thus, Theorem 10 can be applied to Atn (where we abbreviate the corresponding
measure-theoretic normal vectors by ν in what follows) to obtain∫
Atn
div(hua∇ua) dx =
∫
∂∗Atn
hua(∇ua · ν) dH
d−1 ,
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or equivalently∫
Atn
div(h∇ua)ua dx+
∫
Atn
h|∇ua|
2 dx =
∫
∂∗Atn
hua∇ua · ν dH
d−1 ,
see Lemma 8. From div(h∇ua) = 0 a.e. on D and (2.5) we get∫
Atn
h|∇ua|
2 dx ≤
∫
∂∗{h>tn}∩D¯
|h(∇ua · ν)ua| dH
d−1 +
∫
∂D∩A¯tn
|h(∇ua · ν)ua| dH
d−1 .
Note that if ϕ ∈ c+ V for a c ∈ R, in assumption (iii), we can assume c = 0 without loss
of generality, since this modification leaves ∇ua unchanged. Thus on ∂D we have either
ua = 0 or h = 0, which leads to∫
Atn
h|∇ua|
2 dx ≤
∫
∂∗{h>tn}∩D
|h(∇ua · ν)ua| dH
d−1 .
Note that h(x) = tn for x ∈ ∂
∗{h > tn}∩D. Using (2.3) and the fact that ua ∈ C
1,α(D¯)
we can estimate∫
Atn
h|∇ua|
2 dx ≤ tn‖ua‖L∞(D)‖∇ua‖L∞(D)H
d−1(∂∗{h > tn} ∩D)
≤ CtnH
d−1(∂∗{h > tn})
≤ C
tn
tn|ln tn|
=
C
|ln tn|
,
with C > 0 independent of n. Let A+ = {x ∈ D : h(x) > 0}, A− = {x ∈ D : h(x) < 0},
which by continuity of h are open sets. For n → ∞, by the dominated convergence
theorem we conclude that∫
A+
h|∇ua|
2 dx =
∫
A−
h|∇ua|
2 dx = 0.
Under condition (A), we directly obtain A+ = A− = ∅, which completes the proof. Let
condition (B) hold. If |A+| > 0, then Lemma 7 implies that f vanishes on an open subset
of A+, contradicting our assumption. By continuity of h, this implies A+ = ∅. By the
same argument, we obtain A− = ∅, and thus h = 0 on D also under condition (B). 
2.2. Remarks on Stability. We now comment on the stability of the dependence of a
on ua. Under the conditions of Theorem 2, the techniques that we develop in Section 2.1
can not directly be adapted to proving quantitative Ho¨lder estimates of the type (1.3).
A natural starting point would be to derive∫
Atn
h|∇ua|
2 dx =
∫
∂∗Atn
hua∇ua · ν dH
d−1 −
∫
Atn
b(∇ua −∇ub) · ∇ua dx
+
∫
∂∗Atn
bua(∇ua −∇ub) · ν dH
d−1
by the same argument as in the proof of Theorem 2. However, now the main difficulty
is that the behavior of ∇ua −∇ub on the set ∂
∗Atn is not clear. Moreover, to extract a
stability estimate one also needs to control |∇ua|
2 from below.
With additional a prior bounds that ensure compactness, we can still deduce the fol-
lowing basic continuity result from Theorem 2.
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Corollary 11. Let the assumptions of Theorem 2 hold and for an M > 0, let
a ∈ AM :=
{
b ∈ A : ‖b‖BV (D) + ‖b‖C0,α(D¯) ≤M
}
.
If {an} is a sequence in AM and if uan → ua in V , then an → a in C
0,β(D¯) for any
β ∈ (0, α).
Proof. The sequence {an} is compact in C
0,β(D¯). Hence, there exists a subsequence {ank}
converging to a∗ ∈ A ∩ C0,β(D¯) in C0,β(D¯). As a consequence we obtain uank → ua∗ in
V . But this implies ua = ua∗ . Since C
0,β(D¯) ⊂ L1(D), we also have convergence of {ank}
in L1(D), and by lower semicontinuity of the BV -norm we have a∗ ∈ BV (D). Now from
Theorem 2, applied to a, a∗ ∈ BV (D) ∩ C0,β(D¯), we get a∗ = a. Since the argument
shows that any subsequence of {an} has a subsequence converging to a, we obtain that
an converges to a in C
0,β(D¯). 
For uniformly positive f , Ho¨lder stability estimates of the type (1.3) have been ob-
tained, e.g., in [3]. However, under our present assumptions without sign restrictions on
f , in general the exponents in such Ho¨lder estimates necessarily depend on further par-
ticular properties of f . To illustrate these difficulties in obtaining quantitative estimates
in this setting, we now turn to the case d = 1, where we arrive at a characterization of
Ho¨lder exponents in terms of properties of f .
3. Stability in the One-Dimensional Case
In this section we study (1.1) in the case d = 1 with V = H10 (0, 1) and ϕ = 0, for which
our first result reads as follows.
Theorem 12. Let f ∈ L1(0, 1) with f 6= 0 a.e. and a ∈ A. If {an} ⊂ A such that
uan converges to ua in H
1
0 (0, 1), then an converges to a in Lp(0, 1) for 1 ≤ p < ∞. In
particular, if a, b ∈ A then ua = ub implies a = b a.e.
For f ∈ L1(0, 1), we set F (x) :=
∫ x
0
f(t) dt, so that F is absolutely continuous on [0, 1],
and we define
(3.1) Fmin := min
x∈[0,1]
F (x) and Fmax := max
x∈[0,1]
F (x).
The proof of Theorem 12 uses the following simple lemma.
Lemma 13. Let g be an absolutely continuous function on [0, 1] and let Ω = {x ∈ [0, 1] :
g(x) = 0} with |Ω| > 0. Then g′(x) = 0 a.e. on Ω.
Proof. For every accumulation point x ∈ Ω, there exists a sequence {xn} ⊂ Ω such that
g(xn)−g(x)
x−xn
= 0. Since g(x) is absolutely continuous, g′(x) exists a.e. on (0, 1). Consequently
g′(x) = 0 a.e. on Ω. 
Proof of Theorem 12. We first prove the stated continuity property. Let
(3.2) Ca :=
(∫ 1
0
1
a
dx
)−1∫ 1
0
F
a
dx, a ∈ A.
It is not difficult to see that Fmin < Ca < Fmax. By continuity, this implies that F (x)−Ca
has a zero in (0, 1). Since u′an converges to u
′
a in L2(0, 1) we deduce that there exists
a subsequence u′ank
of u′an converging pointwise almost everywhere to u
′
a. From the
variational form, we have (au′a)
′ = −f in the weak sense. Since f ∈ L1(0, 1) we infer that
au′a is absolutely continuous and
(3.3) au′a = −F + Ca ,
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and as a consequence we have
au′a(x)− anku
′
ank
(x) = Cnk
where Cnk = Ca − Cank . Observe that the sequence Cnk converges to 0, for suppose this
is not the case, we can take x ∈ (0, 1) such that u′a(x) is sufficiently close to zero and
u′ank
(x) converges to u′a(x); this is possible by (3.3), since F (x) − Ca has a zero. From
the uniform boundedness of coefficients in A we then deduce a contradiction, and thus
Cnk → 0.
Suppose that u′a = 0 on a set Ω0 with |Ω0| > 0. This implies that au
′
a = 0 a.e. on
Ω0. Since au
′
a is an absolutely continuous function, Lemma 13 yields (au
′
a)
′ = 0 a.e. on
Ω0. Moreover, for absolutely continuous functions, the weak derivative equals a.e. the
pointwise derivative. This implies f = 0 a.e. on Ω0, contradicting our assumption.
Thus Ω := (0, 1) \ Ω0 has full measure. Let x ∈ Ω and u
′
ank
(x)→ u′a(x), then
[a(x)− ank(x)] =
Cnk − ank [u
′
a(x)− u
′
ank
(x)]
u′a(x)
→ 0 as k →∞ .
This implies that ank converges to a almost everywhere. Hence, from the dominated
convergence theorem we conclude that ank converges to a in Lp(0, 1) for 1 ≤ p <∞.
The above argument can also be applied to any subsequence of {an}, showing that any
subsequence of {an} has a subsequence converging to a in Lp(0, 1), which implies that
an → a in Lp(0, 1). To deduce identifiability, for given a, b ∈ A with ua = ub we now
choose an := b for all n. Then we obtain in particular an → a a.e. and thus a = b a.e. 
Without the assumption of uniform positivity of f , even when Theorem 2 or 12 apply,
further Ho¨lder stability results for a in terms of ua depend more strongly on the particular
form of f . To illustrate this further, we consider the following example: Let u0 ∈ C
∞
0 (
1
2
, 1)
such that u0|( 1
2
,1) > 0, u
′
0(
3
4
) = 0, u′0(x) 6= 0 for x ∈ (
1
2
, 1) \ {3
4
}, and u′′0 6= 0 a.e. in (
1
2
, 1).
Here we write A . B to denote A ≤ CB with C > 0 independent of the quantities in A,
B, and A ∼ B to denote A . B ∧B . A. For α > 0, we define
u(x) =
∞∑
k=0
2−αku0(2
kx), x ∈ [0, 1], and u(x) = u(−x), x ∈ [−1, 0).
Then clearly, with V = H10 (−1, 1), for any α >
1
2
we have
‖u‖V ∼
( ∞∑
k=0
2−k(2k2−αk)2
) 1
2
<∞,
and f := −u′′ satisfies f 6= 0 a.e. and ‖f‖V ′ = ‖u‖V . Let β ∈ R and
hj := 2
βjχSj , Sj := (−2
−j , 2−j).
Then on the one hand,∫ 1
−1
(1 + hj)u
′v′ dx =
∫ 1
−1
fv dx+ fj(v), fj(v) :=
∫ 1
−1
hju
′v′ dx, v ∈ V ;
on the other hand, by the Lax-Milgram lemma we have a unique uj ∈ V solving∫ 1
−1
(1 + hj)u
′
jv
′ dx =
∫ 1
−1
fv dx, v ∈ V,
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and satisfying the estimate ‖u − uj‖V . ‖fj‖V ′ = ‖w‖V , with w ∈ V defined as the
solution of the variational problem∫ 1
−1
w′v′ dx = 2βj
∫
Sj
u′v′ dx, v ∈ V.
Since the unique solution is given by w = 2βjχSju ∈ V , we obtain
(3.4) ‖u− uj‖V . 2
βj‖χSju‖V . 2
βj
( ∞∑
k>j
2−k(2k2−αk)2
) 1
2
∼ 2(
1
2
+β−α)j .
For the corresponding coefficients a := 1 and aj := 1 + hj , we have
(3.5) ‖a− aj‖Lp(−1,1) ∼ 2
(β− 1
p
)j
for all j. Moreover, if β ≤ 0, so that the functions hj remain uniformly bounded, we also
obtain ‖u− uj‖V & ‖w‖V and hence ‖u− uj‖V ∼ 2
( 1
2
+β−α)j .
Remark 14. Combining (3.4) and (3.5), we arrive at the following conclusions.
(i) The sequence aj satisfies ‖aj‖L∞(−1,1) ≤ 2, and thus aj ∈ A with λ = 1, Λ = 2,
precisely when β ≤ 0. In the case β = 0, for any α > 1
2
, we observe ‖uj − u‖V → 0
and ‖aj−a‖Lp(−1,1) → 0 for any p <∞, but ‖uj−u‖V → 0 and ‖aj−a‖L∞(−1,1) = 1.
This shows in particular that the continuity statement in Theorem 12 does not
extend to p =∞.
(ii) For β > 0, whenever α > 1
2
+ 1
p
, there are cases with ‖uj − u‖V → 0 and ‖aj −
a‖Lp(−1,1) 9 0 also for p < ∞. The corresponding aj, however, do not remain
in a set A with uniform upper bound in L∞(−1, 1). The continuity statement in
Theorem 12 thus depends crucially on the restriction to aj ∈ A with some Λ <∞.
(iii) For any given β ≤ 0 and for α > 1
2
+ β, we have
‖aj − a‖Lp(−1,1) . ‖uj − u‖
γ
V , γ =
p−1 − β
α− 1
2
− β
.
Thus for large α (corresponding to rapid decay of |u(x)| and |f(x)| as |x| → 0) one
obtains arbitrarily small Ho¨lder exponents γ.
The following theorem generalizes [3, Thm. 6.3] to f that do not have uniform sign.
There, the authors only consider the case f ≥ cf > 0 (in the particular instance f ≡ 1).
We recall the notation (3.1), and for ρ > 0 and M ∈ (Fmin, Fmax) we set
Kρ(M) := {x ∈ (0, 1) : |F (x)−M | ≤ ρ} .
Theorem 15. Let f ∈ L1(0, 1) and a, b ∈ A. Assume there exist α ≥ 0 and β > 0 such
that
(3.6) C1ρ
α ≤ inf
Fmin<M<Fmax
|Kρ(M)| ≤ sup
Fmin<M<Fmax
|Kρ(M)| ≤ C2ρ
β ,
with positive constants C1, C2 independent of ρ. Then for 1 ≤ p ≤ 2 we have
(3.7) ‖a− b‖Lp(0,1) ≤ C‖u
′
a − u
′
b‖
max
{
2β
(2+α)(2+β)
, pβ
(p+α)(p+β)
}
L2(0,1)
,
and for 2 < p <∞,
(3.8) ‖a− b‖Lp(0,1) ≤ C‖u
′
a − u
′
b‖
4β
(2+α)(2+β)p
L2(0,1)
,
where in each case, C is a positive constant depending on λ, Λ, p, and f .
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Observe that in the case 1 ≤ p ≤ 2, we have pβ
(p+α)(p+β)
≥ 2β
(2+α)(2+β)
when 2p ≥ αβ.
Proof. We first prove that for 1 ≤ p ≤ 2,
(3.9) ‖a− b‖Lp(0,1) ≤ C‖u
′
a − u
′
b‖
pβ
(p+α)(p+β)
Lp(0,1)
,
with a C > 0 having the same dependencies as in (3.7), (3.8).
Let η = Ca − Cb, with Ca, Cb defined as in (3.2). Without loss of generality we may
assume that η ≥ 0. We will show that
(3.10) η ≤ c0‖u
′
a − u
′
b‖
p
p+α
Lp(0,1)
.
If η = 0 then the estimate holds. We now consider the case η > 0. We put c = λ
2(λ+Λ)
< 1
2
.
Recall that Ca ∈ (Fmin, Fmax). For x ∈ Kcη(Ca), with A :=
1
a
, B := 1
b
, we have
|u′a(x)− u
′
b(x)| = |(F (x)− Cb)B(x)− (F (x)− Ca)A(x)|
≥ (η − cη)B(x)− cηA(x) ≥
η
2Λ
,
which yields ηp|Kcη(Ca)| ≤ (2Λ)
p‖u′a − u
′
b‖
p
Lp(0,1)
, and hence we obtain from our assump-
tion
C1c
αηp+α ≤ (2Λ)p‖u′a − u
′
b‖
p
Lp(0,1)
.
This proves (3.10). We write
(A(x)− B(x))(F (x)− Ca) = A(x)(F (x)− Ca)− B(x)(F (x)− Cb) +B(x)(Ca − Cb)
= −(u′a(x)− u
′
b(x)) +B(x)(Ca − Cb) .
For x ∈ Kρ(Ca)
c := (0, 1)\Kρ(Ca) and any ρ > 0 we have
ρ|(A(x)− B(x)| ≤ |(A(x)− B(x))(F (x)− Ca)| ≤ |u
′
a(x)− u
′
b(x)|+ λ
−1η
and therefore
‖A−B‖pLp(Kρ(Ca)c) ≤
2p−1
ρp
‖u′a − u
′
b‖
p
Lp(0,1)
+
2p−1λ−p
ρp
ηp .
For x ∈ Kρ(Ca) we have |A(x)−B(x)| ≤ 2λ
−1 which leads to
‖A−B‖pLp(Kρ(Ca)) ≤ 2
pλ−p|Kρ(Ca)| ≤ 2
pC2λ
−pρβ .
Consequently we find
‖A− B‖pLp(0,1) ≤
2p−1
ρp
‖u′a − u
′
b‖
p
Lp(0,1)
+
2p−1λ−p
ρp
ηp + 2pC2λ
−pρβ .
Inserting (3.10) into this estimate we obtain
‖A− B‖pLp(0,1) ≤
2p−1
ρp
‖u′a − u
′
b‖
p
Lp(0,1)
+
2p−1cp0
ρpλp
‖u′a − u
′
b‖
p2
p+α
Lp(0,1)
+ 2pC2λ
−pρβ
≤
C
ρp
‖u′a − u
′
b‖
p2
p+α
Lp(0,1)
+ 2pC2λ
−pρβ .
Now we see that if ua = ub then a = b a.e., since we can choose ρ > 0 arbitrarily small.
If ‖u′a − u
′
b‖Lp(0,1) > 0 we put
ρ = ‖u′a − u
′
b‖
p2/(p+α)(p+β)
Lp(0,1)
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to obtain (3.9). By the embedding L2(0, 1) ⊂ Lp(0, 1) for 1 ≤ p ≤ 2, we obtain (3.7).
The estimate (3.8) follows by interpolation between the case p = 2 and the bound ‖a−
b‖L∞(0,1) ≤ 2Λ. 
Remark 16. Let us comment on the condition (3.6) on the primitive of f , which determines
the Ho¨lder exponents in the stability estimate (3.7) for a, b . Let {Dj : j = 1, . . . , n} be a
partition of D and f =
∑n
j=1 ajχDj with aj 6= 0. It is obvious in this case that α = β = 1.
If f vanishes in some open interval then we have β = 0. Note that one necessarily has
α ≥ β; the condition (3.6) on α essentially puts a limit on the growth of F , whereas β
quantifies regions where F is flat, and both lead to a restriction on the variability of f .
4. Conclusions and Open Problems
We have shown that identifiability of diffusion coefficients a from solutions ua is ensured
under weaker sufficient conditions on source terms f than previously considered in the lit-
erature, in particular without a uniform positivity requirement on f . We have also shown
alternative condition on ∇ua, which has appeared before in very similar form, to yield
the same result under substantially weaker regularity requirements. As demonstrated in
our additional study of the one-dimensional case, for the wider class of f considered here,
Ho¨lder-type stability properties of the mapping ua 7→ a in general depend on particular
features of f .
One question that remains open is under what conditions uniformly positive a ∈ L∞(D)
are identifiable without further regularity requirements when d ≥ 2. As Remark 4 shows,
however, this can only hold under stronger conditions on f than we are using in our main
result. In the one-dimensional case, by arguments that are specialized to this situation we
indeed see that under such slightly stronger conditions on f , identifiability holds under
minimal assumptions on a.
Another question concerns the further characterization of stability in the higher-dimensional
case. As our results for d = 1 show, one may have arbitrarily small Ho¨lder exponents
for the class of f that we consider here. Describing subsets of f that lead to more fa-
vorable exponents appears to require new techniques, since neither existing methods for
uniformly positive f nor our approach for obtaining identifiability can directly be adapted
to address this question.
References
1. G. Alessandrini, On the identification of the leading coefficient of an elliptic equation, Boll. Un. Mat.
Ital. C (6) 4 (1985), no. 1, 87–111.
2. , An identification problem for an elliptic equation in two variables, Ann. Mat. Pura Appl.
(4) 145 (1986), 265–295.
3. A. Bonito, A. Cohen, R. DeVore, G. Petrova, and G. Welper, Diffusion coefficients estimation for
elliptic partial differential equations, SIAM J. Math. Anal. 49 (2017), 1570 – 1592.
4. G. Chavent and K. Kunisch, The output least squares identifiability of the diffusion coefficient from
an H1-observation in a 2-D elliptic equation, ESAIM Control Optim. Calc. Var. 8 (2002), 423–440,
A tribute to J. L. Lions.
5. G.-Q. Chen and H. Frid, Divergence-Measure Fields and Hyperbolic Conservation Laws, Arch. Ra-
tional Mech. Anal. 147 (1999), 89 – 118.
6. G.-Q. Chen, M. Torres, and W. P. Ziemer, Gauss-Green Theorem for Weakly Differentiable Vector
Fields, Sets of Finite Perimeter, and Balance Laws, Communications on Pure and Applied Mathe-
matics LXII (2009), 0242 – 0304.
7. C. Chicone and J. Gerlach, A note on the identifiability of distributed parameters in elliptic equations,
SIAM J. Math. Anal. 18 (1987), 1378–1384.
8. R. S. Falk, Error estimates for the numerical identification of a variable coefficient, Math. Comp.
40 (1983), no. 162, 537–546.
13
9. D. Gilbarg and N. S. Trudinger, Elliptic Partial Differential Equations of Second Order, Springer,
1998.
10. K. Ito and K. Kunisch, On the injectivity and linearization of the coefficient-to-solution mapping for
elliptic boundary value problems, J. Math. Anal. Appl. 188 (1994), no. 3, 1040–1066.
11. R. V. Kohn and B. D. Lowe, A variational method for parameter identification, RAIRO Mode´l.
Math. Anal. Nume´r. 22 (1988), no. 1, 119–158.
12. K. Kunisch, Inherent identifiability of parameters in elliptic differential equations, J. Math. Anal.
Appl. 132 (1988), no. 2, 453–472.
13. K. Kunisch and L. W. White, Identifiability under approximation for an elliptic boundary value
problem, SIAM J. Control Optim. 25 (1987), no. 2, 279–297.
14. F. Maggi, Sets of Finite Perimeter and Geometric Variational Problems. An Introduction to Geo-
metric Measure Theory, Cambridge University Press, 2012.
15. P. Marcellini, Identificazione di un coefficiente in una equazione differenziale ordinaria del secondo
ordine, Ricerche Mat 31 (1982), no. 2, 223–243.
16. G. R. Richter, An inverse problem for the steady state diffusion equation, SIAM J. Appl. Math. 41
(1981), no. 2, 210–221.
17. , Numerical identification of a spatially varying diffusion coefficient, Math. Comp. 36 (1981),
no. 154, 375–386.
18. V. Volterra, Sui principii del calcolo integrale, Giornale di Matematiche XIX (1881).
14
