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A kind of Bargmann symmetry constraints involved in Lax pairs and adjoint Lax
pairs is proposed for soliton hierarchy. The Lax pairs and adjoint Lax pairs are
nonlinearized into a hierarchy of commutative finite dimensional integrable Hamil-
tonian systems and explicit integrals of motion may also be generated. The corre-
sponding binary nonlinearization procedure leads to a sort of involutive solutions
to every system in soliton hierarchy which are all of finite gap. An illustrative
example is given in the case of AKNS soliton hierarchy.
1 Introduction
Symmetry constraints become prominent because of the important role they
play in the soliton theory 1 10 15 16. A kind of very successful symmetry con-
straint method for soliton equations is proposed through the nonlinearization
technique called mono-nonlinearization 2 9. However, mono-nonlinearization
involves only the Lax pairs of soliton equations. We would like to elucidate
that the mono-nonlinearization technique can successfully be extended to the
Lax pairs and the adjoint Lax pairs associated with soliton hierarchy. The cor-
responding symmetry constraint procedure is called a binary nonlinearization
technique12 13 8 because it involves the Lax pairs and the adjoint Lax pairs and
puts the linear Lax pairs into the nonlinearized Lax systems. A kind of use-
ful symmetries in our symmetry constraints is exactly the specific symmetries
expressed through the variational derivatives of the potentials. The resulting
theory provides a method of separation of variables for solving nonlinear soli-
ton equations and exhibits integrability by quadratures for soliton equations.
It also narrows the gap between finite dimensional integrable Hamiltonian sys-
tems and infinite dimensional integrable soliton equations. An illustrative ex-
ample is carried out in the case of the three-by-three matrix spectral problem
for AKNS soliton hierarchy.
2 Basic idea of binary nonlinearization
This section reveals how to manipulate a binary nonlinearization procedure
for a given soliton hierarchy along with a basic idea for the proof of the main
a On leave of absence from Institute of Mathematics, Fudan University, Shanghai 200433,
China
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result. Let B denote the differential algebra of differential vector functions
u = u(x, t), and write for k ≥ 0
Vs(k) = {(P ij∂k)s×s |P ij ∈ B}, V˜s(k) = Vs(k) ⊗ C[λ, λ−1], ∂ =
d
dx
.
For U = U(u, λ) ∈ V˜s(0), we choose a solution to the adjoint representation
equation Vx = [U, V ]:
V = V (u, λ) =
∑
i≥0
Viλ
−i, Vi ∈ Vs(0).
Suppose that the isospectral (λtn = 0) compatibility conditions Utn − V (n)x +
[U, V (n)] = 0, n ≥ 0, of the Lax pairs φx = Uφ = U(u, λ)φ, U ∈ V˜
s
(0)
φtn = V
(n)φ = V (n)(u, λ)φ, V (n) = (λnV )+ +∆n, ∆n ∈ V˜s(0)
determine a soliton hierarchy
utn = Kn = JGn = J
δHn
δu
, n ≥ 0. (1)
If φ = (φ1, φ2, · · · , φs)T and ψ = (ψ1, ψ2, · · · , ψs)T satisfy the spectral problem
and the adjoint spectral problem
φx = U(u, λ)φ, ψx = −UT (u, λ)ψ,
and we set the matrix V¯ = φψT = (φkψl)s×s, then we have the following two
basic results used in binary nonlinearization 5 13:
(i) the variational derivative of the spectral parameter λ with respect to the
potential u may be expressed by
δλ
δu
=
tr
(
V¯ ∂U
∂u
)
− ∫∞
−∞
tr
(
V¯ ∂U
∂λ
)
dx
, (2)
(ii) the matrix V¯ is a solution to the adjoint representation equation Vx =
[U, V ], i.e. V¯x = [U, V¯ ].
Now introduce distinct eigenvalues λ1, · · · , λN and let
φ(j) = (φ1j , · · · , φsj)T , ψ(j) = (ψ1j , · · · , ψsj)T (1 ≤ j ≤ N)
2
denote the eigenvectors and the adjoint eigenvectors corresponding to λj (1 ≤
j ≤ N), respectively. Make the Bargmann symmetry constraint
K0 = JG0 = J
N∑
j=1
Ej
δλj
δu
or G0 =
N∑
j=1
Ej
δλj
δu
, (3)
where Ej = −
∫∞
−∞
< V¯ (λj),
∂U
∂λj
> dx, V¯ (λj) = φ
(j)ψ(j)T , 1 ≤ j ≤ N . The
Bargmann constraint requires the covariant G0 to be a potential function not
including any potential differential and hence from the Bargmann symmetry
constraint we may find an explicit nonlinear expression for the potential
u = f(φ(1), φ(2), · · · , φ(N);ψ(1), ψ(2), · · · , ψ(N)). (4)
Upon instituting (4) into the Lax pairs and the adjoint Lax pairs, we get two
nonlinearized Lax systems, i.e. the nonlinearized spatial system{
φjx = U(f(φ
(1), · · · , φ(N);ψ(1), · · · , ψ(N)), λj)φj , 1 ≤ j ≤ N,
ψjx = −UT (f(φ(1), · · · , φ(N);ψ(1), · · · , ψ(N)), λj)ψj , 1 ≤ j ≤ N ;
(5)
and the nonlinearized temporal systems for n ≥ 0{
φjtn = V
(n)(f(φ(1), · · · , φ(N);ψ(1), · · · , ψ(N)), λj)φj , 1 ≤ j ≤ N,
ψjtn = −V (n)T (f(φ(1), · · · , φ(N);ψ(1), · · · , ψ(N)), λj)ψj , 1 ≤ j ≤ N.
(6)
In order to discuss the integrability of (5) and (6), we choose the symplectic
structure ω2 on IR2sN
ω2 =
s∑
i=0
N∑
j=0
dφij ∧ dψij =
s∑
i=0
dPi ∧ dQi,
where Pi = (φi1, · · · , φiN )T , Qi = (ψi1, · · · , ψiN )T , 1 ≤ i ≤ s. We accept the
following corresponding Poisson bracket for two functions F,G defined over
the phase space IR2sN
{F,G} = ω2(IdG, IdF ) = ω2(XG, XF )
=
s∑
i=1
(<
∂F
∂Qi
,
∂G
∂Pi
> − < ∂F
∂Pi
,
∂G
∂Qi
>), (7)
where IdH = XH represents the Hamiltonian vector field with energy H de-
fined by iIdHω
2 = iXHω
2 = dH and < ·, · > represents the standard inner
3
product of IRN . Then we accept the following corresponding Hamiltonian sys-
tem with the Hamiltonian function H
P˙i = {Pi, H} = − ∂H
∂Qi
, Q˙i = {Qi, H} = ∂H
∂Pi
, 1 ≤ i ≤ s. (8)
Main Result: The nonlinearized spatial system (5) is a finite dimensional
integrable Hamiltonian system in the Liouville sense, and the nonlinearized
temporal systems (6) for n ≥ 0 may be transformed into a hierarchy of finite
dimensional integrable Hamiltonian systems in the Liouville sense, under the
control of the nonlinearized spatial system (5). Moreover the potential u =
f determined by the Bargmann symmetry constraint solves the n-th soliton
equation utn = Kn in the hierarchy.
Idea of Proof: Note that we have
(V (f, λ))x = [U(f, λ), V (f, λ)], (V¯ (λj))x = [U(f, λj), V¯ (λj)]
and when utn = Kn, we have
(V (f, λ))tn = [V
(n)(f, λ), V (f, λ)], (V¯ (λj))tn = [V
(n)(f, λj), V¯ (λj)].
Therefore we may show that F = 12 tr(V (f, λ))
2 is a common generating func-
tion for integrals of motion of (5) and (6) since Fx =
1
2 tr(V
2)x =
1
2 tr[U, V
2] = 0
and Ftn =
1
2 tr(V
2)tn =
1
2 tr[V
(n), V 2] = 0. A similar deduction may verify
that F¯j =
1
2 tr(V¯ (λj))
2, 1 ≤ j ≤ N , are integrals of motion of (5) and (6), too.
Noticing
F =
∑
n≥0
Fnλ
−n, F¯j =
1
2
(
s∑
i=1
φijψij)
2, 1 ≤ j ≤ N, (9)
we get a series of explicit integrals of motion: F¯j , 1 ≤ j ≤ N, {Fn}∞n=0, which
may be proved to be involutive with respect to the Poisson bracket (7). Further
it is not difficult to show the Liouville integrability of (5) and (6) when they
can be rewritten as Hamiltonian systems with Hamiltonian functions being
polynomials in Fm, m ≥ 1.
In addition, because the compatibility condition of (5) and (6) is still the
n-th soliton equation utn = Kn, u = f(φj ;ψj) gives an involutive solution to
the n-th soliton equation utn = Kn once φj , ψj , 1 ≤ j ≤ N, solve (5) and
(6), simultaneously. This sort of involutive solutions also exhibits a kind of
separation of independent variables x, tn for soliton equations.
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3 The case of AKNS Hierarchy
For AKNS hierarchy, we introduce a three-by-three matrix spectral problem
 φ1φ2
φ3

x
= U
 φ1φ2
φ3
 =
 −2λ
√
2q 0√
2r 0
√
2q
0
√
2r 2λ

 φ1φ2
φ3
 .
In this case, φ = (φ1, φ2, φ3)
T and u = (q, r)T . A hierarchy of AKNS soliton
equations 13
utn = Kn =
( −2bn+1
2cn+1
)
= JLn
(
r
q
)
= J
δHn
δu
, n ≥ 0 (10)
is the compatibility conditions of the Lax pairs
φx = Uφ, φt = V
(n)φ, V (n) = (λnV )+ . (11)
Here the operator solution V to Vx = [U, V ], the Hamiltonian operator J , the
recursion operator L, and the Hamiltonian functions Hn for n ≥ 0 read as
V =
 2a
√
2b 0√
2c 0
√
2b
0
√
2c −2a
 = ∞∑
i=0
 2ai
√
2bi 0√
2ci 0
√
2bi
0
√
2ci −2ai
λ−i,
J =
(
0 −2
2 0
)
, L =
(
1
2∂ − r∂−1q r∂−1r
−q∂−1q − 12∂ + q∂−1r
)
, Hn =
2an+2
n+ 1
.
The operators J and JL constitute a Hamiltonian pair and L∗ is hereditary 6.
In this AKNS case, the Bargmann symmetry constraint becomes
K0 = J
δH0
δu
= J
N∑
j=1
( √
2(φ2jψ1j + φ3jψ2j)√
2(φ1jψ2j + φ2jψ3j)
)
, (12)
which engenders an explicit expression for the potential u
u = f(φij ;ψij) =
√
2
(
< P1, Q2 > + < P2, Q3 >
< P2, Q1 > + < P3, Q2 >
)
. (13)
5
Further besides F¯j , 1 ≤ j ≤ N , we can directly give the following explicit
integrals of motion for the nonlinearized Lax systems
F := 12 trV
2 = 4(a2 + bc) =
∑
m≥0 Fmλ
−m,
F0 = 4, F1 = −8(< P1, Q1 > − < P3, Q3 >),
Fm = 4
∑m−1
i=1
[
(< Ai−1P1, Q1 > − < Ai−1P3, Q3 >)×
(< Am−i−1P1, Q1 > − < Am−i−1P3, Q3 >)
+2(< Ai−1P1, Q2 > + < A
i−1P2, Q3 >)×
(< Am−i−1P2, Q1 > + < A
m−i−1P3, Q2 >)
]
−8 < Am−1P1, Q1 > − < Am−1P3, Q3 >, m ≥ 2,
where A = diag(λ1, λ2, · · · , λN ). The nonlinearized spatial system (5) is rewrit-
ten as an integrable Hamiltonian system
Pix = {Pi, H} = − ∂H
∂Qi
, Qix = {Qi, H} = ∂H
∂Qi
, i = 1, 2, 3 (14)
with the Hamiltonian function
H = 2(< AP1, Q1 > − < AP3, Q3 >)
−2(< P1, Q2 > + < P2, Q3 >)(< P2, Q1 > + < P3, Q2 >),
and under the control of the nonlinearized spatial system (5), the nonlinearized
temporal systems (6) for n ≥ 0 can also be rewritten as the integrable Hamil-
tonian systems
Pitn = {Pi, Hn} = −
∂Hn
∂Qi
, Qitn = {Qi, Hn} =
∂Hn
∂Pi
, i = 1, 2, 3 (15)
with the Hamiltonian functions
Hn = −1
4
n∑
m=0
dm
m+ 1
∑
i1+···+im+1=n+1
i1,···,im+1≥1
Fi1 · · ·Fim+1 ,
where the constants dm are defined by
d0 = 1, d1 = − 18 , d2 = 3128 ,
dm = − 12
∑m−1
i=1 didm−i − 14dm−1 − 18
∑m−2
i=1 didm−i−1, m ≥ 3.
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Moreover following the previous main result, the potential (13) with
Pi(x, tn) = g
x
Hg
tn
Hn
Pi(0, 0), Qi(x, tn) = g
x
Hg
tn
Hn
Qi(0, 0), i = 1, 2, 3,
gives rise to a sort of involutive solutions with separated variables x, tn to the n-
th AKNS soliton equation utn = Kn. Here g
y
G denotes the Hamiltonian phase
flow of G with a parameter variable y but Pi(0, 0), Qi(0, 0) may be arbitrary
initial value vectors. A finite gap property for the resulting involutive solutions
may also be shown.
4 Concluding remarks
We remark that the finite dimensional Hamiltonian systems generated by non-
linearization technique depend on the starting Lax pairs. Thus the same equa-
tion may be connected with different finite dimensional Hamiltonian systems
once it possesses different Lax pairs. AKNS soliton equations are exactly such
examples 13.
We also point out that the Neumann symmetry constraint and the higher
order symmetry constraints
K−1 = J
N∑
j=1
Ej
δλj
δu
, Km = JGm = J
N∑
j=1
Ej
δλj
δu
, (m ≥ 1), (16)
may be considered. These two sorts of symmetry constraints are somewhat
different from the Bargmann symmetry constraints because K−1 is a constant
vector and the conserved covariants Gm, m ≥ 1, involve some differentials of
the potential. This suggests that a few new tools are needed for discussing
them 18. Similarly, we can consider the corresponding τ -symmetry (i.e. time
first order dependent symmetry 3) constraints or more generally, time polyno-
mial dependent symmetry 7 constraints . Binary nonlinearization may also be
well applied to discrete systems and non-Hamiltonian soliton equations such
as the Toda lattice and the coupled Burgers equations 11. Note that in the
case of KP hierarchy, the similar Bargmann symmetry constraints have been
carefully analyzed as well 15, and the specific symmetries we use in constraints
are sometimes called additional symmetries 4 and are often taken as source
terms of soliton equations 14. It should also be noted that the nonliearized Lax
systems are intimately related to stationary equations 17 and the more gen-
eral nonliearized Lax systems can be generated from the linear combination of
Bargmann symmetry constraints which will be shown in a late publication.
However, in the binary nonlinearization procedure, there exist two intrigu-
ing open problems. The first one is why the nonlinearized spatial system (5)
7
and the nonlinearized temporal systems (6) for n ≥ 0 with the control of the
nonlinearized spatial system (5) always possess Hamiltonian structures? The
second one is whether or not the nonlinearized temporal systems (6) for n ≥ 0
are themselves integrable soliton equations without the control of the nonlin-
earized spatial system (5). These two problems are important and interesting
but need some further investigation.
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