Inverse Spectral Problems for Linked Vibrating Systems and Structured
  Matrix Polynomials by Monfared, Keivan Hassani & Lancaster, Peter
ar
X
iv
:1
71
0.
11
20
3v
2 
 [m
ath
.SP
]  
31
 M
ay
 20
18
Inverse Spectral Problems for Linked Vibrating
Systems and Structured Matrix Polynomials
Keivan Hassani Monfared and Peter Lancaster
k1monfared@gmail.com and lancaste@ucalgary.ca
Department of Mathematics and Statistics, University of Calgary
June 4, 2018
Abstract
We show that for a given set Λ of nk distinct real numbers λ1, λ2, . . . , λnk
and k graphs on n nodes, G0, G1, . . . , Gk−1, there are real symmetric
n × n matrices As, s = 0, 1, . . . , k, such that the matrix polynomial
A(z) := Akz
k + · · · + A1z + A0 has Λ as its spectrum, the graph of
As is Gs for s = 0, 1, . . . , k − 1, and Ak is an arbitrary positive definite
diagonal matrix. When k = 2, this solves a physically significant inverse
eigenvalue problem for linked vibrating systems (see Corollary 5.3).
Keywords: Quadratic Eigenvalue Problem, Inverse Spectrum Problem,
Structured Vibrating System, Jacobian Method, Perturbation, Graph
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1 Introduction
Inverse eigenvalue problems are of interest in both theory and applications.
See, for example, the book of Gladwell [1] for applications in mechanics, the
review article by Chu and Golub [2] for linear problems, the monograph by Chu
and Golub [3] for general theory, algorithms and applications, and many ref-
erences collected from various disciplines. In particular, the Quadratic Inverse
Eigenvalue Problems (QIEP) are important and challenging because the gen-
eral techniques for solving linear inverse eigenvalue problems cannot be applied
directly. We emphasize that the structure, or linkage, imposed here is a feature
of the physical systems illustrated in Section 2, and “linked” systems of this
kind are our main concern.
Although the QIEP is important, the theory is presented here in the context
of higher degree inverse spectral problems, and this introduction serves to set
the scene and provide motivation for the more general theory developed in the
main body of the paper – starting with Section 3. The techniques used here
generate systems with entirely real spectrum and perturbations which preserve
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this property. Although, the method could be generalized to admit non-real
conjugate pairs in the spectrum and the associated oscillatory behaviour. For
example, the linear eigenvalue problem with conjugate pairs is solved in [4].
QIEPs appear repeatedly in various scientific areas including structural me-
chanics, acoustic systems, electrical oscillations, fluid mechanics, signal process-
ing, and finite element discretisation of partial differential equations. In most
applications properties of the underlying physical system determine the param-
eters (matrix coefficients), while the behaviour of the system can be interpreted
in terms of associated eigenvalues and eigenvectors. See Sections 5.3 and 5.4 of
[3], where symmetric QIEPs are discussed.
In this article it will be convenient to distinguish an eigenvalue of a matrix
from a zero of the determinant of a matrix-valued function, which we call a
proper value. (Thus, an eigenvalue of matrix A is a proper value of Iz − A.)
Given a quadratic matrix polynomial
L(z) =Mz2 +Dz +K, M,D,K ∈ Rn×n, (1)
the direct problem is to find scalars z0 and nonzero vectors
1 x ∈ Cn satisfying
L(z0)x = 0. The scalars z0 and the vectors x are, respectively, proper values
and proper vectors of the quadratic matrix polynomial L(z).
Many applications, mathematical properties, and a variety of numerical tech-
niques for the direct quadratic problem are surveyed in [5]. On the other hand,
the “pole assignment problem” can be examined in the context of a quadratic
inverse eigenvalue problem [6, 7, 8, 9], and a general technique for constructing
families of quadratic matrix polynomials with prescribed semisimple eigenstruc-
ture was proposed in [10]. In [11] the authors address the problem when a partial
list of eigenvalues and eigenvectors is given, and they provide a quadratically
convergent Newton-type method. Cai et al. in [12] and Yuan et al. in [13] deal
with problems in which complete lists of eigenvalues and eigenpairs (and no def-
initeness constraints are imposed on M, D, K). In [14] and [15] the symmetric
tridiagonal case with a partial list of eigenvalues and eigenvectors is discussed.
A symmetric inverse quadratic proper value problem calls for the construc-
tion of a family of real symmetric quadratic matrix polynomials (possibly with
some definiteness restrictions on the coefficients) consistent with prescribed
spectral data [16].
An inverse proper value problem may be ill-posed [3], and this is particularly
so for inverse quadratic proper value problems (IQPVP) arising from applica-
tions. This is because structure imposed on an IQPVP depends inherently on
the connectivity of the underlying physical system. In particular, it is frequently
necessary that, in the inverse problem, the reconstructed system (and hence the
matrix polynomial) satisfies a connectivity structure (see Examples 2.1 and 2.2).
In particular, the quadratic inverse problem for physical systems with a seri-
ally linked structure is studied in [17], and there are numerous other studies on
generally linked structures (see [18, 19, 20], for example).
1It is our convention to write members of Rn as column vectors unless stated otherwise,
and to denote them with bold lower case letters.
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In order to be precise about “linked structure” we need the following defini-
tions:
A (simple) graph G = (V,E) consists of two sets V and E, where V , the
set of vertices vi is, in our context, a finite subset of positive integers, e.g.
V = {1, 2, . . . , n}, and E is a set of pairs of vertices {vi, vj} (with vi 6= vj)
which are called the edges of G. (In the sense of [21], the graphs are “loopless”.)
If {vi, vj} ∈ E we say vi and vj are adjacent (See [22]). Clearly, the number
of edges in G cannot exceed n(n−1)2 . Furthermore, the graph of a diagonal
matrix is empty.
In order to visualize graphs, we usually represent vertices with dots or circles
in the plane, and if vi is adjacent to vj , then we draw a line (or a curve)
connecting vi to vj . The graph of a real symmetric matrix A ∈ R
n×n is a
simple graph on n vertices 1, 2, . . . , n, and vertices i and j (i 6= j) are adjacent
if and only if aij 6= 0. Note that the diagonal entries of A have no role in this
construction.
2 Examples and problem formulation
We present two (connected) examples from mechanics. The first (Example 2.1)
is a fundamental case where masses, springs, and dampers are serially linked
together, and both ends are fixed. The second one is a generally linked system
and is divided into two parts (Examples 2.2 and 2.3) and is from [17].
Example 2.1. Consider the serially linked system of masses and springs sketched
in Figure 1. It is assumed that springs respond according to Hooke’s law and
that damping is negatively proportional to the velocity. All parameters m, d, k
are positive, and are associated with mass, damping, and stiffness, respectively.
m1 m2 m3 m4
k1 k2 k3 k4 k5
d1 d2 d3 d4 d5
f1(t) f2(t) f3(t) f4(t)
x1 x2 x3 x4
Figure 1: A four-degree-of-freedom serially linked mass-spring system.
There is a corresponding matrix polynomial
A(z) = A2z
2 +A1z +A0, As ∈ R
4×4, s = 0, 1, 2, (2)
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where
A2 =


m1 0 0 0
0 m2 0 0
0 0 m3 0
0 0 0 m4

 ,
A1 =


d1 + d2 −d2 0 0
−d2 d2 + d3 −d3 0
0 −d3 d3 + d4 −d4
0 0 −d4 d4 + d5

 ,
A0 =


k1 + k2 −k2 0 0
−k2 k2 + k3 −k3 0
0 −k3 k3 + k4 −k4
0 0 −k4 k4 + k5

 .
(3)
The graph of A2 consists of four distinct vertices (it has no edges). Be-
cause the d’s and k’s are all nonzero, the graphs of A0 and A1 coincide. For
convenience, we name them G and H respectively (see Figure 2).
G : 1 2 3 4
−k2 −k3 −k4
H : 1 2 3 4
−d2 −d3 −d4
Figure 2: Graphs of A0 and A1 in Eq. (3).
In the later sections we will study how to perturb a diagonal matrix poly-
nomial of degree two to achieve a new matrix polynomial, but the graphs of its
coefficients are just those of this tridiagonal A(z) (so that the physical structure
of Figure 1 is maintained). In order to do this, we define matrices with vari-
ables on the diagonal entries and the nonzero entries of A0 and A1 in Eq. (3) as
follows (where the diagonal entries of As are xsj ’s and the off-diagonal entries
are zero or ysj ’s). Thus, for n = 4,
A0 =


x0,1 y0,1 0 0
y0,1 x0,2 y0,2 0
0 y0,2 x0,3 y0,3
0 0 y0,3 x0,4

 , A1 =


x1,1 y1,1 0 0
y1,1 x1,2 y1,2 0
0 y1,2 x1,3 y1,3
0 0 y1,3 x1,4

 . (4)
More generally, the procedure is given in Definition 4.2.
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In the next example we will, again, consider two graphs and their associated
matrices and then, in Example 2.3, we see how they can be related to a physical
network of masses and springs.
Example 2.2. Define the (loopless) graph G = (V1, E1) by V1 = {1, 2, 3, 4}
with edges
E1 = {e2 = {1, 2}, e3 = {2, 3}, e4 = {3, 4}, e5 = {1, 3}}, (5)
and the graph H = (V2, E2) with V2 = {1, 2, 3, 4} and edges
E2 = {e2 = {1, 3}, e3 = {3, 4}}. (6)
Then we can visualize G and H as shown in Figure 3.
G
1
2
3 4
−k4
−k3−k2
−k5
H
1
2
3 4
−d3−d2
Figure 3: Graphs G and H .
Now define matrices K and D in Eq. (1) as follows:
K =


k1 + k2 + k5 −k2 −k5 0
−k2 k2 + k3 −k3 0
−k5 −k3 k3 + k4 + k5 −k4
0 0 −k4 k4

 ,
D =


d1 + d2 0 −d2 0
0 0 0 0
−d2 0 d2 + d3 −d3
0 0 −d3 d3


(7)
where all di and ki are positive. It is easily seen that the graph of K is G of
Figure 3, since G is a graph on the 4 vertices 1, 2, 3, and 4, and the {1, 2}, {1, 3},
{2, 3}, and {3, 4} entries are all nonzero. Furthermore, G has edges {1, 2}, {1, 3},
{2, 3}, and {3, 4} corresponding to the nonzero entries of K. Similarly, one can
check that the graph of D is H .
Let G and H be the graphs shown in Figure 3, and let D andK be defined as
in Eq. (7). Using Definition 4.2, we define matrices associated with the graphs:
A0 =


x0,1 y0,1 y0,2 0
y0,1 x0,2 y0,3 0
y0,2 y0,3 x0,3 y0,4
0 0 y0,4 x0,4

 , A1 =


x1,1 0 y1,1 0
0 x1,2 0 0
y1,1 0 x1,3 y1,2
0 0 y1,2 x1,4

 , (8)
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so that
K = A0(k1 + k2 + k3, k2 + k3, k3 + k4 + k5, k4,−k2,−k3,−k4,−k5), (9)
D = A1(d1 + d2, 0, d2 + d3, d3, −d2, −d3). (10)
More generally, in this paper, structure is imposed on L(z) in Eq. (1) by
requiring that M is positive definite and diagonal, D and K are real and sym-
metric, and nonzero entries in D and K are associated with the connectivity of
nodes in a graph - as illustrated above.
Example 2.3. (See [17].) A vibrating “mass/spring” system is sketched in
Figure 4. It is assumed that springs respond according to Hooke’s law and that
damping is negatively proportional to the velocity.
The quadratic polynomial representing the dynamical equations of the sys-
tem has the form Eq. (1) with n = 4. The coefficient matrices corresponding to
this system are the diagonal matrix
M = diag[m1,m2,m3,m4] (11)
and matrices D and K in Eq. (7). It is important to note that (for physical
reasons) the mi, di, and ki parameters are all positive.
m1
m2
m3 m4
k1
k2 k3
k4
k5
d1
d2
d3
f1(t)
f2(t)
f3(t)
f4(t)
x1 x2
x3
x4
Figure 4: A four-degree-of-freedom mass-spring system.
Consider the corresponding system in Eq. (1) together with matrices in
Eq. (7). The graphs of K and D are, respectively, G and H in Figure 3.
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Note that the two edges of graph H correspond to the two dampers between
the masses (that is, dampers d2 and d3), and the four edges of G correspond
to the springs between the masses (with constants k2, . . . , k5) in Figure 4. In
contrast, d1 and k1 contribute to just one diagonal entry of L(z).
Using the ideas developed above we study the following more general prob-
lem:
A Structured Inverse Quadratic Problem:
For a given set of 2n real numbers, Λ, and given graphs G and H on n vertices,
do there exist real symmetric matrices M,D,K ∈ Rn×n such that the set of
proper values of L(z) =Mz2+Dz+K is Λ,M is diagonal and positive definite,
the graph of D is H , and the graph of K is G? (Note, in particular, that the
constructed systems are to have entirely real spectrum.)
More generally, we study problems of this kind of higher degree - culminat-
ing in Theorem 5.2. A partial answer to the “quadratic” problem is provided
in Corollary 5.3. In particular, it will be shown that a solution exists when the
given proper values are all distinct. The strategy is to start with a diagonal
matrix polynomial with the given proper values, and then perturb the off di-
agonal entries of the coefficient matrices so that they realize the given graph
structure. In doing so the proper values change. Then we argue that there is
an adjustment of the diagonal entries so that the resulting matrix polynomial
has the given proper values. The last step involves using the implicit function
theorem. Consequently, all the perturbations are small and the resulting matrix
is close to a diagonal matrix. We solve the problem for matrix polynomials of
general degree, k, and the quadratic problem is the special case k = 2.
The authors of [17] deal with an inverse problem in which the graphs G and
H are paths. That is, the corresponding matrices to be reconstructed are tridi-
agonal matrices where the superdiagonal and subdiagonal entries are nonzero
as in Example 2.1 (but not Example 2.2). In this particular problem only a few
proper values and their corresponding proper vectors are given. For more gen-
eral graphs, it is argued that “the issue of solvability is problem dependent and
has to be addressed structure by structure.” This case, in which the graphs of
the matrices are arbitrary and only a few proper values and their corresponding
proper vectors are given, is considered in [18, 19, 20].
3 The higher degree problem
The machinery required for the solution of our inverse quadratic problems is
readily extended for use in the context of problems of higher degree. So we now
focus on polynomials A(z) of general degree k ≥ 1 with A0, A1, . . . , Ak ∈ R
n×n
and symmetric. With z ∈ C, the polynomials have the form
A(z) := Akz
k + · · ·+A1z +A0, Ak 6= 0, (12)
and we write
A(1)(z) = kAkz
k−1 + · · ·+ 2A2z +A1. (13)
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Since Ak 6= 0, the matrix polynomial A(z) is said to have degree k. If detA(z)
has an isolated zero at z0 of multiplicity m, then z0 is a proper value of A(z) of
algebraic multiplicity m. A proper value with m = 1 is said to be simple.
If z0 is a proper value of A(z) and the null space of A(z0) has dimension
r, then z0 is a proper value of A(z) of geometric multiplicity r. If z0 is a
proper value of A(z) and its algebraic and geometric multiplicities agree, then
the proper value z0 is said to be semisimple.
We assume that all the proper values and graph structures associated with
A0, . . . , Ak are given (as in Eq. (3), where k = 2). We are concerned only with
the solvability of the problem. In particular, we show that when all the proper
values are real and simple, the structured inverse quadratic problem is solvable
for any given graph-structure. The constructed matrices, A0, A1, . . . , Ak, will
then be real and symmetric. More generally, our approach shows the existence
of an open set of solutions for polynomials of any degree and the important
quadratic problem (illustrated above) is a special case. Consequently, this shows
that the solution is not unique.
The techniques used here are generalizations of those appearing in [21], where
the authors show the existence of a solution for the linear structured inverse
eigenvalue problem. A different generalization of these techniques is used in [4]
to solve the linear problem when the solution matrix is not necessarily symmet-
ric, and this admits complex conjugate pairs of eigenvalues.
First consider a diagonal matrix polynomial with some given proper values.
The graph of each (diagonal) coefficient of the matrix polynomial is, of course,
a graph with vertices but no edges (an empty graph). We suppose that such
a graph is assigned for each coefficient. We perturb the off-diagonal entries
(corresponding to the edges of the graphs) to nonzero numbers in such a way that
the new matrix polynomial has given graphs (as with G and H in Examples 2.1
and 2.2). Of course, this will change the proper values of the matrix polynomial.
Then we use the implicit function theorem to show that if the perturbations of
the diagonal system are small, the diagonal entries can be adjusted so that the
resulting matrix polynomial has the same proper values as the unperturbed
diagonal system.
In order to use the implicit function theorem, we need to compute the deriva-
tives of a proper value of a matrix polynomial with respect to perturbations of
one entry of one of the coefficient matrices. That will be done in this section.
Then, in Section 4, we construct a diagonal matrix polynomial with given proper
values and show that a function that maps matrix polynomials to their proper
values has a nonsingular Jacobian at this diagonal matrix. In Section 5, the
implicit function theorem is used to establish the existence of a solution for the
structured inverse problem.
3.1 Symmetric perturbations of diagonal systems
Now let us focus on matrix polynomials A(z) of degree k with real and diagonal
coefficients. The next lemma provides the derivative of a simple proper value
of A(z) when the diagonal A(z) is subjected to a real symmetric perturbation.
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Thus, we consider
C(z, t) := A(z) + tB(z) (14)
where t ∈ R, |t| < ε for some ε > 0, and
B(z) = Bkz
k +Bk−1z
k−1 + · · ·+B1z +B0 (15)
with BTs = Bs ∈ R
n×n for s = 0, 1, 2, . . . , k.
Let us denote the derivative of a variable c with respect to the perturbation
parameter t by c˙. Also, let er ∈ R
n be the rth column of the identity matrix
(i.e. it has a 1 in the rth position and zeros elsewhere). The following lemma is
well-known. A proof is provided for expository purposes.
Lemma 3.1 (See Lemma 1 of [23]). Let k and n be fixed positive integers and
let A(z) in Eq. (12) have real, diagonal, coefficients and a simple proper value
z0. Let z(t) be the unique (necessarily simple) proper value of C(z, t) in Eq. (14)
for which z(t)→ z0 as t→ 0. Then there is an r ∈ {1, 2, . . . , n} for which
z˙(0) = −
(B(z0))rr(
A(1)(z0)
)
rr
. (16)
Proof. First observe that, because z0 is a simple proper value of A(z), there
exists an analytic function of proper values z(t) for C(z, t) defined on a neigh-
bourhood of t = 0 for which z(t) → z0 as t → 0. Furthermore, there is a
corresponding differentiable proper vector v(t) of C(z, t) for which v(t) → er
for some r = 1, 2, . . . , n, as t→ 0 (See Lemma 1 of [23], for example). Thus, in
a neighbourhood of t = 0 we have
C(z(t), t)v(t) =
(
A(z) + tB(z)
)
v(t) = 0. (17)
Then observe that
d
dt
(
zj(t)(Aj + tBj)
)
t=0
= jzj−1(t)z˙(t)(Aj + tBj) + z
j(t)Bj
t=0
= jzj−10 z˙(0)Aj + z
j
0Bj .
Thus, taking the first derivative of Eq. (17) with respect to t and then setting
t = 0 we have v(0) = er and(
(A(1)(z0)z˙(0) +B(z0)
)
er +A(z0)v˙(0) = 0. (18)
Multiply by e⊤r from the left to get
e⊤r A
(1)(z0)z˙(0)er + e
⊤
r B(z0)er + e
⊤
r A(z0)v˙(0) = 0. (19)
But e⊤r is a left proper vector of A(z0) corresponding to the proper value z0.
Thus, e⊤r A(z0) = 0
⊤, and (16) follows from (19).
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Now we can calculate the changes in a simple proper value of A(z) when
an entry of just one of the coefficients, As, is perturbed – while maintaining
symmetry.
Definition 3.2. For 1 ≤ i, j ≤ n, define the symmetric n×n matrices Eij with:
(a) exactly one nonzero entry, eii = 1, when j = i, and
(b) exactly two nonzero entries, eij = eji = 1, when j 6= i.
We perturb certain entries of A(z) in Eq. (12) (maintaining symmetry) by
applying Lemma 3.1 with B(z) = zmEij to obtain:
Corollary 3.3. Let A(z) in Eq. (12) be diagonal with a simple proper value z0
and corresponding unit proper vector er. Let zm(t) be the proper value of the
perturbed system A(z) + t(zmEij), for some i, j ∈ {1, 2, . . . , n}, that approaches
z0 as t→ 0. Then
z˙m(0) =


−zm0(
A(1)(z0)
)
rr
when r = i = j,
0 when i 6= j.
(20)
Note also that, when we perturb off-diagonal entries of the diagonal matrix
function A(z) in Eq. (12), we obtain z˙m(0) = 0.
4 A special diagonal matrix polynomial
4.1 Construction
We construct an n× n real diagonal matrix polynomial A(z) of degree k, with
given real proper values λ1, λ2, . . . , λnk. Then (see Eq. (29)) we define a function
f that maps the entries of A(z) to its proper values and show that the Jacobian
of f when evaluated at the constructed A(z) is nonsingular. This construction
prepares us for use of the implicit function theorem in the proof of the main
result in the next section.
Step 1: Let [k]r denote the sequence of k integers {(r− 1)k + 1, (r− 1)k+
2, . . . , rk}, for r = 1, 2, . . . , n. Thus, [k]1 = {1, 2, . . . , k}, [k]2 = {k + 1, k +
2, . . . , 2k}, and [k]n = {(n− 1)k + 1, (n− 1)k + 2, . . . , nk}. We are to define an
n × n diagonal matrix polynomial A(z) where, for i = 1, 2, . . . , n, the zeros of
the i-th diagonal entry are exactly those proper values λq of A(z) with q ∈ [k]i.
Step 2: Let αk,1, . . . , αk,n be assigned positive numbers. We use these num-
bers to define the n diagonal entries for each of k diagonal matrix polynomials
(of size n× n). Then, for s = 0, 1, . . . , k − 1, and t = 1, 2, . . . , n we define
αs,t = (−1)
k−sαk,t
∑
Q⊆[k]t
|Q|=k−s
∏
q∈Q
λq. (21)
Thus, the summation is over all subsets of size k − s of the set of integers [k]t.
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Now define
As :=


αs,1 0 · · · 0
0 αs,2 · · · 0
...
...
. . .
...
0 · · · 0 αs,n

 for s = 0, 1, . . . , k, (22)
and the diagonal matrix polynomial
A(z) :=
k∑
s=0
Asz
s. (23)
Using (21) and the fact that αk,j 6= 0 for each j, we see that
A(z) =


αk,1
∏
q∈[k]1
(z − λq) 0 · · · 0
0 αk,2
∏
q∈[k]2
(z − λq) · · · 0
...
...
. . .
...
0 0 · · · αk,n
∏
q∈[k]n
(z − λq)


(24)
has degree k, and the assigned proper values are λ1, λ2, . . . , λnk. Note that
the proper vector corresponding to λq is er for q ∈ [k]r. This completes our
construction.
In the following theorem we use Corollary 3.3 to examine perturbations of
either a diagonal entry (i, i) of A(z) in Eq. (24), or two of the (zero) off-diagonal
entries, (i, j) and (j, i), of A(z).
Theorem 4.1. Let λ1, λ2, . . . , λnk be nk distinct real numbers, and let A(z) be
defined as in Eq. (24). For a fixed m ∈ {0, 1, . . . , k − 1} and with Eij as in
Definition 3.2, define
P i,jm (z, t) = A(z) + z
mtEij .
If 1 ≤ q ≤ nk, and λi,jq,m(t) is the proper value of P
i,j
m (z, t) that tends to λq
as t→ 0, then
(
∂λi,jq,m(t)
∂t
)
t=0
=


−λmq
A(1)(λq)rr
, if i = j = r and q ∈ [k]r,
0, otherwise.
(25)
Proof. It follows from the definition in Eq. (24) that detA(1)(λq) 6= 0 for all
q = 1, 2, . . . , nk. That is, A(1)(λq)rr 6= 0, for r = 1, 2 . . . , n. Then Eq. (25)
follows from Corollary 3.3.
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4.2 The role of graphs
We are going to construct matrices with variable entries, in order to adapt
Corollary 3.3 to the case when the entries of the n × n diagonal matrix A in
Eq. (24) are independent variables. A small example of such a matrix appears
in Example 2.2.
Let G0, G1, · · · , Gk−1 be k graphs on n vertices and, for 0 ≤ s ≤ k − 1, let
Gs have ms edges {iℓ, jℓ}
ms
ℓ=1 (k = 2 and n = 4 in Example 2.2). Define 2k
vectors (2 per graph):
xs = (xs,1, . . . , xs,n) ∈ R
n, ys = (ys,1, . . . , ys,ms) ∈ R
ms , s = 0, 1, . . . , k− 1,
(26)
and let m = m0 +m1 + · · ·+mk−1 be the total number of the edges of all Gs.
(See Figure 3, where k = 2 and n = 4.)
Definition 4.2. (The matrix of a graph - see Example 2.2) For s = 0, 1, · · · , k−
1, letMs =Ms(xs,ys) be an n×n symmetric matrix whose diagonal (i, i) entry
is xs,i, the off-diagonal (iℓ, jℓ) and (jℓ, iℓ) entries are ys,ℓ where {xiℓ , xjℓ} are
edges of the graph Gs, and all other entries are zeros. We say that Ms is the
matrix of the graph Gs.
Now let Ak be the n×n diagonal matrix in Eq. (22) (the leading coefficient
of A(z)) and, using Definition 4.2, define the n× n matrix polynomial
M =M(z,x,y) := zkAk +
k−1∑
s=0
zsMs(xs,ys), (27)
where x = (x0, . . . ,xk−1) ∈ R
kn and y = (y0, . . . ,yk−1) ∈ R
kms . Thus, the
coefficients of the matrix polynomialM(z,x,y) are defined in terms of k graphs,
Gs, each having n vertices and ms edges, for s = 0, 1, . . . , k−1. Note that, with
the definition of the diagonal matrix polynomial A(z) in (24), we have
A(z) =M(z,α0,α1, . . . ,αk−1,0,0, . . . ,0), (28)
where αs = (αs,1, αs,2, . . . , αs,n), for each s = 0, 1, . . . , k − 1.
Recall that the strategy is to
a) perturb those off-diagonal (zero) entries of the diagonal matrix A(z) in
Eq. (24) that correspond to edges in the given graphs Gs to small nonzero
numbers, and then
b) adjust the diagonal entries of the new matrix so that the proper values of
the final matrix coincide with those of A(z).
In order to do so, we keep track of the proper values of the matrix polynomial
M in Eq. (27) by defining the following function:
f : Rkn+m → Rkn
(x,y) 7→ (λ1(M), λ2(M), . . . , λkn(M)) , (29)
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where λq(M) is the q-th smallest proper value of M(z,x,y).
In order to show that, after small perturbations of the off-diagonal entries
of A(z), its proper values can be recovered by adjusting the diagonal entries,
we will make use of a version of the implicit function theorem (stated below as
Theorem 5.1). But in order to use the implicit function theorem, we will need
to show that the Jacobian of the function f in (29) is nonsingular at A(z).
Let Jacx(f) denote the submatrix of the Jacobian matrix of f containing
only the columns corresponding to the derivatives with respect to x variables.
Then Jacx(f) is

∂λ1
∂x0,1
· · · ∂λ1
∂x0,n
...
. . .
...
∂λk
∂x0,1
· · · ∂λk
∂x0,n
· · ·
∂λ1
∂xk−1,1
· · · ∂λ1
∂xk−1,n
...
. . .
...
∂λk
∂xk−1,1
· · · ∂λk
∂xk−1,n
...
. . .
...
∂λ(n−1)k+1
∂x0,1
· · ·
∂λ(n−1)k+1
∂x0,n
...
. . .
...
∂λnk
∂x0,1
· · · ∂λnk
∂x0,n
· · ·
∂λ(n−1)k+1
∂xk−1,1
· · ·
∂λ(n−1)k+1
∂xk−1,n
...
. . .
...
∂λnk
∂xk−1,1
· · · ∂λnk
∂xk−1,n


,
(30)
where each block is k×n, and there are n block rows and k block columns. Note
that, for example, the (1, 1) entry of Jacx(f) is the derivative of the smallest
proper value of M with respect to the variable in the (1, 1) position of M0, and
similarly the (nk, nk) entry of Jacx(f) is the derivative of the largest proper
value of M with respect to the variable in the (n, n) position of Mk−1.
Then, using Theorem 4.1 we obtain:
Corollary 4.3. Let A(z) be defined as in Eq. (24). Then
∂λq
∂xs,r A(z)
=


−λsq(
A(1)(λq)
)
rr
, if q ∈ [k]r,
0, otherwise.
(31)
Proof. Note that the derivative is taken with respect to xs,r. That is, with
respect to the (r, r) entry of the coefficient of zs. Thus, using the terminology
of Theorem 4.1, the perturbation to consider is P rrs (z, t). Then
(
∂λr,rq,s(t)
∂t
)
t=0
=


−λsq(
A(1)(λq)
)
rr
, if q ∈ [k]r,
0, otherwise.
(32)
The main result of this section is as follows:
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Theorem 4.4. Let A(z) be defined as in Eq. (24), and f be defined by Eq. (29).
Then Jacx(f)
A(z)
is nonsingular.
Proof. Corollary 4.3 implies that Jacx(f)
A(z)
is
J = −


1
(A(1)(λ1))
11
0 · · · 0
...
...
. . .
...
1
(A(1)(λk))
11
0 · · · 0
· · ·
λ
k−1
1
(A(1)(λ1))
11
0 · · · 0
...
...
. . .
...
λ
k−1
k
(A(1)(λk))
11
0 · · · 0
...
. . .
...
0 · · · 0 1
(A(1)(λ(n−1)k+1))
nn
...
. . .
...
...
0 · · · 0 1
(A(1)(λnk))
nn
· · ·
0 · · · 0
λ
k−1
(n−1)k+1
(A(1)(λ(n−1)k+1))
nn
...
. . .
...
...
0 · · · 0
λ
k−1
nk
(A(1)(λnk))
nn


.
(33)
Multiply J by −1, and multiply row q of J by
(
A(1)(λq)
)
rr
, for q = 1, 2, . . . , kn,
and for the corresponding r, then reorder the columns to get

1 λ1 · · · λ
k−1
1
1 λ2 · · · λ
k−1
2
...
...
. . .
...
1 λk · · · λ
k−1
k
· · · O
...
. . .
...
O · · ·
1 λ(n−1)k+1 · · · λ
k−1
(n−1)k+1
1 λ(n−1)k+2 · · · λ
k−1
(n−1)k+2
...
...
. . .
...
1 λnk · · · λ
k−1
nk


,
(34)
which is a block diagonal matrix where each diagonal block is an invertible
Vandermonde matrix since the λ’s are all distinct. Hence J is nonsingular.
5 Existence Theorem
Now we use a version of the implicit function theorem to establish the existence
of a solution for the structured inverse proper value problem (see [24, 25]).
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Theorem 5.1. Let F : Rs+r → Rs be a continuously differentiable function on
an open subset U of Rs+r defined by
F (x,y) = (F1(x,y), F2(x,y), . . . , Fs(x,y)), (35)
where x = (x1, . . . , xs) ∈ R
s and y ∈ Rr. Let (a, b) be an element of U with
a ∈ Rs and b ∈ Rr, and c be an element of Rs such that F (a, b) = c. If[
∂Fi
∂xj (a,b)
]
(36)
is nonsingular, then there exist an open neighbourhood V of a and an open
neighbourhood W of b such that V ×W ⊆ U and for each y ∈ W there is an
x ∈ V with F (x,y) = c.
Recall that we are looking for a matrix polynomial of degree k, with given
proper values and a given graph for each non-leading coefficient. The idea is to
start with the diagonal matrix Eq. (24) and perturb the zero off-diagonal entries
corresponding to the edges of the graphs to some small nonzero numbers in a
symmetric way. As long as the perturbations are sufficiently small, the implicit
function theorem guarantees that the diagonal entries can be adjusted so that
the proper values remain unchanged.
Note also that, in the next statement, the assigned graphs G0, G1, · · · , Gk−1
determine the structure of the coefficients A0, · · · , Ak−1 of A(z).
Theorem 5.2. Let λ1, λ2, . . . , λnk be nk distinct real numbers, let αk,1, . . . , αk,n
be positive (nonzero) real numbers and, for 0 ≤ s ≤ k − 1, let Gs be a graph on
n vertices.
Then there is an n×n real symmetric matrix polynomial A(z) =
∑k
s=0Asz
s
for which:
(a) the proper values are λ1, λ2, . . . , λnk,
(b) the leading coefficient is Ak = diag[αk,1, αk,2, . . . , αk,n],
(c) for s = 0, 1, . . . , k − 1, the graph of As is Gs.
Proof. Without loss of generality assume that λ1 < λ2 < · · · < λnk. Let Gs have
ms edges for s = 0, 1, · · · , k− 1 and m = m0 + · · ·+mk−1, the total number of
edges. Let a = (α0,1, α0,2, . . . , αk,n) ∈ R
nk, where αs,r are defined as in Eq. (21),
for s = 0, 1, . . . , k − 1 and r = 1, 2, . . . , n, and let 0 denote (0, 0, . . . , 0) ∈ Rm.
Also, let A(z) be the diagonal matrix polynomial given by Eq. (24), which has
the given proper values. Recall from Eq. (28) that A(z) = M(z,a,0). Let the
function f be defined by Eq. (29). Then
f
A(z)
= f(z,a,0) = (λ1, λ2, . . . , λnk). (37)
By Theorem 4.4 the function f has a nonsingular Jacobian at A(z).
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By Theorem 5.1 (the implicit function theorem), there is an open neighbour-
hood U ⊆ Rnk of a and an open neighbourhood V ⊆ Rm of 0 such that for
every ε ∈ V there is some a¯ ∈ U (close to a) such that
f(z, a¯, ε) = (λ1, λ2, . . . , λnk). (38)
Choose ε ∈ V such that none of its entries are zero, and let A¯(z) =M(z, a¯, ε).
Then A¯(z) has the given proper values, and by definition, the graph of As is
Gs, for s = 0, 1, . . . , k − 1.
Note that the proof of Theorem 5.2 shows only that there is anm dimensional
open set of matrices A¯(z) with the given graphs and proper values, and we say
nothing about the size of this set. In the quadratic examples of Section 2, the
parameter m becomes the total number of springs and dampers. In this context
we have:
Corollary 5.3. Given graphs G and H on n vertices, a positive definite diagonal
matrix M , and 2n distinct real numbers λ1, λ2, . . . , λ2n, there are real symmetric
matrices D and K whose graphs are G and H, respectively, and the quadratic
matrix polynomial L(z) =Mz2 +Dz +K has proper values λ1, λ2, . . . , λ2n.
6 Numerical Examples
In this section we provide two numerical examples corresponding to the two
systems of Examples 2.1 and 2.3. Both examples correspond to quadratic sys-
tems on four vertices, and in both cases the set of proper values is chosen to
be the set of distinct real numbers {−2,−4, . . . ,−16}. The existence of matrix
polynomials with given proper values and graphs given below is guaranteed by
Corollary 5.3. For a numerical example, we choose all the nonzero off-diagonal
entries to be 0.5. Then the multivariable Newton method is used to approximate
the adjusted diagonal entries to arbitrary precision.
We mention in passing that to say “off-diagonal entries are sufficiently small”
means that Newton’s method starts with an initial point sufficiently close to a
root. Also, since all the proper values are simple, the iterative method will
converge locally. But the detailed analysis of convergence rates and radii of
convergence are topics for a separate paper.
In the following examples we provide an approximation of the coefficient
matrices rounded to show ten significant digits. However, the only error in
the computations is that of root finding, and in this case, that of Newton’s
method, and the proper values of the resulting approximate matrix polynomial
presented here are accurate to 10 significant digits. The Sage code to carry the
computations can be found on github [26].
Example 6.1. Let Λ = {−2,−4,−6, . . . ,−16}, and let the graphs G and H be
as shown in Figure 5. The goal is to construct a quadratic matrix polynomial
L(z) =Mz2 +Dz +K, M,D,K ∈ Rn×n, (39)
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where the graph of D isH , the graph ofK is G (in this case, both are tridiagonal
matrices), and the proper values of L(z) are given by Λ.
G : 1 2 3 4
H : 1 2 3 4
Figure 5: Graphs of K and D of Eq. (3).
For simplicity, chooseM to be the identity matrix. We start with a diagonal
matrix polynomial A(z) whose proper values are given by Λ:
A(z) =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 z2 +


6 0 0 0
0 14 0 0
0 0 22 0
0 0 0 30

 z +


8 0 0 0
0 48 0 0
0 0 120 0
0 0 0 224

 (40)
Note that the (1, 1) entries are the coefficients of (x − 2)(x − 4), the (2, 2)
entries are the coefficients of (x − 6)(x − 8) and so on. Then, perturb all the
superdiagonal entries and subdiagonal entries of A(z) to 0.5 and, using Newton’s
method, adjust the diagonal entries so that the proper values remain intact. An
approximation of the perturbed matrix polynomial L(z) is given by:
D ≈


5.86747042533934 0.5 0 0
0.5 13.6131619433928 0.5 0
0 0.5 21.6432681505587 0.5
0 0 0.5 30.8760994807091

 ,
(41)
K ≈


7.74561103829716 0.5 0 0
0.5 46.6592230163013 0.5 0
0 0.5 119.082534340571 0.5
0 0 0.5 240.017612939283


(42)
Example 6.2. Let Λ = {−2,−4,−6, . . . ,−16}, and let graphs G and H be as
shown in Figure 6. The goal is to construct a quadratic matrix polynomial
L(z) =Mz2 +Dz +K, M,D,K ∈ Rn×n, (43)
where the graph of D is H , the graph of K is G, and the proper values of L(z)
are given by Λ.
ChooseM to be the identity matrix and start with the same diagonal matrix
polynomial A(z) as in Eq. (40). Perturb those entries of A(z) corresponding to
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G1
2
3 4
H
1
2
3 4
Figure 6: Graphs of K and D.
an edge to 0.5 and, using Newton’s method, adjust the diagonal entries so
that the proper values are not perturbed. An approximation of the matrix
polynomial L(z) is given by:
D ≈


5.96497947933414 0 0.5 0
0 13.9962664239873 0 0
0.5 0 21.2163179014646 0.5
0 0 0.5 30.8224361952140

 ,
(44)
K ≈


7.94384133116825 0.5 0.5 0
0.5 48.0284454626440 0.5 0
0.5 0.5 113.276104063793 0.5
0 0 0.5 239.067195294473

 .
(45)
7 Conclusions
Linked vibrating systems consisting of a collection of rigid components con-
nected by springs and dampers require the spectral analysis of matrix functions
of the form Eq. (1). As we have seen, mathematical models for the analysis of
such systems have been developed by Chu and Golub ([17, 2, 3]) and by Glad-
well [1], among others. The mass distribution in these models is just that of
the components, and elastic and dissipative properties are associated with the
linkage of the parts, rather than the parts themselves.
Thus, for these models, the leading coefficient (the mass matrix) is a posi-
tive definite diagonal matrix. The damping and stiffness matrices have a zero-
nonzero structure dependent on graphs (e.g. tridiagonal for a path) which, in
turn, determine the connectivity of the components of the system.
In this paper a technique has been developed for the solution of some inverse
vibration problems in this context for matrix polynomials of a general degree k
as in Eq. (12), and then the results are applied to the specific case of quadratic
polynomials, with significant applications. Thus, given a real spectrum for the
system, we show how corresponding real coefficient matrices M , D, and K
can be found, and numerical examples are included. The technique applies
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equally well to some higher-order differential systems, and so the theory has
been developed in that context.
In principle, the method developed here could be extended to the designs of
systems with some (possibly all) non-real proper values appearing in conjugate
pairs as is done for the linear case in [4].
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