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Abstract
We consider the space fractional advection-dispersion equation, which is ob-
tained from the classical advection-diffusion equation by replacing the spatial
derivatives with a generalised derivative of fractional order. We derive a finite
volume method that utilises fractionally-shifted Gru¨nwald formulas for the
discretisation of the fractional derivative, to numerically solve the equation
on a finite domain with homogeneous Dirichlet boundary conditions. We
prove that the method is stable and convergent when coupled with an im-
plicit timestepping strategy. Results of numerical experiments are presented
that support the theoretical analysis.
Keywords: Fractional advection-dispersion, finite volume method, shifted
Gru¨nwald, stability, convergence
1. Introduction
Transport processes within complex and non-homogeneous media may
exhibit non-classical diffusion; i.e. diffusion that is not adequately described
by the classical theory of Brownian motion and Fick’s law [1, 2, 3, 4, 23, 24].
The field of fractional differential equations and fractional calculus in gen-
eral provides a means for modelling such anomalous transport by modifying
∗Corresponding author
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the traditional integer-order equations usually encountered in continuum me-
chanics. Indeed, the application to anomalous transport has been a signif-
icant driving force behind the rapid growth and expansion of the literature
in the field of fractional calculus.
A straightforward extension of the continuous time random walk model
leads to a fractional advection-dispersion equation [9]. Moreover, the space
and/or time fractional diffusion equation is obtained from the classical dif-
fusion equation by replacing the time derivative and/or space derivatives by
a generalised derivative of fractional order [23].
In this paper, we consider the following space fractional advection-dispersion
equation with constant coefficients and a source term [22]:
∂C(x, t)
∂t
+
∂
∂x
(V C(x, t)) = K
(
β
∂γC(x, t)
∂xγ
+ (1− β)∂
γC(x, t)
∂(−x)γ
)
+ S(x, t),
(1)
on the interval [a, b], subject to homogeneous Dirichlet boundary conditions.
The variable C(x, t) represents, for example, a concentration; V > 0 and
K > 0 are the drift and the anomalous diffusion coefficients respectively;
β (0 ≤ β ≤ 1) is the skewness; S(x, t) is a source (or absorbent) term.
The symbols ∂
γC(x,t)
∂xγ
and ∂
γC(x,t)
∂(−x)γ stand for left and right Riemann-Liouville
fractional derivatives.
Definition 1. (Riemann-Liouville fractional derivatives on [a, b])
∂αf(x, t)
∂xα
=
1
Γ(n− γ)
∂n
∂xn
∫ x
a
f(ξ, t)
(x− ξ)γ−n+1dξ, (2)
∂αf(x, t)
∂(−x)α =
(−1)n
Γ(n− γ)
∂n
∂xn
∫ b
x
f(ξ, t)
(ξ − x)γ−n+1dξ, (3)
where Γ(·) is the Gamma function and n is the smallest integer greater than
or equal to γ. In this paper, we take 1 < γ ≤ 2, so that n = 2.
Equation (1), and some of its special cases, have been considered by many
authors previously. As far as numerical solution techniques are concerned,
finite difference methods have dominated the literature.
Meerscaert and Tadjeran [6] considered the finite difference method for
the advection-dispersion equation with variable coefficients and Riemann-
Liouville derivatives.
A space-time fractional advection-dispersion equation has been consid-
ered by Liu et al. [5]. They proposed both implicit and explicit differ-
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ence methods with Caputo time-fractional derivative and Riemann-Liouville
space-fractional derivative. The stability and convergence of these methods
were addressed.
Meerschaert and Tadjeran [7] and Tadjeran et al. [18] proposed the
Crank-Nicolson method with the shifted Gru¨nwald-Letnikov derivative ap-
proximation to a fractional order diffusion equation, and proved that the
method is unconditionally stable. Meerschaert et al. [8] have proved that
the shifted Gru¨nwald finite difference approximation is unconditionally stable
for the fractional diffusion equation with Dirichlet boundary conditions.
In order to solve the two-sided fractional advection-diffusion equation,
Su et al. [16] have proposed the fractional Crank-Nicolson method with the
shifted Gru¨nwald-Letnikov formula. Shen et al. [13] have solved a linear
Riesz fractional diffusion equation with Gru¨nwald-Letnikov derivative ap-
proximation, and showed that the explicit method is conditionally stable
and the implicit method is unconditionally stable for given problem.
Yang et al. [20] have proposed the L1/L2 approximation method, the
standard and shifted Gru¨nwald-Letnikov derivative approximations, the method
of lines, and the matrix transform method, for solving the Riesz fractional
advection-dispersion equation on a finite domain with homogeneous Dirichlet
boundary conditions.
Liu et al. [4] investigated a class of fractional advection-dispersion models
and proposed an implicit numerical method to solve them. They proposed the
L1-algorithm to discretise the Caputo time fractional derivative and used the
shifted Gru¨nwald-Letnikov formulae to discretise the left-handed and right-
handed Riemann-Liouville derivatives. The stability and convergence of the
implicit numerical method were analysed systematically.
Other numerical methods such as finite element and finite volume meth-
ods have received only limited attention to date. Zhang et al. [21] used a
Galerkin finite element method and a backward difference technique to solve
the symmetric space-fractional differential equation with the Riesz fractional
operator. The stability and convergence of this scheme were also analysed.
A finite volume method for (1) was proposed by Zhang, et al. [22]. Their
discretisation was based on the Riemann-Liouville definition for the fractional
derivative. However, they did not discuss the stability and convergence of
their method.
In this paper, we present a novel finite volume method for solving (1)
that utilises a fractionally-shifted Gru¨nwald formula for the discretisation
of the fractional derivative. We prove that the method is both stable and
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convergent for the equation under consideration.
The remainder of the paper is organised as follows. In section 2 we derive
the new finite volume method for (1). In section 3 we analyse the method, and
prove its stability and convergence. In section 4 we illustrate the method’s
performance against test problems from the literature, and verify that the
results are in agreement with our numerical analysis. Finally, we draw our
conclusions in section 5.
2. Numerical method
We begin by formulating (1) in conservative form. Using (2) and (3) we
have
∂C
∂t
+
∂
∂x
(V C) = K
(
β
Γ(2− γ)
∂2
∂x2
∫ x
a
f(ξ, t)
(x− ξ)γ−1dξ
+
(1− β)
Γ(2− γ)
∂2
∂x2
∫ b
x
f(ξ, t)
(ξ − x)γ−1dξ
)
+ S(x, t) . (4)
Following Zhang, et al. [22], we set α = γ − 1 and note that for the problem
under consideration, 0 < α ≤ 1. This allows us to write (4) as
∂C
∂t
+
∂
∂x
(V C) =
∂
∂x
[
K
(
β
Γ(1− α)
∂
∂x
∫ x
a
f(ξ, t)
(x− ξ)αdξ
+
(1− β)
Γ(1− α)
∂
∂x
∫ b
x
f(ξ, t)
(ξ − x)αdξ
)]
+ S(x, t) .
Using (2) and (3) again, we arrive at
∂C
∂t
= − ∂
∂x
(V C) +
∂
∂x
[
K
(
β
∂αC(x, t)
∂xα
− (1− β)∂
αC(x, t)
∂(−x)α
)]
+ S(x, t) .
(5)
Note in particular the introduction of the minus sign in front of the right
fractional derivative, since for 0 < α ≤ 1 we have n = 1 in (3). Comparing
(5) with the general transport equation
∂C
∂t
= −∂Q
∂x
+ S(x, t) (6)
4
we identify the total flux
Q(x, t) = V C(x, t) + q(x, t), (7)
with advective component
V C(x, t) (8)
and diffusive component
q(x, t) = −K
(
β
∂αC(x, t)
∂xα
− (1− β)∂
αC(x, t)
∂(−x)α
)
. (9)
We now consider a transport domain [a, b] that is discretised with N + 1
uniformly-spaced nodes xi = a + ih, i = 0 . . . N , where the spatial step h =
(b − a)/N . A finite volume discretisation is applied by integrating (6) over
the ith control volume [xi−1/2, xi+1/2]:∫ xi+1/2
xi−1/2
∂C
∂t
dx = −
∫ xi+1/2
xi−1/2
∂Q
∂x
dx+
∫ xi+1/2
xi−1/2
S(x, t) dx . (10)
Interchanging the order of integration and differentiation on the left, and
performing the integration on the first term on the right, we have
d
dt
∫ xi+1/2
xi−1/2
C dx = −
{
Q|xi+1/2 −Q|xi−1/2
}
+
∫ xi+1/2
xi−1/2
S(x, t) dx . (11)
This leads to the standard finite volume discretisation
dC¯i
dt
=
1
h
{
Q|xi−1/2 −Q|xi+1/2
}
+ S¯i (12)
where barred quantities denote control volume averages f¯i = 1/h
∫ xi+1/2
xi−1/2
f dx.
We note that no approximations have been introduced to this point.
The flux Q has both advective and diffusive components. The key feature
of our proposed method is the approximation of the diffusive flux q|xi±1/2 by
fractionally-shifted Gru¨nwald formulas.
We first introduce the standard (non-shifted) definition for the Gru¨nwald
fractional derivatives.
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Definition 2. (Gru¨nwald fractional derivatives on [a, b])
∂αf(x, t)
∂xα
= lim
∆x→0
1
∆xα
[x−a∆x ]∑
j=0
(−1)j
(
α
j
)
f(x− j∆x, t) , (13)
∂αf(x, t)
∂(−x)α = lim∆x→0
1
∆xα
[ b−x∆x ]∑
j=0
(−1)j
(
α
j
)
f(x+ j∆x, t) . (14)
For sufficiently smooth functions f , the Riemann-Liouville derivatives
(2), (3) and the Gru¨nwald derivatives (13), (14) coincide [10, p.199]. This
allows discretisations based on the Gru¨nwald definition to be used in solving
equations involving Riemann-Liouville derivatives, such as (1) and (5).
The standard Gru¨nwald formulas are obtained from (13) and (14) by
replacing ∆x with the spatial step h, yielding finite sum approximations.
Definition 3. (Gru¨nwald formulas on [a, b])
∂αf(x, t)
∂xα
≈ 1
hα
[x−ah ]∑
j=0
(−1)j
(
α
j
)
f(x− jh, t) , (15)
∂αf(x, t)
∂(−x)α ≈
1
hα
[ b−xh ]∑
j=0
(−1)j
(
α
j
)
f(x+ jh, t) . (16)
It is well known that using the standard Gru¨nwald formulas in finite
difference discretisations of (1) leads to unstable methods, at least for the
case 1 < γ ≤ 2 [15, 13, 4, 20, 7, 14, 18]. Instead, shifted Gru¨nwald formulas
can be used to construct stable methods in that case.
Definition 4. (Shifted Gru¨nwald formulas on [a, b])
∂αf(x, t)
∂xα
≈ 1
hα
[x−ah +p]∑
j=0
(−1)j
(
α
j
)
f(x− (j − p)h, t) , (17)
∂αf(x, t)
∂(−x)α ≈
1
hα
[ b−xh +p]∑
j=0
(−1)j
(
α
j
)
f(x+ (j − p)h, t) , (18)
where p is the shift value.
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If we define weights
wα0 = 1, w
α
1 = −α and wαj =
(
1− α + 1
j
)
wαj−1, j = 2, 3, . . . (19)
then we may write (17) and (18) more simply as
∂αf(x, t)
∂xα
≈ 1
hα
[x−ah +p]∑
j=0
wαj f(x− (j − p)h, t) , (20)
∂αf(x, t)
∂(−x)α ≈
1
hα
[ b−xh +p]∑
j=0
wαj f(x+ (j − p)h, t) . (21)
In the present method, we utilise the shifted Gru¨nwald formulas not
for reasons of stability, but rather to construct approximations of fractional
derivatives at control volume faces xi±1/2 in terms of function values at the
nodes xj. For this, we require the fractional shift p = 1/2 in (20) and (21).
This leads to the following fractionally-shifted Gru¨nwald formulas
∂αC(xi−1/2, t)
∂xα
≈ 1
hα
i∑
j=0
wαj C(xi−j, t) , (22)
∂αC(xi−1/2, t)
∂(−x)α ≈
1
hα
N−i+1∑
j=0
wαj C(xi+j−1, t) (23)
at the face xi−1/2, and
∂αC(xi+1/2, t)
∂xα
≈ 1
hα
i+1∑
j=0
wαj C(xi−j+1, t) , (24)
∂αC(xi+1/2, t)
∂(−x)α ≈
1
hα
N−i∑
j=0
wαj C(xi+j, t) (25)
at the face xi+1/2.
7
Altogether then, the diffusive flux (9) is approximated by
q(xi−1/2, t) ≈ −K
[
β
hα
i∑
j=0
wαj C(xi−j, t)−
(1− β)
hα
N−i+1∑
j=0
wαj C(xi+j−1, t)
]
(26)
at the face xi−1/2, and
q(xi+1/2, t) ≈ −K
[
β
hα
i+1∑
j=0
wαj C(xi−j+1, t)−
(1− β)
hα
N−i∑
j=0
wαj C(xi+j, t)
]
(27)
at the face xi+1/2.
The advective flux (8) meanwhile is discretised using a standard averaging
scheme
V C(xi±1/2, t) ≈ V
2
[C(xi, t) + C(xi±1, t) ] . (28)
We complete the spatial discretisation by using the standard control vol-
ume approximations C¯i(t) ≈ C(xi, t) and S¯i(t) ≈ S(xi, t). That is, control
volume averaged quantities are approximated by nodal quantities.
We now define a temporal partition tn = nτ for n = 1, 2, . . . where τ is the
timestep, and approximate the temporal derivative in (12) by the standard
first order backward difference. Letting Cni ≈ C(xi, tn) denote the numerical
solution, and using the spatial discretisations just derived, we obtain the fully
implicit scheme
Cn+1i − Cni
τ
=
V
2h
[
Cn+1i−1 − Cn+1i+1
]
− K
h
[
β
hα
i∑
j=0
wαj C
n+1
i−j −
(1− β)
hα
N−i+1∑
j=0
wαj C
n+1
i+j−1
]
+
K
h
[
β
hα
i+1∑
j=0
wαj C
n+1
i−j+1 −
(1− β)
hα
N−i∑
j=0
wαj C
n+1
i+j
]
+ Sn+1i . (29)
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Collecting like terms, we may write the scheme in the form
Cn+1i − Cni
τ
=
1
h
N∑
j=0
gijC
n+1
j + S
n+1
i (30)
where
gij =

Kβ
hα
(wαi−j+1 − wαi−j), j < i− 1;
Kβ
hα
(wα2 − wα1 ) + K(1−β)hα wα0 + V/2, j = i− 1;
K
hα
(wα1 − wα0 ), j = i;
K(1−β)
hα
(wα2 − wα1 ) + Kβhα wα0 − V/2, j = i+ 1;
K(1−β)
hα
(wαj−i+1 − wαj−i), j > i+ 1.
(31)
Denoting the numerical solution vector Cn = [Cn0 , . . . , C
n
N ] and source
vector Sn+1 = [S(x0, tn+1), . . . , S(xN , tn+1)], we have the vector equation(
I +
τ
h
A
)
Cn+1 = Cn + τSn+1 (32)
to solve at each timestep, where the matrix A has elements aij = −gij.
In the next section we prove that this scheme is both stable and conver-
gent, and that it is first order accurate in time and space.
Remark. For the non-fractional case α = 1, (31) reduces to the familiar
discretisation
gij =

0, j < i− 1;
K
h
+ V/2, j = i− 1;
−2K
h
, j = i;
K
h
− V/2, j = i+ 1;
0, j > i+ 1.
(33)
of the classical advection-diffusion equation. Hence, in the next section, we
focus on proving results for the fractional case 0 < α < 1.
3. Numerical Analysis
For convenience, in this section we will write the scheme (32) as
Cn+1 = M(Cn + τSn+1) (34)
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where
M =
(
I +
τ
h
A
)−1
(35)
is the iteration matrix.
We first derive the following well-known results concerning the Gru¨nwald
weights wαj in equation (19).
Lemma 1. Let 0 < α < 1. Then
1. wα0 = 1 and w
α
j < 0 for j = 1, 2, . . .
2. limj→∞wαj = 0
3. wαj+1 − wαj > 0 for j = 1, 2, . . .
Proof of 1 and 2. The proof of 1 is by induction. From (19) we have wα0 = 1
and wα1 = −α < 0. Now, consider the recursive definition,
wαj =
(
1− α + 1
j
)
wαj−1, j = 2, 3, . . . . (36)
Since 0 < α < 1, we have 0 < α+1
j
< 2
j
≤ 1 for j ≥ 2. So the coefficient(
1− α+1
j
)
in (36) is strictly between zero and one, which completes the
induction for 1, and also proves 2.
Proof of 3. We have
wαj+1 − wαj =
(
1− α + 1
j + 1
)
wαj −
(
1− α + 1
j
)
wαj−1
=
(
1− α + 1
j + 1
)(
1− α + 1
j
)
wαj−1 −
(
1− α + 1
j
)
wαj−1
=
(
1− α + 1
j + 1
− 1
)(
1− α + 1
j
)
wαj−1
= −
(
α + 1
j + 1
)(
1− α + 1
j
)
wαj−1. (37)
For j ≥ 2, the signs in the above expression are − + + −, while for j = 1
the signs are − + − +. In either case, the result is positive.
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3.1. Stability
We begin with the following theorem concerning the coefficients in (31).
Theorem 1. Let K > 0, V > 0, 0 < α < 1 and 0 < β < 1 satisfy
V
2
≤ K(1− β)
hα
(wα2 − wα1 ) +
Kβ
hα
wα0 (38)
where wα0 , w
α
1 , w
α
2 are the Gru¨nwald weights defined in equation (19). Then
the coefficients gij in (31) satisfy |gii| >
∑N
j=0,j 6=i |gij|, i = 1 . . . n.
Proof. For a given i, consider the sum
N∑
j=0,j 6=i
|gij| =
i−2∑
j=0
|gij|+
N∑
j=i+2
|gij|+ |gi,i−1|+ |gi,i+1|
=
i−2∑
j=0
Kβ
hα
|wαi−j+1 − wαi−j|+
N∑
j=i+2
K(1− β)
hα
|wαj−i+1 − wαj−i|
+
∣∣∣∣Kβhα (wα2 − wα1 ) + K(1− β)hα wα0 + V2
∣∣∣∣
+
∣∣∣∣K(1− β)hα (wα2 − wα1 ) + Kβhα wα0 − V2
∣∣∣∣ . (39)
Now, Lemma 1 (1 & 3) along with the hypotheses (38) guarantee that each
term is non-negative. Hence we may drop absolute value signs:
N∑
j=0,j 6=i
|gij| =
i−2∑
j=0
Kβ
hα
(wαi−j+1 − wαi−j) +
N∑
j=i+2
K(1− β)
hα
(wαj−i+1 − wαj−i)
+
Kβ
hα
(wα2 − wα1 ) +
K(1− β)
hα
wα0 +
V
2
+
K(1− β)
hα
(wα2 − wα1 ) +
Kβ
hα
wα0 −
V
2
. (40)
We now show that this sum is strictly less than |gii|. Replacing the
finite sums with infinite sums, and combining the remaining terms gives the
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inequality
N∑
j=0,j 6=i
|gij| < Kβ
hα
i−2∑
j=−∞
(wαi−j+1 − wαi−j) +
K(1− β)
hα
∞∑
j=i+2
(wαj−i+1 − wαj−i)
+
K
hα
(wα2 − wα1 + wα0 ) .
The two telescoping sums have the form
(wα3 − wα2 ) + (wα4 − wα3 ) + (wα5 − wα4 ) + . . .
which by virtue of Lemma 1 (2) equals −wα2 . So we have
N∑
j=0,j 6=i
|gij| < Kβ
hα
(−wα2 ) +
K(1− β)
hα
(−wα2 ) +
K
hα
(wα2 − wα1 + wα0 )
=
K
hα
(−wα1 + wα0 )
= |gii|
which completes the proof.
Remark. The condition (38) can be satisfied by using a sufficiently small
spatial step h. We note that for the non-fractional case α = 1, (38) reduces
to the familiar condition
V
2
≤ K
h
for an averaging scheme in the classical advection-diffusion equation.
Corollary 1. The iteration matrix M in scheme (34) is convergent, and
hence the scheme itself is unconditionally stable.
Proof. From Theorem 1 we have that A is strictly diagonally dominant with
positive diagonal elements (aij = −gij). Hence by the Gershgorin circle
theorem, ρ(A) > 0. Thus the iteration matrix M =
(
I + τ
h
A
)−1
satisfies
ρ(M−1) = ρ
(
I +
τ
h
A
)
= 1 +
τ
h
ρ(A) > 1
and hence
ρ(M) < 1
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which completes the proof.
3.2. Convergence
To prove the convergence of our numerical scheme, we first need the
following result concerning the accuracy of the shifted Gru¨nwald formulas.
Theorem 2. Let α and p be positive numbers, and suppose that f ∈ C [α]+n+2(R)
and all derivatives of f up to order [α] + n+ 2 belong to L1(R). Define
+∆
α
h,pf(x) =
∞∑
j=0
(−1)j
(
α
j
)
f(x− (j − p)h) (41)
and
−∆αh,pf(x) =
∞∑
j=0
(−1)j
(
α
j
)
f(x+ (j − p)h) . (42)
Then if a = −∞ and b =∞ in (2) and (3) respectively, there exist constants
c` independent of h, f, x such that
h−α+∆αh,pf(x) =
dαf(x)
dxα
+
n−1∑
`=1
c`
dα+`f(x)
dxα+`
h` +O(hn) (43)
and
h−α−∆αh,pf(x) =
dαf(x)
d(−x)α +
n−1∑
`=1
c`
dα+`f(x)
d(−x)α+`h
` +O(hn) (44)
uniformly in x ∈ R.
Proof. Tadjeran et al. [18] prove (43) under the additional hypotheses that
1 < α < 2 and p is an integer. In fact, with very minor modifications,
their proof holds for the more general case stated here. We now adapt their
argument, and that of Tuan and Gorenflo [19] before them, to prove (44).
The proof utilises the Fourier transform F{f(x)}(k) = fˆ(k) = ∫∞−∞ eikxf(x)dx
and the standard property F{f(x + a)}(k) = e−iakfˆ(k). We further require
the following result for the Fourier transform of the Riemann-Liouville frac-
tional derivative [11, p.137]:
F
{
dαf(x)
d(−x)α
}
(k) = (ik)αfˆ(k) . (45)
13
We begin by taking the Fourier transform of (42):
F{−∆αh,pf(x)}(k) =
∞∑
j=0
(−1)j
(
α
j
)
F{f(x+ (j − p)h)}(k)
=
∞∑
j=0
(−1)j
(
α
j
)
e−i(j−p)khfˆ(k)
= eikph
∞∑
j=0
(
α
j
)
(−e−ikh)j fˆ(k) . (46)
Now, for complex |z| ≤ 1 and any α > 0, we have the well-known series
expansion
(1 + z)α =
∞∑
j=0
(
α
j
)
zj . (47)
Using this, (46) may be written
F{−∆αh,pf(x)}(k) = eikph(1− e−ikh)αfˆ(k)
so that
F{h−α−∆αh,pf(x)}(k) = (ik)α(ikh)−α(1− e−ikh)αeikphfˆ(k)
= (ik)α
(
1− e−ikh
ikh
)α
eikphfˆ(k)
= (ik)αωα,p(ikh)fˆ(k) (48)
where
ωα,p(z) =
(
1− e−z
z
)α
epz .
We note that ωα,p has a power series expansion ωα,p(z) =
∑∞
`=0 c`z
` that
converges in some vicinity of the origin, with c0 = 1 (and c1 = −α/2 + p).
Now write (48) as
F{h−α−∆αh,pf(x)}(k) = (ik)α
n−1∑
`=0
c`(ikh)
`fˆ(k) + ϕˆ(k, h) (49)
14
where
ϕˆ(k, h) = (ik)α
(
ωα,p(ikh)−
n−1∑
`=0
c`(ikh)
`
)
fˆ(k) . (50)
Tadjeran et al. [18], in their proof of (43), show that there exists a constant
C2 > 0 such that ∣∣∣∣∣ωα,p(−ix)−
n−1∑
`=0
c`(−ix)`
∣∣∣∣∣ ≤ C2|x|n (51)
uniformly for x ∈ R. For our proof of (44), we formulate this as the equivalent
result ∣∣∣∣∣ωα,p(ix)−
n−1∑
`=0
c`(ix)
`
∣∣∣∣∣ ≤ C2|x|n , (52)
uniformly for x ∈ R.
Therefore, from (50) and (52) we have that
|ϕˆ(k, h)| ≤ C2hn|k|α+n|fˆ(k)| . (53)
From the conditions imposed on f we may conclude that |k|α+n|fˆ(k)| ∈ L1(R)
[19], and hence by Fourier inversion we obtain [18]
|ϕ(x, h)| ≤ C0hn (54)
with the constant C0 not dependent on k.
Taking the inverse Fourier transform of (49), applying (45), and remem-
bering that c0 = 1, we obtain
h−α−∆αh,pf(x) =
dαf(x)
d(−x)α +
n−1∑
`=1
c`
dα+`f(x)
d(−x)α+`h
` + ϕ(x, h)
which, in view of (54), proves the result.
Remark. Theorem 2 is applicable on the finite domain [a, b] when homo-
geneous Dirichlet boundary conditions are used, provided the domain is
sufficiently large that no significant concentration reaches the boundaries
throughout the simulation.
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Using Theorem 2 we may rewrite (22) - (25) to include the error terms:
∂αC(xi−1/2, t)
∂xα
=
1
hα
i∑
j=0
wαj C(xi−j, t)− c1
∂α+1C(xi−1/2, t)
∂xα+1
h+O(h2) , (55)
∂αC(xi−1/2, t)
∂(−x)α =
1
hα
N−i+1∑
j=0
wαj C(xi+j−1, t)− c1
∂α+1C(xi−1/2, t)
∂(−x)α+1 h+O(h
2) ,
(56)
∂αC(xi+1/2, t)
∂xα
=
1
hα
i+1∑
j=0
wαj C(xi−j+1, t)− c1
∂α+1C(xi+1/2, t)
∂xα+1
h+O(h2) ,
(57)
∂αC(xi+1/2, t)
∂(−x)α =
1
hα
N−i∑
j=0
wαj C(xi+j, t)− c1
∂α+1C(xi+1/2, t)
∂(−x)α+1 h+O(h
2) . (58)
We also have for the averaging scheme used for the advection term
C(xi±1/2, t) =
1
2
[C(xi, t) + C(xi±1, t) ] +O(h2) (59)
and the control volume averages (combined with a temporal backward dif-
ference for the time derivative of concentration)
dC¯i(tn+1)
dt
=
C(xi, tn+1)− C(xi, tn)
τ
+O(τ + h2) , (60)
S¯i(tn+1) = S(xi, tn+1) +O(h
2) . (61)
Theorem 3. The numerical scheme (32) is convergent, with first order ac-
curacy in space and time.
Proof. Let eni denote the error in the numerical solution at node xi and time
tn, so that
Cni = C(xi, tn) + e
n
i . (62)
Substitute (62) into (29) and use (55) – (61) to obtain
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dC¯i(tn+1)
dt
+
en+1i − eni
τ
+O(τ + h2)
=
1
h
[
V C(xi−1/2, tn+1)− V C(xi+1/2, tn+1) +O(h2)
]
+
1
h
[
q(xi−1/2, tn+1)− q(xi+1/2, tn+1)
]
− K
h
[
βc1
∂α+1C(xi−1/2, tn+1)
∂xα+1
h− (1− β)c1∂
α+1C(xi−1/2, tn+1)
∂(−x)α+1 h+O(h
2)
]
+
K
h
[
βc1
∂α+1C(xi+1/2, tn+1)
∂xα+1
h− (1− β)c1∂
α+1C(xi+1/2, tn+1)
∂(−x)α+1 h+O(h
2)
]
+
V
2h
[
en+1i−1 − en+1i+1
]
− K
h
[
β
hα
i∑
j=0
wαj e
n+1
i−j −
(1− β)
hα
N−i+1∑
j=0
wαj e
n+1
i+j−1
]
+
K
h
[
β
hα
i+1∑
j=0
wαj e
n+1
i−j+1 −
(1− β)
hα
N−i∑
j=0
wαj e
n+1
i+j
]
+ S¯i(tn+1) +O(h
2). (63)
Cancel the PDE (12) and simplify to obtain
en+1i − eni
τ
= −Kβc1
{
∂α+1C(xi−1/2, tn+1)
∂xα+1
− ∂
α+1C(xi+1/2, tn+1)
∂xα+1
}
+K(1− β)c1
{
∂α+1C(xi−1/2, tn+1)
∂(−x)α+1 −
∂α+1C(xi+1/2, tn+1)
∂(−x)α+1
}
+
V
2h
[
en+1i−1 − en+1i+1
]
− K
h
[
β
hα
i∑
j=0
wαj e
n+1
i−j −
(1− β)
hα
N−i+1∑
j=0
wαj e
n+1
i+j−1
]
+
K
h
[
β
hα
i+1∑
j=0
wαj e
n+1
i−j+1 −
(1− β)
hα
N−i∑
j=0
wαj e
n+1
i+j
]
+O(τ + h) . (64)
The first two terms on the right hand side are O(h), which can be verified
by finding Taylor expansions of the fractional derivatives about x = xi.
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Hence, we arrive at
en+1i − eni
τ
=
V
2h
[
en+1i−1 − en+1i+1
]
− K
h
[
β
hα
i∑
j=0
wαj e
n+1
i−j −
(1− β)
hα
N−i+1∑
j=0
wαj e
n+1
i+j−1
]
+
K
h
[
β
hα
i+1∑
j=0
wαj e
n+1
i−j+1 −
(1− β)
hα
N−i∑
j=0
wαj e
n+1
i+j
]
+O(τ + h) . (65)
From here the proof proceeds in standard fashion. Arrange into matrix
form (
I +
τ
h
A
)
en+1 = en + τO(τ + h)1
where aij = −gij as per (31). That is,
en+1 = Men + b
where M =
(
I + τ
h
A
)−1
and b = τO(τ + h)(1, 1, . . . , 1)T . Iterating, and
noting that e0 = 0, we obtain
en+1 = (Mn + Mn−1 + . . .+ I)b .
Now, from Corollary 1 we have ρ(M) < 1, and so we may choose a vector
norm and induced matrix norm ‖ · ‖ such that ‖M‖ < 1 [17, p.31]. Then
upon taking norms,
‖en+1‖ ≤ (‖M‖n + ‖M‖n−1 + . . .+ 1)‖b‖
< (1 + 1 + . . .+ 1)‖b‖ .
From above we have ‖b‖ ≤ τBO(τ + h) for some constant B. So, we have
finally
‖en+1‖ < (n+ 1)τBO(τ + h)
which proves convergence and confirms that the scheme is first order in time
and space.
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4. Numerical Experiments
In this section, we exhibit numerical results for a particular fractional
advection-dispersion equation with a known solution.
The purpose of these numerical experiments is threefold: first, to confirm
that our numerical method recovers the correct solution behaviour; second,
to confirm the convergence theory derived in section 3; and third, to demon-
strate some of the interesting solution behaviour to this problem.
We consider the equation
∂C(x, t)
∂t
+
∂
∂x
(V C(x, t)) = K
[
β
∂α+1C(x, t)
∂xα+1
+ (1− β)∂
α+1C(x, t)
∂(−x)α+1
]
(66)
on the interval [0, 400] subject to homogeneous Dirichlet boundary conditions
and initial condition C(x, 0) = δ(x− 200).
The Fourier transform of the analytical solution to (66) on an infinite
domain is given by Benson et al. [2]:
Cˆ(k, t) = exp[
1
2
(1− η)(−ik)γKt+ 1
2
(1 + η)(ik)γKt− ikV t] (67)
where η = 2β − 1 and γ = α + 1.
As discussed in section 3, provided our finite computational domain is
sufficiently large that no significant concentration reaches the boundaries
throughout the simulation, we may take the infinite domain solution as our
benchmark. We inverted the Fourier transform (67) numerically and shifted
the origin to x = 200 to obtain this solution.
We begin by simulating asymmetric dispersion (β = 0) for different values
of α and with K = 1. The solutions at time t = 100 are plotted in figure
1. The numerical solutions were obtained using h = 0.25 and τ = 0.05, and
they agree well with the analytical solutions. The greater asymmetry in the
solution for smaller α is readily apparent. As expected, the solution for the
non-fractional case (α = 1) exhibits no asymmetry at all.
Figure 2 illustrates the impact of the skewness β on the dispersion for
fractional order α = 0.4 and K = 1. As seen from the figure, when β is less
than 0.5, the dispersion is skewed backward; while when β is greater than 0.5,
the dispersion is skewed forward. The numerical solutions are obtained with
h = 0.125 and τ = 0.025 and again agree well with the analytical solution.
In figures 3 and 4 we compare the solution profiles for forward-skewed
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Figure 1: Comparison of the benchmark (solid) and numerical (symbols) solutions at time
t = 100 for the test problem with V = 0, K = 1, β = 0 and varying α.
dispersion with those for symmetric dispersion with advection. Figure 3 plots
the analytical and numerical solutions at times t = 10, 20, 40, 80 obtained
with β = 0, α = 0.4 and K = 1. Figure 4 plots solutions at the same times,
for the same α and K, but with β = 0.5 and nonzero advective velocity
V = 0.5.
We see that both sets of parameters result in a transport process that is
biased to the right. However, it is noticeable that the concentration fronts
are much sharper in figure 3 than they are in figure 4.
We also observe from figure 4 that at time t = 80 a significant concen-
tration has reached the right edge of the graphed region (though not the
computational domain, which extends to x = 400). Whereas in figure 3 no
significant concentration has reached the right edge at this time.
Thus the fractional advection-dispersion equation with skewness gives
rise to solutions which are qualitatively different from those that can be
obtained as the solution to the symmetric fractional advection-dispersion
equation. The numerical solutions for both examples are in good agreement
with the analytical solutions, having been obtained with parameters h = 0.05,
τ = 0.05.
We conclude this section by verifying the convergence results proved in
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Figure 2: Comparison of the benchmark (solid) and numerical (symbols) solutions at time
t = 50 for the test problem with V = 0, K = 1, α = 0.4 and varying β.
section 3, namely that the numerical solution is accurate to first order in
both time and space. To do so, we compute the numerical solution to the
problem exhibited in figure 4 for a sequence of temporal and spatial steps τ
and h generated by repeated halving. For a numerical method of O(τ + h),
we expect (in the limit as τ and h approach zero) that the error in the
numerical solution will be reduced by a factor of two, when τ and h are
themselves reduced by a factor of two.
Table 1 confirms that this behaviour is observed for our numerical scheme.
The first two columns list the values of τ and h, the third column the max-
imum error in the numerical solution at time t = 80 (as compared to the
benchmark solution), and the final column the ratio of the error in the row
above to that of the present row. We see that as τ and h approach zero, the
ratio approaches the expected value of two.
5. Conclusion
In this paper, we developed a novel finite volume method for the numerical
solution of the space fractional advection-dispersion equation on a finite do-
main with homogeneous Dirichlet boundary conditions. The method utilises
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Figure 3: Comparison of the benchmark (solid) and numerical (symbols) solutions at
different times for the test problem with V = 0, K = 1, α = 0.4 and β = 0.
Figure 4: Comparison of the benchmark (solid) and numerical (symbols) solutions at
different times for the test problem with V = 0.5, K = 1, α = 0.4 and β = 0.5.
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Table 1: Maximum error with temporal and spatial step reduction at t = 80 for α = 0.4,
β = 0.5, K = 1, V = 0.5
τ h Error Ratio
1 1 1.00× 10−3
0.5 0.5 5.29× 10−4 1.89
0.25 0.25 2.73× 10−4 1.94
0.125 0.125 1.39× 10−4 1.96
0.0625 0.0625 7.00× 10−5 1.99
fractionally-shifted Gru¨nwald formulas for the discretisation of the fractional
derivative. We have proved that this discretisation technique, coupled with
an implicit timestepping strategy, produces a numerical method that is sta-
ble and convergent for the equation under consideration. We also presented
some numerical results that confirm that the method recovers the correct
solution behaviour and converges in the manner predicted by our numerical
analysis.
We conclude by noting that the numerical scheme presented in this paper
can be easily adapted to handle non-Dirichlet boundary conditions, nonlinear
source terms and spatially-varying drift and diffusion coefficients. However,
the theory for the numerical analysis of the scheme with these modifications
is not as well developed, and will be addressed in future work.
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