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Biphasic aggregation of a perylene bisimide dye
identified by exciton-vibrational spectra
P.-A. Plo¨tz,a S. P. Polyutov,ab S. D. Ivanov,a F. Fennel,a S. Wolter,a T. Niehaus,c
Z. Xie,d S. Lochbrunner,a F. Wu¨rthnerd and O. Ku¨hn*a
The quantum efficiency of light emission is a crucial parameter of supramolecular aggregates that can
be tuned by the molecular design of the monomeric species. Here, we report on a strong variation of
the fluorescence quantum yield due to different phases of aggregation for the case of a perylene
bisimide dye. In particular, a change of the dominant aggregation character from H- to J-type within
the first aggregation steps is found, explaining the observed dramatic change in quantum yield. This
behaviour is rationalised by means of a systematic study of the intermolecular potential energy surfaces
using the time-dependent density functional based tight-binding (TD-DFTB) method. This provides a
correlation between structural changes and a coupling strength and supports the notion of H-type
stacked dimers and J-type stack-slipped dimers. The exciton-vibrational level structure is modelled by
means of an excitonic dimer model including two effective vibrational modes per monomer. Calculated
absorption and fluorescence spectra are found to be in reasonable agreement with experimental ones,
thus supporting the conclusion on the aggregation behaviour.
1 Introduction
Aggregates of chromophores are prospective components for
photonic applications based on organic materials.1–3 Here,
aggregates of substituted perylene bisimides have attracted
particular attention.2,4 For instance, it has been shown that
some perylene bisimides are suitable for long range exciton
migration,5–7 while others exhibit a rapid localisation of electronic
excitations.8 Control over the aggregation behaviour is obviously
crucial for tuning the functional properties.9,10 Usually, it
is achieved by concentration, temperature, and appropriate
substitution,11,12 but also control via the solvent,13 the
pH-value14,15 and the sample processing16 has been demonstrated.
Previously, we have shown a non-trivial example for dye aggrega-
tion upon increasing concentration.17 The observed biphasic
behaviour is reflected in a non-monotonous change of the emis-
sion spectrum. Such a biphasic behaviour has also been reported
for other dyes16,18 as well as for organic molecular crystals.19 The
mechanistic picture of biphasic aggregation can be derived from
concentration-dependent aggregation models.17,20–22
For the case of the perylene bisimide dye shown in Fig. 1 we
recently have put forward a concentration-dependent model,
which describes the observed biphasic aggregation.17 The
central idea is that two kinds of dimers exist. One is energetically
favoured and corresponds to the optimal dimer structure. It
dominates at intermediate concentrations, respectively, tem-
peratures. However, this favoured dimer is not suitable for the
attachment of further monomers due to spatial hindrance. The
ability to associate further molecules is reserved to a second
dimeric structure, which has a higher energy and exists only in a
very low fraction, but can grow to larger aggregates. It has been
shown that the corresponding model reproduces accurately the
evolution of the absorption spectrum in dependence on the
Fig. 1 Chemical structure of the considered perylene bisimide derivative
PBI1 (N,N-di[N-(2-aminoethyl)-3,4,5-tris(dodecyloxy)benzamide]-1,6,7,12-
tetra(4-tert-butylphenoxy)perylene-3,4:9,10-tetracarboxylic acid bisimide).23
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concentration over several orders of magnitude.17 To rationalise
these findings we have proposed that the energetically favoured
dimer adopts a stacked H-type configuration, called H-dimer in
the following, and the other one a slipped-stack J-type configu-
ration (shifted along the long axis of the PBI1).
In the present contribution we expand on the intricate
aggregation behaviour of PBI1 (cf. Fig. 1) by providing an
interpretation of the observed absorption and emission spectra
of the different species in terms of an exciton-vibronic dimer
model. The latter usually serves as the simplest system for a
quantitative investigation of the effect of electron-vibrational
coupling on spectra and dynamics of aggregates (see, e.g.
ref. 24–28 and for reviews ref. 29 and 30). The present theore-
tical model is based on density functional theory (DFT) and, in
particular, on the density functional based tight-binding
(DFTB) method.31,32 It provides not only an efficient way to
obtain aggregate geometries, but also enables scanning the
potential energy surface for the inter-monomer Coulomb coupling
using the approach developed in ref. 33.
In addition, we present new experimental data, where PBI1
aggregation in methylcyclohexane is examined by temperature-
dependent absorption spectroscopy, which is a widely applied
tool for monitoring aggregation processes.16,34 A detailed evalua-
tion of the temperature-dependent extinction and emission
spectra provides insight into the aggregation process and reveals
characteristic changes in the spectra to be used for fine-tuning
the theoretical model.
The paper is organised as follows: In Section 2 a brief
account is given on Frenkel exciton theory including exciton-
vibrational interaction. Further, computational details are provided
such as those related to the DFTB approach. The experimental
methods are described in Section 3. The experimental and
simulation results are presented in Section 4 and 5, respectively,
and summarised in Section 6.
2 Theoretical model
2.1 Frenkel exciton Hamiltonian
The starting point is an electronic two-level description of the
monomer with |gmi and |emi being the ground (S0) and the first
excited electronic state (S1) at site m, respectively. In order to
describe the vibronic coupling of the local electronic S0–S1
transitions to intra-monomer nuclear degrees of freedom, we
adopt the Huang–Rhys (HR) model of linearly shifted harmonic
oscillator potentials.35 Restricting ourselves to the one-exciton
manifold, with exciton states defined as jmi ¼ emj i
Q
nam gnj i,
the Hamiltonian reads
H ¼
X
mn
dmn Hvib þUmð Þ þ Jmn½ jmihnj: (1)
Here, the vibrational Hamiltonian is introduced for the electronic
states |gmi
Hvib ¼
X
m
X
x
hom;x
2
 @
2
@Qm;x2
þQm;x2
 
; (2)
where {Qm,x} is the set of dimensionless normal mode coordi-
nates corresponding to vibrations of frequency om,x at site
m (x is the mode index). For the HR model the gap energy in
eqn (1) reads
Um ¼ Em þ
X
x
hom;xgm;xQm;x: (3)
Here, Em is the vertical electronic excitation energy and the
dimensionless coupling constants are given by
gm;x ¼ 1
hom;x
@Um
@Qm;x

Qm;x¼0
: (4)
They are related to the Huang–Rhys factors via Sm,x = gm,x
2/2.
Finally, Jmn in eqn (1) is the resonant part of the Coulomb
coupling between the S0–S1 transitions at monomers m and n.
For the calculation of absorption and emission spectra the
exciton-vibrational states of the zero- and one-exciton mani-
folds are required. In the following the multi-mode vibrational
states will be denoted as |Mgmi for the ground and |Memi for
the electronic excited state (M = (M1, M2,. . .) with Mx being the
quantum number for the xth mode). Further, we restrict
ourselves to a dimer model, i.e. m = 1, 2. The zero-exciton
vibrational states are given by
|aai  |0, Mg1, Mg2i = |g1i|g2i|Mg1i|Mg2i, (5)
where a counts the different vibrational states with increasing
energy. The vibrational states are eigenstates of the ground
state Hamiltonian, eqn (2),
Hvib|0i|Mg1i|Mg2i = [E(Mg1) + E(Mg2)]|0i|Mg1i|Mg2i  Ea|aai,
(6)
with the oscillator eigenenergies E(Mgm). Eqn (6) yields also the
total energy if we set the electronic ground state energy equal to
zero. The states of the one-exciton-vibrational manifold can be
expanded as follows
bbj i ¼
X
Me1 ;Mg2
Cb 1;Me1 ;Mg2
 
1;Me1 ;Mg2

þ
X
Mg1 ;Me2
Cb 2;Mg1 ;Me2
 
2;Mg1 ;Me2
 : (7)
Here, we have introduced the local states with either monomer
one or two being excited, i.e.
|1, Me1, Mg2i = |e1i|g2i|Me1i|Mg2i (8)
|2, Mg1, Me2i = |g1i|e2i|Mg1i |Me2i. (9)
The one-exciton-vibrational states, eqn (7), are the eigenstates
of the Frenkel exciton Hamiltonian, eqn (1)
H|bbi = Eb|bbi. (10)
The eigenvalues, Eb, and the coefficients, Cb, follow from a
matrix diagonalisation in the basis set expansion, eqn (7).
Absorption and emission spectra can be calculated assuming
the following dipole operator in Condon approximation and
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providing equal orientations of the monomeric transition
dipoles
d ¼
X
m
dmjmih0j þ h:c: (11)
The amplitude dm are chosen equal for all monomers. The
absorption spectrum follows as
AðoÞ ¼ A0o
X
a;b
P aað Þ bbh jd aaj ij j2 exp½ðho ðEb  EaÞÞ2=2G2;
(12)
where A0 is some normalisation constant, P = P(T) is the
Boltzmann occupation of the considered state at temperature
T and G is the empirical linewidth of the transitions. Likewise
the emission spectrum is given by
FðoÞ ¼ F0o3
X
a;b
P bbð Þ aah jd bbj ij j2 exp½ðho ðEb  EaÞÞ2=2G2:
(13)
Notice that, similar to ref. 36, a Gaussian broadening is used,
since it provides a better agreement with experiment as com-
pared with a Lorentzian shape.
2.2 Determination of model parameters
The monomer Hamiltonian is parametrised based on previous
TD-DFT(B3LYP, 6-311G*) calculations36,37 and assuming iden-
tical monomers. The electronic excitation energy has been
adopted from ref. 37 without change, i.e. Em = 17 181 cm
1
(E2.13 eV). In that reference the HR factors and mode fre-
quencies are combined into a single effective mode with para-
meters Seff ¼
P
x
Sx and oeff ¼ 1=Seffð Þ
P
x
Sxox, respectively.
Although this yields a reasonable fit to the absorption spec-
trum, in ref. 36 it has been shown that the broad vibronic
sideband hides a more subtle structure of vibronic transitions.
Therefore, we have chosen a model including two effective
modes, i.e. a high- and a low-frequency one, as a compromise
between the rigour of a high-dimensional model and the ease of
interpretation. Based on the HR factors and frequencies,30,36,37
strongly coupled modes are located in the ranges 1370–1630 cm1
and 200–220 cm1 for absorption and 1280–1320 cm1 and
200–220 cm1 for emission. These modes are combined into
two effective modes, with the parameters given in Table 1.
The monomer parameters have been refined by fitting the
calculated spectra to the experimental absorption and emission
ones. The set of fit parameters contains the frequencies and
Huang–Rhys factors of the low- and high frequency modes for
absorption and emission and the broadening of the corres-
ponding spectra. The actual fitting has been performed with a
genetic algorithm, where the fitness of a parameter set has been
judged according to the area enclosed by the calculated and
measured spectra (see Section 3) on an interval from 1000 cm1
to +2000 cm1 for absorption and 2500 cm1 to +1000 cm1 for
emission, relative to the maximum of the spectrum. Thereby, the
maxima of calculated and measured spectra have been shifted
such as to coincide. The obtained monomer parameters are
given in Table 1. Compared to the TD-DFT values, especially
the specifications of the high frequency mode are noticeably
modified. This can be explained as being due to a compensation
effect, i.e. it reduces the discrepancy in the splitting between the
0–0 and the 0–1 type peaks. In ref. 36 this discrepancy has been
attributed to the contribution of low-frequency modes, which are
missing in the present effective mode model. The broadening G
equals to 528 cm1 for emission and 555 cm1 for absorption.
The aggregation of PBI-derivatives in solution strongly
depends not only on the p-stacking forces, but on bay sub-
stituents as well as on the solvent.11,38,39 Therefore, besides
limitations of the computational model, there will be uncertainties
in the aggregation structure, unless the full structure with all
substituents as well as the solvent is included. In order to explore
the dependence of the coupling strength on the dimer geometry, a
reduced model is considered. It consists of the perylene core with
OH bay substituents as shown in Fig. 2b. This model resembles
that part of the system, where the leading HOMO and LUMO levels
responsible for the S0–S1 transition are localised.
37 In addition it
allows exploring the intermolecular potential energy landscape
without the steric constrains imposed by the bulky side groups. In
passing we note that although the electronic excitations are often
localised on the perylene core, one should keep in mind that
especially the excitonic coupling could be influenced by structural
changes introduced via peripheral substitutions. This issue will be
explored below.
The intermolecular interactions are investigated using
the time-dependent DFTB (TD-DFTB) method32 as detailed in
ref. 33. Calculations are performed with a development version
of the dftb+ program package31,32,40,41 and using the mio-1-1
Slater-Koster parameter set.31 Within this so-called Tight-
Table 1 Frequencies, o (in cm1), and HR factors, S, of the effective low- (l)
and high- (h) frequency modes as obtained by fitting the monomeric
absorption and emission spectra of PBI1 (cf. Fig. 7) to the experiment. The
values calculated by TD-DFT are given in parentheses36,37
h-Mode l-Mode
Emission Absorption Emission Absorption
o 1275 (1453) 1392 (1327) 195 (205) 208 (209)
S 0.485 (0.37) 0.556 (0.18) 0.60 (0.60) 0.41 (0.41)
Fig. 2 Transition densities represented by atomic-centred Mulliken
transition charges from TD-DFTB;32 colour and size indicate sign and
magnitude, respectively. Panel (a) shows the model of ref. 37 while in panel
(b) the reduced model used in this work is given together with the principal
axes coordinate system. Note the different scale in the two panels.
The figure is generated using VMD.44
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Binding-Frenkel-Exciton-Hamiltonian (TBFE) approach the
Coulomb coupling is calculated according to ref. 33 as
Jmn ¼
X
A2m
X
B2n
Q
eg
A Q
ge
B zAB RA  RBj jð Þ; (14)
with QegA representing the atomic-centred Mulliken transition
charge for the S0–S1 transition on atom A. Further, zAB(|RA  RB|)
is the Coulomb interaction between atoms A and B assuming
spherical transition charges. More details can be found in ref. 33.
The starting geometry of the reduced model dimer has been
derived from the geometry-optimised dimer in ref. 36. The
perylene core monomers (cf. Fig. 2(b)) have been cut-out,
replacing all side-groups by hydrogen atoms. The actual
TD-DFTB S0–S1 transition is calculated to be 1.92 eV for this
reduced model, 0.3 eV below the TD-DFT/B3LYP result. In
passing we note, that for the full model one obtains a value
of 1.81 eV, which is also 0.3 eV below the TD-DFT/B3LYP one.
Besides this shift of TD-DFTB excitation energies between the
full and the core-only model, there is no appreciable influence of
the model reduction as far as the atomic-centred Mulliken transi-
tion charges are concerned, compare panels (a) and (b) of Fig. 2.
TD-DFTB like TD-DFT suffers from the often erroneous
description of charge transfer excitations.42,43 For the PBI1 core
model this appears to be the case already for the monomer.
Here, we find two optically forbidden charge transfer transi-
tions at 1.47 eV, which are not considered in the following.
The exploration of the Coulomb coupling for the reduced model
yields configurations of H- and J-type characteristics, i.e. the Cou-
lomb coupling is positive or negative, respectively. In order to
identify possible geometries of the full dimer system, i.e. including
all side groups, simulated annealing molecular dynamics has been
performed on the basis of the DFTB method and including an
empirical dispersion correction.45 Here, a trajectory was equilibrated
at 400 K and subsequently cooled down exponentially to 100 K
within 1 ps. This was followed by a 1 ps run at 100 K. The
temperature was controlled by a Berendsen thermostat. Based on
the final structure, additional TBFE calculations were performed,
including the perylene core only, to confirm the type of coupling.
3 Experimental methods
PBI1 was synthesised as described in ref. 23. As solvent methyl-
cyclohexane (MCH) of Uvasol quality (VWR international) was
used. The concentration of PBI1 in the solution was determined
by means of the extinction coefficient of 28 000 M1 cm1 at
18 350 cm1 where a kind of isosbestic point exists and
aggregation leads to no significant changes in the absorption
(see Fig. 3(a)). The solution was investigated in a 0.3 mm thick
quartz cuvette (110-QS, Hellma) and the degree of aggregation
was changed by tuning the temperature between 90 1C and room
temperature. To this end the cell was placed in a matching copper
block which is electrically heated and which has two holes for the
entering and exiting light beams. Two thermo-elements are used
to measure the temperature and to provide a feedback signal for
the temperature control unit. The temperature was determined
with an accuracy of 2.5 1C. Absorption spectra were recorded with
a UV-vis spectrometer (Specord 50, Analytic Jena) relative to a
0.3 mm thick cuvette containing the pure solvent. Fluorescence
spectra were measured simultaneously to the absorption ones to
guarantee that both result from the same aggregation state.
For this purpose the sample was excited with a diode laser at
18797 cm1 and the resulting fluorescence was imaged onto the
fibre input of an array spectrometer. To ensure that the dye was
completely dissolved the experimental runs were started at high
temperatures. The temperature was subsequently decreased and
absorption and fluorescence measurements were performed for
each temperature step. After each cooling step, at least 10 minutes
have been allowed for thermal equilibration.
4 Experimental results
In the following we describe the particular signatures of
the temperature-dependent absorption and emission spectra.
By means of a quantitative aggregation model three different
Fig. 3 (a) Temperature-dependent absorption spectra of a 0.13 mM PBI1
solution in MCH for the temperature range from 25 1C to 90 1C. (The line
through the maxima is shown to guide the eye.) The inset shows the
positions of the absorption (grey) and emission (black) maxima. (b) Extinc-
tion of monomer, H-dimer and J-aggregates extracted from the aggrega-
tion model (from ref. 17). The inset shows the calculated fraction of each
species at a given temperature for a dye concentration of 0.13 mM.
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contributing species can be identified during the self-assembly
process. The optical spectra of each of the species are extracted
from the experimental data using a fitting algorithm. These
spectra are subsequently compared to the theoretical spectra
obtained for the dimer model. (For more details see ref. 17.)
4.1 Temperature-dependent absorption and fluorescence
spectra
Fig. 3(a) shows the temperature-dependent absorption spectra
for PBI1 in MCH at a concentration of 0.13 mM. At high
temperatures (90 1C) the absorption spectrum almost matches
the monomer absorption. The pure monomer spectrum can be
obtained at lower concentrations see ref. 17. With decreasing
temperature the size of the aggregates increases monotonically.
In the absorption spectra, first a red shift till 60 1C and then a
pronounced intensity rise for the low energy band are observed.
At room temperature (25 1C) the low energy band is narrower
and more red shifted compared to the monomer band. This is a
strong indication for the appearance of J-type aggregates in
which motional narrowing reduces the bandwidth.46
The fluorescence spectra show a more complex variation
with temperature compared to the absorption, see Fig. 4(a).
Decreasing the temperature from 90 1C to 60 1C causes a
pronounced red shift of the fluorescence and the apparent
quantum yield reduces by a factor of 1.5, see inset in Fig. 4(a).
A further decrease of the temperature results in a turnaround
of the spectral behaviour. The fluorescence shifts back to
the blue and the quantum yield doubles compared to the
minimum. The behaviour of the spectra is different from what
one would expect in case of a direct transition from monomers
to aggregates. In this case, a temperature change should cause
a monotonic shift of the spectra and a monotonic change of the
apparent quantum yield due to the varying fractions of two
different species. However, we see a distinct minimum of the
apparent quantum yield associated with a red shift of the
fluorescence at intermediate temperatures. Such a behaviour
has also been observed at lower PBI1 concentrations, where the
red-shifted fluorescence occurs at a lower temperature.17
Altogether these results show, that the growth of the aggre-
gates is biphasic, meaning that during the assembly process
two different aggregated species have an energetically stable
geometry. This difference in the intermolecular arrangement is
associated with a variation of the excitonic properties, which
causes the changes observed in the fluorescence spectra.
4.2 Aggregation model
Since the aggregation constants change with temperature, a
direct calculation of the fraction of each of the species, i.e. mono-
mer, H-dimer, and J-aggregates based on the temperature-
dependentmeasurements is challenging. Therefore, these fractions
are determined by reconstructing the temperature-dependent
absorption spectra. The absorption spectra of the three species
are obtained from previous concentration-dependent studies
and are given in Fig. 3(b) (cf. ref. 17). The proportions of
monomers aM, dimers aD and aggregates aA are obtained as a
function of temperature T for a total dye concentration of
0.13 mM by fitting the following equation to the absorption
measurements shown in Fig. 3(a):
e0.13mM(l,T) = aM(T)eM(l) + aD(T)eD(l) + aA(T)eA(l). (15)
Here, eM, eD, and eA are the wavelength (l) dependent extinction
coefficients of the respective species17 and T is the temperature
of the solution. To compensate for temperature effects of the
absorption spectra that are not related to aggregation, correc-
tions have been introduced for the temperature-dependent blue
shift and the slight reduction of the concentration with rising
temperature. The blue shift is caused by the temperature-
dependent refractive index, also observed elsewhere.47 The
reduction of the concentration is caused by the thermal expansion
of the solvent. The magnitude of the spectral shift is 3.5 nm over
the complete temperature range and the decrease of the concen-
tration is obtained from temperature-dependent measurements
with the non-aggregating dye 1,6,7,12-tetraphenoxy-N,N0-
bis(2,6-di-isopropylphenyl)-3,4,9,10-perylenedicarboximide
(‘‘Perylene Red’’).48 The measured absorption spectra of PBI1 are
in this way well reproduced supporting the proposed model and
Fig. 4 (a) Temperature-dependent fluorescence spectra of a 0.13 mM
PBI1 solution in MCH for the temperature range from 25 1C to 90 1C.
The inset shows the relative quantum yields obtained by integrating
the fluorescence spectra. (b) Fluorescence of monomer, H-dimer and
J-aggregates extracted from a temperature-dependent measurement at a
dye concentration of 0.13 mM.
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the corrections made. The fractions of the PBI1 species obtained by
eqn (15) are shown in the inset of Fig. 3(b) for the considered
temperature range. As expected, a dominance of the dimer at
intermediate and of longer aggregates at low temperatures is seen.
Next, the fluorescence spectrum of each of the different species
is extracted from the total fluorescence measured at different
temperatures. Using the temperature-dependent fractions obtained
from the absorption, the fluorescence spectra of the distinct species
are determined by a fitting algorithm which minimises the quad-
ratic error between the measured luminescence spectra and the
sum of the fluorescence contributions of the PBI1 species. The
fluorescence spectra extracted in this way are shown in Fig. 4(b).
The fluorescence spectrum of the aggregates shows typical J-type
characteristics like a narrow and strong 0–0 type band and a small
Stokes shift. The J-type spectrum dominates at low temperatures.
The fluorescence spectrum of the H-type dimer dominating at
intermediate temperatures is red-shifted and weaker compared to
the J-type aggregates. It exhibits a broad shape with a comparatively
strong 0–1 type band at 18150 cm1 in agreement with the notion
of an H-type configuration. The reconstruction scheme used for the
fluorescence spectra allows for small variations (5%) in the
spectral region, where all species emit. Nevertheless, the general
shape and the emission strength of the species are stable results.
5 Simulation results
5.1 Intermolecular interactions
From the comparison of experimental and theoretical mono-
mer absorption and emission spectra, a model including two
effective vibronic modes has been established in Section 2.2.
To complete the dimer model of Section 2.1 the Coulomb
coupling, J = J12, needs to be determined. Its value will strongly
depend on the actual configuration, adapted by the two mono-
mers within the dimer. According to the experimental analysis
given in the previous section, there should be different types of
dimers, i.e. being of H- or J-like character. This gives the
motivation for a systematic exploration of the total energy
and the Coulomb coupling strength as a function of the dimer
configuration. The starting configuration of the dimer for the
reduced monomer model has been obtained as described in
Section 2.2. In the following the coordinate system (x, y, z)
refers to the principal axes shown in Fig. 2(b). The x and y
directions are denoted as ‘‘in-plane’’ and the z direction as
‘‘perpendicular’’.
In Fig. 5 different cuts of the intermolecular ground state
potential energy surface (total ground state energy) are shown.
From panels (a) to (c) of Fig. 5 we can identify an area of1 Å in
the in-plane directions as well as a tilt of about 201 around the
minimum configuration, where the ground state energy does
not increase considerably. Further, the potential energy for the
in-plane directions depends strongly on the intermolecular
distance, compare Fig. 5(a) and (b). However, it should be
emphasised that the intramolecular geometry has been frozen.
This causes, for instance, the four narrow regions of high energy
in Fig. 5(a), which are due to a close approach of the oxygen
atoms in the bay positions. Rotating one of the monomers w.r.t.
the other around the z axis by an angle f also leads to small
distances between the oxygen atoms and correspondingly high
energies. Apart from these regions the two monomers can
Fig. 5 DFTB ground state energy (colour scale in eV) as a function of translations in x- and y-direction at (a) equilibrium distance for z; (b) z increased by
1 Å w.r.t. the equilibrium distance. (c) As a function of translation in y-direction and rotation angle f (equilibrium distance for z). The ground state
equilibrium geometry (cross) is set to the origin (definition of axes, see Fig. 2). All offsets of one monomer as compared to the original configuration are
measured with respect to these axes. Panels (d–f) show the Coulomb coupling (colour scale in eV) as obtained using the TBFE approach, eqn (14), for the
same configurations. The arrows indicate the configurations of the full dimer in the plane of the graph.
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translate almost freely with respect to each other in the depicted
coordinate intervals.
In Fig. 5(d–f) we show the respective Coulomb couplings
between the S0–S1 transitions as obtained from the TBFE
approach, eqn (14). Within the range of feasible configurations
in the vicinity of the global energy minimum (as described
above) the coupling is always positive and varies between 0.08
and 0.1 eV. Negative values for the Coulomb coupling are found
for large in-plane displacements along the long (y) axis of the
monomer.
In order to relate these findings to the structure of the full
dimer (including the dodecyloxy and the tert-butyl groups), the
latter has been optimised using simulated annealing. The
structure obtained when starting from a p–p stacked initial
geometry is shown in Fig. 6(a). It reveals a structure where the
tert-butylphenoxy bay substituents are interlocked and moved
out of the plane of the perylene core. The substituents shield
the PBI1 core such that a p–p stacking with an additional
partner is hindered. Consequently, the aggregate size is limited
to the dimer species for this geometry. The coupling strength is
positive and (using the reduced model and the TBFE approach)
amounts to 0.091 eV (734 cm1), underlining the experimental
findings, that the dimer is of H-type.
In ref. 17 it was argued that J-type aggregates can be formed
from a different dimer structure. In order to identify such a
dimer configuration, simulated annealing has been performed
starting from a stack-slipped geometry. This leads to the
structure shown in Fig. 6(b). Most notable is the fact that in
the stack-slipped geometry the phenoxy groups of the mono-
mers are situated such that their interaction is reduced. As a
result they don’t move that much out of the plane of the
perylene core thus making the dimer overall more planar.
Notice that in terms of Fig. 5 the obtained geometry corre-
sponds to a displacement of about 9 Å in y and 0.7 Å in
x direction. In addition there is a tilt of 441 with respect to the
axis (0.6, 0.2, 0.7), i.e. the geometry is not covered by Fig. 5.
The coupling strength for this geometry is0.030 eV (242 cm1).
Thus this stack-slipped configuration of the tert-butyl groups is of
J-type and may allow a further attachment of monomers such as
to form longer aggregates, in contrast to the above H-dimer
configuration.
At this point we should emphasise that the actual values for
J obtained after simulated annealing have to be taken with
caution. This holds in particular since according to Fig. 5,
small changes in geometry can result in considerable variations
of J. For the present setup the following sources of errors could
be of relevance: First, we did not include the solvent, which
could influence the geometry and also via screening affect the
Coulomb interaction itself. Second, for large in-plane shifts
along the long axis (y direction), as it is the case in the J-dimer
configuration, the dodecyloxy groups are situated on top of the
perylene core. This could have an influence on the Mulliken
transition charges, which is not included in the present model.
Third, TD-DFTB is, of course, only an approximate method
(for a comparison with TD-DFT, see ref. 33 and 49). In view of
these points, the coupling strengths for the different structures
will be refined below by fitting to experimental absorption and
emission spectra. However, this will confirm the present find-
ing, i.e. there are two dimer species whose Coulomb couplings
differ in sign and thus yield H- and J-type spectral signatures.
5.2 Energy level structure and spectra
In the following we provide a discussion of the experimental
absorption and emission spectra in terms of the exciton-
vibronic dimer model of Section 2.1. Eventually, this will give
refined values for the Coulomb coupling strength. In order to
understand the Coulomb coupling-dependent spectra of the
PBI1 dimer we will analyse some general aspects of the eigen-
values, absorption and emission spectra of the two-mode
model. For the understanding of the distribution of oscillator
strength, the electronic character of the transitions will be of
importance (for a detailed discussion, see ref. 30). It is obtained
by projecting the exciton-vibrational eigenfunctions onto the
states |m, 0, 0i.
A scan of the J-dependence of absorption and emission using
the HR parameters optimized for the monomer (cf. Table 1) is
shown in Fig. 7, panel (c) and (d), respectively. Notice that for
reasons of transferability of the results, energies are given in units
of the high-frequency vibrational mode oh in the following. For
both ground and excited electronic states five vibrational states are
included into the basis set.
First, we consider the absorption spectrum in Fig. 7(c).
The monomer spectrum ( J = 0) shows two features, which are
referred to as 0–0 for the strongest absorption at E1/2 = E00 and
as 0–1 vibronic-type side band, which is at the high-energy side
of the 0–0-type transition. For negative Coulomb couplings J,
both peaks shift to lower energies. This double-peak shape of
the spectrum extends to small positive values of J, thus leading
to an asymmetry with respect to J = 0. Starting from JE 0.2oh
the vibronic side band gains intensity until it dominates the
spectrum for J 4 0.2oh.
In Fig. 8 the dependence of the energy levels (exciton-
vibrational eigenstates) on the Coulomb coupling strength is
shown. The colour code has been chosen according to the
Fig. 6 Geometries for the full dimer in gas phase obtained by using
simulated annealing molecular dynamics starting from a p-stacked and a
shifted structure, which yielded the H-like ((a) and (c)) and the J-like dimer
((b) and (d)), respectively. The colour has been chosen to distinguish the
two monomers. Panels (c) and (d) show the structures without alkyl and
tert-butyl side groups for better visibility of the stacking configuration.
The figure is generated using VMD.44
PCCP Paper
O
pe
n 
A
cc
es
s A
rti
cl
e.
 P
ub
lis
he
d 
on
 1
7 
A
ug
us
t 2
01
6.
 D
ow
nl
oa
de
d 
on
 5
/2
0/
20
20
 7
:2
7:
31
 A
M
. 
 
Th
is 
ar
tic
le
 is
 li
ce
ns
ed
 u
nd
er
 a
 C
re
at
iv
e 
Co
m
m
on
s A
ttr
ib
ut
io
n 
3.
0 
U
np
or
te
d 
Li
ce
nc
e.
View Article Online
This journal is© the Owner Societies 2016 Phys. Chem. Chem. Phys., 2016, 18, 25110--25119 | 25117
respective transition strength from the lowest vibrational state
of the electronic ground state. The panel on the right hand side
shows the electronic character of the states. For negative J one
has a J-type dimer, i.e. the strongest transition will be to
the lowest level, which is dominantly of electronic character.
The behaviour in case of positive J is more interesting. Let us
first consider the 0–0 type transition, which starts out with
high electronic character at J = 0. Specifically, we would like to
draw attention to the avoided crossing around J/oh E 0.15. If
the coupling is smaller most of the oscillator strength is carried
by a transition to a state with dominantly electronic character,
i.e. the peak in the spectrum is indeed of rather pure 0–0 type.
For larger couplings the dominant transition is to a state having
mixed electron-vibrational character. Next, we discuss the switch
in peak ratio between 0–0 and 0–1 peaks. It is caused by an
increasing transition strength into the higher energetic states,
which carry electronic character. Hence, as a consequence of the
Coulomb coupling the assignment as a 0–1 band should be
taken with caution.
Second, we focus on the emission spectrum in Fig. 7(d). For
negative J the general dependence of the shape on the Coulomb
coupling is rather similar to the absorption spectrum. In contrast to
the latter, the vibronic-type side band is located at the low-energy
part of the main peak. For positive J the intensity of the spectrum
tends to zero, which is a well-known property of the H-dimer. The
behaviour of this spectrum can be rationalised in terms of the
transition energy level diagram shown in the upper panel of Fig. 9.
Here, transitions from all one-exciton vibrational states to all zero-
exciton-vibrational states in the given energy range are included.
This results in an essentially dense spectrum, although most of the
transitions have a rather small oscillator strength. Apparently, this
does not explain the behaviour especially for positive J seen in
Fig. 7(d). Therefore, in the lower panel of Fig. 9 each transition is
weighted with the Boltzmann population of the initial one-exciton-
vibrational state according to eqn (13). Clearly, this results in the
observed decrease of intensity for increasing positive values of J. In
other words, for the present exciton-vibrational model it is not the
oscillator strength as such, which yields vanishing emission for the
H-dimer, but the negligible thermal population of those exciton-
vibrational states that carry oscillator strength.
Having at hand the emission and absorption spectra for a
broad range of values for the Coulomb couplings, we are now
able to search for the coupling strength, which yields a match
between calculated and experimental spectra. For this purpose
again a genetic algorithm was used together with the constraint
that the monomeric HR parameters do not change, but the
broadenings are flexible. The resulting spectra are compared
with the experimental data in Fig. 7(a) and (b). The optimal J
values are indicated by horizontal lines in Fig. 7(c) and (d). For
the H-dimer both the splitting between the 0–0 transition and
the 0–1 side peaks as well as their intensity ratios are well
reproduced. The optimal coupling for absorption and emission
was determined to be 116 cm1. There was no need to adjust the
broadening of the monomer which is G = 528 cm1 for emission
and 555 cm1 for absorption. Comparing the J- and H-type models
we notice that for absorption the less intense peak is in both cases
on the higher energetic side of the main peak. Commonly, one
would expect the opposite to be the case for the H-dimer.
For the J-dimer the given agreement of the spectra can only
be achieved by adjusting the broadening parameter. The coupling
constant is found to be534 cm1, i.e. in close agreement with the
value of 514 cm1 previously reported in ref. 36. The broadening
parameter for absorption and emission is G = 401 cm1 and
332 cm1, respectively. The different broadening compared to
the monomer and the weakly coupled H-dimer cases could be
explained by a delocalisation of the exciton states due to the rather
large coupling strength. In fact, using the well-known relation
Fig. 7 Absorption (a) and emission (b) spectrum of the different PBI1
species: monomer, H-dimer and J-dimer, comparison of the calculated
spectra (solid lines) and the experimentally determined species spectra
(dashed line, absorption see ref. 17 and emission see Fig. 4, maxima shifted
to the calculated spectra); the lower panels show the J-dependence of the
spectrum ((c) absorption and (d) emission), the horizontal lines present the
fit result for J (note that the actual values are the same for absorption and
emission but oh is different).
Fig. 8 Coupling strength-dependent energetics of transitions from the
ground state of an exciton-vibronic dimer with two vibrational modes per
monomer (left panel). The colour code gives the oscillator strength for the
transition from the electronic and vibrational ground state (sum normal-
ised to unity). The right panel shows the electronic character of the
respective transitions (normalised to the same colour code, i.e. 100%
electronic character corresponds to 0.25).
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that in aggregates the line width is reduced by a factor 1
 ffiffiffiffiffiffiffiffiffiffiffi
Ndeloc
p
,
where Ndeloc is the delocalisation length, G
 ffiffiffi
2
p ¼ 392 cm1 points
to a delocalisation over both monomers.46 However, even with the
adjustment of the broadening parameters the agreement between
theory and experiment is not as good as for the H-dimer case. This
could be due to the fact that in the actual experiment aggregates
involving more than two monomers are likely to be present, even
though the optical properties might be still reasonably described
using a dimer model (for a study of the dependence of the
absorption spectrum on the aggregate’s length, see ref. 36).
Finally, we notice that the coupling parameters obtained by
fitting the experimental spectra are in qualitative agreement
with those of the TBFE calculations, i.e. H- and J-type behaviour
is confirmed. Potential errors have been discussed above. In
addition we note that the coupling strength for J-type aggre-
gates has been estimated based on kinetic data to be of the
order 120 cm1,5,50 which also points to the problem of fitting
simple models to experimental data.
6 Conclusions
Optical spectroscopy is the primary tool to identify aggregation
of dye molecules and to unravel mechanistic details of
electronic processes in the formed aggregates. In this contribu-
tion we have studied biphasic aggregation behaviour for a
perylene bisimide dye. By decomposition of the temperature-
dependent experimental spectra into three contributing spe-
cies, two types of aggregates are identified. Possible structures
are obtained by simulated annealing calculations. In the
H-dimer the space-demanding tert-butylphenoxy groups at the
bay positions are found to be oriented away from the contact
plane. This prevents a close approach of a third molecule to the
free sides of the perylene bisimide chromophores in the dimer,
thus inhibiting further aggregation. In the J-type configuration,
where the perylene cores and thus the contact area are shifted
in-plane with respect to each other, the binding energy is smaller
compared to stacked H-type structure. The tert-butylphenoxy
groups of both molecules are displaced from each other and
can stay near the contact plane. In this case the association of
further molecules is possible and long aggregates with J-type
character are formed at sufficiently high concentrations.
Given the typical electronic absorption of the dyes, which
features a Franck–Condon progression, the proper inclusion of
exciton-vibrational interaction is crucial for the correct inter-
pretation of experimental spectra. This has been demonstrated
using a two-mode exciton-vibronic dimer model. The parameter
of this model have been obtained by combining TD-DFT
calculations with fitting of experimental absorption and emis-
sion spectra. Interestingly, the absorption spectrum of the
H-dimer resembles that of a J-dimer, i.e. the vibronic progression
is at the high energy side of the electronic 0–0 transition. This
feature finds an explanation in terms of the exciton-vibrational
eigenstates of the dimer.
In summary, the present investigation lends further support
to the previously suggested biphasic aggregation model for the
PBI1 dye. In addition it establishes a model Hamiltonian
suitable for studying exciton-vibrational dynamics in larger
aggregates.
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