Navier equations are used to describe the deformation of a homogeneous, isotropic and linear elastic medium in the absence of body forces. Mathematically, the system is a natural vector (field) O(n, R)-invariant generalization of the classical Laplace equation, which physically describes the vibration of a string. In this paper, we decompose the space of polynomial solutions of Navier equations into a direct sum of irreducible O(n, R)-submodules and construct an explicit basis for each irreducible summand. Moreover, we explicitly solve the initial value problems for Navier equations and their wave-type extension-Lamé equations by Fourier expansion and Xu's method of solving flag partial differential equations.
Introduction
Classical Laplace equation u x 1 x 1 + u x 2 x 2 + · · · + u xnxn = 0 (1.1)
is one of most fundamental partial differential equations in mathematics and physics, whose solutions are called harmonic functions. Physically it describes the vibration of a string. Its more general form on Riemmanian manifolds is the main object in harmonic analysis. A fundamental algebraic characteristic of the above equation is its invariance under the action of the orthogonal group O(n, R), that is, the space of harmonic functions forms an O(n, R)-module. Denote by A k the space of polynomials of degree k and by H k the space of harmonic polynomials of degree k. The classical harmonic analysis says that
and H k forms an irreducible O(n, R)-submodule. By induction, the above conclusion gives a decomposition of the polynomial algebra into a direct sum of irreducible O(n, R)-submodules. Another closely related fundamental equation is the wave equation:
u tt = u x 1 x 1 + u x 2 x 2 + · · · + u xnxn .
( 1.3)
The solutions of the initial value problems for the Laplace equation (1.1) and the wave equation (1.3) are elementary known facts appeared in many textbooks of partial differential equations.
A partial differential equation of flag type is a linear differential equation of the form: Flag partial differential equations naturally appear in the problem of decomposing the polynomial algebra (symmetric tensor) over an irreducible module of a Lie algebra into the direct sum of its irreducible submodules. Many important linear partial differential equations in physics and geometry are also of flag type. Xu [X1] used the grading technique in algebra to develop methods of solving such equations. In particular, he found new special functions by which we are able to explicitly give the solutions of the initial value problems of a large family of constant-coefficient linear partial differential equations in terms of their coefficients.
To avoid the confusion with time variable t, we use up-index "T " to denote the transpose of a matrix (vector) throughout this paper. Navier equations ι 1 ∆( u) + (ι 1 + ι 2 )(∇ T · ∇)( u) = 0 (1.6) are used to describe the deformation of a homogeneous, isotropic and linear elastic medium in the absence of body forces (e.g., cf. [G] , [M] , [T] ), where u is an n-dimensional vectorvalued function, ∆ = ∂ 2
xn is the Laplace operator, ∇ = (∂ x 1 , ∂ x 2 , ..., ∂ xn ) is the gradient operator, ι 1 and ι 2 are Lamé constants with ι 1 > 0, 2ι 1 + ι 2 > 0 and ι 1 + ι 2 = 0. In fact, ∇ T · ∇ is the well-known Hessian operator. Mathematically, the above system is a natural vector (field) O(n, R)-invariant generalization of the classical Laplace equation. Our first objective in this paper is to decompose the space of polynomial vectors into a direct sum of irreducible O(n, R)-submodules in terms of the irreducible O(n, R)-submodules included in the subspace of homogeneous polynomial solutions of Navier equations. Unlike the case of the classical Laplace equation, the subspaces of homogeneous polynomial solutions of Navier equations are not irreducible.
The wave-type extensions of Navier equations are the well-known Lamé equations
(1.7)
Our second objective in this paper is to solve the initial value problems for Navier equations and Lamé equations by Xu's method of solving flag partial differential equations in [X1] and his matrix-differential-operator approach in [X2] . Below we give a more detailed technical introduction.
Olver [O] (1984) found the symmetry group and conservation laws for Navier equations. Moreover,Özer [Ö] (2003) obtained some exact solutions of Navier equations with n = 3 by means of Lie point transformations. Rodionov [R] (2006) studied finite solutions of Lamé equations by holomorphic expansions. From an algebraic point of view, it is more convenient to deal with the orthogonal Lie algebra o(n, R) than the orthogonal Lie group O(n, R). They are equivalent under the exponential map from the Lie algebra to the Lie group in our case.
Similar results as (1.2) hold for some other Lie algebras, too. Denote by E r,s the square matrix with 1 as its (r, s)-entry and 0 as the others. Recall the special linear Lie algebra sl(n, R) = r =s RE r,s + n−1 r=1 R(E r,r − E r+1,r+1 ).
(1.8)
Let A be the polynomial algebra in x 1 , ..., x n , y 1 , ..., y n . Define a representation of sl(n, R)
on A via E r,s | A = x r ∂ xs − y s ∂ yr .
(1.9)
Denote by N the additive semigroup of nonnegative integers. Define
for α = (α 1 , ..., α n ) ∈ N n .
(1.10) Set A ℓ 1 ,ℓ 2 = α,β∈N n ; |α|=ℓ 1 , |β|=ℓ 2 Rx α y β for ℓ 1 , ℓ 2 ∈ N (1.11) and define H ℓ 1 ,ℓ 2 = {u ∈ A ℓ 1 ,ℓ 2 | u x 1 y 1 + u x 2 y 2 + · · · + u xnyn = 0}.
(1.12)
Xu [X1] proved that H ℓ 1 ,ℓ 2 forms an irreducible sl(n, R)-submodule and A ℓ 1 ,ℓ 2 = H ℓ 1 ,ℓ 2 ⊕ (x 1 y 1 + x 2 y 2 + · · · + x n y n )A ℓ 1 −1,ℓ 2 −1 , (1.13)
Now we assume that A is the polynomial algebra in x 1 , ..., x 7 . There exists an action of the simple Lie algebra G G 2 of type G 2 on A, which keeps x 2 1 + x 2 x 5 + x 3 x 6 + x 4 x 7 invariant (e.g., cf. [H] and [X1] ). Again we denote by A k the subspace of polynomials of degree k in A and definẽ H k = {u ∈ A k | u x 1 x 1 + u x 2 x 5 + u x 3 x 6 + u x 4 x 7 = 0}.
(1.14)
Xu [X1] proved thatH k forms an irreducible G G 2 -submodule and
1 + x 2 x 5 + x 3 x 6 + x 4 x 7 )A k−2 .
(1.15)
Moreover, an explicit basis for eachH k was constructed in [X1] . Furthermore, Luo [L] generalized the result (1.2) to certain noncanonical polynomial representations of o(n, R).
To state our results in this paper, we denote 17) where A k is the space of polynomials in x 1 , ..., x n of degree k. Moreover, we definê
The action of the orthogonal group O(n, R) onÂ is defined by
Furthermore, we denote ς r = (0, ..., 0,
and ϕ 2 = (x 2 1 + · · · + x 2 n )ψ. Again we let H k be the space of harmonic polynomials of degree k. Set
(1.23) (1.13) and (1.15). Indeed, it does not only reveal the internal symmetry of Navier equations but also gives the explicit realizations of certain irreducible O(n, R)-modules.
Our second main result is obtaining explicit exact solutions of Navier equations (1.6) subject to the initial conditions
for x r ∈ [−a r , a r ], and explicit exact solutions of Lamé equations (1.7) subject to the initial conditions
, where g 1 , g 2 , h 1 , h 2 are vector-valued continuous functions, and a r , b r are positive real constants. Xu's method of solving the initial-value problems of flag partial differential equations in [X1] and his matrix-differential-operator approach [X2] play fundamental roles in obtaining our solutions. Moreover, Fourier expansions are used.
Section 2 is devoted to the proof of Main Theorem 1. In Section 3, we construct an explicit basis for each irreducible submodule included in the solution space of Navier equations. Moreover, an uniform explicit basis of the homogeneous polynomial solutions of Navier equations is obtained by a method of Xu in [X1] , whose cardinality was pre-used in Section 2 to prove the completeness of polynomial solutions for a technical reason. In Section 4, we solve the above mentioned initial value problems.
Polynomial Solutions and Representations
In this section, we will study the homogeneous polynomial solutions of (1.6) in detail.
As we mentioned in the introduction, studying O(n, R)-representation structure of the polynomial solutions is equivalent to studying their o(n, R)-representation structure via the exponential map from the Lie algebra to the Lie group. Recall that E r,s is the square matrix with 1 as its (r, s)-entry and 0 as the others. The orthogonal Lie algebra
R(E r,s − E s,r ).
(2.1)
Its action on the spaceÂ of polynomial vectors (cf. (1.17)) is given by
where ς r = (0, ..., 0, r 1, 0, ..., 0) T as in the introduction. Moreover, the elements of o(n, R) map solutions of (1.6) into solutions. That is,
(1.18)). Note that f + gi is a complex solution of Navier equations (1.6) if and only if f and g are real solutions. In order to use the representation theory of the Lie algebras over the complex field C, we need to complexify our vector spaces, indicated by the subindex of C. The complexification of o(n, R) is o(n, C). We extend the representation (2.2) of o(n, R) onÂ to that of o(n, C) onÂ C C-bilinearly.
Denote by M m×m (F) the algebra of m × m matrices with entries in the field F. Set
Note that o ′ (3, C) is the standard form of complex simple Lie algebra of type
is the standard form of complex semisimple Lie algebra of type A 1 ⊕ A 1 and o ′ (6, C) is the standard form of complex simple Lie algebra of type
with m ≥ 2 is the standard form of the complex simple Lie algebra of type B m and o ′ (2m, C) with m ≥ 4 is the standard form of the complex simple Lie algebra of type D m .
If n = 2m + 1 is odd, we take
as a Cartan subalgebra of o ′ (2m + 1, C),
as positive root vectors, and
as negative root vectors.
For 1 ≤ r ≤ m, we define the linear function ε r on H * Bm by
Then H * Bm = span {ε 1 , . . . , ε m } and Φ = {±ε r , ±(ε r ± ε s ) | r = s} forms the root system of o ′ (2m + 1, C). Denote by α r = ε r − ε r+1 for r = 1, . . . , m − 1 and α m = ε m . As we know, {α 1 , . . . , α m } is the simple root system. Moreover, we define a symmetric bilinear
Furthermore, we denote by λ 1 , . . . , λ m the fundamental dominant weights in H * Bm , i.e.
In particular,
When n = 2m is even, we take
C(E r,r − E m+r,m+r ) (2.13)
as a Cartan subalgebra of o ′ (2m, C), {E r,s − E m+s,m+r , E r,m+s − E s,m+r | 1 ≤ r < s ≤ m} (2.14)
as negative root vectors. Moreover, we define ε r ∈ H * Dm by
Similarly, H * Dm = span {ε 1 , . . . , ε m } and Φ = {±(ε r ± ε s ) | r = s} forms the root system of o ′ (2m, C). Moreover, we define a symmetric bilinear form (·, ·) on H * Dm by (2.10). Denote by α r = ε r − ε r+1 for r = 1, . . . , m − 1 and α m = ε m−1 + ε m . Then {α 1 , . . . , α m } is the simple root system. Moreover, λ 1 , . . . , λ m are the fundamental dominant weights in H * Dm defined by (2.11). In this case,
17)
Denote by I m the m × m identity matrix. Set
if n = 2m + 1, and
when n = 2m. Then K is a symmetric matrix,
when n = 2m. Furthermore, we have a Lie algebra isomorphism σ :
In order to study the o ′ (n, C)-module structure of A C , we let
Define two representations ρ 1 and ρ 2 of gl(n, C) on 
We define two representationsρ 1 andρ 2 of gl(n, C) onÂ C bŷ 33) for f r , g r ∈ A C and X ∈ gl(n, C). By (2.27)-(2.31), we havê
According to (2.2), (2.23), (2.24) and (2.34), we obtain:
Denote by A C,k the subspace of the polynomials with degree k in A C . Set
Cς s , (2.35)
if n = 2m. It can be verified that
(also see (2.68)). Now V forms an o(n, R)-submodule ofÂ that gives the basic representation with the canonical basis {ς 1 , ..., ς n } (cf. (2.2)). Moreover, V C forms an o ′ (n, C)-submodule ofÂ C that gives the basic representation with the canonical basis {κ 1 , ..., κ n } (cf. (2.30)). Furthermore, A forms an o(n, R)-module with the represen- R) , and 
we recall a fact about the tensor product of modules for a finite-dimensional complex semisimple Lie algebra G.
Denote by V (λ) a finite-dimensional irreducible G-module with highest weight λ, by Λ the weight lattice of G and by Λ + the set of dominant weights. Moreover, V ν (λ) stands for the weight space of V (λ) with the weight ν.
Lemma 2.2 (e.g., cf. [GE] ) The irreducible representations occurring in V (λ) V (µ) have highest weights of the form µ + ν ∈ Λ + , where ν is a weight in V (λ). Moreover, the
The weights of o ′ (2m, C)-module V C ∼ = V (λ 1 ) with m ≥ 3 are
Moreover, the weights of
Each weight in V C is with multiplicity 1 (cf. (2.9) and (2.16)).
It is well known that
Proof. i) First we consider the case that n = 2m is even with m ≥ 4. Lemma 2.2, (2.17), (2.18) and (2.39) tell us that the irreducible modules may occur in
The multiplicities of them are all less than or equal to 1. According to the dimension formula of finite-dimensional irreducible modules for a complex finite-dimensional simple Lie algebra (e.g., cf. Page 139 in [H] ), we have
(2.51)
Hence all the three modules occur in H ′ k ⊗ C V C . Next we consider the case that n = 2m + 1 is odd with m ≥ 3. The irreducible modules that may occur in
. Their multiplicities are all less than or equal to 1 by Lemma 2.2, (2.12) and (2.40). Note that
follows from the fact
ii) It follows by a similar argument as that of n = 2m in i).
iii) It is obtained by a similar argument as that of n = 2m + 1 in i).
iv) The irreducible modules may occur in H ′ k ⊗ V C are the four ones in the right side of (2.48) by lemma 2.2. The conclusion follows from the fact
v) The set of weights occurring in
For convenience, we treat κ r and ς r as variables. With these notations, we may write
We define the bar operation onÂ C by
For a transformation T onÂ C , we define its conjugate operator by
For expository convenience, we shift the sub-indices by −1 when n = 2m + 1 is odd;
for instance,
In this way, we always have
and
for 1 ≤ r ≤ m by (2.25) and (2.30) in the both cases of n = 2m and n = 2m+1. Moreover,
Note that y m+r = iy r and κ m+r = iκ r for 1 ≤ r ≤ m, (2.64)
Furthermore, (2.61) yields
and (2.63) says
Thus the Laplacian operator
(2.68)
In particular, (2.38) holds. Expressions (2.64)-(2.67) also imply
Because we have to deal with the real module finally, we give a lemma to describe how to find the real form of a module in H 
Lemma 2.4 Suppose that
Proof. Recall the action of o ′ (n, C) onÂ C byρ 1 given in (2.32). Observe that
70)
Moreover,
if n = 2m + 1. Note for a positive root vector A ∈ o ′ (n, C), its transpose A T is a negative root vector. The above expressions says that 
So f is of weight −λ. Since the lowest weight of W is also −λ by the highest weights listed in Lemma 2.3, the o ′ (n, C)-submodule generated by f must be isomorphic to W .
But the multiplicity of any
Recall that W is spanned by the elements of the form:
where f r j is the operator of the r j th negative simple root vector in o ′ (n, C), a r ∈ N and 1 ≤ r j ≤ m for n = 2m or n = 2m + 1. Then 77) where e r j is the operator of the r j th positive simple root vector in o ′ (n, C). It follows that the real and imaginary parts of g are in W whenever g ∈ W . This shows
Now we want to find the highest weight vectors of the direct summands of
is correspondence to the jth direct summand in every equalities in Lemma 2.3 expect the case n = 4. Let W 2 = W 2,− W 2,+ be the sum of the middle two submodules if n = 4. According to
by (2.35) and (2.38). in the case of n = 4,Ĥ k,2∓ are the similar real forms of W 2,∓ .
Lemma 2.5 i) The following vectors
) and v 2,∓ of W 2,∓ are highest weight vectors:
for n = 2m + 1.
ii) 
for 1 ≤ r < s ≤ m (c.f. (2.14) and (2.57)). They annihilate v 1 . in the case of n = 2m + 1, we have additional operators of positive roots:
and is 2kλ 1 if n = 3. The weight of κ 1 is λ 1 if n > 4, is λ 1 + λ 2 if n = 4 and is 2λ 1 if n = 3. Then the weight of v 1 is (k + 1)λ 1 if n > 4, is (k + 1)(λ 1 + λ 2 )if n = 4 and is 2(k + 1)λ 1 if n = 3, which implies that v 1 is the highest weight vector of W 1 . 87) which implies that v 1 is a solution of Navier equations. By the invariant property of Navier equations under o(n, R),Ĥ k,1 is a solution subspace.
(b) Now we approach the highest weight vectors in W 2 . It is obviously that
Moreover, if n = 2m + 1 is odd,
which also annihilates v 2 . in the case of n = 4, we have that
and similarly for v 2,− . Note that the weight of v 2 is (k + 1)λ 1 − α 1 (2(k + 1)λ 1 − α 1 if n = 3). So it is the highest weight of W 2 . Moreover, the weight of vector v 2,− (res.
Hence it is the highest weight of W 2,− (res. W 2,+ ).
In the case of n = 3,
and it is easy to verify ∇(v 2,− ) = 0. Moreover,
in the case of n = 3,
Similarly, the same equation holds for v 2,∓ . That is, v 2 and v 2,∓ are solutions of Navier equations. HenceĤ k,2 is a solution subspace.
(c) We now deal with the highest weight vectors of W
for l = 1, . . . , m − 1. On the other hand, 
(2.100)
In addition,
and ∆y j y as its highest weight vector is isomorphic to V ((k − 1)λ 1 ) for n > 4, V ((k − 1)(λ 1 + λ 2 )) for n = 4 and V (2(k − 1)λ 1 ) for n = 3. Let Proof. Suppose n = 2m. We have
(2.108)
Assume n = 2m + 1. Then
(2.112)
The conclusion follows from (2.107), (2.108) and (2.111), (2.112). 2
Now we can describe the irreducible modules of o(n, R) which are solution spaces of Navier equations.
Lemma 2.7 The linear map determined by
(2.115) By symmetry, ψ(A(f )) = A(ψ(f )) for any A ∈ gl(n, R). Moveover, f is harmonic and
and then f is harmonic if and only if f l+2 = −∆f l for 0 ≤ l ≤ k − 1. It follows
is harmonic. By symmetry, all g j are harmonic. Hence
and Lemma 2.4. 2 Lemma 2.8 i) Denotex
x r ς r for 1 ≤ j ≤ n. Then the linear map ϕ 1 determined by
(2.102) and (2.103)). ii) The module W 3 is of real type,
Proof. Firstly, it is clear that
for j > 2. Moreover,
120)
On the other hand,
by (2.117)-(2.119). Thus ϕ 1 ((E 1,2 − E 2,1 )(ζ)) = (E 1,2 − E 2,1 )(ϕ 1 (ζ)). By the symmetry on sub-indices, ϕ 1 is an o(n, R)-module monomorphism from H k−1 toÂ k . If n = 2m,
. It holds similarly when n = 2m + 1. Lemma 2.8 implies that ϕ 2 is an o(n, R)-module monomorphism from H k−1 toÂ k . If n = 2m, we denote ξ = n j=1 x 2 j , and then 
by (2.82) if n = 2m. When n = 2m + 1, we shift index r → r + 1 and have
By (2.79)-(2.81) and (2.125), ν(v 2 ) = 0 and ν(v 2,± ) = 0. Similarly, we have ν|Ĥ
Corollary 2.10 The subspacê
Proof. Denote byṼ the set in right side in (2.129). Note (∂ x 1 +i∂ x m+1 )((x 1 +ix m+1 ) k ) = 0.
By (2.78), Re(v 1 ) ∈Ṽ Ĥ k,1 . Moreover, the map σ :
module homomorphism fromÂ to A. The irreducibility ofĤ k,1 as an o(n, R)-submodule
(2.130)
Then if n = 4, we have that Lemma 2.11 The subspaceŝ
Proof. We can verify that D commutes with o(4, R). Moreover, D(v 2,± ) = ±(k + 1)v 2,± by (2.80). Expression (2.131) holds because v 2,± are generators ofĤ k,2± as o(4, R)-modules. 2
Now we can get the main theorem of this section.
Theorem 2.12 Assume that integer n ≥ 3.
(2.113)) and
H k,3 = ϕ(H k−1 ) (cf. Lemma 2.8), which are irreducible o(n, R)-submodules. TakeĤ k,2 in (2.124), which is an irreducible o(n, R)-submodule if n = 4. When n = 4,Ĥ k,2 = H k,2+ ⊕Ĥ k,2− andĤ k,2± are irreducible o(4
, R)-submodules characterized by (2.131). Then the subspace of homogeneous polynomial solutions with degree k of Navier equation iŝ
Proof. We haveĤ k,j ⊂Ĥ k for j = 1, 2, 3 by Lemmas 2.5 and 2.6. By Xu's method, we can calculate dimĤ k = n dim H k = dimĤ k,1 + dimĤ k,2 + dimĤ k,3 (The details will be given later for technical convenience (see Proposition 3.8)). Sincê
by the way of our taking subspacesĤ k,1 ,Ĥ k,2 andĤ k,3 in the theorem, (2.132) follows from the facts
Bases
In this section, we will construct some bases of the subspacesĤ k,1 ,Ĥ k,2 ,Ĥ k,3 andĤ k,2∓ defined in section 2. Since H k+1 ψ ∼ =Ĥ k,1 (cf. Lemma 2.7) and H k−1 ϕ ∼ =Ĥ k,3 (cf. Lemma 2.8), we can obtain the bases ofĤ k,1 andĤ k,3 by a basis of H k introduced in [X1] : (1 + 2ǫ n j=2 r j ) 2(r 2 +···+rn) 2r 2 ,...,2rn
Take ǫ ∈ {0, 1}, l 2 , ..., l n ∈ N such that ǫ + n j=2 l j = k + 1, and define
Then straightforward calculation shows that 
forms a basis ofĤ k,1 , where the components of f (ǫ, l 2 , . . . , l n ) are given by (3.4) and (3.5) .
Similarly, we definẽ w(ǫ, l 2 , . . . , l n ) = (1 + 2ǫ n j=2 r j ) 2(r 2 +···+rn) 2r 2 ,...,2rn
where ǫ ∈ {0, 1}, l 2 , ..., l n ∈ N and ǫ + n j=2 l j = k − 1. Thusw ∈ H k−1 . Denote (1 + 2ǫ 
forms a basis ofĤ k,3 , where the components of g(ǫ, l 2 , . . . , l n ) are given by (3.9) and (3.10) .
Now we will find a basis ofĤ k,2 by solving the equation in (2.124
x j f j . We write 
(3.14)
Note
Thus f n ∈ H k if and only if
by (3.14) and (3.15). To write down a basis ofĤ k,2 , it is sufficient to solve (3.16).
Lemma 3.3
The following system is equivalent to (3.16) .
Proof. Note that
Set l = 0 in the above equalities, we get that
Thus (3.16) implies (3.17). But
Then by induction, one gets that (3.17(a)) implies (3.16(b)) if l is odd, and (3.17(b)) implies (3.16(b)) when l is even. Hence (3.17) is equivalent to (3.16). 2
Using (3.17) and the condition f j ∈ H k for j = 1, . . . , n − 1, we can obtain a basis of H k,2 . For convenience, we classify these base vectors into three disjoint subsets satisfying the following conditions,respectively: Let f j be the first nonzero component of the base
Condition (*): 1 ≤ j ≤ n − 2, and the powers of x n in f j are even.
Condition (**): 1 ≤ j ≤ n − 2, and the powers of x n in f j are odd. Condition (***): j = n − 1.
To find the base vectors satisfying the condition (*), we set f l n−1,1 = 0 in (3.17(b)) for l = 1, . . . , n − 1. Moreover, for convenience, we write
Continues the process. In general, we write
Then by induction, the following system is equivalent to (3.17(a))
(3.23)
Now we can write down those base vectors satisfying Condition (*) by (3.23).
From now on, the notations r s are always nonnegative integers. Assume that f j is the first nonzero component of the base vector f = n l=1 f l ς l ∈Ĥ k,2 . Then f j j,0 = 0 by (3.23). We take f j n−1,0 to be the following monomials:
where r 1 + · · · + r n−1 = k and r j+1 + · · · + r n−1 > 0. Moreover, we set
and so
for j < q ≤ n − 1. Then we obtain that:
(I). The following vectors are the base vectors satisfying Condition (*):
for some j ∈ {1, ..., n − 2}, where
and f j+1 , ..., f n−1 are given in (3.27) for any nonnegative integers r 1 , ..., r n−1 with r 1 + · · · + r n−1 = k and r j+1 + · · · + r n−1 > 0.
To get the base vectors satisfying condition (**) and (***), we set f l n−1,0 = 0 in (3.17(a)), and simplify (3.17(b)). Note that it can be written as
We write
Substituting (3.31) to (3.30), we get
Thus we obtain 3.36) for l ≥ 0. The above two equalities tell us that f n−1 is determined by f r whenever r ≤ n−2 and g n−1 0 under the condition f l n−1,0 = 0 for l = 1, . . . , n − 1. Moreover, f r is determined by g r s (x 1 , . . . , x n−2 ) which can be any homogenous polynomial with degree k −1−s. These help us to write down those base vectors satisfying condition (**) and (***). 
for some j ∈ {1, ..., n − 2}, where for any nonnegative integers r 1 , ..., r n−1 with r 1 + · · · + r n−1 = k − 1.
We set f r = 0 for r ≤ n − 2 and (3.40) where r 1 + · · · + r n−2 = k − 1. Then we get (III). The following vectors are the base vectors satisfying Condition (***): for any nonnegative integers r 1 , ..., r n−2 with r 1 + · · · + r n−2 = k − 1.
Proposition 3.4
The set of the vectors f given in (3.27)-(3.29), (3.37)-(3.39) and (3.41)-(3.42) forms a basis ofĤ k,2 .
Now we give bases ofĤ k,2∓ in the case of n = 4. Recall that the representation operators of negative simple root vectors of o ′ (4, C) are (3.45) by Lemma 2.4. Observe that
for r ≤ k − 1, and
Then the real part of (3.47) is (3.50) and the imaginary part of (3.47) is
Moreover, a straightforward calculation shows that i) If 0 ≤ r + s ≤ k and 0 ≤ r < s, then 
Now we have the following base vectors ofĤ k,2− : i) 
These give a basis ofĤ k,2+ by easily interchanging x 2 and x 4 in a basis ofĤ k,2− .
At the end of this section, we will use Xu's method in [X1] to construct a uniform basis of the polynomial solution space of Navier equations, whose the cardinality was pre-used in the proof of Theorem 2.12. It is different from those bases given above. It is not listed in accordance to the irreducible summands of the polynomial solution space. Xu's method is also critical to solve the initial value problems of Navier equations and Lamé equations in the next section.
Lemma 3.7 [X1] Suppose that A is a free module of a subalgebra B generated by a
is a solution of the equation 
for any j, r, s ∈ {1, . . . , m}, then u can be written as follows:
Note that Navier equations (1.6) can be written as the following form
where
63) (3.64) where
By Lemma 3.7, any polynomial solution of (3.62) is a linear combination of
where h = x ǫ 1 I n and g ∈ V . In order to write down these solutions explicitly, we need to
Recall that E r,s is the n × n matrix whose (r, s)-th entry is 1 and the others are 0. We define the linear operator (
We take
(b∂ xr ∂ xs
Observe that (x 1 ) , ∂ x 2 , . . . , ∂ xn commute pairwise, and so the entries of (
In order to use linear algebra, we replace these operators by real numbers as Xu did in [X2] . Indeed, if we let
Observe that for m ≥ 1,
is symmetrical (note that b + 1 = (2ι 1 + ι 2 )/ι 1 > 0). Moreover, we denote a = (b + 1) 2 + 1 and
It can be proved that the eigenvalues of A are
where the multiplicity of ξ is n − 2. Recall that ς r = (0, ..., 0, r 1, 0, ..., 0) T . We can take orthonormal eigenvectors v j = (0, p j,2 , . . . , p j,n ) T for j = 1, ..., n − 2 corresponding to the eigenvalue ξ, a unit eigenvector 3.77) corresponding to the eigenvalue θ 1 , and a unit eigenvector (3.78) corresponding to the eigenvalue θ 2 . Setting P = ( v 1 , · · · , v n ) and 79) we have that for 2 ≤ j ≤ n.
Theorem 3.8 The set { u j (ǫ, l 2 , . . . , l n ) | ǫ = 0 or 1; l r ∈ N; j = 1, . . . , n} forms a basis of the space of polynomial solutions for Navier equations. In particular, (3.102) 
Initial Value Problems
In this section we will deal with the initial value problems of Navier equations and Lamé equations using Lemma 3.7 and Fourier expansions.
Recall that the initial value problem of Navier equations is as follows:
ι 1 ∆ (u) + (ι 1 + ι 2 )(∇ T · ∇)( u) = 0 u(0, x 2 , . . . , x n ) = g 0 (x 2 , . . . , x n ) u x 1 (0, x 2 , . . . , x n ) = g 1 (x 2 , . . . , x n ) (4.1) with x 1 ∈ R and x r ∈ [−a r , a r ] for r = 2, . . . , n, where a 2 , . . . , a n are positive numbers, and the jth component g j ǫ of g ǫ is a continuous function for ǫ = 0 or 1 and j = 1, . . . , n. For convenience, we denote 0, x 2 , . . . , x n ))) (4.5) are solutions of Navier equations. Denote u(x 1 , . . . , x n ) = φ 0 (x 1 , . . . , x n ) + φ 1 (x 1 , . . . , x n ) − ψ 1 (x 1 , . . . , x n ). (4.6) Then by (3.90)-(3.94) and superposition principle, the function u(x 1 , . . . , x n ) is the solution of (4.1). Now we give the explicit expression of u(x 1 , . . . , x n ). For convenience, we write that
Take the Fourier expansions of g ǫ : 
