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Abstract 
A method is given for generating different data sets for home-vrork 
exercises in simple regression, such that not only are the estimated 
slopes, intercepts and correlations the same in all data sets, but so 
also are the analysis of variance tables, ~~th error mean square that 
is a perfect square. An example is given for n = 17, b = 2, a = 6, 
r = • 25 and CJ2 = 18&. A computer program REGDATA is available for 
generating data sets of this nature. 
1. Introduction 
The tedious labor of the arithmetic required in statistical analyses is readily 
avoidable today by making use of computer program packages or pre-programmed pocket 
and desk calculators. This is especially true of regression analysis. Nevertheless, 
in the early stages of learning statistics it is particularly instructive for 
students, at least once in their lives, to do all the basic arithmetic of an 
analysis. Furthermore, giving students their rnm, individually different data sets 
motivates them to do all their mm calculations; in contrast, giving them all the 
same data set readily allous plagiarization. But arbitrary data sets, for which 
computed analyses are all different, greatly add to the instructor's burden of 
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grading, especially for large classes. To alleviate this problem in the case of 
simple regression, we here describe a method for generating numerous different data 
sets for homework exercises, in which all the computed analyses have the same pre-
assigned values of the regression slope b1 of the intercept a, of the product-moment 
correlation r, and of the analysis of variance for fitting the regression, with the 
error mean square 02 being the square of an integer. An example is given for n = 17 
data points having b = 2, a = 6, r = • 25, and 02 = 18cF. A computer program REGDATA 
is available from the authors for generating data sets of this nature. 
Ed"''rards [1959] describes a method for constructing data pairs (x., y.) for 
J. J. 
i = l, ··•, N, in such a way that any three of the values 
b = s /s2 ' 
xy x ·• 
S2 = E(x. - xf 
X i J. 
can be chosen arbitrarily 1·1here 
r = bS /S X y 
and s2 = E (y . - y )2 
y i J. 
(1) 
(2) 
S = E(x. - x)(y. - y) (3) 
xy il. l. 
-and where x and y are the arithmetic averages of the N x. 's and y. 's. The method 
l. J. 
depends on choosing t"''ro arbitrary series of positive and negative integers, xi and 
e . for i = 1 · • · N in such a 1·Ta"~~' that J. 1 , ~ v 
- -X= o, e = o, and Ex.e1 = 0 • i l. 
(4) 
Then yi is developed as 
y. =xi +e. -.'Tith s2 = s2 + s2 l. J. y X e (5) 
\'There S2 = E(e - ef. This is done by first assigning values tor and N, l'Thich 
e i i 
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ue denote by n - 1, i.e., 
N=n-1. 
Values for x. and e. are then chosen in such a 't·ray that 
~ ~ 
s2 = (n l)~if, 
X 
s2 = (n - 1)(1 - ~)if 
e 
and s2 = (n - l)if y 
1·rhere D is some multiple of ten chosen so as to eliminate decimals from (7). 
(6) 
(7) 
vle extend this method first by constructing n = N + 1 data pairs, 1-rith n - 1 = N 
of them chosen exactly as described by Ed~·rards [1959] 1·Tith the n' th one being 
x = 0 = y • This in no ·Hay affects the calculation of (1) through (4 ). ~ 
n n 
further extension is based on the analysis of variance shrnin in Table 1, for fitting 
the simple regression of y. on x. fori= 1, ···, n. 
l l 
Source of 
variation 
Mean 
Regression 
Residual 
Total 
Table 1: Analysis of variance for fitting the 
regression of y. on x., i = 1, ···, n. 
l ~ 
Degrees of Sum of Squares 
freedom Calculated AssignedY 
1 nr = n(a + bm)2 
1 bS = (n-l)~~b2n2 xy 
n - 2 s~ - bsxY = (n-l)(l-~)~b2DF 
n 
n !:~ = (n-l)~b2n2 + n(a + bm)2 
i=l J. 
~ Described in Section 2. 
Using (1), the residual mean square in Table 1 is 
02 = (S2 - bS )/ (n - 2) = (1 - r 2 )s2 / (n - 2) • y xy y (8) 
He generate data sets such that not only do b and r of (1) have pre-assigned values 
4 -
but also 02 of (8) is a perfect square. vlith s2 = (n - J,.)if from (7), this entails y 
choosing n, r and D so that 
(n-l)(l-~ )If! = (integer )2 • 
n - 2 
(9) 
Finally, since the discussion up to this point is based on (4 ), ire modif'y the xi 1 s 
and y. 1 S to have non-zero means, so that the analysis of variance in Table 1 is 
l. 
appropriate. 
2. Method 
Data sets are generated by the Ed-vrards 1 method using values of r and n that 
satisfy (9). Since the data sets are to be for home"t1'ork exercises, for 111hich 
students -vrill be doing all the calculations including sums of squares, n must not 
be large: n of the order of 20 seems appropriate. Also, the Edw·ards 1 method re-
quires N = n - 1 to be even. With these limitations ,.,e find n = 17 and r = 0. 25 
are convenient values satisfying (9). We also choose D = 30 so that (6) gives 
s2 = 900, 
X 
s2 = 13,500 and s2 = 14,4oo . 
e Y (10) 
To facili;ta.te making use of Ed't'rards 1 method for N = n - 1 = 16, ue have de-
veloped a table of sets of four positive integers in increasing order of their 
sums of squarest= 4, ···, 400, so that st represents four integers n1, n2, n3 
and n4 having n21 + n.22 + rf + n2 = t. 
. . .3 4 Not all possible sets st are included in the 
table; for each t, it contains only those for vrhich all n. s; 20 and for '~hich 
l. 
t - ~(En. f is a minimum. This is done so as to lessen the occurrence of "outliers" 
- l. 
in the generated data sets. Based on this table, our method of generation is as 
follows. 
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:.r ~ ... . 
1. Randomly generate four positive integers uith sum of squares st equal to t in 
the range 50 - 400. Define these integers and those in the s-table corresponding 
2. 
to s450_t as x1, x2, • • • 1 x8 • 
Define xi~B =-xi fori= 1, ···, 8. We then have X = 0 and s2 = 900. X 
3. Randomly generate four positive integers vith sum of squares ~st equal to t in 
the range 50-200. Define these integers and those in the s-table corresponding 
The ranges placed on t in steps 1 and 3 are arbitrary, and designed to lessen 
the occurrence of "outliers". 
8 
4. If t ei is not an even number, repeat step 3 until it is. 
i=l 
5. By exhaustive search, find 8 values pi' each of:.them either +1 or -1, such that 
Ep.e. = o. If the e.'s are such that this canriot be done, repeat steps 3 and 4 
~ ~ ~ 
until it can. 
6. Replace ei by 5piei' and_then define ei+B = e1 fori= 1, ···, 8. (The factor 
of 5 is used here solely to simplify step 3. ) We then have 
e = o, 
and 
s2 = 13 500 e , , s = o, ex s js2 - 1 x(e+x) x -
s ;f"i_;;- = o. 25. 
x(e+x) x e-tx 
7. For pre-assigned values of the intercept a and the regression slope b, and for 
arbitrary constants k and n, for i = 1, • • •, 16 
replace x. by kx. + m, 
~ J. 
replace y.; by kb (x. + e. ) + (a + bm) 
... l ~ 
and define 
xl7 = m 
y 17 = a + bm. 
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Often, it may be convenient to choose a, b1 k and m so that all the xi and y i 
are positive. 
8. Re-arrange the data points (xi' yi) in a different sequence so as to disguise 
any pattern in them that may be apparent from their mode of construction. 
Then= 17 data points (x., y.) fori= 1, ···, 17 derived in this manner 
J. J. 
i'Till have the t'ollouing characteristics: 
regression intercept 
regression slope 
correlation = r 
g2 = ~n2 
X 
s; = (n-l)rlP!f! 
S = (n-l)r2 k2bn2 
xy 
=a 
=b 
= 0.25 
= 900:tt2 
= 14,4oor~ · 
= 900k2b 
= (n-1) (l-r2 )k21Pn2 = 900k21P 
n - 2 
analysis of variance: as in Table 1. 
3. Example 
-x=m 
y=a+bm 
(ll) 
Our example for D = 30, n = 17 and r = .25 has a= 6, b = 2, k = 3 and 
m = 37, and is shmm in Table 2. 
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Table 2: Example of MethOO.. 
-.-i' 
i Step 1 Ste~ 2 SteEs 31 4 
-·.r.:~ ... ·~ .. -.- .. 
SteE 5 SteE 6 Step 1.Y 
xi X. e. . pi~i 5p.e .... e . x. yi l. l. l. l. l. l. 
1 5 5 4 4 20 52 230 
2 4 
* 
4 5 
* 
-5 -25 49 -46 
3 10 >
8 222 10 4 
8 157 4 20 67 260 
4 9 9 10 10 50 64 434 
5 10 10 4 4 20 67 260 
6 8 8 6 -6 -30 61 -52 
7 8 
8228 8 6 'sll3 -6 -30 61 -52 
8 0 0 5 -5 -25 37 -70 
9 -5 20 22 170 
10 -4 -25 25 -94 
11 -10 20 7 140 
12 
-9 50 10 326 
13 -10 20 7 140 
14 -8 -30 13 -148 
15 -8 -30 13 -148 
16 0 -25 37 -70 
17 37 80 
];/ kxi + m ... xi } a = 6 b = 2 for 
kb(x. + ei) +(a+ bm) ... y. k = 3 m = 37 l. l. 
Then, in accord \'nth Table 1 and results (11) the data points (x . , y. ) of Step 7 
l. l. 
in Table 2 have the follrnfing characteristics: 
- 8 -
Table 3: Analysis of Varie,nce of Data in Table 2. 
Source of Degrees of Sum of 
variation freedom Squares 
Mean 1 108,800 
Regression 1 32,400 
Residual 15 486,000 
Total 17 627,200 
a= b n = 17 s2 = 8,100 X 
b = 2 - s2 518,400 02 18o2 X= 37 = = y 
r=.l. y = 80 s = 16,200 4 x:y 
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