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Abstract
This paper analyzes a discontinuous Galerkin method for time frac-
tional diffusion problems. The method uses piecewise constant functions
in the temporal discretization and continuous piecewise linear functions
in the spatial discretization. The weak solution and its regularity are
firstly considered. Then in the L2(0, T ;L2(Ω))-norm the convergence or-
ders O(h2 + τ ) and O(h+ τ 1/2) are respectively derived in the following
two cases: the initial value u0 vanishes and the source term f belongs
to L2(0, T ;L2(Ω)); u0 belongs to L
2(Ω) and f vanishes. The case that
a Dirac measure occurs in u0 or f is also considered. Finally, numerical
experiments are conducted to verify the theoretical results.
Keywords: time fractional diffusion, discontinuous Galerkin method, error
estimate.
1 Introduction
This paper considers a discontinuous Galerkin method of the following time
fractional diffusion problem:
∂tu− ∂
1−α
t ∆u = f in Ω× (0, T ),
u = 0 on ∂Ω× (0, T ),
u(·, 0) = u0 in Ω,
(1)
where 0 < α < 1, 0 < T < ∞, and Ω ⊂ Rd (16 d6 3) is a convex d-polytope,
f and u0 are given functions. The above ∂
1−α
t , a Riemann-Liouville fractional
differential operator, is defined by
(∂1−αt v)(x, t) :=
1
Γ(α)
∂t
∫ t
0
(t− s)α−1v(x, s) ds, (x, t) ∈ Ω× (0, T ),
where v ∈ L1(Ω× (0, T )) and Γ(·) is the gamma function.
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Let us first briefly review the efforts devoted to the numerical treatments of
time fractional diffusion-wave problems. By now there are mainly three types
of numerical methods for time fractional diffusion-wave problems, according to
how the time fractional derivative is discretized. The first type uses the finite
difference method in the temporal discretization; see [47, 16, 46, 5, 23, 52, 51, 4,
6, 25, 44, 21] and the references therein. These methods are easy to implement,
but they are generally of low temporal accuracy. The second type uses the
spectral method in the temporal discretization; see [22, 18, 50, 48, 49, 45, 19] and
the references therein. These methods possess exponential temporal accuracy,
provided that the solution is sufficiently smooth. The third type uses the finite
element method to approximate the time fractional derivatives; see [26, 35, 31,
19, 34, 37, 36, 27, 38, 33, 15]. These methods are as easy to implement as the
first type, and they can achieve high-order temporal accuracy. Besides the above
three types of methods, we refer the reader to [28, 29] for a class of methods
that are designed by the Laplace transform method. Here we observe that, due
to the nonlocal property of the time fractional derivatives, high-order temporal
accuracy algorithms are preferred to reduce the computation and storage costs.
Although there has already been a significant amount of numerical analysis
for time fractional diffusion-wave problems, the theoretical results available are
not very satisfactory. It is well known that, unlike the normal diffusion problem,
the solution to a time fractional diffusion problem generally has singularity at
t = 0, despite how smooth the data is; see, e.g. [30, 41, 17] for some regularity
results of the solution. Therefore, a convergence analysis without regularity
assumptions on the solution is crucial for a numerical method for time fractional
diffusion problems. However, so far the error estimates of the numerical methods
for time fractional diffusion problems are mainly derived under the condition
that the solutions are sufficiently smooth. We summarize the works aiming to
fill in this gap as follows. For a spatial semi-discretization of time fractional
diffusion problems, Jin et al. [14, 13] derived several error estimates under the
condition that the initial value belongs to L2(Ω) and the source term belongs
to L2(0, T ; H˙q(Ω)) or L∞(0, T ;Lq(Ω)) with −1 < q 6 1. For a temporal semi-
discretization of problem (1) with f = 0, McLean and Mustapha [27] derived
that
‖(u− U)(tj)‖L2(Ω) 6 Ct
−1
j ∆t ‖u0‖L2(Ω) ,
by the Laplace transform techniques. For a spatial semi-discretization of prob-
lem (1), Karaa et al. [15] proved that
‖(u−uh)(t)‖L2(Ω)6Ch
2t−α(2−δ)/2
(
‖u0‖H˙δ(Ω)+
2∑
i=0
∫ T
0
ti
∥∥∥f (i)(t)∥∥∥
H˙δ(Ω)
dt
)
for all 0 6 δ 6 2, by energy arguments. Mustapha [32] analyzed the same
spatial semi-discretization as that in [14]. Recently, Li et al. [20] established
the convergence of a fully discretization of time fractional diffusion problems
with nonsmooth data. Clearly, convergence analysis with nonsmooth data for
numerical methods of time fractional diffusion problems is rare, and hence efforts
in this aspect are in urgent need.
The idea of using the discontinuous Galerkin method to discretize the first-
order time derivative was first proposed in [8] for parabolic problems. McLean
and Mustapha [26] used this idea to develop a time-stepping scheme for problem
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(1). The authors then analyzed the convergence of a temporal semi-discretization
in the aforementioned work [27], and, to our best knowledge, by now this is the
only work in the literature trying to establish the convergence of this time-
stepping scheme with nonsmooth data.
In this paper, we provide a rigorous analysis of this time-stepping scheme
with nonsmooth data. Following [9, 22] and using the properties of the Mittag-
Leffler functions and the transposition technique, we introduce the weak solu-
tions to problem (1) in three cases. Then we derive several error estimates with
different regularity restrictions on the data:
• if u0 = 0 and f ∈ L
2(0, T ;L2(Ω)), then
max
16j6J
∥∥u(tj)− U−j ∥∥L2(Ω) + (h+ τ1/2)−1 ‖u− U‖L2(0,T ;L2(Ω))
+ ‖u− U‖H(1−α)/2(0,T ;H˙1(Ω)) 6 C
(
h+ τ1/2
)
‖f‖L2(0,T ;L2(Ω)) ;
• if f = 0 and u0 ∈ H˙
β(Ω) with 1 < β < min{1/α, 2}, then
max
16j6J
∥∥u(tj)− U−j ∥∥L2(Ω) + ‖u− U‖H(1−α)/2(0,T ;H˙1(Ω))
6 C
(
h+ ταβ/2
)
‖u0‖H˙β(Ω) ;
• if 0 < α < 1/2, f = 0 and u0 = δx0 , then
‖u− U‖L2(0,T ;L2(Ω)) 6 C
(
h2−d/2 + τ1/2
)
,
where δx0 is a Dirac measure concentrated at x0 ∈ Ω.
We also derive several error estimates in other cases.
The rest of this paper is organized as follows. Section 2 introduces some
Sobolev spaces and describes a discretization of problem (1). Section 3 defines
the weak solution to problem (1) and investigates its regularity. Section 4 estab-
lishes the convergence of the numerical method, and Section 5 conducts several
numerical experiments to verify the theoretical results.
2 Preliminaries
Firstly, we make some conventions. For a Lebesgue measurable subset ω of Rl
(1 6 l 6 3), we use Hγ(ω) (−∞ < γ < ∞) and Hγ0 (ω) (0 < γ < ∞) to denote
two standard Sobolev spaces [42]. For a Lebesgue measurable subset ω of Rl
(1 6 l 6 4), the symbol 〈p, q〉ω means
∫
ω pq. If X is a Banach space, then X
∗
is its dual space and 〈·, ·〉X is the duality pairing between X
∗ and X . If the
symbol C has subscript(s), then it means a positive constant that depends only
on its subscript(s), and its value may differ at each of its occurrence(s).
Secondly, we introduce some spaces constructed by the eigenvectors of −∆.
It is standard that [10, Theorem 1, §6.5.1] there exists an orthonormal basis {φi :
i ∈ N} ⊂ H10 (Ω) of L
2(Ω) such that −∆φi = λiφi, where {λi : i ∈ N} ⊂ R>0
is a non-decreasing sequence and λi → ∞ as i → ∞. For any −∞ < γ < ∞,
define
H˙γ(Ω) :=
{
∞∑
i=0
ciφi :
∞∑
i=0
c2iλ
γ
i <∞
}
,
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equip this space with the inner product(
∞∑
i=0
ciφi,
∞∑
i=0
diφi
)
H˙γ(Ω)
:=
∞∑
i=0
λγi cidi,
for all
∑∞
i=0 ciφi,
∑∞
i=0 diφi ∈ H˙
γ(Ω), and we use ‖·‖H˙γ (Ω) to denote the norm
induced by this inner product. It is evident that H˙γ(Ω) is a Hilbert space with
an orthonormal basis {λ
−γ/2
i φi : i ∈ N}. In addition, H˙
−γ(Ω) is the dual space
of H˙γ(Ω) in the sense that〈
∞∑
i=0
ciφi,
∞∑
i=0
diφi
〉
H˙γ (Ω)
:=
∞∑
i=0
cidi
for all
∑∞
i=0 ciφi ∈ H˙
−γ(Ω) and
∑∞
i=0 diφi ∈ H˙
γ(Ω).
Thirdly, we introduce some vector valued Sobolev spaces. Let X be a sep-
arable Hilbert space with an inner product (·, ·)X and an orthonormal basis
{ei : i ∈ N}. For −∞ 6 a < b 6∞, define
Hγ(a, b;X) :=
{
v ∈ L2(a, b;X) :
∞∑
i=0
‖(v, ei)X‖
2
Hγ (a,b) <∞
}
,
and endow this space with the norm
‖v‖Hγ (a,b;X) :=
(
∞∑
i=0
‖(v, ei)X‖
2
Hγ (a,b)
)1/2
, ∀v ∈ Hγ(a, b).
For 0 < γ < 1/2, we also use the norm
|v|Hγ (a,b;X) :=
(
∞∑
i=0
|(v, ei)X |
2
Hγ (a,b)
)1/2
, ∀v ∈ Hγ(a, b;X).
Here, the norm |·|Hγ(a,b) on H
γ(a, b) is given by
|w|Hγ (a,b) :=
(∫
R
|ξ|
2γ ∣∣F(wχ(a,b))(ξ)∣∣2 dξ)1/2 , ∀w ∈ Hγ(a, b),
where F : L2(R) → L2(R) is the Fourier transform operator and χ(a,b) is the
indicator function of (a, b).
Fourthly, let us introduce the Riemann-Liouville fractional calculus opera-
tors. Assume that X is a Banach space. For any −∞ 6 a < b 6 ∞ and
0 < γ <∞, define
(
Iγa+ v
)
(t) :=
1
Γ(γ)
∫ t
a
(t− s)γ−1v(s) ds, t ∈ (a, b),
(
Iγb− v
)
(t) :=
1
Γ(γ)
∫ b
t
(s− t)γ−1v(s) ds, t ∈ (a, b),
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for all v ∈ L1(a, b;X), where Γ(·) is the gamma function. For j − 1 < γ < j
with j ∈ N>0, define
Dγa+ := D
j Ij−γa+ , D
γ
b− := (−1)
j Dj Ij−γb− ,
where D is the first-order differential operator in the distribution sense.
Finally, let us introduce the discretization proposed in [26]. Let 0 = t0 <
t1 < · · · < tJ = T be a partition of [0, T ]. Set Ij := (tj−1, tj) for each 1 6 j 6 J ,
and we use τ to denote the maximum length of these intervals. Let Kh be a
conventional conforming and quasi-uniform triangulation of Ω consisting of d-
simplexes, and we use h to denote the maximum diameter of the elements in
Kh. Define
Sh :=
{
vh ∈ H
1
0 (Ω) : vh|K ∈ P1(K), ∀K ∈ Kh
}
,
Wh,τ :=
{
V ∈ L2(0, T ;Sh) : V |Ij ∈ P0(Ij ;Sh), ∀ 1 6 j 6 J
}
,
where P1(K) is the set of all linear polynomials defined on K, and P0(Ij ;Sh) is
the set of all constant Sh-valued functions defined on Ij . For each V ∈ Wh,τ ,
we will use the following notation:
V +j := limt→tj+
V (t) for 0 6 j < J ;
V −j := limt→tj−
V (t) for 1 6 j 6 J ;
[[Vj ]] := V
+
j − V
−
j for 1 6 j < J, and [[V0]] := V
+
0 .
Assuming that u0 ∈ S
∗
h and f ∈ W
∗
h,τ , we define a numerical solution U ∈ Wh,τ
to problem (1) by that
J−1∑
j=0
〈
[[Uj ]], V
+
j
〉
Ω
+
〈
∇D1−α0+ U,∇V
〉
Ω×(0,T )
= 〈f, V 〉
Wh,τ
+
〈
u0, V
+
0
〉
Sh
(2)
for all V ∈ Wh,τ .
3 Weak Solution
3.1 The case of u0 = 0
Following [22], we introduce a weak solution to problem (1) as follows. Define
W := Hα/2(0, T ;L2(Ω)) ∩ L2(0, T ; H˙1(Ω)),
W˜ :=
{
v ∈ H1−α/2(0, T ;L2(Ω)) ∩H1−α(0, T ; H˙1(Ω)) : v(T ) = 0
}
,
and endow them with the following two norms
‖·‖W := max
{
‖·‖Hα/2(0,T ;L2(Ω)) , ‖·‖L2(0,T ;H˙1(Ω))
}
,
‖·‖
W˜
:= max
{
‖·‖H1−α/2(0,T ;L2(Ω)) , ‖·‖H1−α(0,T ;H˙1(Ω))
}
,
respectively. Assuming that f ∈ W˜ ∗, we call u ∈ W a weak solution to problem
(1) if 〈
Dα0+ u, v
〉
Hα/2(0,T ;L2(Ω))
+ 〈∇u,∇v〉Ω×(0,T ) =
〈
f, I1−αT− v
〉
W˜
(3)
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for all v ∈W . Since Lemma A.4 implies that∥∥I1−αT− v∥∥W˜ 6 Cα,T ‖v‖W for all v ∈W,
we readily conclude that the above weak solution is well-defined, by Lemma A.2
and the well known Lax-Milgram theorem.
Theorem 3.1. If f ∈ W˜ ∗, then problem (1) admits a unique weak solution
u ∈W , and
‖u‖W 6 Cα,T ‖f‖W˜∗ .
Then let us analyze the regularity of the weak solution to problem (1). We
first consider the following problem: seek y ∈ Hα/2(0, T ) such that〈
Dα0+ y, z
〉
Hα/2(0,T )
+ λ 〈y, z〉(0,T ) =
〈
g, I1−αT− z
〉
H1−α/2(0,T )
(4)
for all z ∈ Hα/2(0, T ), where g ∈ Hα/2−1(0, T ) and λ is a positive constant.
Again, by Lemma A.4, Lemma A.2 and the Lax-Milgram theorem, we conclude
that problem (4) admits a unique solution y ∈ Hα/2(0, T ) and
‖y‖Hα/2(0,T ) + λ
1/2 ‖y‖L2(0,T ) 6 Cα,T ‖g‖Hα/2−1(0,T ) .
Lemma 3.1. If g ∈ L2(0, T ), then the solution y to problem (4) satisfies that
y ∈ H1(0, T ) with y(0) = 0 and
y′ + λD1−α0+ y = g. (5)
Furthermore,
‖y′‖L2(0,T ) + λ
1/2 ‖y‖H1−α/2(0,T ) + λ ‖y‖H1−α(0,T ) 6 Cα,T ‖g‖L2(0,T ) . (6)
Proof. Observe that the equality
y = Iα0+(I
1−α
0+ g − λy) (7)
is contained in the proofs of [20, Lemmas 3.1 and 3.2], and hence a simple
calculation yields that
y = (−λ)n Inα0+ y +
n−1∑
i=0
(−λ)i I1+iα0+ g
for all n ∈ N. It follows that y ∈ H1(0, T ) with y(0) = 0, and then applying the
first order differential operator to both sides of (7) yields (5).
Next, let us prove (6). Multiplying both sides of (5) by y′ and integrating
over (0, T ) gives
‖y′‖
2
L2(0,T ) + λ
〈
D1−α0+ y, y
′
〉
(0,T )
= 〈g, y′〉(0,T ) ,
so that, by Lemma A.6, the Cauchy-Schwartz inequality and the Young’s in-
equality with ǫ, we obtain
‖y′‖
2
L2(0,T ) + λ ‖y‖
2
H1−α/2(0,T ) 6 Cα,T ‖g‖
2
L2(0,T ) . (8)
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Additionally, since y ∈ H1(0, T ) with y(0) = 0, a straightforward computing
gives
y = I1−α0+ D
1−α
0+ y,
so that
λ ‖y‖H1−α(0,T ) 6 Cα,T
(
‖y′‖L2(0,T ) + ‖g‖L2(0,T )
)
, (9)
by Lemma A.4 and (5). Therefore, combining (8) and (9) proves (6) and thus
completes the proof of this lemma. 
Evidently, the weak solution u to problem (1) is of the form
u(t) =
∞∑
i=0
yi(t)φi, 0 < t < T,
where yi ∈ H
α/2(0, T ) is defined by that〈
Dα0+ yi, z
〉
Hα/2(0,T )
+ λi 〈yi, z〉(0,T ) =
〈
f, φi I
1−α
T− z
〉
W˜
for all z ∈ Hα/2(0, T ). Therefore, the following theorem follows directly from
Lemma 3.1.
Theorem 3.2. Assume that f ∈ L2(0, T ; H˙−β(Ω)) with 0 6 β 6 1. Then the
weak solution u of problem (1) satisfies that u(0) = 0,
〈u′, v〉L2(0,T ;H˙β(Ω)) +
〈
∇D1−α0+ u,∇v
〉
Ω×(0,T )
= 〈f, v〉L2(0,T ;H˙β(Ω)) (10)
for all v ∈ L2(0, T ; H˙β(Ω)), and
‖u‖H1(0,T ;H˙−β(Ω)) + ‖u‖H1−α/2(0,T ;H˙1−β(Ω)) + ‖u‖H1−α(0,T ;H˙2−β(Ω))
6 Cα,T ‖f‖L2(0,T ;H˙−β(Ω)) .
In particular, if β = 0 then
u′ −D1−α0+ ∆u = f in L
2(0, T ;L2(Ω)).
Analogously, we have the following theorem.
Theorem 3.3. Assume that q ∈ L2(0, T ; H˙−β(Ω)) with 0 6 β 6 1. Then there
exists a unique w ∈W such that w(T ) = 0,
−〈w′, v〉L2(0,T ;H˙β(Ω)) +
〈
∇D1−αT− w,∇v
〉
Ω×(0,T )
= 〈q, v〉L2(0,T ;H˙β(Ω))
for all v ∈ L2(0, T ; H˙β(Ω)), and
‖w‖H1(0,T ;H˙−β(Ω)) + ‖w‖H1−α/2(0,T ;H˙1−β(Ω)) + ‖w‖H1−α(0,T ;H˙2−β(Ω))
6 Cα,T ‖q‖L2(0,T ;H˙−β(Ω)) .
In particular, if β = 0 then
−w′ −D1−αT− ∆w = q in L
2(0, T ;L2(Ω)).
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3.2 The case of f = 0
For any β > 0, define the Mittag-Leffler function Eα,β(z) by
Eα,β(z) :=
∞∑
i=0
zi
Γ(iα+ β)
, z ∈ C,
and this function admits the following properties [39]: for any λ, t > 0 and
j − 1 < γ < j with j ∈ N>0,
|Eα,β(−t)| 6
Cα,β
1 + t
, (11)
Dγ0+Eα,1(−λt
α) = t−γEα,1−γ(−λt
α), (12)
d
dt
Eα,1(−λt
α) = −λtα−1Eα,α(−λt
α), (13)
d
dt
Eα,1(−λt
α) + λD1−α0+ Eα,1(−λt
α) = 0, (14)
Dγ0+ (Eα,1(−λt
α)− 1) = −λtα−γEα,1+α−γ(−λt
α). (15)
By (14), it is natural to define a weak solution to problem (1) with u0 ∈ H˙
−2(Ω)
by
u(t) =
∞∑
i=0
〈u0, φi〉H˙2(Ω)Eα,1(−λit
α)φi, 0 6 t 6 T, (16)
and it is easy to verify that u ∈ C([0, T ]; H˙−2(Ω)).
Theorem 3.4. If u0 ∈ L
2(Ω) and f = 0, then the weak solution u defined by
(16) satisfies that u ∈ C([0, T ];L2(Ω)) with u(0) = u0,∫ T
0
(∥∥u′(t)∥∥2
H˙−1(Ω)
+
∥∥D1−α0+ u(t)∥∥2H˙1(Ω)
)
t
1−α dt+ ‖u‖2H(1−α)/2(0,T ;H˙1(Ω))
6Cα,T ‖u0‖
2
L2(Ω) ,
(17)
and
〈u′, v〉Ω×(0,T ) +
〈
∇D1−α0+ u,∇v
〉
Ω×(0,T )
= 0 (18)
for all v ∈ H(1−α)/2(0, T ; H˙1(Ω)). Furthermore, if u0 ∈ H˙
β(Ω) with 1 6 β <
min{1/α, 2}, then
‖u‖H(1+αβ)/2(0,T ;L2(Ω)) + ‖u‖H(1−(2−β)α)/2(0,T ;H˙2(Ω)) 6 Cα,β,T ‖u0‖H˙β(Ω) . (19)
Proof. Since it is obvious that u ∈ C([0, T ];L2(Ω)) with u(0) = u0, let us first
prove (17). By (11), (12) and (13), a straightforward computation gives
‖u′(t)‖
2
H˙−1(Ω) +
∥∥D1−α0+ u(t)∥∥2H˙1(Ω) + tα−1 ∥∥∥D(1−α)/20+ u(t)∥∥∥2H˙1(Ω)
6 Cα
∞∑
i=0
λi
t2α−2
(1 + λitα)2
〈u0, φi〉
2
Ω ,
and hence (17) follows from Lemma A.2 and the estimate∫ T
0
λi
tα−1
(1 + λitα)2
dt <
∫ λ−1/αi
0
λit
α−1 dt+
∫ ∞
λ
−1/α
i
λ−1i t
−α−1 dt 6 Cα.
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For any v ∈ H(1−α)/2(0, T ; H˙1(Ω)), applying [24, Theorem 11.2] yields that∫ T
0
tα−1 ‖v(t)‖
2
H˙1(Ω)) dt 6 Cα,T ‖v‖
2
H(1−α)/2(0,T ;H˙1(Ω)) .
Therefore, by (14), (16) and (17), a routine computation yields (18).
Finally, let us prove (19). By (11), (12) and (15), an argument analogous to
that proving (17) yields∥∥∥D(1+αβ)/20+ (u− u(0))∥∥∥
L2(0,T ;L2(Ω))
+
∥∥∥D(1−(2−β)α)/20+ u∥∥∥
L2(0,T ;H˙2(Ω))
6 Cα,β ‖u0‖H˙β(Ω) ,
so that, as a simple calculation gives
u(0) + I
(1+αβ)/2
0+ D
(1+αβ)/2
0+ (u− u(0)) = u = I
(1−(2−β)α)/2
0+ D
(1−(2−β)α)/2
0+ u,
applying Lemma A.4 proves (19). This completes the proof. 
3.3 A general case
Using the well-known transposition method [24], we introduce a weak solution
for problem (1) with rougher f than W˜ ∗ and smoother u0 than H˙
−2(Ω). Define
Ŵ :=
{
v ∈ H1(0, T ;L2(Ω)) ∩H1−α(0, T ; H˙2(Ω)) : v(T ) = 0
}
,
and equip this space with the norm
‖·‖
Ŵ
:= max
{
‖·‖H1(0,T ;L2(Ω)) , ‖·‖H1−α(0,T ;H˙2(Ω))
}
.
Let Ŵ0 = {v(0) : v ∈ Ŵ} and endow this space with the norm
‖v0‖Ŵ0 := inf
v∈Ŵ
v(0)=v0
‖v‖
Ŵ
, ∀v0 ∈ Ŵ0.
Assuming that u0 ∈ Ŵ
∗
0 and f ∈ Ŵ
∗, we call u ∈ L2(0, T ;L2(Ω)) a weak
solution to problem (1) if〈
u,−v′ −D1−αT− ∆v
〉
Ω×(0,T )
= 〈f, v〉
Ŵ
+ 〈u0, v(0)〉Ŵ0 (20)
for all v ∈ Ŵ .
Theorem 3.5. Assume that u0 ∈ Ŵ
∗
0 and f ∈ Ŵ
∗. Then the weak solution u
defined by (20) exists, and
‖u‖L2(0,T ;L2(Ω)) 6 Cα,T
(
‖f‖
Ŵ∗
+ ‖u0‖Ŵ∗0
)
. (21)
Furthermore, if u0 = 0 and f ∈ W˜
∗, then u is identical to that defined by (3);
if f = 0, then u is identical to that defined by (16).
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Proof. By Lemmas A.2 and A.3,∥∥v′ +D1−αT− ∆v∥∥L2(0,T ;L2(Ω)) 6 Cα,T ‖v‖Ŵ
for all v ∈ Ŵ . For any q ∈ L2(0, T ;L2(Ω)), Theorem 3.3 implies that there
exists a unique v ∈ Ŵ such that
−v′ −D1−αT− ∆v = q in L
2(0, T ;L2(Ω))
and ‖v‖
Ŵ
6 Cα,T ‖q‖L2(0,T ;L2(Ω)) . Therefore, the Babusˇka-Lax-Milgram theo-
rem [1] implies that the weak solution u defined by (20) exists and that (21) holds
indeed. Since the rest of this theorem is trivial, this concludes the proof. 
4 Analysis
For convenience, this section assumes that u is the weak solution to problem
(1) and U is its numerical approximation defined by (2). The notation a . b
means that there exists a generic positive constant C, independent of h, τ and
u, such that a 6 Cb. Moreover, a ∼ b means a . b . a.
4.1 Main results
Theorem 4.1. If u0 ∈ L
2(Ω) and f ∈ H(α−1)/2(0, T ; H˙−1(Ω)), then
max
16j6J
∥∥U−j ∥∥L2(Ω) + ‖U‖H(1−α)/2(0,T ;H˙1(Ω))
. ‖u0‖L2(Ω) + ‖f‖H(α−1)/2(0,T ;H˙−1(Ω)) ,
(22)
where H(1−α)/2(0, T ; H˙−1(Ω)) is the dual space of H(1−α)/2(0, T ; H˙1(Ω)).
Remark 4.1. We also refer the reader to [26, Theorem 1] for another stability
estimate, which is derived in the case that u0 ∈ L
2(Ω) and f ∈ L1(0, T ;L2(Ω)).
Theorem 4.2. If u0 = 0 and f ∈ L
2(0, T ; H˙−β(Ω)), then
max
16j6J
∥∥u(tj)− U−j ∥∥L2(Ω) + ‖u− U‖H(1−α)/2(0,T ;H˙1(Ω))
.
(
h1−β + τ (1−αβ)/2
)
‖f‖L2(0,T ;H˙−β(Ω)) , (23)
‖u− U‖L2(0,T ;L2(Ω)) .
(
h2−β + τ1−αβ/2
)
‖f‖L2(0,;H˙−β(Ω)) , (24)
where 0 6 β < 1/α− 1 if 1/2 6 α < 1 and 0 6 β 6 1 if 0 < α < 1/2.
Theorem 4.3. If f = 0 and u0 ∈ H˙
β(Ω) with 1 < β < min{1/α, 2}, then
max
16j6J
∥∥u(tj)− U−j ∥∥L2(Ω) + ‖u− U‖H(1−α)/2(0,T ;H˙1(Ω)) .
(
h+ ταβ/2
)
‖u0‖H˙β(Ω) .
Let δx0 be the Dirac measure concentrated at x0 ∈ Ω.
Theorem 4.4. If u0 = 0 and f = gδx0 with g ∈ L
2(0, T ), then
‖u− U‖L2(0,T ;L2(Ω)) .
(
h2−d/2 + h−d/2τ
)
‖g‖L2(0,T ) , (25)
and, in the case of d = 2,
‖u− U‖L2(0,T ;L2(Ω)) .
√
1 + |lnh|
(
h+ τ1/2
)
‖g‖L2(0,T ) . (26)
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Theorem 4.5. Assume that f = 0. If u0 ∈ L
2(Ω), then
‖u− U‖L2(0,T ;L2(Ω)) .
(
h+ τ1/2
)
‖u0‖L2(Ω) .
If 0 < α < 1/2 and u0 = δx0 , then
‖u− U‖L2(0,T ;L2(Ω)) . h
2−d/2 + τ1/2.
Remark 4.2. In the above theorem, for u0 = δx0 we only consider the case
0 < α < 1/2. In fact, if 1/2 6 α < min{1, 2/d}, we can also obtain the
following error estimate:
‖u− U‖L2(0,T ;L2(Ω)) . Cθh
2θ−d/2 + τ1/2
for all d4 < θ <
1
2α , where Cθ →∞ as θ →
1
2α .
4.2 Proofs
Assuming X to be a Banach space, we introduce two interpolation operators as
follows [43, Chapter 12]: given v ∈ C((0, T ];X), define Pτv by that
(Pτv) |Ij = v(tj), ∀ 1 6 j 6 J ;
given v ∈ C([0, T );X), define Qτv by that
(Qτv) |Ij = v(tj−1), ∀ 1 6 j 6 J.
Let Ph : L
2(Ω)→ Sh be an L
2(Ω)-orthogonal projection operator. It is evident
that
‖∇v‖L2(Ω) = ‖v‖H˙1(Ω) ,
and [12, Corollary 9.25] implies that
‖v‖H2(Ω) 6 CΩ ‖v‖H˙2(Ω) , ∀v ∈ H˙
2(Ω).
Therefore, by the theory of interpolation spaces [42] and the standard approx-
imation properties of the L2(Ω)-orthogonal projections, we readily obtain the
following estimates: if v ∈ H˙r(Ω) with 1 6 r 6 2, then
‖v − Phv‖L2(Ω) + h ‖v − Phv‖H˙1(Ω) . h
r ‖v‖H˙r(Ω) ;
if v ∈ H˙r(Ω) with 0 6 r < 1, then
‖v − Phv‖L2(Ω) . h
r ‖v‖H˙r(Ω) ;
if v ∈ H˙r(Ω) with d/2 < r 6 2, then
‖v − Phv‖L∞(Ω) . h
r−d/2 ‖v‖H˙r(Ω) .
Because the above three estimates are well known, we will use them implicitly
for clarity.
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Lemma 4.1. If 0 6 β < 1/2 < γ < 1 and v ∈ Hγ(0, T ), then
|(I − Pτ ) v|Hβ(0,T ) 6 Cβ,γ,T τ
γ−β ‖v‖Hγ (0,T ) , (27)
|(I −Qτ ) v|Hβ(0,T ) 6 Cβ,γ,T τ
γ−β ‖v‖Hγ (0,T ) . (28)
Proof. Since the proof of (27) is similar to that of (28), we only prove the former.
Letting g = v−Pτv and extending g to R \ (0, T ) by zero, by [42, Lemma 16.3]
we obtain
|g|
2
Hβ(0,T ) 6 Cβ
∫
R
∫
R
|g(s)− g(t)|
2
|s− t|
1+2β
dsdt,
so that
|g|2Hβ(0,T )6Cβ
(∫ T
0
g
2(t)
(
t
−2β+(T−t)−2β
)
dt+
J∑
j=1
J∑
i=1
∫
Ij
∫
Ii
|g(s)−g(t)|2
|s−t|1+2β
dsdt
)
.
Since a straightforward calculation yields
J∑
j=1
J∑
i=1
∫
Ij
∫
Ii
|g(s)− g(t)|2
|s− t|
1+2β
dsdt
6 4
J∑
j=1
j−1∑
i=1
∫
Ij
∫
Ii
g2(s) + g2(t)
|s− t|
1+2β
dsdt+
J∑
j=1
∫
Ij
∫
Ij
|g(s)− g(t)|
2
|s− t|
1+2β
dsdt
6 Cβ
J∑
j=1
∫
Ij
g2(t)
(
(tj − t)
−2β + (t− tj−1)
−2β
)
dt
+
J∑
j=1
∫
Ij
∫
Ij
|g(s)− g(t)|
2
|s− t|
1+2β
dsdt,
it follows that
|g|
2
Hβ(0,T ) 6 Cβ
(
I1 + I2
)
,
where
I1 :=
J∑
j=1
∫
Ij
g2(t)
(
(tj − t)
−2β + (t− tj−1)
−2β
)
dt,
I2 :=
J∑
j=1
∫
Ij
∫
Ij
|g(s)− g(t)|
2
|s− t|
1+2β
dsdt.
Therefore, by the manifest estimate
I2 6
J∑
j=1
τ
2(γ−β)
j
∫
Ij
∫
Ij
|g(s)− g(t)|
2
|s− t|
1+2γ dsdt 6 Cγ,T τ
2(γ−β) ‖v‖
2
Hγ (0,T ) ,
where τj is the length of Ij , it suffices to prove that
I1 6 Cβ,γ,T τ
2(γ−β) ‖v‖
2
Hγ (0,T ) .
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To this end, we observe that, by [24, Theorems 11.2] and the fact that
Hγ(0, 1) is continuously embedded in Hβ(0, 1) and C[0, 1], respectively, a simple
calculation yields∫ 1
0
(w(t) − w(1))2
(
t−2β + (1 − t)−2β
)
dt 6 Cβ ‖w − w(1)‖
2
Hβ(0,1)
6 Cβ,γ ‖w − w(1)‖
2
Hγ (0,1) 6 Cβ,γ ‖w − w¯‖
2
Hγ (0,1)
6 Cβ,γ
(
‖w − w¯‖2L2(0,1) +
∫ 1
0
∫ 1
0
|w(s) − w(t)|
2
|s− t|1+2γ
dsdt
)
,
where w ∈ Hγ(0, 1) and w¯ =
∫ 1
0 w. Hence, a scaling argument gives
I1 6 Cβ,γ
J∑
j=1
(
τ−2βj ‖v − v¯‖
2
L2(Ij)
+ τ
2(γ−β)
j
∫
Ij
∫
Ij
|v(s)− v(t)|
2
|s− t|
1+2γ dsdt
)
6 Cβ,γ,T
 J∑
j=1
τ−2βj ‖v − v¯‖
2
L2(Ij)
+ τ2(γ−β) ‖v‖
2
Hγ (0,T )
 ,
where v¯ is defined by that
v¯|Ij =
1
τj
∫
Ij
v, 1 6 j 6 J.
Consequently, the standard estimate J∑
j=1
τ−2βj ‖v − v¯‖
2
L2(Ij)
1/2 6 Cβ,γ,T τγ−β ‖v‖Hγ (0,T )
proves (27) and thus concludes the proof. 
By the Cauchy-Schwartz inequality and integration by parts, it is easy to
prove the following two lemmas; see [43, Chapter 12].
Lemma 4.2. If V ∈ Wh,τ , then
1
2
(∥∥V −j ∥∥2L2(Ω) + ∥∥V +0 ∥∥2L2(Ω)) 6 j−1∑
i=0
〈
[[Vi]], V
+
i
〉
Ω
for all 1 6 j 6 J .
Lemma 4.3. If v ∈ L2(0, T ; H˙1(Ω)) and v′ ∈ L2(0, T ; H˙−1(Ω)), then
〈v′, V 〉L2(0,T ;H˙1(Ω)) =
〈
v(T ), V −J
〉
Ω
−
J−1∑
i=0
〈
[[Vi]], (QτPhv)
+
i
〉
Ω
,
〈v′, V 〉L2(0,tj ;H˙1(Ω)) =
j−1∑
i=0
〈
[[(PτPhv)i]], V
+
i
〉
Ω
−
〈
v(0), V +0
〉
Ω
,
for all V ∈ Wh,τ and 1 6 j 6 J .
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Proof of Theorem 4.1. Let 1 6 j 6 J . Inserting V = Uχ(0,tj) into (2) yields
1
2
(∥∥U−j ∥∥2L2(Ω) + ∥∥U+0 ∥∥2L2(Ω))+ ∣∣Uχ(0,tj)∣∣2H(1−α)/2(0,T ;H˙1(Ω))
.
〈
f, Uχ(0,tj)
〉
H(1−α)/2(0,T ;H˙1(Ω))
+
〈
u0, U
+
0
〉
L2(Ω)
,
by Lemmas 4.2 and A.2, so that∥∥U−j ∥∥2L2(Ω) + ∣∣Uχ(0,tj)∣∣2H(1−α)/2(0,T ;H˙1(Ω))
. ‖u0‖
2
L2(Ω) + ‖f‖H(α−1)/2(0,T ;H˙−1(Ω))
∥∥Uχ(0,tj)∥∥H(1−α)/2(0,T ;H˙1(Ω)) .
Therefore, by∥∥Uχ(0,tj)∥∥H(1−α)/2(0,T ;H˙1(Ω)) ∼ ∣∣Uχ(0,tj)∣∣H(1−α)/2(0,T ;H˙1(Ω))
and the Young’s inequality with ǫ, we obtain∥∥U−j ∥∥2L2(Ω) + ∥∥Uχ(0,tj)∥∥2H(1−α)/2(0,T ;H˙1(Ω)) . ‖u0‖2L2(Ω) + ‖f‖2H(α−1)/2(0,T ;H˙−1(Ω)) .
This proves (22) and thus completes the proof. 
Lemma 4.4. If v ∈ Hβ(0, T ; H˙r(Ω)) ∩ Hγ(0, T ; H˙s(Ω)) with 0 6 β 6 γ < ∞
and −∞ < s 6 r <∞, then
‖v‖Hθβ+(1−θ)γ (0,T ;H˙θr+(1−θ)s(Ω))
6 Cβ,γ,θ,T
(
‖v‖Hβ(0,T ;H˙r(Ω)) + ‖v‖Hγ (0,T ;H˙s(Ω))
)
,
(29)
where 0 < θ < 1.
Proof. It is standard that
‖w‖Hθβ+(1−θ)γ (0,T ) 6 Cβ,γ,θ,T ‖w‖
θ
Hβ(0,T ) ‖w‖
1−θ
Hγ (0,T )
for all w ∈ Hγ(0, T ). Therefore, (29) follows from the following estimate:
∞∑
i=0
λ
θr+(1−θ)s
i ‖ci‖
2
Hθβ+(1−θ)γ (0,T )
6 Cβ,γ,θ,T
∞∑
i=0
λ
θr+(1−θ)s
i ‖ci‖
2θ
Hβ(0,T ) ‖ci‖
2(1−θ)
Hγ(0,T )
= Cβ,γ,θ,T
∞∑
i=0
(
λri ‖ci‖
2
Hβ(0,T )
)θ (
λsi ‖ci‖
2
Hγ (0,T )
)1−θ
6 Cβ,γ,θ,T
∞∑
i=0
(
θλri ‖ci‖
2
Hβ(0,T ) + (1− θ)λ
s
i ‖ci‖
2
Hγ (0,T )
)
6 Cβ,γ,θ,T
(
‖v‖2Hβ(0,T ;H˙r(Ω) + ‖v‖
2
Hγ (0,T ;H˙s(Ω)
)
,
where v =
∑∞
i=0 ciφi. This completes the proof. 
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Lemma 4.5. If u0 ∈ L
2(Ω) and f ∈ L2(0, T ; H˙−1(Ω)), then∥∥(U − PτPhu)−j ∥∥L2(Ω) + |U − PτPhu|H(1−α)/2(0,tj ;H˙1(Ω))
6 Cα,T |(I − PτPh)u|H(1−α)/2(0,T ;H˙1(Ω))
(30)
for all 1 6 j 6 J .
Proof. Since a complete proof of this lemma is just a simple modification of that
in the case of u0 = 0, we only prove this lemma under the condition that u0
vanishes. Let θ = U − PτPhu. Inserting v = θχ(0,tj) into (10) gives
〈u′, θ〉L2(0,tj ;H˙1(Ω)) +
〈
∇D1−α0+ u,∇θ
〉
Ω×(0,tj)
= 〈f, θ〉L2(0,tj ;H˙1(Ω)) ,
plugging V = θχ(0,tj) into (2) yields
〈
∇D1−α0+ U,∇θ
〉
Ω×(0,tj)
+
j−1∑
i=0
〈
[[Ui]], θ
+
i
〉
Ω
= 〈f, θ〉L2(0,tj ;H˙1(Ω)) ,
and hence
〈u′, θ〉L2(0,tj ;H˙1(Ω)) +
〈
∇D1−α0+ (u − U),∇θ
〉
Ω×(0,tj)
−
j−1∑
i=0
〈
[[Ui]], θ
+
i
〉
Ω
= 0.
By Lemma 4.3 it follows that
〈
∇D1−α0+ (u− U),∇θ
〉
Ω×(0,tj)
−
j−1∑
i=0
〈
[[θi]], θ
+
i
〉
Ω
= 0.
A simple calculation then yields
〈
∇D1−α0+ θ,∇θ
〉
Ω×(0,tj)
+
j−1∑
i=0
〈
[[θi]], θ
+
i
〉
Ω
=
〈
∇D1−α0+ (u − PτPh)u,∇θ
〉
Ω×(0,tj)
,
and hence ∥∥θ−j ∥∥2L2(Ω) + ∥∥θ+0 ∥∥2L2(Ω) + |θ|2H(1−α)/2(0,tj ;H˙1(Ω))
6 Cα,T |u− PτPhu|H(1−α)/2(0,T ;H˙1(Ω)) |θ|H(1−α)/2(0,tj ;H˙1(Ω)) ,
by Lemmas 4.2 and A.2. Therefore, using the Young’s inequality with ǫ proves
(30). 
Proof of Theorem 4.2. Let us first prove (23). By Theorem 3.2,∥∥u(tj)− (PτPhu)−j ∥∥L2(Ω) = ‖(I − Ph)u(tj)‖L2(Ω)
. h1−β ‖u(tj)‖H˙1−β(Ω) . h
1−β ‖u‖H1−α/2(0,T ;H˙1−β(Ω)) ,
. h1−β ‖f‖L2(0,T ;H˙−β(Ω)) ,
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and, by Theorem 3.2 and Lemmas 4.4 and 4.1,
|u− PτPhu|H(1−α)/2(0,T ;H˙1(Ω))
6 |u− Phu|H(1−α)/2(0,T ;H˙1(Ω)) + |(I − Pτ )Phu|H(1−α)/2(0,T ;H˙1(Ω))
. h1−β |u|H(1−α)/2(0,T ;H˙2−β(Ω)) + |(I − Pτ )u|H(1−α)/2(0,T ;H˙1(Ω))
. h1−β |u|H(1−α)/2(0,T ;H˙2−β(Ω)) + τ
(1−αβ)/2 |u|H1−α(1+β)/2(0,T ;H˙1(Ω))
.
(
h1−β + τ (1−αβ)/2
)
‖f‖L2(0,T ;H˙−β(Ω)) .
Therefore,∥∥u(tj)− U−j ∥∥L2(Ω) + |u− U |H(1−α)/2(0,T ;H˙1(Ω))
6
∥∥u(tj)− (PτPhu)−j ∥∥L2(Ω) + ∥∥(U − PτPhu)−j ∥∥L2(Ω)
+ |u− PτPhu|H(1−α)/2(0,T ;H˙1(Ω)) + |U − PτPhu|H(1−α)/2(0,T ;H˙1(Ω))
.
∥∥u(tj)− (PτPhu)−j ∥∥L2(Ω) + |u− PτPhu|H(1−α)/2(0,T ;H˙1(Ω)) (by Lemma 4.5)
.
(
h1−β + τ (1−αβ)/2
)
‖f‖L2(0,T ;H˙−β(Ω)) .
This proves the estimate (23).
Next, let us prove (24). By Theorem 3.3, there exists a unique z ∈ W such
that w(T ) = 0 and
−〈z′, v〉L2(0,T ;H˙1(Ω)) +
〈
∇D1−αT− z,∇v
〉
Ω×(0,T )
= 〈u− U, v〉Ω×(0,T )
for all v ∈ L2(0, T ; H˙1(Ω)). Inserting v = u− U into the above equation gives
‖u− U‖
2
L2(0,T ;L2(Ω))
= − 〈z′, u− U〉L2(0,T ;H˙1(Ω)) +
〈
∇D1−αT− z,∇(u− U)
〉
Ω×(0,T )
= 〈u′, z〉L2(0,T ;H˙1(Ω)) + 〈z
′, U〉L2(0,T ;H˙1(Ω)) +
〈
∇D1−α0+ (u− U),∇z
〉
Ω×(0,T )
,
by integration by parts and Lemma A.2. Moreover, setting Z = QτPhz and
combining (2) and (10) yield
〈
∇D1−α0+ (u− U),∇Z
〉
Ω×(0,T )
= −〈u′, Z〉L2(0,T ;H˙1(Ω)) +
J−1∑
j=0
〈
[[Uj ]], Z
+
j
〉
Ω
,
so that〈
∇D1−α0+ (u− U),∇z
〉
Ω×(0,T )
=
〈
∇D1−α0+ (u− U),∇(z − Z)
〉
Ω×(0,T )
−
〈
u
′
, Z
〉
L2(0,T ;H˙1(Ω))
+
J−1∑
j=0
〈
[[Uj ]], Z
+
j
〉
Ω
=
〈
∇D1−α0+ (u− U),∇(z − Z)
〉
Ω×(0,T )
−
〈
u
′
, Z
〉
L2(0,T ;H˙1(Ω))
−
〈
z
′
, U
〉
L2(0,T ;H˙1(Ω))
,
by Lemma 4.3. Consequently,
‖u− U‖
2
L2(0,T ;L2(Ω))
= 〈u′, z − Z〉L2(0,T ;H˙1(Ω)) +
〈
∇D1−α0+ (u− U),∇(z − Z)
〉
Ω×(0,T )
6 ‖u′‖L2(0,T ;H˙−β(Ω)) ‖z − Z‖L2(0,T ;H˙β(Ω))
+ |u− U |H(1−α)/2(0,T ;H˙1(Ω)) |z − Z|H(1−α)/2(0,T ;H˙1(Ω)) ,
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by the Cauchy-Schwartz inequality and Lemma A.2. Since using the same tech-
niques as that used in the proof of (23) yields
‖z − Z‖L2(0,T ;H˙β(Ω)) .
(
h2−β + τ1−αβ/2
)
‖u− U‖L2(0,T ;L2(Ω)) ,
|z − Z|H(1−α)/2(0,T ;H˙1(Ω)) .
(
h+ τ1/2
)
‖u− U‖L2(0,T ;L2(Ω)) ,
by Theorem 3.2 and (23) it follows that
‖u− U‖2L2(0,T ;L2(Ω))
.
(
h
2−β + hτ (1−αβ)/2 + h1−βτ 1/2 + τ 1−αβ/2
)
‖f‖L2(0,T ;H˙−β(Ω)) ‖u− U‖L2(0,T ;L2(Ω)) ,
which implies
‖u− U‖L2(0,T ;L2(Ω))
.
(
h2−β + hτ (1−αβ)/2 + h1−βτ1/2 + τ1−αβ/2
)
‖f‖L2(0,T ;H˙−β(Ω)) .
Hence, (24) follows from the estimate
hτ (1−αβ)/2 + h1−βτ1/2 . h2−β + τ1−αβ/2,
which is easily proved by the Young’s inequality with ǫ. This concludes the
proof. 
Finally, since the proof of Theorem 4.3 is a simple modification of that of
(23) and the proof of Theorem 4.5 is similar to that of (26), we only prove
Theorem 4.4. We notice that the idea of the proof of Theorem 4.4 follows from
[3].
Proof of Theorem 4.4. Let K ∈ Kh such that x0 ∈ K, define δx0,h ∈ P1(K)
by that
〈δx0,h, q〉K = q(x0) for all q ∈ P1(K),
and then extend δx0,h to Ω \ K by zero. For any ϕ ∈ L
2(0, T ; H˙2(Ω)), using
the fact ‖δx0,h‖L2(Ω) . h
−d/2, the Cauchy-Schwartz inequality and the standard
approximation estimates of the Lagrange interpolations gives that
〈g(δx0 − δx0,h), ϕ〉L2(0,T ;H˙2(Ω))
=
∫ T
0
g(t) 〈δx0 − δx0,h, ϕ〉H˙2(Ω) dt
=
∫ T
0
g(t)
(
ϕ(x0, t)− ϕI(x0, t) + 〈δx0,h, ϕI − ϕ〉Ω
)
dt
6
∫ T
0
|g(t)|
(
|ϕ(z, t)− ϕI(z, t)|+ ‖δx0,h‖L2(Ω) ‖(ϕI − ϕ)(t)‖L2(Ω)
)
dt
. h2−d/2
∫ T
0
|g(t)| ‖ϕ‖H˙2(Ω) dt . h
2−d/2 ‖g‖L2(0,T ) ‖ϕ‖L2(0,T ;H˙2(Ω)) ,
where ϕI ∈ Sh is the Lagrange interpolation of ϕ. It follows that
‖g(δx0 − δx0,h)‖W˜∗ . h
2−d/2 ‖g‖L2(0,T ) ,
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and hence Theorem 3.5 implies
‖u− u˜‖L2(0,T ;L2(Ω)) . h
2−d/2 ‖g‖L2(0,T ) ,
where u˜ is the weak solution to problem (1) with f replaced by gδx0,h. Addi-
tionally,
‖u˜− U‖L2(0,T ;L2(Ω)) . (h
2 + τ) ‖gδx0,h‖L2(0,T ;L2(Ω))
. (h2−d/2 + τh−d/2) ‖g‖L2(0,T ) ,
by Theorem 4.2. Therefore, combining the above two estimates proves (25).
Next, let us prove (26), and the proof below will be brief since it is similar to
that of (24). By Theorem 3.3, there exists a unique z ∈ W satisfying z(T ) = 0
and
−z′ −D1−αT− ∆z = u− U,
so that
‖u− U‖
2
L2(0,T ;L2(Ω))
=
〈
u− U,−z′ −D1−αT− ∆z
〉
Ω×(0,T )
= 〈g, z(x0, ·)〉(0,T ) + 〈U, z
′〉Ω×(0,T ) −
〈
∇D1−α0+ U,∇z
〉
Ω×(0,T )
,
by (20) and Lemma A.2. Then proceeding as in the proof of (24) yields
‖u− U‖
2
L2(0,T ;L2(Ω)) . ‖g‖L2(0,T ) ‖(z − Z)(x0, ·)‖L2(0,T )
+ ‖U‖H(1−α)/2(0,T ;H˙1(Ω)) ‖z − Z‖H(1−α)/2(0,T ;H˙1(Ω)) ,
where Z = QτPhz. Moreover,
‖z − Z‖H(1−α)/2(0,T ;H˙1(Ω)) .
(
h+ τ1/2
)
‖u− U‖L2(0,T ;L2(Ω)) ,
and, by the discrete Sobolev inequality [2, Lemma 4.9.2],
‖vh‖L∞(Ω) .
√
1 + |lnh| ‖vh‖H10 (Ω)
, ∀vh ∈ Sh,
we obtain
‖(z − Z)(x0, ·)‖L2(0,T )
6 ‖(z − Phz)(x0, ·)‖L2(0,T ) +
∥∥((I −Qτ )Phz)(x0, ·)∥∥L2(0,T )
. h ‖z‖L2(0,T ;H˙2(Ω)) +
√
1 + |lnh| ‖(I −Qτ )Phz‖L2(0,T ;H˙1(Ω))
. h ‖z‖L2(0,T ;H˙2(Ω)) +
√
1 + |lnh| τ1−α/2 ‖z‖H1−α/2(0,T ;H˙1(Ω))
.
(
h+
√
1 + |lnh| τ1−α/2
)
‖u− U‖L2(0,T ;L2(Ω)) .
Consequently,
‖u− U‖L2(0,T ;L2(Ω)) .
(
h+
√
1 + |lnh| τ1−α/2
)
‖g‖L2(0,T )
+
(
h+ τ1/2
)
‖U‖H(1−α)/2(0,T ;H˙1(Ω)) .
Therefore, since, by the aforementioned discrete Sobolev inequality, a trivial
modification of the proof of Theorem 4.1 yields
‖U‖H(1−α)/2(0,T ;H˙1(Ω)) .
√
1 + |lnh| ‖g‖L2(0,T ) ,
we readily obtain (26). This concludes the proof. 
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5 Numerical Results
In this section, we conduct several numerical experiments to verify the theoret-
ical results. Let α = 0.4, T = 1, and we will use the following notations:
E1 := ‖u˜− U‖L2(0,T ;L2(Ω)) ,
E2 :=
∥∥∥D(1−α)/20+ (u˜ − U)∥∥∥
L2(0,T ;H˙1(Ω))
,
where u˜ is a reference solution. Observe that, by Lemma A.2,
E2 ∼ ‖u˜− U‖H(1−α)/2(0,T ;H˙1(Ω)) .
Experiment 1. Let Ω = (0, 1), and the reference solution u˜ is the numerical
solution in the case of h = 2−10 and τ = 2−18. The corresponding numerical
results are summarized as follows.
• For u0 = 0 and f = x
−0.49t−0.49, Theorem 4.2 indicates that
E1 ≈ O
(
τ + h2
)
and E2 ≈ O
(
τ0.5 + h
)
.
This is confirmed by the numerical results in Tables 1 and 2.
• For u0 = 0 and f = x
−0.99t−0.49, Theorem 4.2 indicates that
E1 ≈ O
(
τ0.9 + h1.5
)
and E2 ≈ O
(
τ0.4 + h0.5
)
,
since f belongs to L2(0, T ; H˙−(0.49+ǫ)(Ω)) for all ǫ > 0. This is confirmed
by the numerical results in Tables 3 and 4.
• For f = 0 and u0 = x
−0.49, Theorem 4.5 indicates that E1 ≈ O(τ
0.5 + h).
The temporal accuracy O(τ0.5) is observed in the numerical results in
Table 5. However, the numerical results in Table 6 suggest that the spatial
accuracy is close to O(h2).
τ 2−13 2−14 2−15 2−16
E1 1.04e-4 5.71e-5 3.00e-5 1.47e-5
Order – 0.87 0.93 1.03
τ 2−11 2−12 2−13 2−14
E2 1.51e-2 1.06e-2 7.26e-3 4.88e-3
Order – 0.51 0.54 0.58
Table 1: u0=0, f=x
−0.49t−0.49, h=2−10.
h 2−4 2−5 2−6 2−7
E1 1.23e-3 3.29e-4 8.70e-5 2.27e-5
Order – 1.90 1.92 1.94
h 2−4 2−5 2−6 2−7
E2 6.73e-2 3.58e-2 1.89e-2 9.82e-3
Order – 0.91 0.92 0.94
Table 2: u0=0, f=x
−0.49t−0.49, τ=2−18.
τ 2−12 2−13 2−14 2−15
E1 3.51e-4 2.00e-4 1.11e-4 5.88e-5
Order – 0.81 0.85 0.91
τ 2−9 2−10 2−11 2−12
E2 6.26e-2 4.69e-2 3.47e-2 2.53e-2
Order – 0.42 0.44 0.45
Table 3: u0=0, f=x
−0.99t−0.49, h=2−10.
h 2−4 2−5 2−6 2−7
E1 7.03e-3 2.49e-3 8.73e-4 3.03e-4
Order – 1.50 1.51 1.53
h 2−4 2−5 2−6 2−7
E2 4.21e-1 2.94e-1 2.04e-1 1.39e-1
Order – 0.51 0.53 0.56
Table 4: u0=0, f=x
−0.49t−0.49, τ=2−18.
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τ 2−9 2−10 2−11 2−12
E1 8.08e-3 5.55e-3 3.75e-3 2.51e-3
Order – 0.54 0.56 0.58
Table 5: u0=x
−0.49
, f=0, h=2−10.
h 2−4 2−5 2−6 2−7
E1 1.01e-3 2.73e-4 7.27e-5 1.90e-5
Order – 1.89 1.91 1.93
Table 6: u0=x
−0.49
, f=0, τ=2−18.
Experiment 2. This experiment investigates the accuracy of U under the
condition that a Dirac measure δx0 occurs in u0 and f . Here, Ω = (0, 1)
2,
x0 = (0.5, 0.5), and the reference solution u˜ is the numerical solution obtained
in the case that h = 2−8 and τ = 2−12. For u0 = 0 and f = t
−0.49δx0 ,
Theorem 4.4 indicates that E1 is close to O(h+ τ
0.5), and this is confirmed by
the numerical results in Tables 7 and 8. For u0 = δx0 and f = 0, Theorem 4.5
indicates that E1 = O(h+ τ
0.5), and this is verified by the numerical results in
Tables 9 and 10.
h 2−3 2−4 2−5 2−6
E1 1.05e-2 5.26e-3 2.66e-3 1.35e-3
Order – 1.00 0.98 0.98
Table 7: u0=0, f= t
−0.49δx0 , τ=2
−12
.
τ 2−3 2−4 2−5 2−6
E1 7.68e-3 5.25e-3 3.57e-3 2.39e-3
Order – 0.55 0.56 0.58
Table 8: u0=0, f= t
−0.49δx0 , h=2
−8
.
h 2−3 2−4 2−5 2−6
E1 8.97e-3 4.48e-3 2.27e-3 1.15e-3
Order – 1.00 0.98 0.98
Table 9: u0 = δx0 , f = 0, τ = 2
−12
.
τ 2−7 2−8 2−9 2−10
E1 2.12e-2 1.58e-2 1.11e-2 7.13e-3
Order – 0.42 0.50 0.64
Table 10: u0 = δx0 , f = 0, h = 2
−8
.
A Properties of Fractional Calculus Operators
Lemma A.1 ([40, 7, 39]). Let −∞ < a < b <∞. If 0 < β, γ <∞, then
Iβa+ I
γ
a+ = I
β+γ
a+ , I
β
b− I
γ
b− = I
β+γ
b− ,
and 〈
Iβa+ v, w
〉
(a,b)
=
〈
v, Iβb− w
〉
(a,b)
for all v, w ∈ L2(a, b). If 0 < α < β <∞, then
Dβa+ I
α
a+ = D
β−α
a+ , D
β
b− I
α
b− = D
β−α
b− .
Lemma A.2 ([9]). Assume that −∞ < a < b < ∞ and γ ∈ (0, 1) \ {0.5}. If
v ∈ Hγ0 (a, b), then ∥∥Dγa+ v∥∥L2(a,b) 6 |v|Hγ (a,b) ,∥∥Dγb− v∥∥L2(a,b) 6 |v|Hγ (a,b) ,
|v|Hγ (a,b) 6
1
|cos(γπ)|
∥∥Dγa+ v∥∥L2(a,b) ,
|v|Hγ (a,b) 6
1
|cos(γπ)|
∥∥Dγb− v∥∥L2(a,b) ,〈
Dγa+ v,D
γ
b− v
〉
(a,b)
= cos(γπ) |v|2Hγ (a,b) .
20
Moreover, if 0 < γ < 1/2 and v, w ∈ Hγ(a, b), then〈
Dγa+ v,D
γ
b− w
〉
(a,b)
6 |v|Hγ (a,b) |w|Hγ (a,b) ,〈
D2γa+ v, w
〉
Hγ (a,b)
=
〈
Dγa+ v,D
γ
b− w
〉
(a,b)
=
〈
D2γb− w, v
〉
Hγ (a,b)
.
Lemma A.3. If 0 < γ 6 1/2 and v ∈ Hγ(0, 1), then∥∥Dγ1− v∥∥L2(0,1) 6 Cγ ‖v‖Hγ (0,1) . (31)
If 1/2 < γ < 1 and v ∈ Hγ(0, 1) with v(1) = 0, then∥∥Dγ1− v∥∥L2(0,1) 6 Cγ ‖v‖Hγ (0,1) . (32)
Proof. For any ϕ ∈ C∞0 (0, 1), by [9, Lemma 2.2] and the famous Plancherel
theorem, it is clear that (31) holds. Hence the density of C∞0 (0, 1) in H
γ(0, 1)
proves that (31) holds for all v ∈ Hγ(0, 1). Now let us prove (32). Define
v˜(t) = v(t)− (1− t)v(0), 0 < t < 1,
and a straightforward computing yields
(Dγ1− v)(t) = (D
γ
1− v˜)(t) +
(1− t)1−γ
Γ(2− γ)
v(0), 0 < t < 1.
Since Lemma A.2 implies∥∥Dγ1− v˜∥∥L2(0,1) 6 Cγ ‖v˜‖Hγ (0,1) 6 Cγ (‖v‖Hγ (0,1) + |v(0)|) ,
it follows that ∥∥Dγ1− v∥∥L2(0,1) 6 Cγ (‖v‖Hγ (0,1) + |v(0)|) .
Therefore, (32) follows from the fact
‖v(0)‖ 6 Cγ ‖v‖Hγ (0,1) .
This completes the proof. 
Lemma A.4. If β ∈ [0, 1) \ {0.5} and 0 < γ <∞, then∥∥Iγ0+ v∥∥Hβ+γ (0,1) 6 Cβ,γ ‖v‖Hβ(0,1) , (33)∥∥Iγ1− v∥∥Hβ+γ (0,1) 6 Cβ,γ ‖v‖Hβ(0,1) , (34)
for all v ∈ Hβ0 (0, 1). If v ∈ H
β(0, 1) with 0 6 β < 1/2, then
(
Iγ1− v
)
(1) = 0 for
all γ > 1/2− β.
Proof. For the proof of (33) and (34), we refer the reader to [20, Lemma A.4].
It is standard that there exists an extension v˜ ∈ Hβ(0, 2) of v such that
‖v˜‖Hβ(0,2) 6 Cβ ‖v‖Hβ(0,1) .
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Hence, [24, Theorem 11.2] implies that∫ 1
t
(s− t)−2β |v(s)|2 ds =
∫ 1
t
(s− t)−2β |v˜(s)|2 ds
6 Cβ ‖v˜‖
2
Hβ(t,t+1) 6 Cβ ‖v˜‖
2
Hβ(0,2) 6 Cβ ‖v‖
2
Hβ(0,1)
for all 0 < t < 1. Since a straightforward computation yields
∣∣(Iγ1− v)(t)∣∣ 6 1Γ(γ)
∫ 1
t
(s− t)γ−1 |v(s)| ds
6
1
Γ(γ)
√∫ 1
t
(s− t)2γ+2β−2 ds
√∫ 1
t
(s− t)−2β |v(s)|
2
ds
6 Cβ,γ(1− t)
γ+β−1/2
√∫ 1
t
(s− t)−2β |v(s)|
2
ds,
it follows that ∣∣(Iγ1− v)(t)∣∣ 6 Cβ,γ(1− t)γ+β−1/2 ‖v‖Hβ(0,1) .
Consequently,
lim
t→1−
(Iγ1− v)(t) = 0,
which completes the proof of this lemma. 
Lemma A.5 ([20]). If 0 < γ < 1/2 and v ∈ L2(0, 1), then
C1
∥∥Iγ0+ v∥∥2L2(0,1) 6 〈Iγ0+ v, Iγ1− v〉(0,1) 6 C2 ∥∥Iγ0+ v∥∥2L2(0,1) ,
where C1 and C2 are two positive constants the depend only on γ.
Lemma A.6. If 1/2 < γ < 1 and v ∈ H1(0, 1) with v(0) = 0, then
Cγ ‖v‖Hγ (0,1) 6
∥∥Dγ0+ v∥∥L2(0,1) 6 Cγ 〈D2γ−10+ v, v′〉(0,1) . (35)
Proof. Since a straightforward calculation yields
v = Iγ0+D
γ
0+ v, D
2γ−1
0+ v = I
2−2γ
0+ v
′, Dγ0+ v = I
1−γ
0+ v
′,
using Lemma A.4 gives
‖v‖Hγ (0,1) 6 Cγ
∥∥Dγ0+ v∥∥L2(0,1) ,
and Lemma A.5 implies that∥∥Dγ0+ v∥∥L2(0,1) 6 Cγ 〈D2γ−10+ v, v′〉(0,1) .
This proves the lemma. 
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