Ethernet consumes maximum energy even when there is no data transmission. To reduce the power consumption, IEEE 802.3az standardizes the Energy Efficient Ethernet that enhances Ethernet with the low power idle state without data transmission. However, this standard does not describe the specific strategy about when the Ethernet link will enter or exit the low power idle state. Recently, they proposed the EEEP strategy for the 1-10Gbps EEE to reduce power consumption. Specifically, EEEP predicts the future traffic in a time window by the Autoregressive Integrated Moving Average (ARIMA) model and determines when to enter or exit the low power idle state according to the prediction results. However, the EEEP strategy relies on the prediction accuracy of the ARIMA model for good energy saving. This paper proposes to use the Long Short Term Memory (LSTM) model for EEEP to improve the prediction accuracy. Owning to the historic traffic information, the LSTM model can achieve about 11% improvement on the accuracy compared to ARIMA, and thus helps EEEP to achieve better energy saving, according to our trace-driven simulation results.
I. INTRODUCTION
Today, network engineers are working towards expanding the bandwidth and increasing the speed of the network to satisfy user's requirements [1] . They use these networks for data transmission, i.e., sending and receiving data packets. Unfortunately, these network links always remain the active mode, even when there is no data transmission in progress, and thus consume energy fully with no output [2] . IEEE 802.3az defined the Energy Efficiency Ethernet [3] , which introduces the Low Power Idle (LPI) state and forces the non-transmitting link into the low power consumption state.
However, the IEEE 802.3az amendment does not describe specifically when the link has to exit or enter the low power consumption state. To save more power, we need to decide when to enter and exit the LPI state because if the link stays in LPI state for a longer time, we can save more energy. To decide when the link has to enter or exit the LPI state, two strategies have been implemented in [4] . For the first strategy, the Ethernet link moves from the idle state to the active The associate editor coordinating the review of this manuscript and approving it for publication was Bhaskar Prasad Rimal. state when there is a frame request, which is called frame transmission. For the second strategy, the link moves from the idle state to the active state when the number of queued packets have reached the pre-defined threshold, which is the burst transmission. EEE aims to reduce energy consumption by putting interfaces into a low power idle mode when there is no data transmission and waking them upon data arrival (frame transmission operation mode). Moreover, putting line cards to sleep could enable extra energy savings in other components of the networking device such as the switching fabric or the processor. However, the back-and-forth transitions between the sleep and active state take necessary time, which causes significant degradation in the energy efficiency achieved by EEE when sending small packets evenly spaced-out since most link will spend most of the energy on switching between sleep and wake up state rather than on useful data transmission [5] . We can greatly reduce the energy consumption if we wake the interface only for the transmission of many packets (burst transmission) and not for the transmission of a single frame [6] , [7] . This new operation mode, known as burst transmission or packet coalescing, increases the time spent by the interface in the low power idle mode, reducing transitions and, thus, improving energy efficiency at the expense of slightly increasing the queuing delay.
We realize that the two above EEE strategies do not consider the statistical properties, characteristics, and behavior of the traffic. However, the exploitation of these elements could be useful in the prediction of forthcoming traffic. As noted in [4] whose interest focuses on the speed of the link, the traffic load, the frame size, direction of the traffic, and quantity of packets. In addition, many studies such as previous studies [8] , [9] investigated the implementation and performance analysis for typical real-time industrial communication systems. In these investigations, specific traffic features and performance requirements of Ethernet networks have a deep impact on the exploitation of EEE strategy.
Over the past years, in-depth investigations on Ethernet traffic profiles and characteristics revealed some particularly helpful insights. Starting from early works on selfsimilarity [10] , [11] , they proposed several analyses later on relevant to general Ethernet traffic [12] , [13] and traffic with a more specific nature, for example, multimedia traffic [14] , backbone traffic [15] and VoIP traffic [16] . Even, in the recent study [17] , they implemented a strategy called Energy Efficient Ethernet strategy based on traffic prediction and shaping. This strategy uses ARIMA (1, 1) model to get the predicted number of packets, and uses this predicted number packets to estimate the time the link should stay in the active state to increase energy savings.
Although, the most previous research [17] uses the ARIMA (1, 1) model, it does not capture well the characteristics and behavior of the whole traffic, because it only uses the last previous traffic history for prediction. It assumes that traffic is likely to be linear which is not true, and this could lead to an inaccurate prediction which results in low energy saving. In addition, Because of the lack of automatic updating between observed and predicted packets, they initialize ARIMA (1, 1) after every prediction, which leads to high computation burden and its execution may consume much time. In addition, many researchers such as [18] have claimed that a neural network makes a better prediction than the linear statistical models like ARIMA, MA, ARMA. This motivated us to use the LSTM model, which is one of the Recurrent Neural network models. Since the LSTM model has an advantage of access to the entire historical information and decides the valuable information to be kept and others to be forgotten.
In this paper, we propose the LSTM model, which keeps all historical information about data traffic to keep track of the flow. LSTM use this historical information to capture well the characteristics and behavior of data traffic, which leads to an accurate prediction regardless of the unlikelihood of traffic. This model can update automatically to the most current and accurate historical information about data traffic without initialization of LSTM after every prediction which reduces the computational burden of that algorithm and makes it stable. To test the performance of LSTM, we conducted a theoretical analysis and simulation study to provide an accurate assessment and compare our results with the model in the previous work [17] .
We organize the remaining parts of this paper: Section II introduces the background and related work. We introduce the motivation of this work in Section III. Section IV is the evaluation of based on comparison between the accuracy of our method against ARIMA (1, 1) model. Section V contains the results, Section VI presents the conclusion of this paper and the last section VII is the references.
II. BACKGROUND AND RELATED WORK
In past years, published works related to IEEE 802.3az introduces Energy Efficient Ethernet (EEE), which is a network standards that is aimed at the reduction of power consumption when there is no data transmission. EEE standard introduces four states as shown in Figure 1 the first one is T idle time, which represents the idle state, where the link stays in low power consumption mode. The second state is T wake time representing Wake state, which is the time necessary to wake up the link. The third state is T active time representing the active time, the link stays in the active state and transmits all the packets. The last state is T sleep time representing Sleep state, which is the duration that the link takes to move from the active state to the idle state. These states occur iteratively.
For a better understanding of our work, we will introduce a work here, which is Energy Efficient Ethernet strategy based on traffic prediction and shaping, as EEEP [17] . The EEEP strategy combines normal EEE with some level of knowledge about current network traffic features to predict future traffic.
In details, the EEEP partitioned the data stream into consecutive intervals with a fixed configurable duration called time windows. At the beginning of each time window, they impose the outgoing link in the idle state. Then, they transmit all packets during active state before the end of the time window to minimize the energy spent during transitions. In the active's interval of state, they transmit all the packets that have been on queue during the previous imposed idle state and those that arrive until the end of the current time window. It will record the actual number of packets in the current window to calculate the time needed to transmit data in the next time window.
Let t i denotes the duration of an active state in the current time window, and t i+1 denotes the duration of the active state in the next time window. As seen in Figure 2 , within each time window, they carry two activities. First, based on the number of packets in the current time window, they initialize the ARIMA (p, q) model to predict the forthcoming data. They use predicted number of packets to estimate the time necessary to transmit the upcoming packets. They consider the time necessary to transmit the upcoming packets as the duration when the link stay in the active mode. Second, the packets will wait during the idle state until the wake of the link and start the transmission for the duration of the active state, which is the time predicted based on the previous information. At the end of the Sleep state, the strategy makes the prediction based on the output of the ARIMA (p, q) model.
Notice that they can compute the duration of active state using different prediction techniques, and in EEEP, they use the ARMA (p, q) model. Thus, we will introduce this statistical model, which fit to predict or understand the points of time series.
The AR part of ARIMA shows that the evolving variable of interest is a regression on its own lagged values. The ''I'' (for integrated) shows the difference between their values and the previous values which replace the data value, and it can perform this differencing process more than once. They normally apply ARIMA models on stationary data. However, when the data shows no evidence of stationarity, they need to apply an initial differencing step once or more times to eliminate the non-stationarity in the original time series. The purpose of these features is to make the model suitable for the data. The MA part shows that the regression error actually linearly combines error terms whose values occurred contemporaneously and at various times in the past. However, in EEEP, they did not consider the above feature of reducing a non-stationarity that may prevent the model from fitting the data. Because they did not specify the "I" values which represent the differentiation value.
Given, ARIMA (p, q) where p is the order of autoregressive and q is the order of moving average. With input as current values of x and a weighted sum of current values of the errors, and the predicted value as the output.
Given a time series where t is an integer index and x t−j are the real numbers, an ARIMA (p, q) model is given by
where is a Gaussian i.i.d. white noise, ϕ j , ϑ k are the parameters of the model, and the following conditions stand: ϕ p = 0 and ϑ q = 0. In our research we used different parameters like ARMA (1, 1), ARMA (1, 2), ARMA (2, 1), ARMA (2, 2), ARIMA (3, 1) has shown similar performance. The ARIMA (p, q) is more popular and efficient in some circumstances but unfortunately, because of its calculation, it introduces a considerable computational burden to the system.
However, when choosing a prediction model, we need to consider various aspects for a better choice, including the prediction accuracy, and the complexity of the procedure that has to perform the traffic estimation with the consequent computational burden of the algorithm. In this aspect, many existing works with prediction models could inspire us to find one that better suited in our traffic conditions. Which is one of the reasons why we choose LSTM, an artificial neural network (RNN) architecture [19] used in deep learning. LSTM networks are well-suited to classifying, processing and making predictions based on time series data since they can track the unknown duration between important events in a time series. In the current studies, researchers are interested in LSTM model because of its simplicity, and accuracy.
In [20] , the authors have proposed a model of the neural network, which combines Long Short Term Memory networks (LSTM) with Deep Neural Networks (DNN), using autocorrelation coefficient to improve the accuracy of the prediction model. It can provide a better prediction than the other traditional precision of the model. Moreover, after considering the autocorrelation features, the neural network of LSTM and DNN has certain advantages in the accuracy of the large granularity data sets. In another study [21] which proposed a strategy that uses LSTM and GRU neural network methods for traffic flow prediction, this study states that the existing models like ARIMA, ARMA are mainly linear models and cannot describe the stochastic and nonlinear nature of traffic flow. Their experiment shows that recurrent neural network based on deep learning methods, such as LSTM and GRU, performs better than ARMA model, and the LSTM model is more efficient than the GRU.
A model built in [22] states that LSTM can filter, extract, features, and analyses the data. This special recurrent network is more accurate and can use the strong nonlinear approximation ability, good self-learning, and adaptive performance on time series to predict short-term changes of the corresponding stock transaction. Considering the better prediction accuracy, the lower computational burden and the ability to deal with the nonlinear nature of traffic flow datasets, we believe that the analysis and experiments showed in the next several subsections approve that the LSTM model is the considerable one to satisfy our needs of improving the EEEP strategy's shortcomings.
The Long short-term memory (LSTM) model is a recurrent neural network (RNN) composed of a cell, an input gate, an output gate and a forget gate. The cell uses tangent function to remember values over arbitrary time intervals and the three gates regulate the flow of information in and out of the cell using the sigmoid function, which is a mathematical function referred to as a logistic function.
N. Segolene et al.: Improvement of the Prediction-Based EEE Strategy LSTM has a default behavior of remembering information for long periods using the memory cell. Figure 3 shows how LSTM works. At every step, the three gates: input gate, output gate and forget gate take input (x) with biases and previously hidden state (H ). With weights concatenate them then apply the sigmoid function (x).
At every time step of LSTM, there are three input which is the input (x), previously hidden state (H ) and the previous memory state (c) and two output which are the current hidden state (h), and current memory state (C). x t represents the input, H t denotes the hidden state, I t represents an Input gate, O t represents the output gate, C t denotes the cell (memory state), F t denotes the forget gate, denotes the sigmoid function, C t denotes new candidate layer. Where W t is the weights and b f is the bias.
The first step: our LSTM decide the information to remove from the cell state. This decision is made by forget gate layer using a sigmoid function shown as Equation 2. It refers to the previous hidden state H t−1 and current input x t , and outputs a number between 0 and 1 for each number in the previous cell state C t−1 .
Second step: decide the new information to store in the cell state. This has two parts. First, a sigmoid layer called the ''input gate layer'' decides which values we will update. Next, a tanh layer creates a vector of new candidate values, C t , that could be added to the state. In the next step, we combine these two to create an update to the state.
It is at this stage that we update the old cell state, C t−1 , into the new cell state C t . The previous steps already decided what to do, we just need to actually do it.
We multiply the old state by, forgetting the things we decided to forget earlier. Then we add I t * C t . This is the new candidate values, scaled by how much we decided to update each state value.
Finally, we need to decide what we are going to output. This output will be based on our cell state, but will be a filtered version. First, we run a sigmoid layer which decides what parts of the cell state to output. Then, we put the cell state through tanh (to push the values to be between −1 and 1) and multiply it by the output of the sigmoid gate.
The motivation of this study prioritizes accuracy and energy efficiency in data transmission, which is essential for designing an acceptable EEE strategy [23] . Which decides when to enter or depart the LPI state. Moreover, the delay should be within the control of users' requirements. The accuracy of prediction is a vital factor that affects both energy saving and the delay. Because if the prediction is inaccurate, two cases can happen. First, when the predicted number of packets is lower than the real actual number of packets, the duration of active time predicted for data transmission will not be enough for actual data transmission which will prevent the link to enter the LPI state leading to increasing of an unexpected delay and a corresponding decrease of energy saving. Second, if the predicted number of packets is higher than the real actual number of packets, the time predicted for the link will stay in the active state is bigger than the real needed time, which leads to the waste of energy. From the view above, we believe that there is space for us to improve the accuracy of EEEP, as the ARIMA (p, q) model used in this strategy is not the optimal one to make accurate predictions. The following results in the paper will show the improvement on the prediction accuracy of the ARIMA(p, q).
A. LIMITATION OF ARIMA (P, Q)
The ARMA (p, q) model used in the EEEP strategy does not capture well the property and features of traffic. Because it only uses the last previous time window, which in fact is not enough to capture all the statistical property of the whole traffic. Besides, they need to build the ARMA (p, q) model in every time window to estimate its parameters, which increases the computational burden. In addition, the ARMA (p, q) model is appropriate on stationary time series. It assumes that the values of estimated parameters are constant throughout the time series, which is not always true. The ARMA (p, q) model is unstable, regarding both changes in observations and changes in model specification. On the one hand, the inaccurate prediction leads to a decrease of energy savings because of the larger predicted time for the active state or leads to an increase in delay owing to the shorter predicted time duration. Besides, EEEP [17] strategy initialize the ARIMA (p, q) model in every time window to predict the number of packets and use that predicted number of packets to estimate the duration that the link will stay in the active state. This sophisticated model and complex calculations bring computational burden to the system. Thus, we are looking for a good prediction model, which is accurate, simple to implement, and can save more energy.
We propose a LSTM model, which uses simple calcula- tions to avoid high computational burden in order to be time efficient, and has the ability to capture the statistical property of the history traffic which will make the prediction more accurate. In addition, the LSTM model updates automatically, which makes the prediction remain accurate, and thus reducing computational burden in the system during implementation.
B. THE ACCURACY OF ARIMA (P, Q)
The accuracy of a model can minimize the possibility to lose packets. Therefore, decreasing energy wasted which is the most important consideration. We assessed the accuracy of ARIMA (p, q) using Matlab and some performance indexes. In the assessment experiments, we compared the indexes of the real data and the data predicted by the EEEP strategy with ARMA (p, q) model. The value of p and q is 1 and 1 respectively, because according to EEEP, different parameters like ARMA (1, 1), ARMA (1, 2), ARMA (2, 1), ARMA (2, 2), ARIMA (3, 1) has shown similar performance. Which is why we choose to use ARMA (1, 1) as to stand for ARMA (p, q) in comparison with LSTM because is also used in previous work [17] . Figure 4 shows the difference between the number of actual packets (real data) in every time window and the number of packets predicted by ARIMA (1, 1) generated by Equation (1) with p and q equals to 1. In most of the time windows, the number of packets predicted by ARIMA (1, 1) is lower than the actual number of packets. We obtain the duration of active time on the predicted number of packets in the previous time window. If the duration predicted for the current active state is not enough to transmit all the actual packets, the link will not enter LPI state, the transmission to prolong in the next time window leading to a decrease of energy savings. We used two different performance index to measure the accuracy of ARIMA (1, 1), which are RMSE and MAE. Root Mean Square Error (RMSE) is the standard deviation of the residuals, to measure how these residuals spread out, by showing how concentrated the data is around the line of best fit. It compares the predicted data with the real actual data.
Consider p i the predicted number of packets and r i as the real actual number of packets, n (degree of freedom) as the number of sample time windows minus one Mean absolute Error measures the average magnitude of the errors in a set of predictions, without considering their direction. It is the average over the test sample of the absolute differences between prediction and actual observation where all individual differences have equal weight.
According to RMSE, the number of packets predicted by ARIMA (1, 1) is concentrated around the line of best fit by 358.0648 and according to MAE, the absolute difference between the predicted number of packets and observed number of packets is 271.8406. For the comparison of these two models using both RMSE and MAE, the lower the value is the good is the performance.
Since the prediction is based on previously counted real number of packets, the degree of freedom is less than the paired data (n). In the first time window, we used the actual real number of packets because we do not have the previous number of packets. Prediction start from the second time window where we use the first time window number of packets for prediction.
C. WHY USING LSTM
The LSTM model is a special neural network with three fundamental properties. First, it can filter desirable characteristics from transmission data, extract the features and analyses the transmitted data. Second, the LSTM has the memory cell in its structure. The cell can store data packets temporarily until the transmission threshold. Third, it can additionally prioritize the prediction accuracy and efficiency by reducing the complexity of the procedures that have to perform the traffic estimation. The previous study [17] based on ARIMA (1, 1) used in EEEP cannot capture well the features of traffic since they make their prediction based on only the last previous time window. Compared to LSTM, the initialization of ARIMA (1, 1) in every time window to estimate its parameters also has a consequence of increasing the computational burden of the algorithm. The results in the next section show that we can improve the accuracy of the prediction. In this study, we used three datasets, one from Equinix-Chicago dataset [24] , the second downloaded from from WAND Research Group, Univ. of Waikato [25] which is a time series and the third is the synthetic dataset generated using fractional Gaussian noise and the real traces from CAIDA. We choose LSTM as a prediction model because of its capacity for working with various type of data. They only use ARIMA (1, 1) on data that shows no evidence of stationarity. Because it does not have, the "I" of integrated values to eliminates the non-stationarity in data.
In addition, we make prediction for each time window, which makes execution time crucial. We need a model that is accurate, with low computation burden and save more energy so that the real devices can adapt. Because of the accuracy and simplicity of LSTM, it can reduce the computational burden and the execution time and thus increase energy savings. Though, ARIMA (1, 1) is also energy efficient for data transmission and network management based on the prediction of current traffic from previous data, it adds some additional packet delays to the the Ethernet network.
Moreover, ARIMA (1, 1) model uses immediate previously arrived packets data information for prediction. However, LSTM achieves greater accuracy in prediction by using a wide range of possible historical data transmission information, which effectively captures the features of traffic and updates automatically. This also makes the LSTM model efficient, stable, and reliable with a reduced computational burden that minimizes delays.
IV. SOLUTION
Now, we present the process of building a prediction model based on LSTM for the EEEP strategy which includes the Data preparation, the structure of LSTM, the parameters configuration and how the model updates the network after each prediction. Figure 5 shows all the steps of LSTM implementation, described as follows:
Step 1: Data preparation and pre-processing involved uploading the data packets time series dataset into matlab in a correct shape and suitable format. Then, subsequently partition the data into 2 parts namely, training dataset and testing dataset. Standardize the training dataset and testing dataset into a correct and harmonized standard format that can be handled easily. For this study, we used 67% of data for training and 33% for testing. The two parts partitioned is standardized for a better fit and to avoid training from diverging.
Step 2: Configure the LSTM by setting the options and configurations such as layers, training options, and initial learn rate, the number of hidden units. To achieve optimization of LSTM model, the appropriate parameters, including the time steps, the number of hidden layers and the number of epochs should be well considered. In this model, we used four layers because the more layer our method use, the harder the data training process. As for the prediction, time is a crucial aspect. Thus, we use four layers in our experiment and these four layers represent the three gates and a cell of LSTM namely. Sequence Input Layer represents the forget gate to decide which data of the historical information to store or which one to delete. LSTM Layer represents the LSTM To test our method, we configured some options and parameters and here is how we chose and configured them. We chose the training data and testing data after analysis of other studies in the same field. We chose Adam optimizer after analysis of other optimizer and learning that Adam realizes the benefits of both adaptive gradient and rootmean-square propagation optimizers. For learn rate schedule, we chose piecewise option after realizing that "none" option which let the learning rate stay the same gives poor results. With piecewise option for learning rate schedule, we update the learning rate after a specified number of epochs by multiplying a specified factor.
We have used different parameters as described in TABLE 1. We chose those parameters randomly after many tries of different parameters and these parameters in TABLE 1  have shown better results. TABLE 2 shows the parameters we tried with CAIDA dataset. We calculated the Weights shown in Table 1 above by default using Xavier initialization [26] . Its role is to make the variance to remain stable.
Step 3: During the training stage, the configured LSTM iteratively learns relationships, and data pattern in the standardized training data until our model converges. While training the network, it is very useful to monitor the progress of the training to determine if and how quickly the network accuracy is improving, and whether the network is starting to overfit the training data. However, the accuracy improvements tend to get lower as the number of iteration increase and we can stop the training when the accuracy is no longer improving.
Step 4: Predict and update. Predict the next expected size of the incoming data packets by using the training model already developed. To improve the prediction accuracy, we give preference to the prediction based on previous actual number of packets to predict the next number of packets instead of using the previously predicted number of the packet. This is a stochastic approach to enhance the accuracy of the prediction. We realized that the higher the quantity of the training data is, the better the LSTM model performs in terms of prediction accuracy and time. On this stage, in the first time window, we adopt the EEE strategy because of lack of previous time windows packets. From the second time window, predictions depend on the number of packets arrived in the previous time window. The predicted number of packets in the previous time window determine the duration of the current active state. We set the execution environment to the CPU. After every prediction, it automatically updates the memory state with the observed data of the current time window. The cell state decides and stores information from the new input x t sigmoid function decides which of the new information should be updated or ignored. A tanh function creates a vector of all we multiply the possible values from the new input to update the new cell state. We then add this new memory to the old memory C t−1 to give C t .
Finally, we need to decide what we will output. A sigmoid layer decides which parts of the cell state we will output. Then, we put the cell state through a tanh generating all the possible values and multiply it by the output of the sigmoid gate, so that we only output the parts we decided to.
A. DISCUSSION
Compared to EEEP, LSTM is simple to implement and more stable than the ARMA (1, 1) model so we can use LSTM model for a more accurate prediction result.
In reality, the more information you have about the network, the more accurate the prediction. LSTM can filter; extract the features and analyses data, which help to get more information. That is the reason why we choose the LSTM model instead of the ARMA (1, 1). We have inferred the limits of ARIMA (1, 1) in section III. When we have not properly configured the training parameters such as training rate, momentum, and initial weights, LSTM will requires long training time for the network. This lightly affects the performance of the LSTM model, the neural network is effective for short-term prediction of traffic flow, and however, we still find that LSTM outperforms ARIMA (1, 1) by being more accurate, save more energy, after the experiments and analysis of these two models. With an accurate prediction, the active time predicted for transmission will be enough to send all actual packets, which will avoid the additional time added to the duration of active time when the prediction is wrong. If this additional time is longer, it can provoke the transmission to move to the next time window with a consequence of reduced energy gain. In addition, LSTM model used in EEEP requires less calculations compared to ARIMA (1, 1), which makes its execution easier. While no computation burden implies easy adoption by the real devices because of the low demand for resources.
Finally, the LSTM model is sophisticated because of many parameters to configure which need to be chosen and configured carefully because those parameters influence the results and most of them are interdependent which makes the configuration hard. Currently, we will concentrate on building the LSTM prediction model to improve the EEEP strategy.
V. EVALUATION A. SETUP
We implement LSTM based on the code written in MAT-LAB and Statistics Toolbox Release 2018a, The MathWorks, Inc., Natick, Massachusetts, United States. We chose some configurations according to the analysis of making an accurate prediction. We chose randomly parameters at first and employ the one performs better after many tries. We set time windows length at 5ms. We split data into training data and testing data. Data went through four layers: sequence Input Layer, LSTM Layer to represents LSTM cell, fully Connected Layer, regression Layer. We used the options and parameters in Table 1 , such as Adam optimizer. We set the maximum number of epochs to be 250, gradient threshold as 1 to avoid gradient vanishing, initial learn rate as 0.005, learn rate schedule as piecewise, learn rate drop period as 125, learn rate drop factor as 0.2, and after training using settings cited above, we initialized the LSTM model for prediction. For data transmission, we adopted the First In First Out policy.
We performed the experiments using the laptop of Intel(R) Core(TM) i7-7500U CPU @2.70 GHz (4CPUs), 2.90GHz. 16GB of RAM, 500GB of the disk. We used 22458659 packets with 3270 time windows for CAIDA dataset, 14187324 packets with 3270 time windows for Waikato dataset and 1000packets, with 120 time windows synthetic traffic trace. of packets predicted by LSTM in every time window and the actual data.
To conduct these experiments, we set the duration of our time window at 50ms then we started by counting the number of packets arriving in every time window. During the first time window, we adopt the EEE because we do not have previous time window traffic. We show the time windows' states duration values in Table 3 . From the second time window, we started by initializing ARIMA (1, 1) model and we made the prediction using the previous number of packets. We use Equation (9) and Equation (10) to calculate the accuracy, and the results prove LSTM model is the best due to a lower RMSE and MAE.
From Figure 6, Figure 7 , and Figure 8 , we can analyze the differences between the number of actual arrivals, the number of packets predicted by ARIMA (1, 1) and the number of packets predicted by LSTM. The above stated three figures show that the difference between the number of real coming packets and the number of packets predicted by ARIMA (1, 1) is greater than the difference between the number of real coming packets and number of packets predicted by LSTM. If the difference between the number of real coming packets and predicted number of packets is big, it means that the prediction is far from reality, which will influence the performance of the designed strategy. Figure 8 prove that LSTM is more accurate than ARIMA (1, 1) . In details, Figure 6 was produced using CAIDA dataset, Figure 7 was produced using Waikato dataset. However, we produced Figure 8 using synthetic data which generated using fractional Gaussian noise with Hurst parameter of 0.7 to have data with long-range dependence. From the three datasets, we realized that LSTM model can learn the data pattern better and more effectively than the ARIMA (1, 1) model, which leads to higher accuracy, thus saving more energy, at the expenses of minimum delayed time windows. TABLE 4 shows the assessment of ARIMA with different parameters and LSTM based on two different indexes and using different datasets. Statistics in the TABLE 4 shows that LSTM is more accurate that ARIMA(1,1), ARIMA(1,2), ARIMA(2,1), ARIMA(2,2), ARIMA(3,1)
C. COMPARISON BETWEEN LSTM & ARIMA (1, 1) ENERGY CONSUMPTION
The energy consumption of the link is related to the duration of the active state and idle state, the more time the link stays in the idle state the more energy it will save, because in the idle state the link only uses 10% of energy while in the active state the link consumes maximum energy. The duration of the active state depends on the previously predicted number of packets. We first calculated the power consumed, based on the calculated power consumed, we calculated the energy consumed.
First, we make the calculation based on LSTM model and ARIMA (1, 1) model and then we compared these two models based on how long these models stay in the active state. Besides, we calculated power consumed by predicted packets as below:
where PwOn is Power consumption in the active state, PwPred is power consumption when we adopt the prediction strategy, ActPred is the duration of an active state when we adopt a prediction model, ST is EEE sleep Time, IT is duration time spend in the idle state when we adopt a prediction model, PwOff is power consumption in the idle state. We calculate power consumption in Watts. To get the Energy consumed we multiplied the value of power consumption and the period of time over which it is used. The power consumption values shown in TABLE 3 could be in the data sheets of the commercial product, they have derived the EEE transitions time from the standard document [27] , [28] . Figure 9 shows the comparison between accumulated energy consumed by ARIMA (1, 1) model against LSTM model prediction in Joules. We produced energy consumed by using the time spent in the active state, idle state, wake state and sleep state. In addition, we used the formula (7) to calculate the power consumed depending on which model adopted. Figure 9 show the comparison between ARIMA (1, 1) and LSTM based on the energy consumption in every time window based on the duration of the active state. The results from both datasets show that the prediction using ARIMA (1, 1) consume higher energy than when we adopt the LSTM model relative to their time spent in the active state. Therefore, the energy consumption is proportional to the accuracy.
D. COMPARISON BETWEEN ARIMA (1, 1) & LSTM BASED ON THE DELAY
When the predicted duration for active state is not enough to conduct the transmission, let's consider the time window where the link didn't finish the data transmission as a delayed time window. The longer the time window is delayed, the more energy saving will be decreased. Figure 10 shows the cumulative number of delayed time windows using various datasets. Remarkably, how this number rapidly tends to be higher for ARIMA (1, 1) model predictions compared to the LSTM prediction.
At the beginning of our experiments, shows the delayed time windows obtained by using the LSTM model is greater than ARIMA (1,1) model, because LSTM tends to perform better when with a big amount of training data and improve its skills about data as we give them more data. Figure 10 show the comparison between ARIMA (1, 1) and LSTM based on the number of time window delayed using three different datasets. We realized that for all the three datasets, in case the number of predicted packets is lower than the actual number of packets, the estimated duration would not be enough for data transmission. The transmission will be prolonged into the next time window because the link will not enter the idle state, which will increase the delay of current time window.
We expect that there will be no energy wasted when adopting our method, because the strategy we proposed are expect to perform better than the EEEP strategy. However, because of those transmission that has prolonged in T i+1 , the LPI duration of in the T i+1 (next time window) will be reduced which means the energy that could be saved in T i+1 is reduced. Moreover, the more the link stays in LPI state the more energy can be saved.
VI. CONCLUSION
In this paper, we introduced LSTM as an innovation to improve energy efficient strategy based on traffic prediction and shaping with the aims of further increase energy savings. Using the LSTM feature of storing all historical information to extract the important knowledge that can hide in the data to get better predictions accuracy. To evaluate the performance of ARIMA (1, 1) and LSTM, we have carried out a theoretical analysis and simulations to provide an accurate assessment. The results of the simulations and analysis highlighted the accuracy of LSTM, which makes the links utilization to be in proportion with the energy used to avoid energy wasted when there is no data transmission. The results from three datasets show that LSTM is more accurate and can save more energy compared to ARIMA (1, 1) .
LSTM outperforms the other models on learning from long-term dependencies. LSTM's ability to forget, remember and update the information pushes it one-step ahead of RNNs. We can suggest future work to improve this work like implementing LSTM using online learning while training data.
