This paper uses cross-country micro-aggregated data on firm dynamics and productivity from the ECB CompNet database to provide empirical evidence on factor reallocation in the EU. The analysis finds that reallocation is towards more productive firms although the magnitude varies across countries and over time. Variation in reallocation is related to structural differences in firm size distribution across countries as well as to variation in labor and product market institutions. Productivity enhancing reallocation generally rises in downturns but, similar to findings for the US, it did not pick up in the great recession. The sharp drop in exports and tightness in credit markets are seen to provide a partial explanation for this lack of a silver lining.
Introduction
With the onset of the financial crisis far behind us, the recovery only recently is gaining traction in Europe. Much uncertainty remains about the path ahead, with different scenarios available for growth, employment, investment, productivity and potential GDP. In this paper, we position the macro takeoff point by exploring the micro-level detail of resource reallocation between firms and its effect on growth. In particular, we explore whether the sharp drop in activity at the outset of the crisis, and the lengthy period of low activity and distressed financial markets has affected the patterns of reallocation of resources, both employment and capital, across producers.
The paper also explores whether differences in policy environment and economic structure across the EU countries generates different patterns of resource reallocation. These differences likely can lead to differing responses to macroeconomic shocks. The differences also could affect growth patterns across countries going forward. In this paper, we document the patterns of resource reallocation in different countries and industries in the EU. While such analysis is available for the U.S. and a few EU countries, we provide the first comprehensive account for a sample of EU countries. We present evidence on whether productivity enhancing reallocation (PER) is observed, that is whether resource move towards more productive firms. In particular we assess whether these patterns vary systematically across countries, whether they changed over the cycle, and in particular what happened during the Great Recession and the ensuing European sovereign debt crisis. We assess whether these differences are related to the nature of the shocks or to the characteristics of labor markets, financial markets, and output markets.
This paper complements the work by Foster, Grim, and Haltiwanger (2016) on reallocation in the United States. As in that paper, the main focus of this paper is on reallocation and the possible 'cleansing' effect of the great recession. What are the cyclical patterns of reallocation and to what extent have resources moved away from less productive and towards more productive firms over the course of the crisis? Owing to the shorter timespan of firm-level data in Europe, we are unable to explore whether the effects seen in the current crisis differ from those in previous major downturns, as was done for the U.S. We can go beyond the analysis done for the US because there is considerable variation in the data over several country-sector-specific cycles. Further, in addition to the analysis of Foster, Grim, and Haltiwanger (2016) on labor reallocation, we analyze capital reallocation because the necessary data is available in the EU. In our paper we explore patterns of labor and capital reallocation through variation across EU countries in economic structure, labor and product market regulations, financial development and international exposure.
While we conduct comparable excercises, our paper differs in some important ways from the work of Foster, Grim, and Haltiwanger (2016) . Our work is based on a 'micro aggregated' database of cross country and industry information drawn from firm-level datasets from a selection of countries (Lopez-Garcia and di Mauro 2015) and uses country and industry specific downstream activity indicators to control for demand shocks. By contrast, Foster, Grim, and Haltiwanger use firm-level data and state-level economic conditions to control for demand shocks. Conducting the analysis at the firm-level in a particular country allows more flexibility in the empirical specifications, but would preclude controlling for country specific circumstances and make identification of the effects of changes in policy environment very difficult. More importantly, because the data sources in each EU country are confidential, they cannot be analysed jointly. Instead, our cross-country panel dataset contains a set of observations within each country, industry and year that are representative of a group firms, collected in such a manner that they are not disclosive of individual firms and thus can be combined for cross-country analysis. 1
1 The underlying methodology of distributed micro data analysis is described in Bartelsman, Hagsten, and induced distortions. Similarly, it may be of interest to find out which of the frictions or which components of costs and benefits of reallocation change over time and over cyclical episodes.
Besides frictions of some type, PER requires dispersion in productivity. Such dispersion is a feature in early models of heterogeneous producers, such as Lucas (1978 Lucas ( , 1988 and Hopenhayn (1992) . In these models, entrants receive a draw from a productivity distribution, and/or they receive idiosyncratic productivity shocks in each period. Frictions and distortions may prevent firms from instantaneously reaching their optimal scale where marginal products of inputs equal their marginal cost, although the direction of movement of resources should be from low to high marginal benefits.
The strength of PER will depend on the benefits of moving towards optimal size and the costs of achieving this. Larger shocks can increase potential benefits, as can a steeper relationship between profit and deviation from optimal size. The costs can depend on adjustment frictions and policy-induced distortions, but also on available supply of productive inputs. A rich literature exists on exploring the effects of employment protection on reallocation (e.g. Bertola and Rogerson, 1997; Bassanini, Nunziata, and Venn, 2009; Hagedoorn and Manovskii, 2008; Poschke 2009; Bartelsman, Gatier, and de Wind, 2016) . Also, costs of vacancy creation or costs of starting a new business can change the calculus of reallocation. A related literature exists on financing costs and reallocation of capital. In heterogeneous firm models, frictions in capital arising from asymmetric information, can result in allocations of capital that may not equate marginal costs and benefits (see e.g. Bernanke, Gertler, and Gilchrist. 1996; Cooley and Quadrini 2001; Midrigan and Xu, 2014; Buera and Moll 2015; ) Each of these cost and benefits components can be subject to trends, for example owing to changes in technology, but can also differ across countries, for example through differences in policy stance. In the U.S., evidence is building up that the magnitude of job reallocation is declining secularly (Hyatt and Spletzer, 2014; Decker et al., 2015) , although no clear answer is available about the causes of the decline. By contrast, evidence in Bartelsman, Gautier, and de Wind (2016) , shows that in the EU reallocation seems to be higher among innovative and ICT intensive firms, likely because the magnitude of the shocks facing these firms is larger.
Reallocation and productivity enhancing reallocation also may differ over the cycle, as the nature of the shocks change and as the relationship between benefits and costs are altered. Foster, Grim, and Haltiwanger (2016) review many of the arguments about cylicality of reallocation, with as a general finding that it is less costly in downturns, although some distortions may make it more costly. The exact nature of the cyclical changes depend on the factor, labor or capital, but can also differ across recessions, owing to the underlying causes and magnitudes of the shocks. Another issue is whether the costs are associated with changes at continuing firms, or through entry and exit margins. Often through these margins 'scarring' can generate long lasting effects of recessions.
For labor inputs, reduced tightness in the labor market during downturns should reduce search frictions. Krussel and others (2017) present a model of the cyclical properties of gross worker flows, within the search tradition. Policy may also change the incentives for firms to shed workers during downturns. Boeri and Bruecker (2011) study the effects of short term work programs and find that they reduce job losses at the onset of the crisis. They further point out that effects may be asymmetric, causing more harm in upturns and that exact effects depend on interactions with other labor market institutions related to employment protection and wage bargaining regimes.
For capital inputs, the effect of the cycle on costs and benefits of reallocation is less clear cut. In empirical research using data on US firms from the Compustat database, Eisfeldt and Rampini (2005) find that the amount of capital reallocation between firms is procyclical. They find this surprising because they argue that the benefits for reallocation are counter cyclical because the dispersion of marginal capital productivity is higher in recessions. While benefits of reallocation may be higher, costs for attracting capital in a downturn could also be higher. Consistant with this, Lee and Mukoyama 2008, find that firm entry is more procyclical than exit. The higher costs of capital reallocation may also lead to scarring, such that the negative productivity effects of a downturn can be felt long after the recession is over, as found by Beura and Moll (2015) .
The next section will describe the CompNet data and provide some summary statistics. Following this, we provide a baseline estimate of productivity enhancing reallocation. The baseline is expanded by looking at PER across countries and by firm size. We present evidence on how the cleansing is affected by product market competition and labor market regulation. Next we assess the cyclical nature of PER and explore how it varies over the cycle and in particular during the Great Recession and the European sovereign debt crisis. We conclude with thoughts on further work needed to understand how structural policies can affect long-run growth through reallocation.
Data and descriptive statistics 2.1 The CompNet dataset
A detailed description of the CompNet micro-based database that encompasses a very wide set of indicators related to productivity and competitiveness can be found in Lopez-Garcia and di Mauro (2015) . 5 The document contains a general description of the construction of the database and the methods applied to clean and process the data in a harmonized fashion. The paper also provides detailed information on country-specific coverage, sample representativeness and data characteristics. The underlying firm-level data sources are varied although most countries rely on administrative data (firm registries) and a few on surveys carried out by the national central banks. Despite the heterogeneity in terms of sources, target populations are defined in the same way across countries, aiming at private sector, non-financial corporations with employees consistent with the definition of institutional sector S11 in the European System of Accounts (that is, private non-financial enterprises excluding sole proprietors).
For our study, we have made a selection of six of the fourteen countries available in the 4th vintage of the CompNet database that have good coverage of large as well as of small firms (less than 20 employees). Our selection further is predicated on availability of all indicators needed for this paper for the full sample period, 2001-2012. Our sample includes northern EU countries Belgium and Finland, southern countries Spain and Italy, and accession countries Slovenia and Estonia. Table 1 below provides an overview of the coverage and characteristics for the countries used in this research.
The first column of table 1 shows the coverage of the total economy, comparing the aggregate of the CompNet data to aggregate employment of the National Accounts. Columns 2 to 5 show the coverage in terms of number of firms (legal firms with employees, operating in the same sectors as in CompNet) by size class, of the CompNet data vis-à-vis Eurostat Structural Business Statistics. The last column shows the employment coverage of micro-firms in CompNet, that is, of firms with less than 10 employees. As seen in the table, coverage of total employment as well as of firms belonging to different size classes, particularly of micro-firms, is quite good.
The dependent variables used in this paper, namely employment growth and real capital growth, have been collected through the CompNet's "labour" module. The data have been cross-checked with other sources, and the module has been documented in Fernandez and others (2016) . The main objective of the labour module is to provide cross-country comparable indicators of firm growth. The labour module considers growth from t − 3 to t for 3-year moving windows starting in 2001 through 2012. This setup restricts the analysis to firms that continue in the sample between t − 3 and t, i.e. we only see growth at surviving firms, or the intensive margin. Firm growth (in either labor or real capital) will be understood in the remaining of the paper as average annual growth in terms of employees (or real capital stock) of a 'representative firm' within a particular country/macro-sector/year. For each country/macro-sector/year, firms are classified in 25 groups, depending on their size-class transition from a particular size quintile in period t − 3 to a quintile in period t. For each cell in the transition matrix, the median size of the firms in that cell, their median real fixed assets as well as their median productivity and several financial ratios in the initial period t−3 are known. In our baseline data we compute the employment (or capital) growth for each cell over the three year window by using the median initial size or stock of fixed assets in the cell and the median firm size (or real fixed assets) of all firms in the corresponding size quintile in time t. 6 In the appendix table A1, we compare results of our baseline regressions of productivity enhancing reallocation using our computed growth measures with the actual growth of continuers that are available only for a subset of our data referring mostly to the pre-crisis period. The overall coefficient for productivity enhancing reallocation is quite similar, as are the patterns across countries. Further, the correlation between the two measures across all observations is 80%, and the variation across the cells of the transition matrix is similar as well as shown in Figure A1 in the appendix.
The interpretation of our dependent variable is the annual growth rate of factor input for a 'representative' firm proxying all the firms in that cell in the transition matrix. Notice that even if the representative firm stays in the same category, we could get a growth rate different from zero, because the median size in a given quintile can change within a three years window. To account for differences in the probability of firms to be in a particular cell of the transition matrix, we use total employment in each cell to construct weights to be used in weighted regression, reflecting how likely it is, for example, to observe firms belonging to the lowest quintile to move in three years in the highest one.
The database used for this paper features several advantages over previously used sources. First, firm growth is computed in the same manner across all countries for 8 macro-sectors (corresponding roughly to the 1-digit NACE industries, see Appendix tables A2 for more information), in our sample over the period [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] , which allows us to use panel data techniques to control for country, sector, and time specific characteristics. Second, we have a rich set of information on other characteristics of each type of firms, either defined in average levels or growth over the 3-year windows, or for the initial period in each window. This allows for dynamic specification in our regressions. Table 2 shows the average annual employment growth rates computed as 100((x t /x t−3 ) 1 3 −1) from a quintile in period t−3 (row) to a quintile in period t (column) on average across countries, industries and rolling windows. In the Appendix, Table A3 shows the growth rates for real capital. For the purpose of this paper, we will define "job creation" as employment growth in the transition matrix cells with positive employment growth relative to total employment in the relevant country/macro-sector/year. Job destruction is measured as the employment change in shrinking transition matrix cells relative to industry employment. 7 Because of the method by which we construct employment growth of the representative firm, and our measures of job creation and destruction, we cannot exactly compare our results to other studies although the patterns of job flows match evidence from other sources, such as DynEmp, over the cycle. Table 3 provides summary statistics for the 'representative' firms that have negative employment growth versus those with positive employment growth. To reiterate, a 'representative firm' portrays the median of the underlying firms that fall in a transition matrix cell, so in this table we compare those firms falling in a cell with positive employment growth vs those in cells with negative growth. On average TFP is higher (lower) than the sector average for positive (negative) growth firms. Labor productivity also is higher. While growing firms are smaller, both in terms of labor and capital, they do have much higher capital intensity and low average capital productivity. In later analysis, where we control for industry and size fixed effects, we can parse out how employment growth relates to initial period characteristics.
There are some caveats attached to the dataset we use for our analysis, although summary statistics below show that our indicators are capturing the features we would like to measure. To start, we are not able to cleanly separate the effects of firm entry and exit from changes at continuing firms. In many of the countries the firm-level source data are not based upon registers that control well for exit, mergers, and other changes that distinguish new firms from continuing firms. Instead, we use rolling windows of firms that continue for three years to define the transition matrix. While the rolling windows by construction only consider continuing firms, our method of computing employment growth for cells in the transition matrix, ensures that total employment by quintile in both year t and t − 3 match that of the cross sections of all firms. Summarizing, the data used in the empirical exercises are available for 6 countries, . Hence we have a maximum panel size of 6 countries*8 macro-sectors*9 years*25 cells. All cell ('firm') characteristics, like size or productivity, are computed at time t − 3, that is before the growing or shrinking episode takes place. we have considered several possibilities to flag the Great Recession. We analyse the initial downturn and the subsequent European sovereign debt crises separately, with a dummy for the great recession (GR) taking a value one for the window ending in 2009 and a dummy for the sovereign debt crisis (SDC) taking the value one for the windows ending in 2011 and 2012. Table 4 provides correlations in the dataset between the two dependent variables used in our exercises, namely employment and real capital growth, and the regressors. As seen, growth correlates positively with our proxy for the cycle, namely growth in real activity of downstream sectors. It also correlates positively with (log) initial relative firm productivity and, negatively, with size.
Proxy for Cyclical Shocks
To tackle the endogeneity of the cycle, we construct a proxy variable to capture exogenous demand variation. The proxy for the cycle is generated using methodology first developed by Shea (1993) and applied in Bartelsman, Caballero, and Lyons (1994) . For each producing sector in each country (the upstream sector), a weighted average is calculated of real production (or expenditure) in domestic and foreign downstream industries (or final demand categories). For each of the upstream sectors, the shipments of output to domestic downstream sectors and final demand as well as shipments to foreign downstream sectors and foreign final demand are used as weights. Data for these downstream shipments are recorded in the World Input Output Tables  (Timmer and others Following the Shea method, we ensure exogeneity of the cyclical proxy. A downstream industry is excluded from the analysis if that industry itself contributes significantly to the input use of the upstream sector, thereby ensuring exogeneity. In our application, we exclude the downstream sector if it contributes more than 1 percent of the material input of the upstream sector. Exluding these, we use all remaining domestic and foreign downstream industries and final demand categories for which real production or expenditure data are available. We first match real final demand expenditures for all countries available in the OECD 'Annual National Accounts' database. Next, for downstream industries we map country/sector information from the 2016 version of the OECD STAN database to matched country/sector columns of the WIOD. Finally, real country/industry sales from the CompNet data itself are used to match to any remaining unmatched columns of the WIOD. The mapped shipments columns from the WIOD dataset are converted to shipment shares that sum to unity for each upstream industry. For all upstream sectors, downstream sector convering at least 80 percent of total shipments have been mapped, ensuring the 'relevance' of the weighted downstream activity indicator in the terminology of Shea. The resulting weighted index of downstream activity (production or expenditures) is converted to a three year moving window growth rate to match the dependent variables in our analysis. This consitutes the independant variable for the cyclical shock, labelled ∆cycle in the regression tables.
Productivity Enhancing Reallocation: Structural Issues
In the first stage of the analysis we explore whether reallocation is productivity enhancing in our sample of European countries, that is, whether firms that are less productive than other firms in their sector tend to shrink while productive firms expand. Following Foster, Grim, and Haltiwanger (2016) we estimate the following equation using our 'representative firm' data to explore productivity enhancing reallocation:
where the operator ∆ gives the annual average growth rate of a variable in time t relative to year t − 3, x represents either employment L or a measure of real capital K, the cycle is proxied by an indicator of growth in exogenous downstream activities, "Rel. prod" is initial productivity (log TFP) of the representative firm in period t − 3 relative to its industry average, Size refers to the initial size of the 'firm' (log of number of employees), FE are fixed effects, and ε represents the error term. The subscript i references our 'representative firm' namely one of the 25 cells in the 3-year employment size-quintile transition matrix, subscript c is for country, s for macro sector, and t for time. TFP is estimated at the firm-level as the difference between firm's real value added and the predicted one according to technology coefficients estimated at the 2-digit industry level using a semi-parametric approach (e.g. Wooldridge 2009 ) to correct simultaneity bias. See Lopez-Garcia and do Mauro (2015) for more details. Unless stated otherwise, each exercise includes the following fixed effects: i) country*macrosector*initial size quintile; ii) country*year, and iii) macro-sector*year. With this specification the analysis makes use of time variation within a given country/sector/size quintile controlling also for country and sector-specific shocks. To save space in the tables, we refer to the whole set of fixed effects simply as 'Controls'. Finally, all our regressions are weighted with total cell-level employment. This allows adjusting for the fact that the 'representative firms' of the transition matrix vary in size and that the number of firms in each cell varies as well. 8 Table 5 shows our baseline results for employment growth and for real capital growth. Conditional on the cyclical shock, growth in labor or capital for each 'representative firm' is positively correlated to its productivity (relative to all other firms in the industry) in the initial period. Similar to evidence for the US from Foster, Grim, and Haltiwanger (2016) , there is significant productivity enhancing reallocation in our sample of EU countries.
The first question is whether the magnitude of productivity enhancing reallocation in the EU is similar to that in the US. An intuitive metric of comparison is the growth differential between firms one standard deviation above or below average productivity. This spread depends both on the magnitude of the coefficient β 2 and on the dispersion of productivity. This spread can be compared with the US, or can be compared across EU countries or over time. With the estimated parameter values of β 2 and the standard deviation of (log) TFP of approximately 0.22, we see growth or shrinkage of 35% for labor and 21% for capital in the EU. The estimate for labor growth is much larger than for the US, but likely reflects the joint distribution of size and productivity and the variation of β 2 across size classes. A back of the envelope calculation reflecting these adjustments generates a spread that is more in line with results for the US as is discussed in the next sub-section.
The next exercises in this section analyze how productivity enhancing reallocation varies by firm characteristics or across countries and their policy or regulatory environment. Table 6 expands the baseline results by showing how the strength of PER varies by firm size in the initial period. The 25 representative firms are allocated to five groups based on initial size quintile and the parameter on initial productivity is allowed to vary for each of the five groups. Note that mean impact of initial size quintile already had been controlled for in the baseline using size quintile fixed effects. On average, the β coefficient remains significantly positive for both labor and capital growth, but the smallest effect is found for firms in the largest initial size quintile. Figure 1 displays the effect of lagged productivity on employment growth by initial size quintile. The figure shows the difference in employment growth for firms with initial productivity one standard deviation above the mean and below the mean. As seen, the effect is much smaller for the largest initial size class. The last bar shows the overall weighted average employment growth difference between high and low productive firms, which stands at about 17 percentage points. In the results for the US (Foster, Grim, and Haltiwanger 2016) , which excludes the smallest firms, the weighted average was roughly 10 percentage points but dropped to 3 percentage points when only continuing firms were considered. The implication is that for young firms PER is much higher, which is consistant with our result of high PER for the smallest, and disproportionately youngest, firm size quintile.
Results by Firm Size

Results by Country: Regulation and Economic Conditions
We start by showing that PER varies across countries. Table 7 shows the coefficient on lagged relative productivity for the growth of employment and real capital. Productivity enhancing Is productivity enhancing reallocation affected by the regulatory environment in the country? We explore the effects of product market competition and labor market regulation on reallocation of labor and capital. The baseline regression is augmented to include a regulatory indicator and the interaction between the initial productivity and a regulatory indicator as shown in the following equation: ∆x i,c,s,t = β 1 ∆cycle c,s,t + β 2 Rel.prod i,c,s,t−3 + β 3 Size i,c,s,t−3 + β 4 Rel.prod i,c,s,t−3 × Regulation i,c,s,t−3 + β 5 Regulation i,c,s,t−3 + γF E + ε i,c,s,t
Results from different regulatory indicators are shown in table 8. Product market competition is captured by three concentration indicators, computed at the country/macro-sector/year level, available in CompNet: (1) Top10, the share of sector sales concentrated in the top 10 largest firms in the sector; (2) HH, the sector Herfindahl index; and (3) PCM, the weighted average price-cost margin, computed as turnover minus labour and intermediate costs over turnover. The raw regulatory indicators are converted into a boolean depending on whether the value is above or below the median of the raw indicator in each country in a given year, with a 1 denoting stringent regulation and a 0 more relaxed. We also include two country-aggregated indicators of product and labour market regulation, the PMR and the EPL, sourced from the OECD. In this case we interact the initial relative productivity of the firm with the level of the indicator and cluster the errors at the country level. The coefficient on the interaction with sector-specific indicators of product market competition, β 4 , is significantly negative (at least at the 15% level) in all the shown specifications. The country-aggregate indicators are less so, with the exception of EPL in the employment growth regression. For example, when sales concentration in a given sector is larger than the median, the combined effect of productivity enhancing reallocation of labor is reduced from 1.05 to about 0.8. 
Rel. prod −3 1.052*** 1.033*** 1.024*** 1.856* 2.863*** 0.720*** 0.711*** 0.690** 
Productivity Enhancing Reallocation: Cyclical Issues
In this section, we study patterns of reallocation over time. From a theoretical perspective, a deep recession could alter the calculus of costs and benefits to reallocation. If adjustment costs are convex, a sharp downturn likely will lead to less than expected reallocation, while concave adjustment costs will do the opposite. Further, there may be a relationship between the size of the cyclical shock and the productivity of the firm, for example if exports decline sharply and more productive firms are predominantly exporters, then PER may be reduced. Another possibility is that adjustment frictions themselves are related to productivity. For example, credit may be allocated on the basis of collateral that is unrelated to productivity of the firm. In this case, a tightening of credit may prevent PER, at least amongst firms most dependent on bank credit. Alternatively, it could be that credit constraints mostly affect low productive firms, in which case tightening overall credit conditions may not worsen PER. While generally PER is found to be countercyclical, the sharpness, depth and nature of the great recession and the European sovereign debt crisis may alter whether or not these episodes generated a silver lining from reallocation.
To address these issues, in Table 9 we regress employment growth and real capital growth on the cycle, on initial relative productivity, and their interaction for different periods separately: pre crisis for the windows ending in 2008 or before, the Great Recession (GR) for the window ending in 2009, and Sovereign Debt Crisis (SDC) for the windows 2008-2011 and 2009-2012 . The interaction between initial relative productivity and the cycle captures whether PER is enhanced or muted over the cycle. Table 9 shows that for employment (columns 1-3) the interaction between cycle and initial productivity is negative in the pre crisis period, meaning that normal downturns enhance the PER of labour. However, the sign of the interaction becomes positive during the GR -indicating that over the Great Recession the downturn was less productivity enhancing. The cyclical pattern of cleansing returns to normal during the SDC. In short, our finding that downturns increase the productivity-enhancing reallocation of employment does not hold true for the Great Recession, when only the average extent of PER is in place at best.
As shown by columns 4 to 6 of Table 9 , results for capital reallocation are slightly different. While the sign of all the estimates are in the same direction as employment, PER shows statistically significant cyclical behaviour only in the SDC. Possibly, capital adjustment costs might hamper PER over the cycle, but due to tight credit conditions during the debt crisis, downturns might have been particularly effective at leading unproductive firms out of the market. Figure 2 provides a graphical representation for the results by displaying the effect of lagged productivity on employment growth over the cycle in different periods. The figure quantifies the difference in employment growth for firms with initial productivity one standard deviation above and below the average. The first column shows that in the pre-crisis period, employment in the most productive firms grow 38% more than their unproductive counterparts in normal times. The second column shows that in downturns, productive firms grow 40% more than the unproductive ones, suggesting that the cycle is "cleansing" away from less efficient producers. 9 However, the third column shows that during the Great Recession productivity differential are less important in explaining employment growth, as the difference between the most and least productive firms drops to 36%. Finally, in the last column referring to the SDC the cycle reacquire its cleansing role, slightly outperforming the pre-crisis period.
Summarising, we find that downturns enhance the reallocation of employment towards the most productive firms in the pre-crisis period and during SDC, but less so during the GR. For capital, we find that downturns enhance PER only during the SDC. 9 In the figure, a downturn is defined as a year-on-year decrease in sector real value added of 10 %. 
Changing patterns of PER over the GR: the Role of Trade Collapse and Credit Crunch
The reduction countercyclical PER during the Great Recession has also been found for the US (Foster, Grim, and Haltiwanger 2016) . Indeed, our results show that PER was muted during the Great Recession, while it reacquired its cleansing role during the Sovereign Debt Crisis. Two events stand out that could provide an explanation for the difference between normal downturns, the GR and the SDC and provide an explanation for the commonality of the finding across US and EU. First, the onset of the crisis coincided with a sharp downturn in global trade. Next, the crisis was a period with tight credit conditions which was prolonged in the EU but less so in the US. Both phenomena are discussed in turn.
Trade Collapse
The literature has emphasized the positive relationship between exporting status and productivity (Melitz 2003, Melitz and Ottaviano 2008) . It is plausible that the reduced PER over the GR results from large and productive firms not managing to expand during the collapse of international trade. If productive firms failed to attract the resources they needed to expand, then it should show up in reduced PER. In table 10 we explore whether the lack of silver lining was particularly important in sectors more exposed to trade. After splitting the sample into pre-crisis, GR and SDC, we use a triple interaction between initial productivity, cycle and a sector-specific indicator of the exposure to the trade collapse. This is done with the help of an indicator of sector exposure to trade that is computed from the input-output tables TIVA of the OECD (details are shown in the Appendix table A5). This exposure is taken as an average of the few available years and is country-specific. We then multiply that with the actual change in aggregate exports, in each country. We construct a dummy (labelled "d exp" in the table) that takes the value 1 if the country-sector was more affected by the trade collapse than the country' median in the time period considered and 0 otherwise. The purpose is to explore if it was particularly in country-sectors more exposed to the trade collapse where PER declined. Table 10 shows that indeed, unlike in the pre-crisis period and over the SDC, during the GR (column 2), country-sectors more affected by the trade collapse featured muted employment PER. Figure 3 shows the employment growth difference between high and low productive firms, splitting the country-sectors into those with high and low exposure to the trade collapse. We show the PER during a bust in the pre-crisis period (bars 1 and 2), during the GR (bars 3 and 4) and the SDC (bars 5 and 6). The first bar of each group represents PER during downturns for country-sectors less exposed to the trade collapse. The second bar of each group represents PER in downturns for country-sectors more exposed to international trade. The message is clear: in those country-sectors more exposed to the trade collapse, the GR was a period of muted cleansing relative to other busts. However, during the Sovereign Debt crisis, the normal cyclical pattern returned in place. Table 11 studies the impact of the trade collapse on capital reallocation. Consistent with the findings in Table 9 , PER over the cycle appears to be relevant only during the SDC. The positive coefficient on the triple interaction in column 3 suggests that the firms more exposed to trade drive the result. While adjustment costs make capital reallocation relatively inelastic over the cycle, the abrupt collapse of global trade taking place during the GR manifested itself mostly during the subsequent period, when unproductive firms more exposed to trade were forced out of the market. 
Credit Crunch
Next, we consider the credit crisis, another standout feature of the GR in both Europe and the US, although the financial crisis endured with the ensuing SDC in Europe. Theory is less clear about the impact of credit frictions on PER. Mostly, we would expect tightness of credit to prevent firms, particularly those most dependent on bank credit, to grow when fundamental conditions were favorable. If credit constraints showed up in a manner unrelated (or positively related) to productivity, then productive firms might be prevented from growing, thus reducing PER. Another path may be that potentially productive entrants, especially those that invest in intangible and thus non-collateralizable assets, may be prevented from entering the markets. Unfortunately, owing to lack of data on entrants, we are not able to explore this directly. These theoretical paths seem to be less relevant during the GR, where any cleansing would like occur through reductions in size of unproductive firms rather than increases at productivive firms. However, as global economic conditions improved, the sovereign debt crisis created continued problems in credit markets in a subset of EU countries. We explore the role of credit constraints for employment and capital reallocation. As before, we run the baseline for the pre-crisis and two crisis periods, interacting initial relative productivity, the cycle, and a firm-specific dummy that takes the value 1 if the (representative) firm is more dependent on bank credit -and therefore more exposed to the credit crisis-than the rest of firms operating in the same country/sector/year. 10 As a proxy for bank-dependency we exploit two sources of information available from CompNet. The first is the amount of collateral, defined as the share of fixed tangible assets, and the second is the equity-ratio, defined as the ratio of equity over total assets. We construct a dummy taking the value 1 if the firm has an equity ratio or collateral below the median in each country/sector/year. That is, we flag firms with a larger dependence on bank credit relative to other firms in their same country, sector. and year Table 12 looks at employment reallocation and shows in columns 1-3 the results for firms with less collateral and in columns 4-6 the results for firms with a lower equity ratio. During the pre-crisis we find that employment PER was enhanced during downturns, but less so for firms with low collateral. This could reflect the fact productive firms with no collateral were not granted the required credit to expand during this period therefore decreasing the PER of these type of firms. Over the GR, however, the relation changes. Downturns lose their cleansing property independently on bank-dependency. Hence employment is not reallocated towards more productive firms, with or without collateral. Turning to columns 4-6, we find that in the pre-crisis period downturns enhanced PER, both for firms with above and below median equity ratio. However, in the GR firms cleansing was significantly more muted amongst firms with less equity, that is, more dependent on bank credit. The result suggests that during the GR productive firms were not able to attract the resources needed if they were more exposed to banks. During the SDC, the normal cleansing pattern for employment returns. Table 13 looks at capital reallocation. Consistent with the findings in Table 9 , we do not find any significant PER over the cycle in the pre crisis period. Somehow surprisingly, we find no role for collateral in explaining different patterns of cyclical reallocation of capital in any of the different sub-periods considered. With the indicator of bank dependency based on the equityratio, we find that in the pre-crisis period PER is stronger for firms that are more dependent on banks. The relation is reversed during the GR, where cleansing was muted particularly among credit-dependent firms, suggesting that highly productive firms that were more dependent on banks could not grow due to unavailability of funds dictated by the credit crunch. As in Table 9 , we find significant PER over the SDC. The fact that no PER over the cycle can be detected, even allowing for differences among firms in bank exposure, suggests that indeed pervasive credit constraints over the SDC might have enhanced the productivity enhancing role of downturns by forcing unproductive firms out of the market. In sum, we find some evidence that productivity enhacing reallocation of labor was muted owing to both the trade collapse and the credit crunch during the GR. The productivityenhancing effects of capital reallocation are less affected by typical cycles than labor is, probably due to the presence of important adjustment costs making it "quasi-fixed". However, the cyclical response of PER of capital is significantly in the last part of the sample during the SDC.
Conclusions
Based on evidence from a growing literature, factor reallocation is an important contributor to aggregate productivity and output growth. So far, relatively little evidence has been available for European countries, and less in a manner that allows cross-country comparisons. In this paper, we make use of a unique dataset collected using the distributed micro data approach, with harmonized data preparation and collection of indicators and moments using identical methodology in each country. The analysis has followed Foster, Grim, and Haltiwanger (2016) to estimate the elasticity of firm growth with respect to initial relative TFP as a measure of productivity enhancing reallocation. The paper has shown differences in the pattern of productivity enhancing reallocation across countries and tied these to differences in structural policy. Next, the paper has assessed how PER changes over the cycle, and in particular during the Great Recession and the ensuing sovereign debt crisis. We find that all countries exhibit productivity enhancing reallocation but that its strength varies across countries. Part of the difference can be attributed to differences in the firm size distribution, but it partly reflects differences in regulatory environment. In particular stringent product market regulation and labor market regulation reduce PER.
Interestingly, we find that the patterns of productivity enhancing regulation have changed over the recent events. In general, we find that PER is procyclical. In other words, in a downturn low productive firms shrink more. However, over the great recession, this pattern broke down. Part of this may be attributed to the sharp drop in exports, which harmed the more productive and larger exporting firms and required them to shed labor proportionately more than less productive non-exporting firms. Another contributor to the reduction in PER over the great recession is the role of credit constraints. These are seen to have hampered the relative growth of firms more dependent on bank credit to grow in the crisis. The paper has also uncovered some interesting differences in the patterns of reallocation of labor versus capital. First, capital reallocation is less sensitive to the cycle than employment reallocation, probably due to the fact that the cycle is by definition a transitory phenomenon, but capital is costly to adjust. Second, we find that the trade collapse has not changed the cyclical pattern of PER for capital during the GR. In line with the previous more general result, it is likely that sunk production capital is high for exporters and that the trade collapse was anticipated as temporary, which could help explain the differential pattern between capital and labor over the GR.
This paper is an initial exploration using the CompNet data that are available for crosscountry analysis. The breadth of indicators collected and the level of (sub-)industry detail will allow many different types of analyses on a host of issues related to productivity, finance, trade and employment. As an extension to the current paper, we first will analyze different measures of PER, for example resource growth related to wedges between factor marginal products and factor costs rather than to relative productivity. Further, many more countries are available in the CompNet data, but sample characteristics vary. An extension of our analysis could compare and contrast results based on the selection of firms and countries in the datasets. Finally, our analysis has pointed to the importance of expectations of firms about future conditions when making factor input decisions. The CompNet data, in conjunction with detailed trade data and macro-level data could aid in understanding the role of confidence and expectation formation in growth. 
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