By means of this study, a detection algorithm for the "pigment network" in dermoscopic images is presented, one of the most relevant indicators in the diagnosis of melanoma. The design of the algorithm consists of two blocks. In the first one, a machine learning process is carried out, allowing the generation of a set of rules which, when applied over the image, permit the construction of a mask with the pixels candidates to be part of the pigment network. In the second block, an analysis of the structures over this mask is carried out, searching for those corresponding to the pigment network and making the diagnosis, whether it has pigment network or not, and also generating the mask corresponding to this pattern, if any. The method was tested against a database of 220 images, obtaining 86% sensitivity and 81.67% specificity, which proves the reliability of the algorithm.
Introduction
Melanoma is a type of skin cancer that represents approximately 1.6% of the total number of cancer cases worldwide [1] . In the fight against this type of cancer, early detection is a key factor: if detected early, before the tumor has penetrated the skin (noninvasive melanoma or melanoma in situ), the survival rate is 98%, falling to 15% in advanced cases (invasive melanoma), when the tumor has spread (metastasized) [2] .
In the detection of melanoma, the most commonly used technique is dermoscopy, which consists of a skin examination through an optical system attached to a light source, which allows its magnification, thus enabling the visualization in depth of structures, forms and colors that are not accessible to a simple visual inspection [3] . It also allows reproducibility in the diagnosis, as well as the use of digital image processing techniques. There are also new encouraging techniques other than dermoscopy [4] [5] [6] [7] [8] ; notwithstanding, given its facility for image acquisition, its good results and its high degree of utilization among medical experts, its use for a long period of time is ensured; in fact, dermoscopy has been recognized as the "gold standard" in the screening phase [8] .
In order to carry out the diagnosis, the most frequently used method is the "Two-Step Procedure" in which, as its name suggests, the diagnosis is carried out in two steps. In the first step the dermatologist must discern whether it is a melanocytic lesion or not, on the basis of a series of criteria. If not, the lesion is not a melanoma. In affirmative case, the second step is reached, in which a diagnostic method is used to calculate the degree of malignancy, on the basis of which it is decided whether a biopsy should be performed [3] . The most commonly used methods are "Pattern Analysis" [9] or the so-called medical algorithms, such as the "ABCD Rule" [10] , the "Menzies Method" [11] and the "7-pointChecklist" [12] . All of them aim to quantitatively detect and characterize a series of indicators observed by the doctors and to undertake the diagnosis based on pre-established ranges of values. Some of the most relevant indicators are the dermoscopic patterns or structures, such as pigment network, streaks, globules, dots, bluewhite veil, blotches or regression structures. It should be noted, however, that the objectification is particularly difficult and, in many cases, is highly biased by the subjectivity of the dermatologists.
One of the most relevant dermoscopic structures is the pigment network, also called reticular pattern, which presence is an indicator of the existence of melanin deep inside the layers of the skin. It is of great importance, since it is one of the key criteria for the determination of a melanocytic lesion in the first step of the socalled "Two-Step Procedure", being moreover an indicator present in all the medical methods for the diagnosis of melanoma. The name is derived from the form of this structure, which resembles a net, darker in color than the "holes" it forms, corresponding to the lesion's background. Two examples representing this structure can be seen in Fig. 1 . There are two types of pigment network: the typical one, with a light-to dark-brown net with small, uniformly spaced holes and thin lines distributed more or less regularly, and the atypical one, which is a black, brown or gray net with irregular holes and thick lines, frequently being an indicator of melanoma [3] .
The aim of the presented work is to carry out the automated detection of the pigment network, proposing in this paper an innovative algorithm based on supervised machine learning techniques and structural shape detection.
The paper has been structured as follows: in Section 2 an analysis of the most relevant works of the state of the art concerning the detection of the pigment network is conducted, together with a description of the contribution made. In Section 3 the design of the proposed algorithm is explained in detail, in Section 4 the results of the algorithm are shown, undertaking a discussion on them in Section 5 and, finally, in Section 6 the conclusions and future research lines are presented.
State of the art

Overview of automatic detection of pigment network
For the automated detection of melanoma over dermoscopic images, various CAD systems have been presented recently, this being a current object of research [13] .
As can be seen in Fig. 2 , the life cycle of a CAD of this kind consists of the following stages: (1) image acquisition; (2) image preprocessing, the main task of which is the detection and removal of artifacts, especially hairs; (3) skin lesion segmentation; (4) detection and characterization of indicators; (5) diagnosis.
In the design of stages 4 and 5 there are two different approaches. A first approach, used for example in the classic work [14] or in the most recent ones [15, 16] , uses supervised machine learning, consisting in the first place on the extraction of different types of features from the dermoscopic image and subsequently carrying out the diagnosis by means of the classifier generated. A second approach, used for example in [17, 18] and in most of the commercial systems described in [19] , consists in reproducing as faithfully as possible a medical algorithm, calculating the values of the indicators and obtaining the degree of malignancy, using the corresponding formula. This approach is the most common one, since the doctor, who takes the final decision, prefers to rely on a well-known algorithm. In all of them, some of the most relevant indicators are the dermoscopic patterns or structures. Some relevant works related to its detection and characterization are considered in pigment network (these will be described later), streaks [20] [21] [22] , globules and dots [23] [24] [25] , blue-white veil [26] [27] [28] ), vascular [29] , blotches [30] [31] [32] , hypopigmentation [33] , regression structures [27, 34] and parallel pattern [35] .
The automated detection of the pigment network is a challenging problem, since it is a complex one for different reasons. Sometimes, there is a low contrast between the net and the background; moreover, the size of the net holes may comprise considerably different sizes in different images, and even in the same image there often exists big irregularities in shape and size.
Previous works in pigment network detection
The most relevant studies published to date concerning the detection of pigment network are described thereupon.
In [36] , Fleming et al. carry out the detection of the pigment network using the Steger curvilinear lines detection algorithm for the extraction of the net and the snakes Lobregt-Viergever model to segment the holes. It is an interesting work, in which 69 images were used (16 common nevi, 22 dysplastic nevi and 31 melanomas), and with ANOVA interesting statistical results were found, related to the correlations of those type of images with net lines widths and hole areas. Nevertheless, no outcome concerning the behavior of the system in the differentiation between "Pigment network" and "No pigment network" was reported.
In [37] , Anantha et al. use the Dullrazor software [38] for hair detecting, removing and repairing and two different methods for pigment network detection. These are two texture analysis algorithms, the first one using Law's energy masks and the second one Neighborhood Gray-Level Dependence Matrix (NGLDM), and subsequently conducting a comparison between them, obtaining better results with the first one. The system was tested over a total number of 155 images, obtaining 80% accuracy. This is an interesting work, having nonetheless a weakness due to the use of the Dullrazor software, firstly due to the dependence of the method on this preprocessing software and secondly due to the negative consequences of the errors made by this software, which implies the failure of the reticular detection algorithm; in fact, most of the errors reported by the authors have the origin in this cause.
In [39] , Grana et al. undertake the detection of the pigment network using Gaussian derivative kernels for the detection of the net edges and by means of Fisher linear discriminant analysis obtain the optimal thresholds in the delineation of the structure. Additionally, a distinction between "no network", "partial network" and "complete network" is made in the images to differentiate whether it is local or global. The algorithm was tested over 60 images, obtaining some interesting partial results related to some thresholds. However, the conducted tests are not focused on the task of discerning between"Pigment network" and "No pigment network", presenting no result in this regard.
In [29] , Betta et al. conduct the detection of the atypical pigment network by combining two techniques, a structural one, in which morphological methods are used, and another spectral one, in which FFT, high-pass filters, inverse FFT and finally thresholding techniques are used. The algorithm was tested over 30 images, with no reported results. In [40] , Di Leo et al. from the same research group improve on the previous study, defining 9 chromatic and 4 spatial features related to the obtained structures, and using decision tree classifiers, in the categories "Absent", "Typical" and "Atypical", generated by the C4.5 algorithm. The process was conducted over 173 images with more than 85% sensitivity and specificity (no exact values are set). This is a very interesting work, nevertheless they do not report any result about the differentiation between "Pigment network" (that would correspond to "Absent") and "No pigment network" (that would correspond to "Typical" and "Atypical"). Additionally, the management of distortive artifacts (hairs, etc.) is not reported.
In [41] , Shrestha et al. use 10 different texture measures for the analysis of the atypical pigment network (APN), calculating the values and using different classifiers. The method was tested with 106 images, obtaining 95.4% accuracy in the detection of APN. This is an interesting method in the detection of APN, however it does not deal with the problem of discerning between "Pigment network" and "No pigment network".
In [42] , Sadeghi et al. carry out the detection of the pigment network using the Laplacian of Gaussian (LoG) filter in the first place in order to properly capture the "clear-dark-clear" changes. Then, over the binary image generated, cyclical subgraphs are searched using the ILCA (Iterative Loop Counting Algorithm) algorithm. 500 images were tested with 94.3% accuracy. In [43] , Sadeghi et al., from the same research group, improve the algorithm and extend the previous study presenting a new method for classification between "Absent", "Typical" and "Atypical'. To do so, an algorithm based on the previous work is proposed, which detects the net structure and extracts structural, geometric, chromatic and texture features, generating the classification model with the LogitBoost algorithm. 82.3% accuracy is obtained over 436 images. In the experiments concerning both the "Absent" and "Present" categories, 93.3% accuracy is obtained. This is an important work, which presents excellent results.
In [44] , Skrovseth et al. use different texture measures for the detection of the pigment network. No information is presented either on the image database used or the results obtained.
In [25] , Gola et al. undertake the detection of pigment network by combining morphological techniques with an edge detection algorithm. The method was tested over 40 images, reaching 100% sensitivity and 92.86% specificity. This is an interesting work, however the database used has very few images and it is not possible to evaluate the robustness of the method adequately.
In [45] , Wighton et al. present an algorithm for the detection of hair and pigment network based on supervised machine learning, using color and spectral features, followed by LDA for the reduction of dimensionality and Bayesian methods for the model generation. The test was carried out over a total amount of 734 images, without reported results. This is an interesting work, especially with regard to the hair detection.
In [46] , Barata et al. undertake the detection of pigment network using a bank of directional filters and morphological operations, followed by a feature extraction and an AdaBoost algorithm for the classification, obtaining a sensitivity of 91.1% and a specificity of 82.1% over a database of 200 images. This is an interesting work, which presents excellent results, also testing the reliability of the algorithm against the masks segmented by experts.
Contribution of the presented work
Despite the importance of the previously discussed methods there are some questions that must be addressed.
In the first place, in some works, even though interesting algorithms were presented, no result was reported or, if so, they were related to another issues that are not the differentiation between "Pigment network" and "No pigment network". Secondly, most of them assume previous preprocessing and segmentation; therefore they are not able to be used against original images, with hairs or other distortive artifacts (rules, bubbles, etc.), which implies a dependence that restricts the scope of the methods and, in addition, an error in any of the steps could result in a mistake in the detection of the reticular structure. In the third place, the works do not take into account the issues concerning the resolution and magnification of dermoscopic images; the values corresponding to the used datasets are described and the algorithms are developed; however, no parameterization is conducted, a specification of the algorithm extension points facing to scale to another resolution and magnification values is missing.
The presented method improves the state of the art in the previous topics. It is also considered as a contribution, which is in itself a reason that justifies the creation of a new approach and in our opinion covers a gap in the state of the art, the design of a new algorithm that meets simultaneously the following conditions: (1) to have an innovative and good design, simple and complete; (2) to be based on highly regarded technologies in image processing and machine learning fields; (3) to be easily scalable, that is to say, the improvements and extensions are easy to undertake; (4) to gain a high degree of reliability.
Proposed design
In this section the proposed design of this system for the detection of pigment network is presented. It is an innovative algorithm, based on supervised machine learning and structural analysis techniques. Hereafter, it is going to be described in detail. In the first place, the high level design of the system is going to be explained and, secondly, the low level design will be shown.
High level design
The high-level view of the algorithm is presented in Fig. 3 . As can be seen, there are two main blocks in the pigment network detection process. In the first place, a machine learning process is carried out, enabling the generation of a set of rules which, when applied to the image, allows obtaining a mask with the pixels candidates that may be part of the pigment network. Secondly, this mask is processed searching for the structures of the pattern, in order to obtain the diagnosis, that is to say, whether it has pigment network or not, and in addition to generating the mask corresponding to such structure, if any.
Either way, it is noteworthy way that the main aim is to accomplish the diagnosis, whether it has pigment network or not, the precise obtaining of the corresponding mask being a secondary issue.
The detection of the reticular pattern would be located within stage 4 of the life cycle of an automated system for the detection of melanoma, which scheme is shown in Fig. 2 , the presence of the pigment network being an indicator to be used in any of the medical methods for melanoma diagnosis, as in the "D" of the "ABCD rule", for example. In any case, the algorithm was designed in such a way that it can be executed directly over the original image, after stage 1. Therefore, the design of our method admits the possibility that there may be hairs or another distortive artifacts in the image, which are commonly eliminated in the preprocessing stage (in stage 2), or the lesion may not have been segmented (in stage 3).
Furthermore, even though the images used in the development and testing of the algorithm have certain resolution and magnification values, this proposed algorithm has been designed with the aim of being able to be reproduced in images with other values. This does not mean that the method is robust with respect to any resolution and magnification, which would imply that the algorithm itself could be used in images with any resolution and magnification. This means that in the design of the algorithm a parameterization has been done, identifying the threshold values which would have to be calculated in the adaptation of the algorithm to images with other values of resolution and magnification.
Low level design
The low level design of the algorithm will be presented thereupon, explaining in detail each of the relevant blocks and sub-blocks.
Block 1: Machine learning: model generation and application
In this block, a supervised machine learning process is conducted, with the aim of obtaining the pixels candidates to be part of the pigment network, which is performed in two stages. Firstly, the rules to be satisfied by such pixels are obtained, as a statistical classifier. Secondly, the generated rules are applied over the image, obtaining as a result the mask with the pixels candidates.
In a typical case, the input parameter of the algorithm will be the already preprocessed image, with the lesion segmentation already obtained. In any case, as mentioned before, the algorithm admits the possibility of treating the image directly without preprocessing it.
The design of this block can be observed in Fig. 4 . As can be seen, the process consists of 4 stages. In the first place, the setting of training data is carried out. Secondly, the extraction of the features is performed in order to feed the machine learning process. Obviously, the chosen features are those that have been considered to be the most suitable ones for the characterization of the pixels that are part of a pigment network, as will be explained below. Thirdly, the analysis of the data is conducted, obtaining as a result the construction of a classification model, implementation of the generated rules. Finally, in the fourth place, the generated rules are applied to the image, obtaining the mask corresponding to the set of pixels candidates to be part of the pigment network.
With respect to the parameterization of the method, according to the resolution and magnification values, two threshold values were defined in this block: s max (and its corresponding m max ) in the extraction of the spectral texture features, and n max , in the extraction of the statistical texture features, which are to be discussed later.
Sub-block 1.1. -Setting the training data: The aim of this machine learning process is to obtain the rules to be fulfilled by the pixels candidate to be part of a reticular structure. On the basis of such objective, a total number of 40 images were selected, 25 of them with the reticular pattern. Over these images, with the help of two expert dermatologists, mentioned below in the Results section, there were selected different samples of reticular and nonreticular pixels, up to a total of 400 for each case, thus obtaining a total number of 800 different samples.
With the objective of being able to analyze the not preprocessed images, there were included among the samples, as nonreticular pixels, various corresponding to artifacts commonly presented in the original images (hairs, rules, etc.) and pixels corresponding to skin.
Sub-block 1.2. -Extraction of features: As can be seen in Fig. 5 , three types of features were extracted for the generation of the model: from the original image the extraction of color features was conducted, with the aim of characterizing the color of the reticular pixels; subsequently, from the image transformed to the gray scale, the extraction of spectral and statistical texture features was conducted, with the aim of characterizing the reticular texture.
The choice of the features is obviously derived from the nature of the reticular structures. All of them are widely known in image processing and they have been used over the past few years in many investigations of this type with good results. The motivation for each one of them will be discussed in the following sections.
For the transformation of the RGB image to the gray scale, the usual formula was used [47] : I G ðx; yÞ ¼ 0:2989I RGB ðx; y; 0Þ þ 0:587I RGB ðx; y; 1Þþ0:114I RGB ðx; y; 2Þ ð 1Þ
Sub-block 1.2.1. -Extraction of color features: From the RGB image different color features were extracted with the aim of characterizing the color of the pixels in the reticular structure. To this purpose, various color spaces were used: RGB, rgb (RGB normalized), HSV, CIEXYZ, CIELab and CIELuv [47] , choosing as features the values of the channels.
As can be consulted in [48, 15] , the HSV and the CIELuv spaces have the property of being decoupled the chrominance and the luminance and the rgb and the HSV spaces (the H and S channels) have the property of being invariants to illumination intensity. Both properties are important criteria for dealing with images which are acquired in uncontrolled imaging conditions.
To avoid the noise, for each pixel the color features were calculated in the pixels of its 5 Â 5 neighborhood, obtaining subsequently the median of the values.
Sub-block 1.2.2. -Extraction of spectral texture features: In Fig. 6 the design of the spectral texture features extraction can be observed graphically. In the first place, a bank of Gaussian filters is applied over the gray image, obtaining a set of blurred images for s ¼ 1; 2; …s max . Secondly, both over the original gray image and blurred images the extraction of the Sobel and Hessian features is carried out. Thirdly, from the blurred images are extracted the Gaussian and DoG features.
Bank of Gaussian filters s ¼ 1; 2; 4; …; s max : Previous to the obtaining of spectral features, as it can be seen in Fig. 6, a 
where ðx; yÞ are the spatial coordinates.
The motivation to carry out this filtering is, on the one hand, to eliminate part of the existing noise and, on the other hand, to characterize the neighborhood of reticular pixels through the conjunction of this filtering together with the subsequent extraction of spectral features, for the different values of s.
The threshold values established for the values of the resolutions and magnifications of images in the dataset employed in this work are s max ¼ 8 and m max ¼ 3.
Extraction of Sobel features: As can be seen in Fig. 6 , the Sobel features are extracted from both the original gray image and the [47] is applied over the different images and the features are extracted thereupon. The Sobel operator is commonly used for edge detection, because it gives the magnitude of the largest possible change, its direction and the direction from dark to light. There were chosen as features in the corresponding pixels of the convolved images the next values of the gradient: the module and the direction.
Extraction of Hessian features: The Hessian features [47] are extracted from both the original gray image and the blurred images, for s ¼ 1; 2; 4; …; s max , as shown in Fig. 6 where ðx; yÞ are the spatial coordinates and G s i ðx; yÞ and G s j ðx; yÞ are the Gaussian filters of the bank, applied over the gray image, previously calculated, corresponding to s i and s j values respectively. The DoG is a low-pass filter used to increase the visibility of edges and other details presented in a digital image. There were chosen as features, the pixel values in the different convolved images, for each ðs i ; s j Þ.
Sub-block 1.2.3. -Extraction of statistical texture features: From the gray image, the extraction of statistical texture features has been performed using GLCM ("Gray Level Co-occurrence Matrix") technique [49] , widely used with good results in the characterization of the texture.
To quantify the texture in the n Â n neighborhoods of the pixels, for each one of the values n ¼ 1; 3; …; n max , being n max a threshold value, the normalized GLCM matrices were obtained and over these matrixes the following statistics were also calculated and chosen as features: variance and entropy. These are two of the most relevant ones among the 14 commonly used [50] , being moreover the entropy robust to linear shifts in the illumination intensity [51] . In order to achieve an invariance with respect to the rotation, GLCM was calculated in each one of the directions f01; 451; 901; 1351g and the statistics calculated from these matrices were averaged.
The threshold value established for the values of the resolutions and magnifications of images in the dataset employed in this work is n max ¼ 7.
Sub-block 1.3. -Analysis of data: Once the extraction of features is done, the analysis of data is carried out. For this purpose, the C4.5 [52] method is used. It is a method developed by Ross Quinlan for building decision trees by means of training data, widely used in recent years with good results.
In this work the J48 implementation of the C4.5 algorithm has been used. J48 is part of the Weka library [53] . For the machine learning process the same configuration of [26] was used, focusing on the next parameters for the modeling: the confidence factor (C) and the minimum number of samples per leaf (M). There were set the values at 0.1 and 100.
Over these samples the values of the color, spectral and statistical features were extracted, up to a total number of 80 features per sample. By means of the training data, a decision tree classifier was generated, implementing the rules corresponding to the pixels candidates to be part of the pigment network.
There were selected 23 features, 17 of texture and 6 of color. The most relevant features in the tree were the DoH ("Determinant of Hessian"), for s ¼ 4, and the DoG ("Difference of Gaussians"), for s ¼ 8. Between the color features, the most relevant feature was the b channel of the rgb (RGB normalized) space.
The model was over 90% accurate, which is a good illustration of the obtained results. This issue will be further discussed in the results section, explaining the results obtained.
Sub-block 1.4. -Applying machine learning generated rules: By means of the original image and the generated rules implemented by the decision tree classifier, an iterative process over all the pixels is carried out in the image and the mask corresponding to the pixels candidates to be part of the pigment network is obtained. Fig. 7 provides four examples that illustrate the application of this process in dermoscopic images. As can be observed, there are three cases of images containing the reticular pattern and a fourth one without. From those images, the masks with the candidate pixels are obtained as a result of the application of the generated rules. In the case of the first three, the vast majority of the pixels that are part of the reticular structure were selected, although some not belonging to this structure were also selected, being noise of the masks; for example, in the third example the pixels of the hairs have been selected. In the case of the fourth one there are also many selected pixels that clearly has no reticular pattern.
It therefore becomes evident that there is a need for a structural analysis over the mask with the pixels candidates, with the aim of detecting reticular structures. This process is described in the next section.
Block 2: Detection of the pigment network structure
In the previous block the mask with the pixels candidates to be part of the pigment network has been obtained. In this block, a reticular structure detection process is conducted, with the aim of undertaking the diagnosis, that is to say, whether it has pigment network or not, and also obtaining the mask corresponding to this pattern, if any.
In Fig. 8 the graphical design of this process can be seen. As shown, the process of detecting the pigment network structure consists of four stages: in the first stage, the 8-connected components higher than a given value are obtained; in the second stage, each one of them is iterated, determining whether it has a reticular structure and also calculating the number of holes; in the third stage, the diagnosis is carried out; finally, in the fourth stage, in positive case, the mask of the pigment network is generated.
Furthermore, in this block five thresholds to be parameterized depending on different resolutions and magnifications are specified: numHolesSubmask min , percentHolesSubmask min , numHolesTotal min , numPixelsSubRegion min and numPixelsHole min . The values of these thresholds for the used dataset were obtained empirically.
Additionally, it should be noted that this method arranges the possible noise generated by different artifacts not previously preprocessed. One relevant case is the detection as reticular of the pixels of a hair by means of the generated rules, something that is fixed in this step, since it is a structure without holes, lacking a net shape.
Sub-block 2.1. -Obtaining 8-connected sub-masks greater than a minimum value: As can be seen in Fig. 8 , the mask with the candidate pixels is taken as input value. By means of this, the 8-connected components C 1 ; C 2 ; …; C L are obtained.
Subsequently, it is iterated over each one of the components calculating its area, and those having an area higher than a threshold area numPixelsSubRegion min are selected, that is to say, there are obtained the M components
The threshold value employed in this study is numPixels SubRegion min ¼ 100.
Sub-block 2.2. -Determining C i has pigment network shape ði ¼ 1; 2; …; MÞ: As shown in Fig. 8 , C i for i ¼ 1; 2; …; M from the previous stage are taken as input values, and as output values the different C i and numH i , for i ¼ 1; 2; …; N are taken, the C i being the sub-regions that have pigment network shape and the numH i the number of holes contained in each one, for the different i
This process is decomposed into 4 steps, for each C i ði ¼ 1; 2; …; MÞ, as it is shown in Fig. 9 . In the first place the complement of the sub-region is calculated; secondly, the holes are obtained; thirdly, by means of the previous information, the values used as a criteria to determine whether it has pigment network shape are extracted; finally, in fourth place, such criteria are applied to C i , also obtaining the number of numH i holes. These steps will now be explained in detail.
Calculation of the complement of C i : In this step, the complement of the C i is calculated: IðC i Þ, aimed at obtaining which part of the sub-mask corresponds to the background of the lesion from which the subsequent extraction of the holes will be conducted.
Obtaining holes: In the first place, from IðC i Þ, the Ri8-connected components of the mask which do not touch the image border are obtained: H 1 ; H 2 ; …; H R i , corresponding to the holes of C i .
Secondly, from these holes of C i , those H j ðj ¼ 1; 2; …; K i Þ fulfilling the condition ðnumPixelsHole min o ¼ AreaðH j ÞÞ are selected, where numPixelsHole min is a threshold value. Obviously,
The threshold value employed in this study is numPixels Hole min ¼ 20.
Calculation of values of pigment network shape evaluation criteria: In this step the criteria used to evaluate whether the C i sub-region has a pigment network shape is calculated.
In the first place,
Secondly, two indicator values for the evaluation of the shape, numH i and percentH i are obtained. The first corresponds to the number of holes of C i fulfilling the conditions (obtained in the previous stage): numH i ¼ K i , and the second one to the percentage of the area between the union of all the holes in the C i component:
Applying pigment network shape evaluation criteria: In this case, the criteria to evaluate whether the C i subregion has the proper shape are applied by analyzing the values of numH i and percentH i .
C i is considered part of a reticular structure if the next two conditions are met:
ðnumH i 4 ¼ numHolesSubmask min Þ and ðpercentH i 4 ¼ percent HolesSubmask min Þ where numHolesSubmask min and percentHoles Submask min are threshold values.
The threshold values employed in this work are numHoles Submask min ¼ 3 and percentHolesSubmask min ¼ 0:04.
As a result of this last stage, it is calculated whether C i has a reticular structure (and therefore whether it is part of the pigment network mask) and its number of holes: numH i .
Therefore, in this sub-block N sub-regions are selected and the obtained values enable the diagnosis, whether it has pigment network or not, in the next sub-block.
Sub-block 2.3. -Making the diagnosis: As shown in Fig. 8 , by means of the C i and numH i obtained for i ¼ 1; 2; …; N in the previous stage, the diagnosis is carried out. This is done in two steps.
Firstly, the total number of holes is calculated, as follows:
Secondly, the diagnosis is carried out, that is to say, it is determined whether the mask has a reticular structure or not. The criteria used to do so is the condition: ðnumHolesTotal 4 ¼ numHolesTotal min Þ, where numHolesTotal min is a threshold value.
The threshold value employed in this work is numHoles Total min ¼ 5.
Sub-block 2.4. -Generation of pigment network structure: As can be seen in Fig. 8 , by means of the diagnosis and the sub-masks C i for i ¼ 1; 2; …; N, obtained in the previous sub-blocks, the mask of the pigment network is generated.
Obviously, if the diagnosis is negative, the resulting mask will be empty. In affirmative case, the mask PN of the pigment network will be calculated as
In Fig. 10 , four examples are displayed. These four examples are the same as those ones in Fig. 7 . As can be observed, in the first three cases, the mask of the candidate pixels is processed and as a result the noise is reduced and the reticular mask is obtained, having in the third one an example of how distortive artifacts are eliminated in this structural analysis process. In the fourth case, where the mask of the candidate pixels has a clearly non-reticular structure, all the pixels are discarded, obtaining a non-reticular diagnosis.
Results
The reliability of the method was tested by analyzing the results obtained over the image database, created with the collaboration of J.L. Diaz and J. Gardeazabal, dermatologists from Cruces Hospital in Bilbao, Spain. It consists of 220 images, with a resolution of 768 Â 512 and 10 Â magnification, having 120 without a reticular structure and 100 with such structure. All the images were catalogued by the dermatologists. The results are displayed below, showing in the first place the results of the first block, corresponding to the supervised machine learning process, and secondly the results after finishing the second block corresponding to the detection of the reticular pattern structure, which really are the results of the overall method.
Supervised machine learning results
As stated above, a total number of 40 images were selected, 25 of them with the reticular pattern. Over these images, with the help of the two expert dermatologists mentioned above, there were selected different samples of reticular and non-reticular pixels, up to a total of 400 for each case, thus obtaining a total number of 800 different samples.
Over these samples the values of the color, spectral and statistical features were extracted, up to a total number of 80 features per sample. The model was created using the C4.5 algorithm for the generation of a decision tree classifier, which implements the rules for the classification of the pixels of the image between "reticular" and "non-reticular". In Fig. 11 the ROC ("Receiver Operating Characteristic") curve corresponding to the classification model obtained in the supervised machine learning process is displayed.
The AUC ("Area Under Curve") of the ROC obtained in the model for the detection of pixels candidates to be part of the reticular pattern, by means of the training data, was 0.90, which is a good measurement of the reliability of the employed method. Over such ROC curve it was selected as optimal value a point with a sensitivity of 92% and a specificity of 90%.
Results of the overall method
The method was tested against the image database which, as stated before, consists of 220 images, 120 without a reticular structure and 100 with. In the evaluation of the results of the whole method TP, FP, TN and FN were defined as follows:
TP:
Images WITH reticular patter. Result of the diagnosis: YES FP:
Images WITHOUT reticular pattern. Result of the diagnosis: YES TN:
Images WITHOUT reticular pattern. Result of the diagnosis: NO FN:
Images WITH reticular pattern. Result of the diagnosis: NO Some examples of the results of the algorithm are displayed below. In Fig. 12 four cases of TP are presented, in Fig. 13 four cases of TN, in Fig. 14 two cases of FN and, finally, in Fig. 15 two cases of FP are presented. The results of the proposed algorithm in Table 1 . Hence, the algorithm has very encouraging and clearly reliable overall results, with 83.64% in accuracy.
As regards sensitivity, a ratio of 86% was obtained, thus detecting the reticular pattern in an accurate manner, as can be observed in Fig. 12 . The majority of cases in which it fails occur when the reticular structures are very tenuous, as can be seen in Fig. 14 .
As regards specificity, it works in 81.67% of the cases, identifying the absence of the reticular pattern, as can be seen in Fig. 13 , even when there is a high number of hairs. The case in which it fails is in the images where there are many pixels together with a texture similar to the reticular one, which cannot be screened by the structural analysis process, as can be seen in Fig. 15 .
The comparison with the methods of the state of the art is very difficult. In the first place, in some of them no result is presented; in other ones some outcomes are presented, but their aims are different from the ones in this work, which is focused on the differentiation between "Pigment network" and "No pigment network". From the studies reported in the state of the art, this could be the case of [36, 39, 29, 40, 41, 44, 45] . Secondly, even in the case of studies that present reticular pattern detection outcomes, a real comparison cannot be carried out, since all of them use different databases. It is a serious problem faced by research groups in the automated detection of melanoma. There are several public dermoscopy atlases like [54] , which can be purchased by research groups, that select the images to be analysed, conducting a classification and labelling process over them, building the final datasets for the design, implementation and testing of their methods. But these ones are not public, so there is no public database, against which the robustness of the algorithms developed by the different research groups can be compared.
In any case, by way of illustration the results of out work against the works of the state of the art which present results in the differentiation between "Pigment network" and "No pigment network" are presented in Table 2 .
As can be seen, the proposed work offer good results, comparing with other ones. Anyway, it should be taken into account the above comments.
Discussion
A robust algorithm showing good results for the detection of the reticular pattern has been presented.
As has been indicated before, the reticular pattern was successfully detected in the images with pigment network in 86% of the cases. Most of the errors occurred in images in which this pattern was presented in a tenuous or unclear way, being the origin of those failures in the supervised machine learning process, due to the fact that, with the generated rules, most of the reticular pixels in which there was a low contrast between the net and the background were not detected properly. Some attempts were made to increase the sensitivity by modifying the machine learning process, but this resulted in a lowering of specificity. With a view to improving this aspect, in future studies the machine learning process will be enhanced by adding new samples and features.
Conversely, in the case of the images not containing a reticular pattern, there is success in 81.67% of the cases. Most cases in which this occurs are when there is a high number of pixels together, with a texture similar to the reticular one, especially when they are grouped and form structures with holes. The origin of those failures was, as in the previous case, in the supervised machine learning process, and was also attempted to increase specificity by modifying this process, but again that involved decreasing of sensitivity. Thus it was concluded that, as above, in order to improve this aspect the machine learning process should be improved in future studies.
For the reproducibility of the algorithm in another database, with other resolution and magnification values, the parameterization of the thresholds depending on them will be needed s max (and its corresponding m max ) and n max for the block 1 of the algorithm and numHolesSubmask min , percentHolesSubmask min , numHoles Total min , numPixelsSubRegion min and numPixelsHole min for the block 2 of the algorithm, as commented before.
In this study, the two threshold values of the first block (s max set to 8 and its corresponding m max set to 3 and n max set to 7) have been chosen from the beginning, in the feature extraction, since it has been considered that, given the resolution and magnification of the used images and the texture of the pixels of the pigment network, enabled sufficient ranges. In the case of the five threshold values of the second block, the setting was done empirically, in four steps. In the first place, numPixelsSubRegion min was set to 100. Secondly, numPixelsHole min was set to 20. In the third place, numHolesSubmask min and percentHolesSubmask min were set to 3 and 0.04 respectively. Finally, numPixelsHole min was set to 5. In all the steps several values were tested, selecting the best ones.
Another point to be borne in mind is that, as stated before, with the design chosen in the algorithm, there is no need to carry out preprocessing and segmentation prior to the detection of pigment network. Artifacts such as bubbles, rules or hairs are discarded by the algorithm, either in the first block, discarding most of the pixels, or in the second block, removing all the structures corresponding to the artifacts.
Finally, it is important to emphasize here that the main aim of the presented algorithm is to diagnose whether the image has pigment network or not, the precise segmentation of the corresponding mask being secondary. This is a matter of importance, since in the design of the algorithm, to ensure reliability in the reticular diagnosis, it does not matter to lose a part of the reticular mask, with the aim of increasing the specificity (not taking as reticular those other images that are not) or, conversely, to have pieces of reticular from pixels that do not actually belong to that pattern, with the aim of increasing the sensitivity (not taking as not reticular those other images that actually are).
Conclusions and future work
An algorithm for detection of the reticular pattern over dermoscopic images has been presented, consisting of two blocks. In the first one a supervised machine learning process is carried out Results of the most relevant works in the detection of pigment network (ACC: accuracy, SE: sensitivity, SP: specificity).
Work # Images Results
Anantha et al. [37] 155 80% ACC Sadeghi et al. [43] 436 93.30% ACC Gola et al. [25] 40 100% SE -92.86% SP Barata et al. [46] 200 91.1% SE -82.1% SP García et al. (Proposed) 220 86% SE -81.67% SP generating a set of rules that, when applied to the image, allow obtaining a mask with the pixels candidates to be part of the pigment network. In the second one, this mask is processed conducting a structural analysis process in which the reticular pattern is pursued, aimed at obtaining the diagnosis, that is to say, whether it has pigment network or not, and to generate the mask corresponding to that structure, if any. It has a high degree of reliability, thus obtaining encouraging results: 83.64% accuracy, 86% sensitivity and 81.67% specificity. It is an algorithm with an innovative design that can be applied to the original image (without the need of conducting previous preprocessing and segmentation), robust against the presence of distortive artifacts, which is designed in a scalable way (the improvements and extensions are easy to undertake) and, finally, parameterized regarding its use with images of different resolutions and magnifications.
Notwithstanding, work is going on the improvement of the algorithm, especially in the supervised machine learning process. Additionally, further work is underway on the extension of the algorithm in order to widen its scope to the differentiation between typical and atypical, and also to incorporating the detection of new dermoscopic structures, such as globules, dots and streaks.
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