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Introduction
In recent years, analysis of experimental data in several areas showed the oc-
currence of self-similarity and long-range dependence phenomena. Important
examples are telecommunication and computer network traffic (cf. [42]), prices
of financial assets (cf. [90]) or hydrology (cf. [65]), to mention just a few.
Self-similarity refers to the invariance of the statistical properties of a process
under a suitable change of scale. Long-range dependence indicates that even
after a long time a process is still influenced by its past. Popular and attractive
applications and the fact that classical models often do not incorporate these
phenomena brought great attention to the class of random processes exhibiting
self-similarity and/or long-range dependence.
The single most important process having both properties is the fractional
Brownian motion (fBm). It is a zero-mean, Gaussian stochastic process with
stationary increments that is self-similar in the sense that for some H ∈ (0, 1),
the rescaled process (a−HXat)t∈R has the same distribution as the original pro-
cess (Xt)t∈R. Fractional Brownian motion is long-range dependent for H > 1/2.
The parameter H ∈ (0, 1) is the so-called Hurst index of the fBm. The covari-
ance function of fBm is given by
EXtXs =
1
2
(|t|2H + |s|2H − |t− s|2H) , s, t ∈ R.
Note that if H = 1/2, the fractional Brownian motion is the ordinary Brownian
motion, with covariance EXtXs = s ∧ t. The history of fractional Brownian
motion goes back to Kolmogorov [37], who in 1940 was studying the ”spirals of
Wiener”. In 1968 Mandelbrot and van Ness [55] proposed the present name of
the process. After a relatively quiet period, the recent interest in self-similarity
and long-range dependence contributed to the present renaissance of fractional
Brownian motion. For instance, in queuing theory and telecommunications the
fBm arises in heavy traffic limit theorems for modern models (cf. [88]), and
1
2is also used directly to model queues with self-similar input (e.g. [67]). In
mathematical finance, the fBm is sometimes considered as an alternative for
ordinary Brownian motion (e.g. [79]). We refer to the monograph of Doukhan
et al. [12] for a more elaborate overview of the various areas of applications of
the fBm.
Unless H = 1/2, the fractional Brownian motion is not a semimartingale,
therefore we can not use the usual stochastic calculus to analyze it. It is also
not a Markov process, hence the analysis of the fBm can be rather complicated.
One of the ways to approach it is to represent fBm in terms of some simpler,
better understood processes such as ordinary Brownian motion. The spectral
representation of the covariance of fBm
EXtXs = cH
∫
R
(eiλt − 1)(e−iλs − 1)|λ|−1−2Hdλ, (0.0.1)
where cH = (Γ(1 + 2H) sinpiH)/(2pi), allows the integral representation
Xt =
√
cH
∫
R
(eiλt − 1)|λ|−1/2−HdWλ, t ∈ R,
where W is an ordinary Brownian indexed by R. Note that the integration
over whole line implies that the random variable Xt depends on the whole past
and whole future of the Brownian motion W . This is not the most desirable
situation. Pinsker and Yaglom [72] found the representation
Xt =
1
Γ(H + 1/2)
∫ t
−∞
[
(t− u)H−1/2+ − (−u)H−1/2+
]
dWu,
where x+ = max{x, 0} and W is an ordinary Brownian motion. Note that this
formula was used in [55] as a definition of the fBm. Here the random variable
Xt only depends on the whole past of the Brownian motion W .
Of great interest is a so-called (finite past) moving average representation of
the form
Xt =
∫ t
0
ft(u)dWu,
where ft is some deterministic function and W denotes an ordinary Brownian
motion. Such a representation allows us to obtain numerous results regarding
for instance prediction, maximal inequalities, stochastic calculus, equivalence
of probability measures, etc. (e.g. [10], [58], [68], [69], [73], [80]). In 1969
3Golosov and Molchan [28], [61] obtained the moving average representation of
the fractional Brownian motion X, given by
Xt =
CH
2H
∫ t
0
xt(u)u1/2−HdWu, (0.0.2)
where
C2H =
2HΓ(3/2−H)
Γ(H + 1/2)Γ(2− 2H) ,
xt(u) = 2H
[
tH−1/2(t− u)H−1/2 −
∫ t
u
(u− v)H−1/2dvH−1/2
]
1(0,t)(u), u ≥ 0,
and W is an ordinary Brownian motion. This representation is invertible in
the sense that there exists some deterministic function wt such that Wt =∫ t
0
wt(u)dXu. The aforementioned representation, among other results, was
rediscovered at the end of the last century by many authors, see for instance [4],
[27], [10], [68], [70], [73], [18]. Various methods were used to obtain the result,
including Malliavin calculus, Lamperti transforms, spectral theory, etc.
Another kind of representations that are useful for theoretical and practical
purposes are series expansions of the form
Xt =
∑
k
φk(t)Zk, t ∈ [0, T ], (0.0.3)
where the Zk are independent Gaussian random variables and the φk(t) certain
deterministic functions. According to the general theory of Gaussian random
variables in Banach spaces such a representation always exists if (Xt)t∈[0,T ] is
a Borel measurable random element in a separable Banach space (see e.g. [41],
[52]). The expansion (0.0.3) is not unique however, there are various ways of
expanding a given process in such a series. One of the known representations is
the Karhunen-Loe`ve series expansion. It is of the form
Xt =
∑
k
√
λkψk(t)Zk, t ∈ [0, T ],
where the ψk(t) are the eigenfunctions corresponding to the nonnegative eigen-
values λk of the linear integral equation∫ T
0
EXtXs ψ(s)ds = λψ(t), t ∈ [0, T ], (0.0.4)
4and the Zk are independent standard Gaussian random variables. This result
is a combination of Mercer’s theorem [59] and Karhunen’s theorem [34], for the
complete statement see for instance [94], Section 26.1.
The Karhunen-Loe`ve expansion for fractional Brownian motion remains un-
known. A series expansion of fBm of the form
Xt =
∑
n∈Z
e2iωnt − 1
2iωn
Zn, t ∈ [0, 1], (0.0.5)
where ωn are the real-valued zeros of the Bessel function of the first kind J1−H
and the Zn are independent Gaussian random variables with mean zero and
variances that can be expressed explicitly in terms of Bessel functions and their
zeros, was obtained in [20] and can be viewed as a generalization of the classical
Paley-Wiener series expansion of ordinary Brownian motion (see [71]). A dif-
ferent interesting series expansion was obtained in [19] by considering odd and
even part of fBm separately.
Series expansions of stochastic processes are important not only from the
theoretical point of view. The simulation of sample paths of processes is one
of the significant applications of series representations. Expansions of this type
are also relevant in connection with the study of the small ball probabilities (see
e.g. [48], [50]).
The main goal of this text is to establish a theory that allows us to obtain
(finite past) moving average representations and series expansions for the whole
class of Gaussian processes with stationary increments. A theory that includes
the representations (0.0.2) and (0.0.5) of fractional Brownian motion as a special
cases, and that can be applied to any stationary increments process.
All our results originate in the spectral representation
EXsXt =
∫
R
(eiλt − 1)(e−iλs − 1)
λ2
µ(dλ) s, t ≥ 0 (0.0.6)
of the continuous, centered, second-order Gaussian stochastic process X =
(Xt)t≥0 with stationary increments (see e.g. [11], Section XI.11). The measure
µ is a unique symmetric Borel measure on the line satisfying∫
R
µ(dλ)
1 + λ2
<∞. (0.0.7)
The next step in the approach is the use of the Krein-de Branges theory,
which was pioneered by M.G. Krein in 1950’s (cf. [38]). From our perspective,
5the most significant result of Krein is the fact that there is a 1-1 relationship
between symmetric Borrel measure µ on the line satisfying (0.0.7) and differen-
tial operator Gf = df ′/dm associated with a string with mass distribution m.
Roughly speaking, the measure µ can be seen as to describe the kinetic energy of
a string with a certain mass distribution as it vibrates at different frequencies.
This association allows us to apply the theory of reproducing kernel Hilbert
spaces of entire functions developed by de Branges [9] and obtain results con-
cerning the structure of the space L2(µ) and certain important subspaces. The
general Krein-de Branges theory is extensively described in Dym and McKean
[17]. This thesis includes, interprets and sometimes extends results of [17] and
shows how the Krein-de Branges theory can be used to solve particular prob-
lems connected with the study of stationary and stationary increments Gaussian
processes.
Given a Gaussian process X with stationary increments (si) we use Krein’s
result to associate with the spectral measure µ, defined by (0.0.6), a unique
string with mass distribution m. Relation (0.0.6) gives rise to an isometry,
mapping Xt to (exp(iλt)−1)/iλ, between the closed linear span of Xt, t ∈ [0, T ]
and the closure in L2(µ) of the linear span of the set
{λ 7→ (exp(iλt)− 1)/iλ : t ∈ [0, T ]}.
The latter space is denoted by LT and the described mapping is called the
spectral isometry. Based on the string corresponding to the measure µ we find
a reproducing kernel and an orthonormal basis of the space LT , which allow us
to obtain various result for the elements of this space (e.g. series expansions).
The results obtained for the elements of LT are transferred into results on the
structure of the process X itself using the spectral isometry.
Unfortunately, Krein’s result associating the measure µ with a unique string
proves only the existence of the latter. To be able to use the results in concrete
cases, we have to compute the explicit form of the string associated with a given
spectral measure. Krein, in his original works, described some ways of dealing
with this problem. In particular, he exhibited the mass distribution correspond-
ing to the rational spectral densities. In the present text we discuss the result
of [22], where the string associated with a power spectrum was computed. This
allows one to find the string of the fractional Brownian motion, which turns out
to be of the form m(x) = CHx(1−H)/H , for some explicitly given constant CH .
The method used for the stationary increments processes can be applied as
well to the class of stationary processes. This is due to the spectral representa-
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EYsYt =
∫
R
eiλte−iλsµ(dλ), s, t ≥ 0, (0.0.8)
of the centered stationary process Y and the fact that if the measure µ is finite
the closed linear span of the set {λ 7→ exp(iλt) : t ∈ [0, T ]} coincides with the
space LT . Therefore, we take the results on the structure of the space LT from
the si-case and translate them in terms of the structure of the process Y using
the isometric relation Yt ↔ eiλt, implied by (0.0.8).
The Krein measure-string association is also used to obtain representation
results for random fields. If the centered Gaussian random field Xt, t ∈ RN has
homogenous increments, that is the distribution of Xt − Xs depends only on
t− s, and is isotropic in a sense that its distribution is invariant to rotations of
RN around the origin we have the representation
EXsXt =
∫
RN
(
ei〈v,t〉 − 1
)(
e−i〈v,s〉 − 1
)
%(dv), s, t ∈ RN , (0.0.9)
where % is a Borel measure satisfying∫
RN
‖v‖2
‖v‖2 + 1%(dv) <∞, (0.0.10)
(cf. [94]). The fact that the field is isotropic, hence the measure % is spherically
symmetric, allows us to rewrite this representation as an integral with respect to
a measure µ on R satisfying (0.0.7). Therefore, we can associate with µ a unique
string with mass distribution m. The Krein-de Branges theory then provides a
methodology to obtain a series expansion and a moving average-type integral
representation of the random field X.
Similar to the one-dimensional case, the method used for isotropic random
fields with homogenous increments can be adapted to obtain results for isotropic
homogenous fields. The centered random field (Yt)t∈RN is said to be homogenous
if the covariance function EYtYs depends only on the vector t− s. We have the
representation
EYsYt =
∫
RN
ei〈v,t〉e−i〈v,s〉%(dv), s, t ∈ RN , (0.0.11)
for some finite Borel measure % on RN (cf. [92]). The isotropic property implies
that we can rewrite the covariance function in terms of a measure on the real
7line satisfying the condition (0.0.7) and therefore, associate with this measure
a unique string. Reasoning analogously to homogeneous increments case we
obtain a series expansion and a moving average-type integral representation of
the random field Y .
Overview of the chapters
We start Chapter 1 by introducing the basic probabilistic notions used in the
whole text. We provide a short introduction to spectral representations of sta-
tionary Gaussian processes and processes with stationary increments. The spec-
tral measure and spectral isometry are defined therein. Then we move to the
examples of stochastic processes that we will use to illustrate the general results
throughout the whole text. They include ordinary Brownian motion, fractional
Brownian motion, the Ornstein-Uhlenbeck process and processes with Mate´rn-
type spectral densities. From Section 1.2 on we consider isotropic random fields.
The definition and description of the so-called spherical harmonics precedes the
representation of the covariance of an isotropic random field in which they are
involved. Chapter 1 is completed by introduction of two main examples, namely
Le´vy’s ordinary and fractional Brownian motion on RN for N ≥ 2.
Chapter 2 is entirely devoted to the Krein-de Branges theory and its applica-
tion to our setup. We start with the definition of a string with mass distribution
m and length l. We describe the domain on which the differential operator
Gf = df
′
dm
(0.0.12)
acts and introduce its two eigenfunctions satisfying
Gf = −λ2f (0.0.13)
with different sets of initial conditions. Section 2.5 explains the 1-1 relation
between a string with mass distribution m and a symmetric, Borel measure µ
on the line satisfying condition (0.0.7). This is illustrated by the basic example
of the string associated with Lebesgue measure. The existence of the isometric
relation between the space of square integrable functions with respect to the
mass distribution L2(m) and a space of even functions in L2(µ) is established
in Section 2.6. It is defined by
f →
∫ l
0
f(x)A(x, λ)dm(x), f ∈ L2(m), (0.0.14)
8where A(x, λ) is the eigenfunction of the operator G. A similar relation is
presented for the space of odd functions in L2(µ). Then we prove that the
subspace L2T (µ) of L
2(µ) defined as a closed span of the set
{(eiλt − 1)/iλ : |t| ≤ T}, (0.0.15)
is a reproducing kernel Hilbert space and its reproducing kernel is given by
K(ω, λ) =
A(l, ω)B(l, λ)−B(l, ω)A(l, λ)
pi(λ− ω) , (0.0.16)
where B(x, λ) = − ddxA(x, λ)/λ. In addition, the set {K(ωn, ·)}n where ωn are
real zeros of the function B(l, ·) constitutes an orthogonal basis of L2T (µ). The
aforementioned results of Chapter 2 are essentially classical results that can be
found in [38], [33] or [17]. Section 2.7 gathers some new (or at least not directly
presented in the literature) results concerning bases of the spaces connected
with the string (e.g. L2(m)). Section 2.8 contains a complete proof of some
important properties of the zeros of the functions A and B that are included in
[17] in a form of an exercise. This proof is a combination of several results from
[16] and [17].
In chapter 3 we compute the strings associated with particular spectral mea-
sures. The first step is to describe how the string is affected by multiplying the
spectral measure by a constant. This result is used to compute string corre-
sponding with the spectral measure of ordinary Brownian motion. Next, we
consider spectral measures with finite moments of the form
µ(dλ) =
dλ
(1 + λ2)n
, n ∈ N.
We show that they correspond to infinitely long strings whose mass function
starts with a number of jumps and ’mass-free’ intervals and then continues
linearly. The number of jumps depends on the power n. The magnitudes and
points of occurrence of the jumps are computed explicitly. Examples include
the Ornstein-Uhlenbeck process and processes with Mate´rn-type densities. The
results of Chapter 3 mentioned so far are known and can be found in [38]
and [17]. The last section of this chapter presents a new result that was first
published in [22] and is devoted to power spectral measures. We show that the
spectral measure with density f(λ) = |λ|(p−1)/(p+1) corresponds to the string
with power mass distribution m(x) = xp multiplied by some constant. This
9allows to find the spectral measure of the fractional Brownian motion, whose
spectral measure is given by
µH(dλ) = cH |λ|1−2Hdλ, cH = (Γ(1 + 2H) sinpiH)/(2pi). (0.0.17)
The mass distribution of the resulting string is then given bym(x) = CHx(1−H)/H ,
where the constant CH is computed explicitly.
Chapter 4 contains the main results of this text, namely the representations
of processes and fields. This chapter is largely based on the papers [22] and
[23]. We start with a series representation of a Gaussian process with stationary
increments for which the rates of convergence of the truncated series
Xnt =
∑
|k|≤n
φk(t)Zk
are provided as well. This is a general result for the whole class of Gaussian
processes with stationary increments which includes the series expansion of frac-
tional Brownian motion obtained in [20]. The rates of convergence depend on
the asymptotic behavior of the reproducing kernel of the space LT defined as
a closed linear span of (eiλt − 1)/iλ for t ∈ [0, T ]. In the case of the fBm the
obtained rate of convergence in the sup-norm is n−H
√
log n, which is optimal
according to [39].
In Section 4.1.2 we show that the series results for processes with stationary
increments are easily adaptable to the stationary case. In particular, we obtain
a series representation of the Ornstein-Uhlenbeck process that appears to be
unknown and prove the optimality of the rate of convergence n−1/2 in L2-norm.
Then, we present a ’space-domain’ moving average representation for general
Gaussian stationary and si-processes. Unlike the proper ’time-domain’ moving
average representation, here the integration in
Xt =
∫
ftdM
takes place over the location on the string associated with the process. To obtain
the ’time-domain’ moving average representation we have to consider a narrower
class of processes, namely, processes for which the associated mass distribution is
smooth. The results of this section are applied to re-obtain the well-know (finite
past) moving average representation (0.0.2) of fractional Brownian motion.
Starting from Section 4.2, we follow a similar path for random fields ob-
taining series expansion and moving average representation of isotropic random
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fields with homogenous increments. Our approach to this subject was inspired
by the investigations of homogenous isotropic random fields in [93], [92] or [43].
The moving average representation obtained for Le´vy’s Brownian motion
coincides with the result of [57]. Application of our general moving average
result to Le´vy’s fractional Brownian motion gives a new representation of the
latter. It is different from the recent result of [54].
The closing Chapter 5 is devoted to the small ball probabilities. We inves-
tigate the behavior of the quantity
− logP (‖X‖ < ε)
as ε→ 0 for various norms ‖ · ‖. This topic is closely related to the convergence
speed of the series expansions. The convergence results obtained in Chapter 4
are used here, hence the obtained results also depend on the asymptotic behav-
ior of the reproducing kernel of the space LT . After recalling some classical
results from this field, we provide small ball probability bounds for the whole
class of Gaussian stationary and si-processes with respect to various norms.
It turns out that our bounds are sharp with respect to the L2-norm for both
fractional Brownian motion and Ornstein-Uhlenbeck processes, according to the
well known results that can be found in [78] and [46]. In case of the supremum
norm we obtain an additional logarithmic factor compared to the known sharp
small ball estimates (cf. [49] and [47]).
Appendix A contains definitions and basic properties of several special func-
tion used throughout the text. In Appendix B we recall the basic definitions of
fractional calculus.
11
Figure 1: Fractional Brownian motion for H = 1/4, 1/2, 3/4

Chapter 1
Frequency domain
representations of Gaussian
stochastic processes
1.1 Preliminaries
In this section we will recall the basic probabilistic notions. Let us thus start
with the underlying probability space which implicitly, throughout the whole
book, will be the space on which all the processes will be defined. The underlying
probability space is a triplet (Ω,F ,P) consisting of an sample space Ω, a σ-
algebra of subsets of Ω called F and the probability measure P acting on F .
A real-valued N -dimensional random vector X (referred to as a random
variable if N = 1) is a measurable function
X : (Ω,F ,P) −→ (RN ,B(RN )),
where B(RN ) denotes a σ-algebra of Borel sets in RN . The probability distribu-
tion P of a random vector X is the measure on B(RN ) defined by the formula
P(B) = P(X−1(B)), B ∈ B(RN ).
A random vector with distribution P is called Gaussian if its characteristic
function
ϕX(u) =
∫
RN
ei〈u,x〉P(dx), u ∈ RN ,
13
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has the form
ϕX(u) = exp
{
i〈u, a〉 − 1
2
〈Bu, u〉
}
(1.1.1)
for some vector a ∈ RN called the mean and a linear self-adjoint nonnegative
definite operator B called a covariance operator. The matrix {bk,j} defining B is
said to be the covariance matrix. In the one-dimensional case the characteristic
function takes the form
ϕX(u) = exp
{
iua− 1
2
σ2u2
}
, a ∈ R, σ > 0. (1.1.2)
Let T be a subset of RN . Then X is called a stochastic process indexed by
T when it is a function
X : Ω×T −→ R (1.1.3)
such that, for every t ∈ T, Xt := X(·, t) is a random variable. For fixed ω ∈ Ω
the function X(ω, ·) : T → R is called a sample path or a realization of the
stochastic process. We say that a process is continuous if the probability of the
set of all ω’s, for which the sample path is a continuous function, is one.
To denote a stochastic process we will often use (Xt)t∈T. If the set T is
more than one-dimensional we will use the name random field.
A stochastic process (Xt)t∈T is called Gaussian if for every n ∈ N and every
t1, t2, ..., tn ∈ T a random vector (Xt1 , Xt2 , ..., Xtn) is a n-dimensional Gaussian
random vector (distributions of such a vectors are called the finite-dimensional
distributions (fdd) of the process). This is equivalent to the fact that every
linear combination
∑n
i=1 αiXti , αi ∈ R, is a Gaussian random variable.
Another important notion connected with stochastic processes is the covari-
ance function. It is defined as a function of two variables
T×T 3 (t, s) −→ E [(Xt − EXt) (Xs − EXs)] , (1.1.4)
provided the right-hand side exists. The above function measures the level of
linear dependence between the variables Xt and Xs. To recall, they are called
uncorrelated if EXtXs = EXtEXs. Independence always implies uncorrelation,
in general the converse is not true. However, in the special case when the vector
(Xt, Xs) is Gaussian, those two notions are equivalent. If the process X is
zero-mean, i.e. EXt = 0 ∀t, the covariance function is given by
R(s, t) = EXtXs. (1.1.5)
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For the time being we restrict our considerations only to stochastic processes
with one-dimensional time, i.e. T ⊂ R. We will go back to random fields in
Section 1.2.
An important dependence feature that a stochastic process can possess are
independent increments. We say that a stochastic process (Xt)t∈T, T ⊂ R, has
independent increments if for every choice of t1 < t2 < ... < tn from T, n ∈ N,
the random variables
Xt2 −Xt1 , Xt3 −Xt2 , ..., Xtn −Xtn−1
are independent.
At this point we will introduce two important classes of stochastic processes.
We say that a second order stochastic process (i.e. such that EX2t <∞) (Xt)t∈T
is a stationary process if for all t, h ∈ T such that t+ h ∈ T we have
EXt+h = EXt and EXt+hXh = EXtX0 (1.1.6)
In other words, it means that the mean of such a process is constant and the
correlation and covariance depend on the time points s and t only through
the difference |t− s|. Similar as with independence we can copy this notion
to the increments of the process. A stochastic process (Xt)t∈T is said to have
stationary increments (si) if for all h ∈ T such that t + h ∈ T the processes
(Xt+h −Xh)t∈T and (Xt −X0)t∈T are equal in distribution.
1.1.1 Spectral representation
All the processes considered in this section are mean-square continuous, cen-
tered, second order and Gaussian.
Let Y = (Yt)t∈T be a stationary process. Stationarity implies that the
covariance has the property R(t, s) = R(t − s). Hence, we can consider the
covariance function as a function of one real variable. According to Bochner’s
theorem there exists a unique positive, symmetric, finite Borel measure µ on
the real line, such that
R(t) =
∫
R
eiλtµ(dλ). (1.1.7)
(see for instance [32], I.6; [94], 2.9). The measure µ is called the spectral measure
of the stationary process Y . If there exists a function f such that
µ(dλ) = f(λ)dλ (1.1.8)
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we call it the spectral density of the process of interest. Given (1.1.7) and using
stationarity we can deduce the following
EYtYs =
∫
R
eiλte−iλsµ(dλ). (1.1.9)
Before we step to the consequences of the above representation let us define two
important spaces.
If V is a linear space and W is a subset of V , we denote the closure of the
span of W by spW . First, define the linear space of the process Y as
HT := sp {Yt : t ∈ T} (1.1.10)
where the closure takes place in L2(Ω,F ,P) = L2(P). The second space is
defined as
LT = sp{λ 7→ eiλt : t ∈ T}, (1.1.11)
where the closure takes place in the space L2(R,B(R), µ) = L2(µ).
Since the left-hand side of (1.1.9) can be viewed as an inner product in the
space L2(P) and the right-hand side is nothing else than an inner product in
L2(µ), the relation (1.1.9) defines an isometry between the spaces HT and LT.
Under this so-called spectral isometry we have a one-to-one correspondence
HT 3 Yt ←→
[
λ 7−→ eiλt] ∈ LT. (1.1.12)
This isometry is of great importance for this whole text. To indicate its role,
everything that we would like to know about the linear structure of the process,
i.e. its linear space HT, can be easily translated, via the spectral isometry, in
terms of the well-studied space L2(µ). Then we are able to use some available
tools therein. After we obtain desired results for the elements of the space LT,
we can go back to HT.
As we have already indicated in the previous section, an integral of a sta-
tionary process is a si-process. Based on this, one can already suspect that we
would have similar results also for processes with stationary increments. Indeed,
they can be obtained by, in some sense, ’integrating’ the stationary case.
At this point it is useful to introduce some additional notation. Note that
1ˆ(0,t](λ) = (eiλt − 1)/iλ, (1.1.13)
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where 1A is the indicator function of the set A and fˆ denotes the Fourier trans-
form of the function f , defined by
fˆ(λ) =
∫
eiuλf(u) du.
If X = (Xt)t∈T is a second order, continuous, mean zero, stochastic process
with stationary increments there exists a unique symmetric Borel measure µ on
the real line satisfying (compared to finiteness in stationary case)∫
R
µ(dλ)
1 + λ2
<∞, (1.1.14)
such that
EXtXs =
∫
R
1ˆ(0,t](λ)1ˆ(0,s](λ)µ(dλ) (1.1.15)
for s, t ∈ T (see e.g. [11], XI.11). The measure µ is the spectral measure of a
stochastic process with stationary increments. Similarly, we can view (1.1.15)
as an equivalence of two inner products
EXtXs = 〈1ˆ(0,t], 1ˆ(0,s]〉µ, (1.1.16)
where 〈f, g〉µ =
∫
R f(λ)g(λ)µ(dλ) for f, g ∈ L2(µ). Therefore, it gives rise to an
analogous spectral isometry. First observe that, provided µ is a finite measure,
the space
sp{λ 7→ 1ˆ(0,t](λ) : t ∈ T} ⊂ L2(µ) (1.1.17)
is exactly the same space as the one defined in (1.1.11). Therefore, we use here
the same notation LT. The linear space HT of si-process X is defined exactly
as in (1.1.10). The spectral isometry maps the elements
Xt ←→ 1ˆ(0,t] (1.1.18)
of the spaces HT and LT, respectively, to each other.
Observe that if Y is a stationary process with spectral measure µ, according
to the relation 1ˆ(0,t](λ) =
∫ t
0
eiλudu, the integrated process
Xt =
∫ t
0
Ys ds
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is a si-process with spectral measure µ.
To study a stationary or si-process we will use the fact that its spectral
measure µ is the so-called principle spectral function of a unique string. This
will provide useful information about the structure of the space LT and, if
we use the spectral isometry described above, about the space HT, and hence
about the process of interest.
1.1.2 Examples
In this section we present examples of stochastic processes that throughout the
whole text will serve us as illustration of obtained results. We begin with two
processes with stationary increments: the well-studied Brownian motion and its
very useful and interesting generalization - fractional Brownian motion. After
that we move to the class of stationary processes of Mate´rn type, preceded by
its simplest version - the Ornstein-Uhlenbeck process.
Example 1.1.1. Brownian motion
Historically, the Brownian motion process arose as an attempt to explain
the phenomenon of extremely irregular motions of a small particle suspended in
a fluid. It was observed in 1827 by Robert Brown and named in his honor. The
values of a coordinate of such a particle recorded at definite time interval give us
a realization of some stochastic process. As some time passed, it was formalized,
and now we call a (standard) Brownian motion a continuous Gaussian stochastic
process W = (Wt)t∈R+ with stationary, independent increments, satisfying
• W0 = 0,
• EWt = 0, t ∈ R+,
• EWsWt = s ∧ t, s, t ∈ R+.
This definition implies that every incrementWt+s−Ws has a normal distribution
with mean 0 and variance t. Now, since
EWsWt = s ∧ t = 12pi
∫
R
(eiλt − 1)(e−iλs − 1)
λ2
dλ, (1.1.19)
it is easy to see that the spectral measure of Brownian motion is a scaled
Lebesgue measure given by
µ(dλ) =
1
2pi
dλ. (1.1.20)
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Example 1.1.2. Fractional Brownian motion
At a certain point, it appeared that the Brownian motion (or a general
processes with Markov property, i.e. processes which future development after
given time t are dependent only on the situation at t and independent of what
happened before that time) are no good theoretical model for a lot of real-life
situations. In many applications (such as finance, telecommunication networks,
biology, etc.) real data exhibit a so-called long-range dependence structure: the
behavior of the process after given time t not only depends on the state of the
process at t but also on the whole history up to time t. To model this behavior
Mandelbrot and van Ness [55] proposed a process that they called fractional
Brownian motion (fBm). This process was already known few decades before
- the history goes back to Kolmogorov who in several papers from early 40’s
considered it in the studies of turbulence. For more historical comments see
[63].
A Gaussian stochastic process X = (Xt)t∈R+ with stationary increments is
called (standard) fractional Brownian motion with Hurst index H ∈ (0, 1) if it
has zero mean, continuous sample paths, X0 = 0 and its covariance function is
of the form
EXsXt =
1
2
(
t2H + s2H − |t− s|2H) , s, t ≥ 0. (1.1.21)
This process isH-self similar, meaning that the processes (Xat)t∈R+ and (a
HXt)t∈R+
have the same distribution. If H = 1/2 it becomes an ordinary Brownian mo-
tion. Note that for H 6= 1/2 we indeed have dependent increments. The corre-
lation of the increments behaves as a negative power of the time difference:
E(Xt+h −Xt)(Xs+h −Xs) ∼ |t− s|2H−2, as |t− s| → ∞, (1.1.22)
see e.g. [62], [77], Section 7.2.
The spectral measure of fractional Brownian motion is given by
µH(dλ) = cH |λ|1−2Hdλ, (1.1.23)
where cH = (Γ(1 + 2H) sinpiH)/(2pi) (see for instance [77], 7.2).
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Now, we turn to the examples of stationary processes.
Example 1.1.3. Ornstein-Uhlenbeck process
One of the simplest and best-known stationary processes is the Ornstein-
Uhlenbeck process. A stationary, Gaussian process (Yt)t∈R+ is called an Ornstein-
Uhlenbeck process (OU) if it is continuous, has zero mean and covariance
EYtYs = pie−|t−s|, (1.1.24)
for s, t ≥ 0. It can be obtained as a solution of the following stochastic differ-
ential equation
dYt = −Ytdt+
√
2pidWt, (1.1.25)
where (Wt)t≥0 is a standard Brownian motion. Standard Fourier theory shows
that the spectral measure µ of the OU process is given by
µ(dλ) =
dλ
λ2 + 1
, (1.1.26)
cf. [29], formula 17.23.12.
Example 1.1.4. Mate´rn processes
A Mate´rn process is a stationary, mean zero, Gaussian process with a co-
variance function
EYtYs =
1
Γ(κ)
√
pi
(|t− s|/2)κ− 12Kκ− 12 (|t− s|), κ >
1
2
(1.1.27)
where Kν is a modified Bessel function of the second kind of order ν. The
spectral measure of such a process is of the form
µ(dλ) =
dλ
(λ2 + 1)κ
(1.1.28)
(see for instance [91]). For κ = 1 we obtain the aforementioned ordinary OU
process. If κ = 2 the covariance simplifies to
EYtYs =
pi
2
e−|t−s|(1 + |t− s|) (1.1.29)
(see for instance [94], 2.10). Then the associated spectral measure is given by
µ(dλ) =
dλ
(λ2 + 1)2
. (1.1.30)
We will also obtain some results for a class of processes with a spectral densities
of the form (1.1.28) but with κ ∈ N.
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1.2 Isotropic random fields
In this section we will present results for the generalization of stochastic pro-
cesses indexed by one-dimensional parameter, i.e. random fields. The role
of parameter t ∈ R, usually interpreted as time, is replaced here by t =
(t1, t2, ..., tN ) ∈ RN . The most popular applications involve the cases t = (t1, t2)
and t = (t1, t2, t3) interpreted simply as a planar or spatial coordinates, respec-
tively. However, there are also situations where one of the N coordinates is
interpreted as time and the remaining ones as a coordinates in RN−1. Realiza-
tions of random fields are surfaces in RN+1. Very often experimental data from
many diverse disciplines resembles a realization of a random field. That is the
reason they are commonly used in areas like turbulence, oceanography, geology,
optics, seismology and many more.
1.2.1 Basic definitions
Let X = (Xt)t∈RN be a zero-mean, mean-square continuous Gaussian random
field starting from the origin, i.e. X(0) = 0. We say that the random field X is
isotropic if for any A from the group of orthogonal matrices on RN it holds that
X has the same finite-dimensional distributions as the process (X(At))t∈RN .
The random field X is said to have homogenous increments if for every s ∈ RN ,
(Xt −Xs)t∈RN and (Xt−s)t∈RN have the same finite-dimensional distributions.
If X has homogenous increments and is isotropic, its covariance function admits
the representation
EXsXt =
∫
RN
(
ei〈v,t〉 − 1
)(
e−i〈v,s〉 − 1
)
%(dv) (1.2.1)
(see e.g. [94]). Here 〈· , ·〉 is the usual inner product on RN , and % is a Borel
measure satisfying the condition∫
RN
‖v‖2
1 + ‖v‖2 %(dv) <∞. (1.2.2)
With the spectral measure % on RN appearing in (1.2.1) we associate the sym-
metric Borel measure µ on the line defined by
µ(dλ) =
Γ(N/2)
2piN/2
λ2dΦ(λ), (1.2.3)
where
Φ(y) =
∫
‖v‖≤y
%(dv), y ≥ 0. (1.2.4)
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According to the above definition, dΦ(y) = Φ(y + dy)−Φ(y) may be viewed as
a %-measure of the spherical shell y ≤ ‖v‖ ≤ y+ dy. Due to (1.2.2) the measure
µ satisfies the integrability condition∫
µ(dλ)
1 + λ2
<∞. (1.2.5)
A centered, mean-square continuous Gaussian random field Y = (Yt)t∈R
is said to be homogenous if it has a constant mean and its covariance EYtYs
depends only on the vector t− s. The covariance can be represented as
EYtYs =
∫
RN
ei〈v,t〉e−i〈v,s〉%(dv) (1.2.6)
where % is a finite Borel measure on RN . Similarly to the case of homogenous
increments, if Y is isotropic, we define the measure Φ as
Φ(y) =
∫
‖v‖≤y
%(dv), y ≥ 0. (1.2.7)
Clearly, ∫ ∞
0
dΦ(y) = %(RN ) <∞. (1.2.8)
1.2.2 Spherical harmonics and spherical Bessel functions
In order to present the representation of the covariance function of the random
field X we have to step aside and devote some space to the so-called spherical
harmonics. These are classical special functions, constituting an orthonormal
basis of the space of square integrable functions on the unit sphere in RN .
Spherical harmonics are restrictions to the unit sphere sN−1 in RN of ho-
mogenous polynomials that satisfy the N -dimensional Laplace equation
∆u = 0, (1.2.9)
where u(x) = u(x1, ..., xN ) and the Laplace operator is defined as
∆ =
∑N
j=1(∂
2/∂x2j ).
A polynomial Hl(x) is said to be homogenous of degree l if it is of the form
Hl(x) =
∑
α1+...+αN=l
cα1,...,αNx
α1
1 · ... · xαNN
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where αi ∈ N and cα1,...,αN ∈ C. This definition implies that
Hl(rx) = rlHl(x), r > 0.
The polynomial Hl is said to be harmonic if ∆Hl(x) = 0. There are
h(l, N) =
(2l+N − 2)(l+N − 3)!
(N − 2)!l! (1.2.10)
linearly independent, homogenous harmonic polynomials of degree l in N vari-
ables (see e.g. [25], Chapter XI or [30], p. 170). In general, any homogenous
harmonic polynomial can be written as
Hl(x) = ‖x‖l Sl
(
x
‖x‖
)
,
for x ∈ RN , where Sl is a homogenous harmonic polynomial on the unit sphere
in RN . The function Sl is called a spherical harmonic. Consider the Hilbert
space L2(sN−1, dσN ) of real-valued functions f on the unit sphere satisfying∫
sN−1
f2(x)dσN (x) <∞, (1.2.11)
where dσN (x) = sinN−2 θ1 ·...·sin θN−2dθ1...dθN−2dφ is a surface area element of
the unit sphere. The inner product of functions f, g ∈ L2(sN−1, dσN ) is defined
as
〈f, g〉sN−1 =
∫
sN−1
f(x)g(x)dσN (x). (1.2.12)
Any two spherical harmonics of different degree are orthogonal, i.e.
〈Sl, Sk〉sN−1 = 0, l 6= k. (1.2.13)
(see e.g. [3], p. 451, [30], p. 172).
Let {Sl} be a set of h(l, N) linearly independent spherical harmonics of
degree l. Using Gram-Schmidt procedure we can construct an orthonormal set
S1l (·), S2l (·), ..., Sh(l,N)l (·) (1.2.14)
of linearly independent real spherical harmonics of degree l. Then
〈Sjl , Skl 〉sN−1 = δkj . (1.2.15)
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Moreover, the set {Sml }, m = 1, ..., h(l, N), l = 0, 1, ... is a complete set in the
Hilbert space L2(sN−1, dσN ) (see [25], 11.3, Theorem 3).
For any orthonormal set {Sml } of h(l, N) linearly independent real spherical
harmonics of degree l and unit vectors ξ and η it holds that
C
(N−2)/2
l (〈ξ, η〉)
C
(N−2)/2
l (1)
=
h(l, N)
|sN−1|
h(l,N)∑
m=1
Sml (ξ)S
m
l (η), (1.2.16)
where Cαl is the Gegenbauer polynomial (see Appendix A) and
|sN−1| = 2piN/2/Γ(N/2). For the proof see for instance [25], [3], [30].
To compute the explicit form of the spherical harmonics consider the Laplace
operator in terms of the spherical coordinates (r, θ1, θ2, ..., θN−2, φ), defined for
N ≥ 2 as
x1 = r cos θ1
x2 = r sin θ1 cos θ2
... ... (1.2.17)
xN−1 = r sin θ1 sin θ2 · ... · sin θN−2 cosφ
xN = r sin θ1 sin θ2 · ... · sin θN−2 sinφ
where r = ‖x‖. In these coordinates the Laplace operator takes the form
∆ =
∂2
∂r2
+
N − 1
r
∂
∂r
+
1
r2
∆0 , (1.2.18)
where ∆0 is the Laplace-Beltrami operator on the sphere:
∆0 =
N−2∑
j=1
1
qj sinN−j−1 θj
∂
∂θj
(
sinN−j−1 θj
∂
∂θj
)
+
1
qN−1
∂
∂φ
(
∂
∂φ
)
,(1.2.19)
q1 = 1, qj = (sin θ1 sin θ2 · · · sin θj−1)2, j ≥ 2. (1.2.20)
According to [25], 11.2, the differential equation (1.2.9) has solutions of the
form u(x) = Rl(r)Sl(x/r), where r = ‖x‖, Sl is an arbitrary spherical harmonic
of degree l and Rl(r) is a solution of the ordinary differential equation
∂2R
∂r2
+
N − 1
r
∂R
∂r
− l(l+N − 2)
r2
R = 0. (1.2.21)
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After inserting such a u into Laplace equation with Laplace operator written as
in (1.2.18) and using (1.2.21) we see that the spherical harmonic of degree l is
an eigenfunction corresponding to the eigenvalue −l(l+N − 2) of the Laplace-
Beltrami operator, i.e.
∆0Sl = −l(l+N − 2)Sl. (1.2.22)
For a given l, the geometric multiplicity of this eigenvalue is h(l, N) (cf. [24]).
The explicit expressions of the spherical harmonics for arbitrary N are rather
complicated, see e.g. [85], [25], but the special cases N = 1, 2, 3 of obvious phys-
ical meaning are simply described. Note that the set of linearly independent,
orthonormal real spherical harmonics {Sml }h(l,N)m=1 is not uniquely defined. For
that reason we present below the most commonly used choices.
If N = 1, then the unit sphere degenerates to the set s0 = {−1, 1} and the
orthonormal spherical harmonics are S10(x) = 1/
√
2 and S11(x) = x/
√
2.
If N = 2, the angular part of the Laplace operator reduces to ∂
2
∂φ2 . Hence,
as a solution of
∂2U
∂φ2
= −l2U (1.2.23)
we obtain h(l, 2) = 2 real orthonormal spherical harmonics
S1l (φ) =
cos(lφ)√
2pi
, S2l (φ) =
sin(lφ)√
2pi
. (1.2.24)
If N = 3, equation (1.2.22) takes the form
sin θ
Θ
d
dθ
(
sin θ
d2Θ
dθ2
)
+ l(l+ 1) sin2 θ =
1
Φ
d2Φ
dφ2
(1.2.25)
where U(θ, φ) = Θ(θ)Φ(φ). We separate the variables again, with separation
constant −m2. The equation for Φ is then
d2Φ
dφ2
−m2Φ = 0 (1.2.26)
and has an orthonormal set of solutions Φm(φ) = 1√2pi e
imφ. The equation for Θ
is then the so-called Legendre equation
1
sin θ
d
dθ
(
sin θ
d2Θ
dθ2
)
+
[
l(l+ 1)− m
2
sin2 θ
]
Θ = 0 (1.2.27)
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Above equation has a solutions Θ(θ) = Pml (cos θ) (m = −l, ..., l) where Pml is a
Legendre polynomial defined by
Pml (x) =
1
2ll!
(1− x2)m/2
(
d
dt
)l+m
(x2 − 1)l.
Hence, the set of the orthonormal solutions of the equation (1.2.25), consists of
2l+ 1 = h(l, 3) real functions given by
A0P
0
l (cos θ), AmP
m
l (cos θ) cosmφ, AmP
m
l (cos θ) sinmφ, m = 1, ..., 2l
with the normalizing constant Am =
√
(l−m)!(2l+1)
(l+m)!2pi .
The spherical Bessel function defined by
jl(u) := 2(N−2)/2Γ(N/2)
Jl+(N−2)/2(u)
u(N−2)/2
, l ≥ 0 (1.2.28)
where Jν denotes the Bessel function of the first kind of order ν and jl(0) = δl0,
arises as the solution of the so-called Helmholtz equation
∆Ξ(x) = λ2Ξ(x), (1.2.29)
whose solution is given by
Ξ(x) = jl(λ‖x‖)Sl( x‖x‖ ). (1.2.30)
The two types jl and Sl of spherical functions are related to each other via the
Fourier transform
ilSl
(
t
‖t‖
)
jl(λ‖t‖) = 1|sN−1(λ)|
∫
sN−1(λ)
ei〈v,t〉Sl(v)dσN (v), (1.2.31)
where dσN (v) = λN−1 sinN−2 θ1 · ... · sin θN−2dθ1...dθN−2dφ is the surface area
element of the sphere sN−1(λ) with radius λ in RN and∣∣sN−1(λ)∣∣ = 2piN/2
Γ(N/2)
λN−1 (1.2.32)
is its surface area (cf. [3], 9.10). We will need below only the following partial
result
j0(λ‖t‖) = 1|sN−1(λ)|
∫
sN−1(λ)
ei〈v,t〉dσN (v). (1.2.33)
1.2. ISOTROPIC RANDOM FIELDS 27
Using (A.0.28) and (1.2.16) we obtain that given any orthonormal set of lin-
early independent spherical harmonics {Sml }h(l,N)m=1 we have the following addition
formula
j0(λ‖t− s‖) =
∣∣sN−1∣∣ ∞∑
l=0
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
Sml
(
s
‖s‖
)
jl(λ‖t‖)jl(λ‖s‖) (1.2.34)
(as is given e.g. on p. 370 of [94] or on p. 20 of [43]).
For notational convenience we set
Gl(r, λ) =
jl(0)− jl(rλ)
λ
. (1.2.35)
By using the integral representation of the Bessel function, the so-called Poisson
formula, as well as it’s consequence, Gegenbauer’s formula (see e.g. [85], chapter
XI, formulas 3.2.5 and 3.3.7 respectively or [3], section 4.7), we arrive at the
following representations
G0(r, λ) =
1
B( 12 ,
N−1
2 )
∫ r
−r
(
1− u
2
r2
)N−3
2 1− cos(uλ)
rλ
du (1.2.36)
and for l > 0
−Gl(r, λ) = (−i)
l−1B(l, N − 1)
B( 12 ,
N−1
2 )
∫ r
−r
(
1−u
2
r2
)N−1
2
C
N/2
l−1
(u
r
)
eiλudu, (1.2.37)
where Cγl are the Gegenbauer polynomials. These integral representations show,
in particular, that Gl’s are alternately odd (l = 0, 2, . . .) and even (l = 1, 3, . . .)
function of λ. Moreover, by virtue of the Paley–Wiener theorem (cf. [9] or
[17]) we see from (1.2.36) and from the real and imaginary parts of the equation
(1.2.37) that all the functionsGl(r, ·) are of exponential type at most r, according
to the definition
Definition 1.2.1. (cf.[8], [17]) The entire function f(z) is said to be of expo-
nential type τ if
lim sup
R→∞
R−1 max
|z|=R
log |f(z)| = τ. (1.2.38)
Thus, we have
Lemma 1.2.2. For each r ∈ R+, the function Gl(r, λ) of λ ∈ R is an odd
function for l = 0, 2, . . . and an even function for l = 1, 3, . . . . Moreover, it is
an analytic function of finite exponential type less or equal r.
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1.2.3 Representations of covariance
Our next task is to derive representations of covariance for both homogenous
and homogenous increments random fields. Let us begin with the latter and
show how we obtain the representation (1.2.44) for the random field X with
homogenous increments.
Observe first that due to the homogeneity of the increments, EXsXt =
1
2
(
E |Xs|2 + E |Xt|2 − E |X(t− s)|2
)
. Since, in addition, our field is isotropic,
the variance E |Xt|2 is a function only of the norm of t. Denoting this function
(called in [94] the structure function) by D we thus write D(‖t‖) = E |Xt|2.
With this notation the covariance can be rewritten as
EXsXt = 12 (D(‖s‖) +D(‖t‖)−D(‖t− s‖)) . (1.2.39)
By putting t = s in (1.2.1), we get the following spectral representation for the
structure function
D(‖t‖) = 2
∫
RN
(
1− ei〈v,t〉
)
%(dv) = 2
∫
RN
(1− cos〈v, t〉) %(dv) (1.2.40)
(the imaginary part vanishes, since our field X is real, cf. [94], p. 435).
It is useful to associate with the spectral measure % the bounded non-
decreasing function Φ defined by (1.2.4). Note that condition (1.2.2) implies∫ ∞
0
λ2
1 + λ2
dΦ(λ) <∞. (1.2.41)
By rewriting the variable v = (v1, . . . , vN ) in polar coordinates with radius
λ = ‖v‖, we get ∣∣sN−1(λ)∣∣ %(dv) = dσN (v)dΦ(λ), cf. (1.2.33) and (1.2.32).
Due to formula (1.2.33), the representation (1.2.40) can be rewritten in polar
coordinates as
D(r) = 2
∫ ∞
0
(1− j0(rλ)) dΦ(λ). (1.2.42)
Formula (1.2.39) for the covariance function then becomes
EXsXt =
∫ ∞
0
[1− j0(λ‖t‖)− j0(λ‖s‖) + j0(λ‖t− s‖)] dΦ(λ). (1.2.43)
The following representation of the covariance function is implicit in [54].
Since it serves as starting point in our considerations, we provide an explicit
proof.
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Theorem 1.2.3. The covariance function of the isotropic Gaussian random
field X with homogeneous increments can be represented as follows:
EXsXt = |sN−1|2
∞∑
l=0
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
Sml
(
s
‖s‖
)
×
∫ ∞
0
Gl(‖t‖, λ)Gl(‖s‖, λ)µ(dλ). (1.2.44)
Proof. Note that h(0, N) = 1, S10(·) is a constant function for every N and
since the spherical harmonics are orthonormal this constant is given by S10(·) ≡
1/
√|sN−1|. Hence, (1.2.44) is equivalent to
EXsXt −
∫ ∞
0
(1− j0(λ‖t‖))(1− j0(λ‖s‖))dΦ(λ) (1.2.45)
=
∣∣sN−1∣∣ ∞∑
l=1
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
Sml
(
s
‖s‖
)∫ ∞
0
jl(λ‖t‖)jl(λ‖s‖)dΦ(λ),
which we are now going to prove. The addition formula (1.2.34) implies
j0(λ‖t− s‖)− j0(λ‖t‖)j0(λ‖s‖)
=
∣∣sN−1∣∣ ∞∑
l=1
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
Sml
(
s
‖s‖
)
jl(λ‖t‖)jl(λ‖s‖).
Taking the integral with respect to dΦ(λ) on both sides we see that the expres-
sion on the right in (1.2.45) equals to the integral∫ ∞
0
(
j0(λ‖t− s‖)− j0(λ‖t‖)j0(λ‖s‖)
)
dΦ(λ).
But in view of (1.2.43) we see that also the left-hand side of (1.2.45) equals to
the latter integral. Thus (1.2.45) holds true. 
Let us now consider an isotropic homogenous random field Y . Similar to the
above case, we can rewrite the representation (1.2.6) as
EYsYt =
∫ ∞
0
1
|sN−1(λ)|
∫
sN−1(λ)
ei〈v,t−s〉σN (dv)dΦ(λ) (1.2.46)
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where λ = ‖v‖. By virtue of the formula (1.2.33) we obtain
EYsYt =
∫ ∞
0
j0(λ‖t− s‖)dΦ(λ). (1.2.47)
A simple application of the addition formula (1.2.34) allows us to prove the
following well-known representation (cf. e.g. [92], p. 6, [94] p. 370, [43] p. 21).
Theorem 1.2.4. The covariance function of the homogenous isotropic Gaus-
sian random field Y can be represented as
EYsYt = |sN−1|
∞∑
l=0
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
Sml
(
s
‖s‖
)
×
∫ ∞
0
jl(λ‖t‖)jl(λ‖s‖)dΦ(λ), (1.2.48)
where the measure Φ is as defined by (1.2.7).
1.2.4 Examples
Example 1.2.5. Le´vy’s Brownian motion
Paul Le´vy [44] defined the Brownian motion on RN as a centered, mean-
square continuous Gaussian random field with homogenous increments, with
covariance
EXtXs =
1
2
(‖t‖+ ‖s‖ − ‖t− s‖) ,
for s, t ∈ RN and X0 = 0. Properties of this field were investigated by several
authors, see for instance [6], [57] and [60]. Since the structure function in
this case is simply D(r) = r we can easily verify via formula (1.2.42) that the
corresponding spectral measure is given by λ2Φ′(λ) =
∣∣sN−1∣∣ / ∣∣sN ∣∣. To see this
rewrite (1.2.42) in the form
r = −2
∫ r
0
du
∫ ∞
0
j′0(uλ)dΦ(λ) =
|sN−1|
|sN | 2
N/2Γ(N/2)
∫ r
0
du
∫ ∞
0
JN/2(z)
zN/2
dz
(1.2.49)
and apply formula 6.561.14 of [29] to evaluate the last integral.
Thus by (1.2.3) we have µ(dλ) = dλ/|sN |.
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Example 1.2.6. Le´vy’s fractional Brownian motion
Le´vy’s fractional Brownian motion is defined on RN as a centered, mean-
square continuous Gaussian random field with homogenous increments and co-
variance function
EXtXs =
1
2
(‖t‖2H + ‖s‖2H − ‖t− s‖2H)
where H ∈ (0, 1) is called the Hurst index. Observe that for H = 1/2 it
reduces to Le´vy’s Brownian motion considered in the preceding section. In the
present case the structural function is D(r) = r2H , so that we can argue like
in the previous section to determine the corresponding spectral function. First,
formula (1.2.42) is rewritten in the form (1.2.49) but with r2H instead of r,
and then the density of the form λ1+2HΦ′(λ) = c2HN
∣∣sN−1∣∣ is sought, with a
constant c2HN to be determined by formula 6.561.14 of [29]. By straightforward
calculations we arrive at
c2HN =
Γ(H + N2 )Γ(1 +H) sin(piH)
pi
N+2
2 21−2H
.
Thus by (1.2.3) we deal here with the spectral measure
µ(dλ) = c2HNλ
1−2Hdλ. (1.2.50)

Chapter 2
Spectral theory of strings
In this chapter we recall the elements of the spectral theory of vibrating strings
relevant to the study of stochastic processes. This theory was developed by
M.G. Krein in the 1950’s (see e.g. the historical remarks in [33]). It becomes
particularly useful for our purposes when combined with the theory of repro-
ducing kernel Hilbert spaces of entire functions of [9]. We essentially follow the
presentation of this material given in [17], Chapters 5 and 6, with some addi-
tional implications - mainly in Sections 2.7 and 2.8. Omitted proofs and further
details can be found there.
The main goal of this chapter is to describe how the association of a unique
string with a spectral measure of the process is established. We are going to show
how we can then analyze the reproducing kernel Hilbert space of the process by
the means of such string and some associated functions. This is a preparatory
chapter for the concrete results of Chapter 4.
2.1 Mathematical description of the string
Consider a number l ≤ ∞ and a nonnegative, right-continuous, nondecreasing
function m on the interval [0, l). The number l is interpreted as the length of a
string in equilibrium, x ∈ [0, l] is thought of as a location on the string, x = 0
corresponding to the left endpoint and x = l to the right endpoint, and m(x)
is interpreted as the mass of the piece of string from the left endpoint up to
(and including) the point x. The jump of m at the point x > 0 is denoted by
m[x] = m(x)−m(x−), and m(0−) = 0.
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From classical mechanics we know that the motion of the vibrating string is
described by the solutions u = u(t, x) of the wave equation
m′utt = uxx,
at least when m is a smooth function. The number 1/
√
m′(x) can be interpreted
as the local propagation speed of the travelling wave, in the sense that it takes
a wave
T (x) =
∫ x
0
√
m′(y) dy (2.1.1)
time units to travel from the point 0 to x.
One way of analyzing the vibrating string is to begin by looking at periodic
solutions u of the form
u(t, x) = A(x, λ)eiλt,
where λ is a fixed frequency and A describes the amplitude. For u of this form
the wave equation reduces to the ordinary differential equation
A′′(x, λ) = −λ2m′(x)A(x, λ) (2.1.2)
for the function A. Note that the kinetic energy of the string which vibrates at
the frequency λ is given by
1
2
∫
|ut(t, x)|2dm(x) = 12λ2‖A(·, λ)‖2m. (2.1.3)
Starting from this observation it is possible to associate with every string a
unique symmetric measure µ on R which has the property that
∫
(1+λ)−2 µ(dλ) <
∞, and such that λ2/µ(dλ) can be interpreted as the kinetic energy of the string
which vibrates at the frequency λ. In the remainder of this chapter we recall
the construction of this so-called principal spectral measure of a string and some
additional facts that we need below.
2.2 Differential equation
For general, not necessarily smooth mass distribution functions m, the eigen-
value problem (2.1.2) can be written as
dA+
dm
= −λ2A.
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Here f+ denotes the right-hand side derivative of the function f and, simi-
larly, f− is the left derivative. If we restrict the operator A 7→ dA+/dm to
an appropriate domain, it becomes a self-adjoint, negative definite, densely de-
fined operator on the Hilbert space L2(m) = L2([0, l],m). We will denote this
operator by G, and its domain by D(G).
The first requirement on f ∈ D(G) is of course that Gf = df+/dm exists, by
which we mean that we can write
f(x) = f(0) + f−(0)x+
∫ x
0
(∫
[0,y]
Gf(z) dm(z)
)
dy (2.2.1)
for x ∈ [0, l). We think of functions in D(G) as being defined on the entire real
line by putting m constant outside [0, l], so that f(x) = f(0)+xf−(0) for x ≤ 0
and f(x) = f(l) + (x− l)f+(l) for x ≥ l if l <∞.
Secondly, the functions in D(G) have to satisfy the appropriate boundary
conditions. To make G self-adjoint we need to impose the boundary condition
f−(0) = 0 at the left endpoint of the string. For a long string, meaning that
l + m(l−) = ∞, this is the only boundary condition, and the situation can be
summarized as follows.
Theorem 2.2.1. Suppose that l+m(l−) =∞. Then there exists a dense subset
D(G) of L2(m) such that every f ∈ D(G) has left and right derivatives, satisfies
f−(0) = 0, and the operator G : D(G) → L2(m) given by Gf = df+/dm is well
defined, self-adjoint, and negative definite.
If the string is short, i.e. l + m(l−) < ∞, we also have to prescribe how
the string is tied down at the right end point. On this side of the string there
is a continuum of possible boundary conditions, each leading to a self-adjoint,
negative definite operator. The condition can be described by introducing an
additional tying constant k ∈ [0,∞] and prescribing that f(l + k) = 0 for
f ∈ D(G). Since f(l + k) = f(l) + kf+(l), this means that f(l) + kf+(l) = 0.
For k = ∞ this should be interpreted as f+(l) = 0. The following theorem
summarizes the situation for short strings.
Theorem 2.2.2. Suppose that l + m(l−) < ∞ and k ∈ [0,∞]. Then there
exists a dense subset D(G) of L2(m) such that every f ∈ D(G) has left and
right derivatives, satisfies f−(0) = 0 and f(l) + kf+(l) = 0, and the operator
G : D(G) → L2(m) given by Gf = df+/dm is well defined, self-adjoint, and
negative definite.
36 CHAPTER 2. SPECTRAL THEORY OF STRINGS
Equation (2.2.1) shows that for f ∈ D(G), it holds that
f+(x)− f−(x) = Gf(x)m[x].
So if the mass function m is continuous, every function in D(G) is differentiable.
Moreover, it holds that if m is absolutely continuous, with derivative m′, then
Gf = f ′′/m′ for all f ∈ D(G).
2.3 Solutions of the eigenvalue problem
Since the operator G : D(G) → L2(m) is self-adjoint and negative definite,
its spectrum σ(G) is contained in (−∞, 0]. Hence, the second order ordinary
differential equation GA = −λ2A can not have a solution in D(G) if λ2 is not a
real, nonnegative number. However, the equation does have solutions for every
λ2 ∈ C. Throughout the text we denote by A = A(·, λ) the solution of
GA(·, λ) = −λ2A(·, λ), (2.3.1)
A(0, λ) = 1, A−(0, λ) = 0.
The function A can be represented (cf. [17], p. 162, 171; [33], p. 29) as
follows
A(x, λ) =
∞∑
n=0
(−1)nλ2npn(x), (2.3.2)
where pn’s are defined recurrently according to pn(x) =
∫ x
0
∫ y
0
pn−1(z)dm(z)dy
and p0(x) = 1. Thus the function A(x, λ) (and A+(x, λ)) for any fixed x∈ [0, l]
is an entire function of variable λ taking real values for real λ.
For λ2 outside [0,∞), a complementary solution D = D(·, λ) of the equation
can be constructed by setting
D(x, λ) = A(x, λ)
∫ l+k
x
1
A2(y, λ)
dy. (2.3.3)
If the string is short the function 1/A2 is integrable, so D is well defined. In the
case of a long string the integral is to be taken from x to ∞, and it exists as an
improper integral. The function D = D(·, λ) satisfies
GD(·, λ) = −λ2D(·, λ), D−(0, λ) = −1.
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It is constructed in such a way that for the Wronskian of A and D, we have
A+D −AD+ = A−D −AD− = 1.
A third function that will play an important role below is defined by
B(x, λ) = − 1
λ
A+(x, λ).
It satisfies dB = λAdm and B(0, λ) = λm[0].
2.4 Resolvents of the string operator
For λ2 outside [0,∞) the operator −λ2I − G is invertible, so that the resolvent
Rλ = (−λ2I − G)−1
is well defined. For all λ2 outside [0,∞) we have that Rλ : L2(m) → L2(m) is
a bounded, self-adjoint operator. Its image, which is D(G), is dense in L2(m).
The resolvent Rλ is an integral operator with a kernel that can be expressed
in terms of the “eigenfunctions” A and D of the operator G we introduced in
the previous subsection. We define
rλ(x, y) =
{
A(x, λ)D(y, λ), if x ≤ y,
A(y, λ)D(x, λ), if x ≥ y. (2.4.1)
Theorem 2.4.1. For λ2 outside [0,∞), it holds that
Rλf(x) =
∫
[0,l]
rλ(x, y)f(y) dm(y).
2.5 Spectral measure of a string
If the string is short, so l + m(l−) < ∞, the spectrum of the operator G is
{−λ2n : n = 1, 2, . . .}, where λ1, λ2, . . . are the nonnegative roots of the equation
kA+(l, λ) +A(l, λ) = 0 (2.5.1)
(as in Section 2.2, this should be read for k =∞ as A+(l, λ) = 0, or, equivalently,
B(l, λ) = 0). The corresponding eigenfunctions are the functions A(·, λn). Now
we construct a symmetric measure µ on the real line by putting mass
pi
2‖A(·, λn)‖2m
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at the points ±λn. We remark that µ has a clear physical interpretation. Up to
a constant, the mass µ({λn}) is equal to λ2n/K(λn), where K(λ) is the kinetic
energy of the string which vibrates at the frequency λ (cf. (2.1.3)). The measure
µ is called the principal spectral measure of the string. For λ2 outside [0,∞),
the resolvent kernel rλ can be expressed in terms of the measure µ and the
eigenfunctions of the string:
rλ(x, y) =
1
pi
∫
R
A(x, ω)A(y, ω)
ω2 − λ2 µ(dω). (2.5.2)
Note that this implies in particular that we have the integrability property∫
R
µ(dω)
1 + ω2
= piri(0, 0) <∞.
For long strings the spectral measure can be constructed by first cutting
the string to make it short, and then letting the cutting point tend to infinity.
The resulting measure is then no longer discrete in general, but the spectral
representation (2.5.2) of the resolvent kernel still holds. Moreover, there is only
one measure with this property.
This uniqueness is in fact not hard to see. By definition (2.4.1) of the
resolvent kernel and (2.5.2) we have
D(0, ib) = rib(0, 0) =
1
pi
∫
R
µ(dλ)
b2 + λ2
for real-valued b. The symmetric measure µ is completely determined by the
values of the integrals on the right-hand side for b ∈ R (see e.g. [17], p. 16).
Hence, µ is completely determined by the values D(0, ib) for b ∈ R.
The complete theorem reads as follows.
Theorem 2.5.1. For every given string, there exists a unique symmetric mea-
sure µ on R such that (2.5.2) holds. Conversely, given a symmetric measure µ
on R such that
∫
(1 + λ2)−1 µ(dλ) < ∞, there exists a unique string for which
(2.5.2) holds true.
In view of this theorem the following definition makes sense.
Definition 2.5.2. The principal spectral measure of the string is the unique
measure µ which satisfies (2.5.2).
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Example 2.5.3. Lebesgue measure
In this example we will treat the simplest case of a spectral measure which
is a Lebesgue measure
µ(dλ) = dλ.
The goal is to show that it is a principal spectral function of a smooth, infinitely
long string with linear mass function
m(x) = x.
Given the above mass function a differential equation for the function A(x, λ)
takes a form
A′′(x, λ) = −λ2A(x, λ). (2.5.3)
This, combined with the initial conditions, gives
A(x, λ) = cosλx, (2.5.4)
from this we immediately get
B(x, λ) = sinλx. (2.5.5)
To compute D(x, ib) (we need only this to determine the measure) note that
A(x, ib) =
1
2
(e−bx + ebx) = cosh bx.
According to formula (2.3.3) and since
∫
cosh−2 = tanh, we obtain
D(x, ib) = cosh bx
∫ ∞
x
dy
cosh2 by
= b−1e−bx. (2.5.6)
Now it only suffices to show that the principal spectral measure of the string
with mass m(x) = x is the Lebesgue measure. This is apparent from the identity
D(0, ib) = b−1 =
1
pi
∫
R
dλ
b2 + λ2
. (2.5.7)
More examples can be found in Chapter 3.
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2.6 Odd and even transforms
Now let µ be the principal spectral measure of the string and let L2even(µ), resp.
L2odd(µ), be the space of even, resp. odd, functions in L
2(µ). The functions A
and B defined in Section 2.3 give rise to integral transformations onto these
function spaces.
Theorem 2.6.1. The map Teven : L2(m)→ L2even(µ) defined by
Tevenf(λ) = fˆeven(λ) =
∫
[0,l]
A(x, λ)f(x) dm(x)
is one to one and onto. Its inverse is given by
T −1evenψ(x) = ψˇeven(x) =
1
pi
∫
R
A(x, λ)ψ(λ)µ(dλ).
It holds that ‖Tevenf‖2µ = pi‖f‖2m.
So, up to a factor
√
pi, the map Teven is a Hilbert space isometry between
L2(m) and L2even(µ). As usual in this kind of setting, the integrals in the state-
ment of the theorem should be interpreted in the wide sense. For short strings
they converge as ordinary Lebesgue integrals, but for long strings they may only
converge in an L2-sense.
The domain of the corresponding map into L2odd(µ) is a subspace X of
L2([0, l+k], dx), where k is the tying constant if the string is short, and k = 0 if
it is long. For k <∞, X is defined as the space of functions in L2([0, l+ k], dx)
which are constant on mass-free intervals. For k = ∞ we require in addition
that the functions vanish on [l,∞].
Theorem 2.6.2. The map Todd : X → L2odd(µ) defined by
Toddf(λ) = fˆodd(λ) =
∫ l+k
0
B(x, λ)f(x) dx
is one to one and onto. Its inverse is given by
T −1oddψ(x) = ψˇodd(x) =
1
pi
∫
R
B(x, λ)ψ(λ)µ(dλ).
It holds that ‖Toddf‖2µ = pi‖f‖22.
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If the spectral measure µ has an atom at ω (and hence also at −ω), Theorem
2.6.1 states that
T −1even(1{−ω} + 1{ω}) =
2
pi
A(·, ω)µ({ω}).
Hence, under the even transform the function 1{−ω} + 1{ω} ∈ L2even(µ) cor-
responds to a function in L2(m) describing a vibration at frequency ω, with
weight, or power, 2µ({ω})/pi. In general, the theorem allows us to think of an
arbitrary element ψ ∈ L2(µ) as a frequency domain description of a vibration
of the string, 2ψ(λ)µ(dλ)/pi being the contribution of frequency λ.
Note that if we apply the Parseval relation ‖Tevenf‖2µ = pi‖f‖2m for the even
transform with f = 1{x} we see that for all x,∫
R
A2(x, λ)µ(dλ) =
pi
m[x]
. (2.6.1)
In particular, it holds that the principal spectral measure µ has finite total mass
if and only if m[0] = 0.
Remark 2.6.3. Throughout the whole text we will use both notations for the
even transform Tevenf and fˆeven interchangeably, according to which provides
more clear display. The same holds for the odd transform. In some cases also
the subscripts ’even’ and ’odd’ are omitted. It is always clear from the context
what fˆ and fˇ stand for and should not be confused with the ordinary Fourier
transform.
2.7 Orthonormal basis
Let us deal for a while with the short string, assuming l+m(l−) <∞ with the
tying constant k =∞. Consider the family of functions
x 7→ A(x, ωn), n = 1, 2, . . . (2.7.1)
where the ωn’s are the positive, real zeros of B(l, ·) (we suppress the dependence
of ωn’s on l, but the reader should keep it in mind; for more details regarding
these roots see Lemma 2.8.7).
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By definition of A and integration by parts we have
−λ2
∫ l
0
A(x, ω)A(x, λ)dm(x) =
∫ l
0
A(x, ω)dA+(x, λ)
=
[
A(x, ω)A+(x, λ)
]l
0
−
∫ l
0
A+(x, λ)A+(x, ω)dx.
Reversing the roles of ω and λ gives
−ω2
∫ l
0
A(x, ω)A(x, λ)dm(x)=
[
A(x, λ)A+(x, ω)
]l
0
−
∫ l
0
A+(x, ω)A+(x, λ)dx.
Taking the difference of two above equalities results in∫ l
0
A(x, λ)A(x, ω)dm(x) =
A(l, ω)A+(l, λ)−A(l, λ)A+(l, ω)
ω2 − λ2 , (2.7.2)
which is a so-called Lagrange identity ([33], Lemma 1.1; see also [17], p. 189,
Exercise 3). Now we easily see that∫ l
0
A(x, ωn)A(x, ωj)dm(x) = ‖A(·, ωn)‖2mδjn , j, n = 1, 2, . . . ,
where δjn is Dirac’s delta.
It is also true that the family (2.7.1) spans the function space L2(m). To
show that, let us suppose that there exists f ∈L2(m) such that for all n ∈ N we
have f⊥A(·, ωn). It means that
fˆeven(ωn) = 〈f,A(·, ωn)〉m = 0, n = 1, 2, . . .
Recall that in the present situation the principal spectral measure of the string
has atoms only at the points ±ωn so that∫
R
∣∣∣fˆeven(λ)∣∣∣2 µ(dλ) = ∑
n∈Z
∣∣∣fˆodd(ωn)∣∣∣2 µ({ωn}) = 0.
According to Theorem 2.6.1, ‖f‖2m = 1/pi‖fˆeven‖2µ = 0. Hence, f = 0 in L2(m).
So, we have proved
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Lemma 2.7.1. If l + m(l−) < ∞, k = ∞ and ωn’s (n = 1, 2, . . .) are all
positive, real zeros of B(l, ·) then the family of functions
ϕn(x) :=
A(x, ωn)
‖A(·, ωn)‖m , x ∈ [0, l], n = 1, 2, . . . (2.7.3)
form an orthonormal basis of the function space L2(m).
We would also like to have a basis of the corresponding space X . To achieve
this goal we use the Christoffel-Darboux-type relation (cf. [17], Section 6.3, p.
234) ∫ l
0
A(x, ω)A(x, λ)dm(x) +
∫ l
0
B(x, ω)B(x, λ)dx (2.7.4)
=
A(l, ω)B(l, λ)−B(l, ω)A(l, λ)
λ− ω .
Combined with (2.7.2), it yields the corresponding relation for B, i.e.∫ l
0
B(x, λ)B(x, ω)dx =
ωA(l, ω)B(l, λ)− λA(l, λ)B(l, ω)
λ2 − ω2 . (2.7.5)
Now, we can prove the following
Lemma 2.7.2. If l + m(l−) < ∞, k = ∞ and ωn’s (n = 1, 2, . . .) are all
positive, real zeros of B(l, ·), then the family of functions
ψn(x) :=
B(x, ωn)
‖B(·, ωn)‖2 , x ∈ [0, l], n = 1, 2, . . . (2.7.6)
form an orthonormal basis of the function space X .
Proof. The orthonormality is self-evident by virtue of (2.7.5). The com-
pleteness is shown in the same manner as for (2.7.1) by using the odd transform
instead of even one. 
As we will see further on, the norms appearing in the basis functions (2.7.3)
and (2.7.6) will also appear in the series expansions. Therefore we will derive a
simpler representation of these norms.
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Lemma 2.7.3. If l +m(l−) <∞, k =∞ and ω1 < ω2 < ω3 < . . . are positive
real zeros of B(l, ·), then the norms of the functions A(·, ωn) and B(·, ωn) in the
spaces L2(m) and L2([0, l]), respectively, simplify to
‖A(·, ωn)‖2m = ‖B(·, ωn)‖22 =
1
2
A(l, ωn)B˙(l, ωn),
where B˙(x, λ) denotes the derivative of B with respect to λ.
Proof. We begin by showing the continuity of the function A(·, λ) in the
space L2(m) in case of short string, i.e. l + m(l−) < ∞. In other words, we
have to prove that A(·, λ) → A(·, ω) in L2(m), as λ → ω for λ, ω ∈ R. The
mean value theorem ensures existence of such γ0 between λ and ω that∫ l
0
|A(x, λ)−A(x, ω)|2 dm(x) ≤ |λ− ω|2
∫ l
0
∣∣∣A˙(x, γ0)∣∣∣2dm(x).
Using the representation (2.3.2) of A(x, λ) we can establish the upper bound∫ l
0
∣∣∣A˙(x, γ0)∣∣∣2dm(x) ≤ 4 ∑
n,j≥1
njγ
2(n+j)−2
0
∫ l
0
pn(x)pj(x)dm(x).
In view of the property pn(x) ≤ (n!)−2[xm(x)]n (see [17], p. 162), we can bound
the above integral using∑
n,j≥1
nj
(n!j!)2
γ
2(n+j)−2
0
∫ l
0
xn+jm(x)n+jdm(x)
≤
∑
n,j≥1
nj
(n!j!)2
γ
2(n+j)−2
0 (l m(l))
n+j+1 <∞,
since l m(l) <∞ by assumption. Hence, we have proved that with some positive
finite constant c∫ l
0
|A(x, λ)−A(x, ω)|2 dm(x) ≤ c |λ− ω|2 .
The same property holds for the function B(·, λ). Now, according to formulas
(2.7.2) and (2.7.5) for λ, ω ∈ R, we can write
‖A(·, ω)‖2m = lim
λ→ω
ωA(l, λ)B(l, ω)− λA(l, ω)B(l, λ)
ω2 − λ2 ,
‖B(·, ω)‖22 = lim
λ→ω
ωA(l, ω)B(l, λ)− λA(l, λ)B(l, ω)
λ2 − ω2 .
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Since both limits are 00 , application of the l’Hospital’s rule (knowing from (2.3.2)
that involved functions are smooth enough) gives us, for ω 6= 0,
‖A(·, ω)‖2m =
ω
[
A(l, ω)B˙(l, ω)−B(l, ω)A˙(l, ω)
]
+A(l, ω)B(l, ω)
2ω
(2.7.7)
‖B(·, ω)‖22 =
ω
[
A(l, ω)B˙(l, ω)−B(l, ω)A˙(l, ω)
]
−A(l, ω)B(l, ω)
2ω
(2.7.8)
Recall B(l, ωn) = 0 to complete the proof. 
So, we have not only found a simple expression for the norms (derivative
instead of an integral) but also showed that they are, in fact, the same numbers
for A and B.
2.8 RKHS of entire functions associated with a
string
We now come to the description of the structure of L2(µ). The central result is
that for short strings, this space is a reproducing kernel Hilbert space (RKHS)
of entire functions of the type studied by [9]. The reproducing kernel can be
expressed in terms of the functions A and B introduced in Section 2.3.
Throughout this section, we consider a string with lenght l, mass distribution
m and tying constant k.
Theorem 2.8.1. Suppose that the string is short, so l + m(l−) < ∞. Then
L2(µ) is a RKHS of entire functions. The reproducing kernel is given by
K(ω, λ) =
A(l + k′, ω)B(l, λ)−B(l, ω)A(l + k′, λ)
pi(λ− ω) , (2.8.1)
where k′ = k if k <∞ and k′ = 0 if k =∞.
Proof. This is proved in Section 6.3 of [17].
Some remarks are in order regarding this theorem. First of all, the elements
of L2(µ) are equivalence classes of functions. To say that L2(µ) is a space
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of entire functions means that every element admits an entire version. If we
consider such an element ψ ∈ L2(µ) in the remainder of the text, we will always
assume it is the smooth version. Secondly, the evaluation of the function A on
the right of l should be interpreted as explained in Section 2.2, i.e.
A(l + k′, λ) = A(l, λ) + k′A+(l, λ) = A(l, λ)− k′λB(l, λ).
The fact that K(ω, λ) is the reproducing kernel means that K(ω, ·) ∈ L2(µ) for
all ω ∈ R and for ψ ∈ L2(µ),∫
ψ(λ)K(ω, λ)µ(dλ) = 〈ψ,K(ω, ·)〉L2(µ) = ψ(ω).
Finally, we note that expression (2.8.1) of course only makes sense for ω 6= λ.
Since λ 7→ K(ω, λ) is smooth however, K(ω, ω) is given by the limit for λ→ ω of
the right-hand side of (2.8.1). Observe that K(ω, ω) = 〈K(ω, ·),K(ω, ·)〉µ ≥ 0.
For long strings the situation is more complicated and we can only describe
the analytic structure of certain subspaces of L2(µ). For T > 0 we define L2T (µ)
as
L2T (µ) = sp{1ˆ(0,t] : |t| ≤ T}. (2.8.2)
For T > 0, we define x(T ) and x(T+) as the smallest root x ≥ 0 and the
biggest root x ≤ l of the equation
T =
∫ x
0
√
m′(y) dy, (2.8.3)
respectively, where m′ is the derivative of the absolute continuous part of m.
Note that the function x(T ) is the inverse of the function T (x) defined by (2.1.1).
Hence, a wave starting at location x = 0 at time zero arrives at location x(T )
at time T .
Let us also describe here the concept of the Krein spaces. If x ∈ (0, l) is
a growth point of the string lmk then we define the space Kx of all functions
f ∈ L2(µ) that satisfy
fˇeven(y) = fˇodd(y) = 0 for y > x,
and the space Kx− of all functions f ∈ L2(µ) satisfying
fˇeven(y) = fˇodd(y) = 0 for y ≥ x.
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Denote by IT the set of all entire functions f ∈ L2(µ) of exponential type less or
equal T and by IT− the set of all entire functions f ∈ L2(µ) of exponential type
strictly less than T . Then we can formulate the following Paley-Wiener-type
theorems (for details and proofs see [17], Section 6.4).
Theorem 2.8.2. Either T < T (l) and IT coincides with the Krein space Kx(T+)
or else T ≥ T (l) and IT spans L2(µ).
In other words, this theorem states that if the function is of finite exponential
type, its inverse transforms are supported on a finite interval.
Theorem 2.8.3. If T ≤ T (l) and x(T ) < l then IT− spans the space Kx(T )−.
If T = T (l) and x(T ) = l then either IT− spans Kx(T )− if the string is short or
IT− spans L2(µ) if the string is long. In case T > T (l) either IT− = L2(µ) or
IT− spans L2(µ) according as the string is short or long.
Let us also introduce a related concept of de Branges space. An entire func-
tion E satisfying |E(ω)| < |E(ω)|, for ω ∈ R2+ :={ω = a+ ib : a ∈ R , b > 0}, is
called a de Branges function. With such a function we associate the de Branges
space B(E) of entire functions f satisfying
(a) ‖f‖2 := ∫R |f(λ)/E(λ)|2 dλ <∞,
(b) |f(ω)/E(ω)| < cf/
√
b, b > 0,
(c)
∣∣∣f(ω)/E(ω)∣∣∣ < cf/√−b, b < 0,
with the constant cf not depending on ω = a + ib. The space B(E) is called
short if∫
R
1
λ2 + 1
|E(λ)|−2dλ <∞ and |(1− iω)E(ω)|−2 ≤ c b−1 (2.8.4)
for ω = a+ ib ∈ R2+ and some constant c > 0.
From the next theorem we will see that the functions in L2T (µ) correspond
to motions of a finite piece of the string. We consider the string up to the point
x(T ) and associate with it a new principal spectral measure µT .
Theorem 2.8.4. Suppose that 0 < T <
∫ l
0
√
m′(y) dy. Then L2T (µ) = L
2(µT ),
where µT is the principal spectral measure of the string with length x(T ), the
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same mass distribution m, and tying constant k = ∞. In particular, L2T (µ) is
a RKHS of entire functions and its reproducing kernel is given by
KT (ω, λ) =
A(x(T ), ω)B(x(T ), λ)−B(x(T ), ω)A(x(T ), λ)
pi(λ− ω) . (2.8.5)
Proof. The theorem follows from a combination of results of [17]. Firstly,
it is stated on p. 241 that LT (µ) (ZT in the notation of the book) equals
the span of the class IT− of functions of exponential type strictly less than
T . Under the condition of the theorem, by virtue of the result recalled in
Theorem 2.8.3, the span of IT− is identified as the Krein space Kx(T )−. By the
amplification on p. 236 this space is the de Brange space associated with the
function E(λ) = A(x(T ), λ) − iB(x(T ), λ). This is a RKHS of entire functions
which has (2.8.5) as reproducing kernel. To conclude that L2T (µ) = L
2(µT ), we
use the main result of Section 6.3. It states that for the short string lmk with
principal spectral measure µ the space L2(µ) can be identified with the short
de Branges space based upon the function E(λ) = A(l + k′, λ) − iB(l + k′, λ)
with k′ as in Theorem 2.8.1.
Using similar methods as in the proof of Lemma 2.7.3, we can prove the
following.
Lemma 2.8.5. Reproducing kernel KT on the diagonal is given by
KT (ω, ω) =
1
pi
(
A(x(T ), ω)B˙(x(T ), ω)− A˙(x(T ), ω)B(x(T ), ω)
)
=
1
pi
(
‖A(·, ω)‖2m + ‖B(·, ω)‖22
)
, (2.8.6)
for ω ∈ R. Moreover, if · · · < ω−1 < ω0 = 0 < ω1 < · · · are the real-valued
zeros of the function ω 7→ B(x(T ), ω), we have that
KT (ωn, ωn) =
1
pi
A(x(T ), ωn)B˙(x(T ), ωn). (2.8.7)
By combining a number of the result recalled thus far, we can obtain an
explicit orthonormal basis of the space L2T (µ) = sp{1ˆ(0,t] : |t| ≤ T}. This idea
is explained very briefly in Section 6.11 of [17]. For completeness, we include a
proof of the following result.
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Theorem 2.8.6. Suppose that 0 < T <
∫ l
0
√
m′(y) dy. Let · · · < ω−1 < ω0 =
0 < ω1 < · · · be the real-valued zeros of the function ω 7→ B(x(T ), ω). The
family of functions {KT (ωn, ·) : n ∈ Z} is an orthogonal basis of L2T (µ). Each
function ψ ∈ L2T (µ) can be expanded as
ψ(λ) =
∑
n∈Z
ψ(ωn)
KT (ωn, λ)
KT (ωn, ωn)
,
the convergence taking place in L2(µ).
Proof. For n,m ∈ Z we have, by the reproducing property of KT ,
〈KT (ωn, ·),KT (ωm, ·)〉µ = KT (ωn, ωm).
Hence ‖KT (ωn, ·)‖2µ = KT (ωn, ωn), and expression (2.8.5) implies that the func-
tions are orthogonal if n 6= m.
We have that L2T (µ) = L
2(µT ), where µT is the spectral measure of the
string with mass m, length x(T ) and tying constant k = ∞. As explained in
Section 2.5, this means that µT is a measure which only has isolated masses,
located at the zeros ωn of B(x(T ), ·). Hence, a function ψ ∈ L2T (µ) = L2(µT )
vanishes if it vanishes at every zero ωn. Now suppose that ψ is orthogonal to
every KT (ωn, ·). Then by the reproducing property, ψ(ωn) = 0 for every n ∈ Z,
hence ψ vanishes in L2T (µ). This shows that the functions KT (ωn, ·) form a
complete system.
Since the KT (ωn, ·) form a complete orthogonal system, we have
ψ(λ) =
∑
n
〈ψ,KT (ωn, ·)〉µ
‖KT (ωn, ·)‖2µ
KT (ωn, λ)
for ψ ∈ L2T (µ). By the reproducing property the inner product appearing in the
sum equals ψ(ωn). The squared norm was just shown to be KT (ωn, ωn).
Let us remark here that it is also possible to produce different orthogonal
bases of L2T (µ), using the zeros of equation (2.5.1) for different k ∈ [0,∞). See
Section 6.11 of [17]. Theorem 2.8.6 deals with the case k =∞.
We will need the following facts concerning the functions A and B, cf. Ex-
ercises 6-8 on p. 232 of [17].
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Lemma 2.8.7. (i) The functions A and B satisfy the condition
lim
R↗∞
R−1 log
∣∣f(Reiθ)∣∣ = T sin θ, θ ∈ (0, pi) (2.8.8)
where f = A(x(T ), ·) or B(x(T ), ·).
(ii) The roots of the functions A(x(T ), ·) and B(x(T ), ·) are real, simple and
interlacing. Denoted by · · · < ω−1 < ω0 = 0 < ω1 < · · · , they behave
according to ωn = (|n|pi/T )(1 + o(1)) as |n| → ∞.
Before we step to the actual proof let us introduce some additional notions.
The function h, which is analytic in the open upper half-plane R2+ :=
{ω = a+ ib : a ∈ R , b > 0} and continuous in R2+, belongs to the Hardy class
H2+ if
‖h‖2+ = sup
b>0
‖hb‖2 = sup
b>0
(∫
R
|h(a+ ib)|2da
) 1
2
<∞,
where hb(a) := h(a+ ib). We put h0+ := limb↘0 hb. For any function h ∈ H2+
it holds that (cf. [17], Section 2.6)
log |h(ω)| ≤ (pb ∗ log |h0+(·)|) (a), ω = a+ ib ∈ R2+, (2.8.9)
where pb(a) = b/pi(a2 + b2)−1 is the so-called Poisson kernel and
(f1 ∗ f2)(x) =
∫
R
f1(x− y)f2(y)dy.
If a nontrivial function h ∈ H2+ satisfies condition (2.8.9) with equality it is
called an outer function.
Proof. (i) Define a function E(ω) := A(x(T ), ω) − iB(x(T ), ω). According to
Section 6.3 of [17] the function
ω 7−→
[
e
iω
[∫ x(T )
0
√
m′(y)dy
]
(1− iω)E(ω)
]−1
(2.8.10)
is an outer function of the Hardy class H2+. The fact that
∫ x(u)
0
√
m′(y)dy = u
and definition of the outer class imply
bT + log |(1− iω)|−1 + log |E(ω)|−1 = (pb ∗ [log |(1− i · )|−1 + log |E(·)|−1]) (a).
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And since ω 7→ (1− iω)−1 is an outer function, we obtain
bT + log |E(ω)|−1 = (pb ∗ log |E(·)|−1) (a).
For ω = Reiθ, θ ∈ (0, pi) it gives
log |E(Reiθ)| = TR sin θ + R sin θ
pi
∫
R
log |E(λ)|dλ
|λ−Reiθ|2 , (2.8.11)
We can bound the integral on the right-hand side
R sin θ
pi
∫
R
log |E(λ)|dλ
|λ−Reiθ|2 ≤
R sin θ
1− | cos θ|
2
1 + | cos θ|
1
pi
∫
R
log |E(λ)|dλ
λ2 +R2
=
2R
pi sin θ
∫
R
log |E(λ)|dλ
λ2 +R2
= R o(1)
as R↗∞. If we combine this with (2.8.11) we obtain
lim
R↗∞
R−1 log
∣∣E(Reiθ)∣∣ = T sin θ.
By the definition of E it holds that
|A(x(T ), ω)|2 + |B(x(T ), ω)|2 ≤ |E(ω)|2,
hence
|A(x(T ), ω)| ≤ |E(ω)| and |B(x(T ), ω)| ≤ |E(ω)|. (2.8.12)
This gives
lim
R↗∞
R−1 log
∣∣A(x(T ), Reiθ)∣∣ ≤ T sin θ, (2.8.13)
lim
R↗∞
R−1 log
∣∣B(x(T ), Reiθ)∣∣ ≤ T sin θ. (2.8.14)
To show the reverse inequality note that
−i=
[
A(x(T ), ω)B(x(T ), ω)
]
= pibKx(T )(ω, ω) (2.8.15)
for ω = a+ ib, b > 0 and
Kx(ω, λ) =
A(x, ω)B(x, λ)−B(x, ω)A(x, λ)
pi(λ− ω)
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(cf. (2.7.4)). For arbitrary x ≥ y ≥ 0 we have that
Kx(ω, ω) ≥ e2b(T (x)−T (y))Ky(ω, ω) (2.8.16)
where T (x) =
∫ x
0
√
m′(u)du. To show this we argue as in Lemma 2.2 of [16].
Consider a function
f(u) := e−2bT (u)Ku(ω, ω). (2.8.17)
Using the integral representation (2.7.4) we have that
f ′(u) = pi−1e−2bT (u)
[
i
√
m′(u)
(
A(u, ω)B(u, ω)−B(u, ω)A(u, ω)
)
+ A(u, ω)A(u, ω)m′(u) +B(u, ω)B(u, ω)
]
= pi−1e−2bT (u)
∣∣∣A(u, ω)√m′(u) + iB(u, ω)∣∣∣2 ≥ 0.
Hence,
e−2bT (x)Kx(ω, ω)− e−2bT (y)Ky(ω, ω) =
∫ x
y
f ′(u)du ≥ 0,
that proves (2.8.16). Using the latter and (2.8.15), we obtain
−i=
[
A(x(T ), ω)B(x(T ), ω)
]
≥ e2b(T−S)Kx(S)(ω, ω)
for any 0 ≤ S ≤ T , since T (x(u)) = u. Since |z| ≥ |=(z)|, we have∣∣∣A(x(T ), ω)B(x(T ), ω)∣∣∣ ≥ e2b(T−S)|Kx(S)(ω, ω)|.
As we know, Kx(ω, ω) ≥ 0 for any x and ω, therefore we have
log |A(x(T ), ω)|+ log |B(x(T ), ω)| ≥ 2b(T − S),
for every S ≥ 0. For ω = Rriθ, θ ∈ (0, pi), this implies
log |A(x(T ), Reiθ)|+ log |B(x(T ), Reiθ)| ≥ 2RT sin θ.
Hence,
lim
R↗∞
R−1 log
∣∣A(x(T ), Reiθ)∣∣+ lim
R↗∞
R−1 log
∣∣B(x(T ), Reiθ)∣∣ ≥ 2T sin θ
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which combined with (2.8.13) and (2.8.14) completes the proof of (i).
(ii) To prove reality of the roots consider formula (2.7.2) with λ = ω. Then
it takes the form
−4i<(ω)=(ω)
∫ l
0
|A(x, ω)|2dm(x) = 2i=
[
A(l, ω)A+(l, ω)
]
. (2.8.18)
From the latter display it is apparent that zeros of A(l, ·) and A+(l, ·) are either
real or pure imaginary. Take some b ∈ R and note that A(l, ib) = 0 is excluded
by virtue of formula (2.3.2), since p0(x) = 1.
To show that zeros of A and B are interlacing, consider the function
ζ(ω) :=
B(l, ω)
A(l, ω)
.
It follows from (2.7.7) and (2.7.8) that for real ω
‖A(·, ω)‖2m + ‖B(·, ω)‖22 = A(l, ω)B˙(l, ω)− A˙(l, ω)B(l, ω) (2.8.19)
therefore, the derivative
ζ˙(ω) =
A(l, ω)B˙(l, ω)− A˙(l, ω)B(l, ω)
(A(l, ω))2
is positive. Hence, function ζ is monotone, so its zeros are interlaced with its
poles.
Now we will show that the zeros are simple i.e. they are zeros of multiplicity
one. Let ω0 6= 0 be a real zero of A(l, ·). Formula (2.8.19) takes the form
‖A(·, ω0)‖2m + ‖B(·, ω0)‖22 = −A˙(l, ω0)B(l, ω0).
If ω0 were a zero of multiplicity at least two, we would have A˙(l, ω0) = 0 which
would contradict the fact that the left-hand side of the latter display is positive.
In order to prove the asymptotic behavior of the zeros let us recall the so-
called Jensen’s formula (cf. [17]): If f is analytic in the closed disc |λ| ≤ R we
have
log |f(0)| = −
∫ R
0
](r)
dr
r
+
1
2pi
∫ 2pi
0
log
∣∣f(Reiθ)∣∣ dθ, (2.8.20)
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where ](r) denotes the number of roots of f of modulus less or equal r. Since
A(0) = 1 (for clarity we omit here the first coordinate x(T )), we can rewrite
this as follows ∫ R
0
](r)
dr
r
=
1
2pi
∫ 2pi
0
log
∣∣A(Reiθ)∣∣ dθ. (2.8.21)
By virtue of statement (i) we have
1
pi
∫ pi
0
log
∣∣A(Reiθ)∣∣ dθ = R
pi
∫ pi
0
R−1 log
∣∣A(Reiθ)∣∣ dθ
= R
[
T
pi
∫ pi
0
sin θdθ + o(1)
]
= R
[
2T
pi
+ o(1)
]
(2.8.22)
as R↗∞. Hence, ∫ R
0
](r)
dr
r
= R
[
2T
pi
+ o(1)
]
. (2.8.23)
By virtue of an elementary Tauberian theorem (see for instance [89], Corollary
4.4b, p.194) we have that ](R) = R [2T/pi + o(1)]. From this we can conclude
that a new root appears as soon as the radius exceeds another multiple of pi/T .
Hence, the n-th positive root of A(x(T ), ·) behaves approximately like npi/T as
n→∞. The fact that ω−n = −ωn completes the statement for the zeros of A.
The same argument works for the function B.
Chapter 3
Computation of strings
We know so far that with the spectral measure of a given Gaussian si-process
we can associate a certain string. Unfortunately Theorem 2.5.1 ensures only the
existence of the string. Even though the two notions are coupled via formula
(2.5.2), there is no general method for the computation of the string. That is why
we know the shape of the string only in a number of special cases. However, we
can handle a number of interesting examples. Examples can be generated by so-
called ’rules’. The basic idea is that we slightly modify the spectral measure for
which we already know the associated string and obtain a new string expressed
in terms of the one we started with. The first rules concerning scaling, shifting
and multiplication by first order polynomial appeared in [38]. The collected set
of known rules can be found in [17], Chapter 6. We also know how to handle
the case of a spectral measure with a number of finite moments - this is due
to Stieltjes [81]. We present this case in detail (following 5.8 and 5.9 of [17])
in Section 3.2. The last section of this chapter is devoted to power spectral
measures. We present there recent developments that were first published in
[22]. In particular, we exhibit the string associated to fractional Brownian
motion.
3.1 Constant spectra
In this section we handle the simplest case of a constant spectral density. We
have already seen in Example 2.5.3, that Lebesgue measure µ(dλ) = dλ is the
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principal spectral measure of the infinitely long string with mass distribution
m(x) = x. (3.1.1)
The associated functions are given by
A(x, λ) = cosλx, B(x, λ) = sinλx,
D(x, ib) = b−1 exp(−bx).
According to Example 1.1.1 the spectral measure of a standard Brownian
motion is a multiple of Lebesgue measure. To handle this example we will need
the following
Lemma 3.1.1. Let µ• be a measure defined as
µ•(dλ) = cµ(dλ), (3.1.2)
where c > 0 and µ is the principal spectral measure of a given string lmk with
associated functions A,B and D. Then the characteristics of the string m•l•k•
associated with µ• are as follows
µ µ• = cµ
m(x) m•(x) = c−1m(c−1x)
l l• = cl
k k• = ck
A(x, λ) A•(x, λ) = A(c−1x, λ)
B(x, λ) B•(x, λ) = c−1B(c−1x, λ)
D(x, λ) D•(x, λ) = cD(c−1x, λ)
This is Rule 6.9.1 of [17], p. 265.
According to the above Lemma we obtain the following result for standard
Brownian motion.
Example 3.1.2. String of the Brownian motion
The measure
µ(dλ) =
1
2pi
dλ (3.1.3)
is the principal spectral measure of a long string with mass distribution
m(x) = 4pi2x, (3.1.4)
3.2. SPECTRA WITH FINITE MOMENTS 57
and the associated functions are given by
A(x, λ) = cos 2piλx, B(x, λ) = 2pi sin 2piλx,
D(x, ib) = (2pib)−1 exp(−2pibx).
Remark 3.1.3. The computation of the string associated with the fractional
Brownian motion requires a different method and is more demanding. This
example is presented in Section 3.3.
3.2 Spectra with finite moments
In this section we will present a classical way of computing the string associated
to a spectral measure. It goes back to [81] and [82]. It allows to find the string
associated to a spectral measure µ possessing a number of moments, i.e. such
that ∫
R
λ2kµ(dλ) <∞ (3.2.1)
for k = 0, 1, 2, ..., d and some d ∈ N. We will restrict our considerations only to
spectral measures of the form
µ(dλ) =
dλ
(λ2 + 1)n
n ∈ N. (3.2.2)
The string connected with (3.2.2) starts with an alternating series of jumps
and mass-free intervals and starting from a certain point continues linearly as
m(x) = x + c (the constant will be determined later). The first jump of m is
always placed at x0 = 0, further placements are denoted by x1, x2, ... and mk
denotes the mass placed at x = xk. To justify this we will make use of the
formulas
‖A(x, ·)‖2µ = pi/m[x] (3.2.3)
for x a growth point of m, and
‖B(x, ·)‖2µ = pi/(x∗ − x∗) (3.2.4)
in which x∗ is the biggest growth point y ≤ x and x∗ is the smallest growth
point y > x. The norm ‖ · ‖µ in this case is given by
‖g(·)‖2µ =
∫
R
|g(λ)|2
(λ2 + 1)n
dλ.
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Both formulas are straightforward consequences of the norm equivalences from
Theorems 2.6.1 and 2.6.2, respectively, applied to the function f(x) = 1{x} (cf.
(2.6.1)). The number of jumps and mass-free intervals is determined by the
number of moments of µ, i.e. the largest number d ∈ N such that∫
R
λ2kdλ
(λ2 + 1)n
<∞ (3.2.5)
for k = 0, 1, ..., d.
To see the direct link consider x0 = 0. If ‖A(0, ·)‖µ is finite, which provided
that A(0, λ) = 1 is equivalent to
µ(R) <∞,
we have m0 = m[0] > 0. Hence, we have a jump of m at x0 = 0. To investigate
what happens further we have to compute the form of B(0, λ). Recall the
definition
B(x, λ) = −A+(x, λ)/λ. (3.2.6)
Differential equation (2.3.1) implies that
A+(x, λ)−A−(x, λ) = −λ2A(x, λ)m[x], (3.2.7)
and given that A−(0, λ) = 0 we obtain B(0, λ) = λm0. If∫
R
λ2dλ
(λ2 + 1)n
<∞,
we have that ‖B(0, λ)‖µ <∞, hence, according to (3.2.4), there exists x1 > x0
such that on the interval [x0, x1) the mass function of the string is constant.
For x ∈ (x0, x1) equation (3.2.7) implies A+(x, λ) = A−(x, λ), so function A is
a solution of A′′(x, λ) = 0, i.e.
A(x, λ) = ax+ b, x ∈ [x0, x1].
The constants are given by a = A+(0, λ) = and b = A(0, λ). Using (3.2.6) we
obtain
A(x1, λ) = A(0, λ)− λB(0, λ)x1. (3.2.8)
Next, we check what happens in the point x1 by computing the L2(µ)-norm of
A(x1, ·). If the norm is finite we continue the procedure, otherwise we end up
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with a string whose ’jump-part’ ends with a mass-free interval and then has to
be continuous, according to m[x] = 0 for x > x1.
In general we distinguish two cases: n = 2d + 1 and n = 2d + 2, for d =
0, 1, 2, .... If n = 2d+ 1 we have∫
R
λ2kdλ
(λ2 + 1)n
<∞ (3.2.9)
for k = 0, 1, ..., 2d. It implies that
‖A(xd, ·)‖µ <∞ and ‖B(xd, ·)‖µ =∞. (3.2.10)
From this we conclude that the non-continuous part of the string ends with a
jump placed at xd and that then the mass function increases continuously. If
n = 2d+ 2 we have ∫
R
λ2kdλ
(λ2 + 1)n
<∞ (3.2.11)
for k = 0, 1, ..., 2d+ 1. It results in
‖B(xd, ·)‖µ <∞ and ‖A(xd+1, ·)‖µ =∞. (3.2.12)
From this we see that the ’jump-part’ of the string ends with a mass-free interval
[xd, xd+1).
To determine what happens with the mass function after the point when it
becomes continuous we use Rule 6.9.4 of [17], which is recalled in the following
lemma.
Lemma 3.2.1. Let mlk be a long string and let µ be its principal spectral
function. Define the new measure by putting
µ•(dλ) =
µ(dλ)
λ2 + 1
. (3.2.13)
Then the string associated with µ• is a long string m•l•k• and at any point x
such that m′(x) > 0 we have
m•(y(x)) =
∫ x
0
K−2(z)dm(z), (3.2.14)
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where
K(x) = − D(x, i)
D+(x, i)
and y(x) =
∫
[0,x]
K2(z)dz. (3.2.15)
Moreover, the function D• is given by
D•(y(x), ω) =
D(x, ω) +K(x)D+(x, ω)
ω2 + 1
. (3.2.16)
Let us now show how it applies to our situation. Consider the Lebesgue
spectral measure and the associated string m(x) = x (see Example 2.5.3). The
function D is given by D(x, ib) = b−1e−bx, hence K(x) = 1. Since function
K is constant, Lemma 3.2.1 implies that the mass function m• associated with
the measure µ•(dλ) = (λ2 + 1)−1dλ, is of the form m•(x) = x + c1, for some
constant c1.
Note that the D• function is of the form
D•(y(x), ib) =
e−bx
b(b+ 1)
. (3.2.17)
Knowing this, we can apply Lemma 3.2.1 to the measure
µ••(dλ) =
µ•(dλ)
λ2 + 1
. (3.2.18)
where µ•(dλ) = (λ2 + 1)−1dλ. Given the underlying mass function m•(x) =
x+ c1 and D• as in (3.2.17), we have
K•(y) = − D
•(y(x), i)
D•+(y(x), i)
= −D
•(y(x), i)y′(x)
(D•(y(x), i))+
= 1. (3.2.19)
So, again the mass function of the string associated with µ•• is of the form
m••(x) = x+ c2, where c2 is a certain constant.
Now, we can iterate this procedure. Observe that the function Dn• associ-
ated with the measure µn•(dλ) = (λ2 + 1)−ndλ will be of the form
e−bx
b(b+ 1)n
, (3.2.20)
and that for any n ∈ N we have Kn• ≡ 1 and ddxyn•(x) = 1. From this we
conclude that regardless of n the continuous part of the mass function associated
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with the measure µn• is of the form mn•(x) = x + cn, for some cn ∈ R. The
constants will be determined later.
To summarize, let the measure
µ(dλ) =
dλ
(λ2 + 1)n
n ∈ N. (3.2.21)
be the principal spectral measure of the string lmk. We set B(x−1, λ) = 0,
A(x0, λ) = 1, x0 = 0 and use the following recurrence formulas to compute
consecutive mk’s, xk’s, A(xk, λ)’s and B(xk, λ)’s
mk =
pi
‖A(xk, ·)‖2µ
, 2k < n, (3.2.22)
B(xk, λ) = mkλA(xk, λ) +B(xk−1, λ), 1 ≤ 2k+ 1 < n, (3.2.23)
xk+1 =
pi
‖B(xk, ·)‖2µ
+ xk, 2k+ 1 < n, (3.2.24)
A(xk+1, λ) = −λB(xk, λ)(xk+1 − xk) +A(xk, λ), 2 ≤ 2k+ 2 < n.(3.2.25)
The norms can be calculated by use of the formula∫
R
λ2mdλ
(λ2 + 1)n
=
pi(2m− 1)!!(2n− 2m− 3)!!
(2n− 2)!! , n > m+ 1. (3.2.26)
(see [29], 3.251.4). Observe that A(xk, λ) and B(xk, λ), considered as a polyno-
mials in λ, are of degree 2k and 2k+ 1, respectively.
The associated eigenfunction A(x, λ) for x’s in the ’jump area’ will be piece-
wise linear interpolating between the polynomials A(xk, λ) at points of jump,
i.e.
A(x, λ) = A(xk, λ)(λ)− (x− xk)λB(xk, λ) (3.2.27)
for x ∈ [xk, xk+1).
To find the shape of the function A(x, λ) for x’s from the ’linear area’ of the
mass function, i.e. x ≥ xd or x ≥ xd+1, if n = 2d+1 or n = 2d+2, respectively,
we have to solve the differential equation from Section 2.3,
dA+(x, λ) = −λ2A(x, λ)dm(x), (3.2.28)
with suitable initial conditions implied by continuity and derivative left to the
point of interest (xd or xd+1, according to the situation). Let us investigate the
odd and even case separately.
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Subcase n = 2d + 1. Formalizing the discussion above we have the mass
function of the form
m(x) =

m0 x ∈ [x0, x1)
m0 +m1 x ∈ [x1, x2)
... ...
m0 +m1 + ...+md−1 x ∈ [xd−1, xd)
(x− xd) +m0 +m1 + ...+md x ≥ xd
So the non-linear part of the string ends with a jump of magnitude md placed
Figure 3.1: Mass function (n=2d+1)
at the point xd and we know that the function A(x, λ) on the interval [xd−1, xd)
is given by
A(x, λ) = A(xd−1, λ)− (x− xd−1)λB(xd−1, λ). (3.2.29)
At the point x = xd we have
A+(xd, λ)−A−(xd, λ) = −λ2A(xd, λ)md. (3.2.30)
From (3.2.29) we obtain A−(xd, λ) = −λB(xd−1, λ), so
A+(xd, λ) = λ(λ2md(xd − xd−1)− 1)B(xd−1, λ)− λ2mdA(xd−1, λ). (3.2.31)
For x > xd, according to m[x] = 0 and hence A+(x, λ) = A−(x, λ), the differ-
ential equation takes a form
A′′(x, λ) = −λ2A(x, λ). (3.2.32)
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The solution of the above is
A(x, λ) = pn(λ) cosλx+ qn(λ) sinλx, (3.2.33)
where the functions pn and qn are determined by the right-hand derivative of A
in xd given by (3.2.31) and
A(xd, λ) = A(xd−1, λ)− (xd − xd−1)λB(xd−1, λ).
So we would have
pn(λ) = A(xd, λ) cosλxd − 1
λ
A+(xd, λ) sinλxd
qn(λ) = A(xd, λ) sinλxd +
1
λ
A+(xd, λ) cosλxd
and incorporating the initial conditions we end up with
pn(λ) = [A(xd−1, λ)− (xd − xd−1)λB(xd−1, λ)] cosλxd (3.2.34)
+
[
mdλA(xd−1, λ) + (1− λ2md(xd − xd−1))B(xd−1, λ)
]
sinλxd,
qn(λ) = [A(xd−1, λ)− (xd − xd−1)λB(xd−1, λ)] sinλxd (3.2.35)
− [mdλA(xd−1, λ) + (1− λ2md(xd − xd−1))B(xd−1, λ)] cosλxd,
for n = 2d + 1. To make the formulas consistent for all d’s we have to assume
x−1 = 0.
Remark 3.2.2. Observe that the highest power of λ in both pn(λ) and qn(λ) is
equal to n = 2d+ 1. So |pn(λ)| and |qn(λ)| behave like |λ|n for big values of λ.
Subcase n = 2d+ 2. In this case the shape of the string will be
m(x) =

m0 x ∈ [x0, x1)
m0 +m1 x ∈ [x1, x2)
... ...
m0 +m1 + ...+md x ∈ [xd, xd+1)
(x− xd+1) +m0 +m1 + ...+md x ≥ xd+1
Here, the non-linear part of the string ends with a mass-free interval [xd, xd+1)
and md+1 = 0. Function A(x, λ) for x ∈ [xd, xd+1) takes a form
A(x, λ) = A(xd, λ)− (x− xd)λB(xd, λ). (3.2.36)
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Figure 3.2: Mass function (n=2d+2)
At the endpoint x = xd+1 the differential equation gives
A+(xd+1, λ)−A−(xd+1, λ) = −λ2A(xd+1, λ)md+1 = 0, (3.2.37)
hence
A+(xd+1, λ) = A−(xd+1, λ) = −λB(xd, λ). (3.2.38)
Similar to the odd case, to find the form of the function A(x, λ) for x ≥ xd+1,
we have to solve
A′′(x, λ) = −λ2A(x, λ),
but now with the initial conditions
(i) A(xd+1, λ) = A(xd, λ)− (xd+1 − xd)λB(xd, λ),
(ii) A+(xd+1, λ) = −λB(xd, λ).
We obtain the solution
A(x, λ) = pn(λ) cosλx+ qn(λ) sinλx, (3.2.39)
with
pn(λ) = [A(xd, λ)− (xd+1 − xd)λB(xd, λ)] cosλxd+1 +B(xd, λ) sinλxd+1,
qn(λ) = [A(xd, λ)− (xd+1 − xd)λB(xd, λ)] sinλxd+1 −B(xd, λ) cosλxd+1,
for n = 2d+ 2.
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Figure 3.3: Illustration of x(T ) computation
Remark 3.2.3. Observe that also in this case the highest power of λ in both
pn(λ) and qn(λ) is equal to n = 2d + 2. Hence, |pn(λ)| and |qn(λ)| behave like
|λ|n for big values of λ.
In both cases the function B(x, λ) can be computed according to the formula
B(x, λ) = −A+(x, λ)/λ. Let us also mention here that the function x(T ) (see
(2.8.3)) will be given by
x(T ) =
{
T + xd n = 2d+ 1,
T + xd+1 n = 2d+ 2,
(3.2.40)
for T ∈ [0,∞). Knowing this, we can write a general form of the functions
A(x(T ), λ) = pn(λ) cosλ(T + x(0)) + qn(λ) sinλ(T + x(0)), (3.2.41)
B(x(T ), λ) = pn(λ) sinλ(T + x(0))− qn(λ) cosλ(T + x(0)), (3.2.42)
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for T ≥ 0.
3.2.1 Examples
Example 3.2.4. String of Ornstein-Uhlenbeck process
We can now apply the above consideration to the spectral measure of the
Ornstein-Uhlenbeck process. As we have seen in Section 1.1.3 we deal with the
spectral density of the form
µ(dλ) =
dλ
λ2 + 1
. (3.2.43)
Hence, we have n = 1. We see that the mass function of the string associated
with those measure will have one jump at x0 = 0 whose magnitude can easily
be computed using (3.2.22) and
m0 = 1, (3.2.44)
hence, the mass function is
m(x) = x+ 1, (3.2.45)
for x ∈ [0,∞). With B(x0, λ) = λ and using appropriate formulas for functions
Figure 3.4: Ornstein-Uhlenbeck string
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p1(λ) and q1(λ) we obtain
A(x, λ) = cosλx− λ sinλx, (3.2.46)
B(x, λ) = λ cosλx+ sinλx, (3.2.47)
for x ∈ [0,∞). Let us also note for future use that the function x(T ) defined by
(2.8.3) will be
x(T ) = T, T > 0, (3.2.48)
hence, we have
A(x(T ), λ) = cosλT − λ sinλT , (3.2.49)
B(x(T ), λ) = λ cosλT + sinλT . (3.2.50)
Example 3.2.5. Mate´rn density with n = 2
To make the general results more clear we present the details of another
example, namely the process with spectral density of Mate´rn type with n = 2.
The spectral measure is of the form
µ(dλ) =
dλ
(λ2 + 1)2
. (3.2.51)
According to the general theory we will have here jump at x0 = 0, a mass-free
interval [0, x1) and from x1 on the mass function will be linear. Using formulas
(3.2.22)-(3.2.25) we have
m0 = 2, B(x0, λ) = 2λ, x1 =
1
2
. (3.2.52)
The string is given by
m(x) =
{
2 x ∈ [0, 12 ),
x+ 32 x ≥ 12 .
(3.2.53)
The eigenfunctions satisfy
A(x, λ) =

1− 2λ2x x ∈ [0, 12 ),[
(1 + λ2) cosλ/2 + 2λ sinλ/2
]
cosλx
+
[
(1 + λ2) sinλ/2− 2λ cosλ/2] sinλx x ≥ 12 , (3.2.54)
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Figure 3.5: String mass of a Mate´rn process
B(x, λ) =

2λ x ∈ [0, 12 ),[
(1 + λ2) cosλ/2 + 2λ sinλ/2
]
sinλx
− [(1 + λ2) sinλ/2− 2λ cosλ/2] cosλx x ≥ 12 . (3.2.55)
In this case we have x(T ) = T + 12 , for T ≥ 0, hence
A(x(T ), λ) =
[
(1 + λ2) cosλ/2 + 2λ sinλ/2
]
cosλ(T + 1/2)
+
[
(1 + λ2) sinλ/2− 2λ cosλ/2] sinλ(T + 1/2), (3.2.56)
B(x(T ), λ) =
[
(1 + λ2) cosλ/2 + 2λ sinλ/2
]
sinλ(T + 1/2)
− [(1 + λ2) sinλ/2− 2λ cosλ/2] cosλ(T + 1/2). (3.2.57)
Remark 3.2.6. Note that next to the ’Rules’ cited above in Lemmas 3.1.1 and
3.2.1 there are several more already established. They can be found in [38] or
[17]. In general, they allow to compute the string associated with the measure
µ•(dλ) =
P (λ2)
Q(λ2)
µ(dλ) (3.2.58)
where P and Q are polynomials and µ is the principal spectral measure of a
string of a known shape.
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3.3 Power spectra
In this section we determine the principal spectral measure of the string with
power mass distribution, namelym(x) = cxp. It will turn out that it corresponds
to a power spectral density and hence, that it can be used to handle the fractional
Brownian motion case (Section 3.3.1).
We begin with the observation that just from scaling properties, it follows
that the principal spectral measure of an infinitely long string with power mass
function is an absolutely continuous measure with a power density, and the two
powers can be related explicitly.
Theorem 3.3.1. The principal spectral measure of an infinitely long string with
mass distribution function m(x) = cxp for c, p > 0 is absolutely continuous, and
its density is given by λ 7→ C|λ|(p−1)/(p+1) for some C > 0.
Proof. The eigenfunction A of the string solves the eigenvalue problem
A′′(x, λ) = −λ2m′(x)A(x, λ)
(see Section 2.3). Now fix a > 0 and define the function F (x, λ) = A(ax, λ).
Since m′(ax) = ap−1m′(x), this function satisfies
F ′′(x, λ) = −
(
λa
p+1
2
)2
m′(x)F (x, λ).
We see that F satisfies the same equation as A(x, a(p+1)/2λ). Hence, since it
also satisfies the same initial conditions F (0, λ) = 1 and F ′(0, λ) = 0, we have
F (x, λ) = A(x, a(p+1)/2λ). In other words, the eigenfunctions have the property
that A(ax, λ) = A(x, a(p+1)/2λ), or A(x, aλ) = A(a2/(p+1)x, λ). Differentiation
of the latter identity yields the relation B(x, aλ) = a(1−p)/(1+p)B(a2/(1+p)x, λ)
for the function B defined in Section 2.3.
These scaling properties of the functions A and B carry over to the odd and
70 CHAPTER 3. COMPUTATION OF STRINGS
even transforms introduced in Section 2.6. For f ∈ L2(m) we have the relation
Tevenf(aλ) =
∫ ∞
0
A(x, aλ)f(x) dm(x)
=
∫ ∞
0
A(a
2
1+px, λ)f(x) dm(x)
= a
−2p
1+p
∫ ∞
0
A(x, λ)f(a−
2
1+px) dm(x)
= a
−2p
1+p Tevenf˜(λ),
where f˜(x) = f(a−2/(1+p)x). Since ‖f˜‖2L2(m) = a2p/(1+p)‖f‖2L2(m), it follows
that
‖Tevenf(a·)‖2L2(µ) = a
−4p
1+p ‖Tevenf˜‖2L2(µ)
= pia
−4p
1+p ‖f˜‖2L2(m)
= pia
−2p
1+p ‖f‖2L2(m)
= a
−2p
1+p ‖Tevenf‖2L2(µ).
Similar calculations for the odd transform imply that for all f ∈ L2[0,∞),
‖Toddf(a·)‖2L2(µ) = a
−2p
1+p ‖Toddf‖2L2(µ).
Consequently, we have the scaling property
‖ψ(a·)‖µ = a
−p
1+p ‖ψ‖µ
for every ψ ∈ L2(µ).
If we take λ ∈ R and ψ = 1{λ} we find that for a > 0,
µ({λ/a}) = ‖ψ(a·)‖2L2(µ) = a
−2p
1+p ‖ψ‖2L2(µ) = a
−2p
1+p µ({λ}),
which implies that µ does not have atoms. Similarly, taking ψ = 1(0,1] implies
that
µ(0, λ] = λ
2p
1+pµ(0, 1]
for all λ > 0. This completes the proof.
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3.3.1 String of the Fractional Brownian motion
In this section we identify the string associated with the fBm with Hurst index
H ∈ (0, 1). We prove that the spectral measure µH of the fBm is the principal
spectral measure of an infinitely long string with mass distribution CHx(1−H)/H ,
for an explicitly given constant CH , and we give explicit expressions for the
eigenfunctions A,B and D introduced in Section 2.3.
Theorem 3.3.1 shows that for the mass distribution m(x) = x(1−H)/H for
H ∈ (0, 1), the principle spectral measure is given by µ(dλ) = C|λ|1−2H dλ for
some constant C > 0. The following theorem provides the value of the constant
and gives explicit expressions for the functions A, B and D introduced in Section
2.3. The proof of the theorem relies heavily on properties of Bessel functions.
We refer to Appendix A for background.
Theorem 3.3.2. Let H ∈ (0, 1) be given. The measure
µ(dλ) =
piH4H
Γ2(1−H) |λ|
1−2H dλ
is the principal spectral measure of the infinitely long string with mass distribu-
tion
m(x) =
x
1−H
H
4H(1−H) .
The corresponding eigenfunctions are given by
A(x, λ) = Γ(1−H)
(λ
2
)H√
xJ−H(λx
1
2H ),
and
B(x, λ) = − 1
λ
A′(x, λ) =
Γ(1−H)
2H
(λ
2
)H
x
1−H
2H J1−H(λx
1
2H ).
For b ∈ R we have
D(x, ib) =
2H
Γ(1−H)
(2
b
)H√
xK−H(bx
1
2H ).
Here Jν is the Bessel function of the first of order ν and Kν is the modified
Bessel function of the second kind of order ν.
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Proof. If m(x) = x(1−H)/H/(4H(1−H)), then
m′(x) =
1
4H2
x(1−2H)/H
and hence the equations for the function A = A(·, λ) are given by
A′′ +
λ2
4H2
x
1−2H
H A = 0, A(0) = 1, A′(0) = 0. (3.3.1)
According to formula 4 of table 8.491 on p. 971 of [29] (applied with β = λ, γ =
1/(2H) and ν = −H) the differential equation is solved by the function
A(x) = c
√
xJ−H(λx
1
2H ),
where c is an arbitrary constant. Using the power series expansion of the Bessel
function it is easily verified that this function also satisfies A′(0) = 0, as required.
Moreover, from the power series we see that
A(0) = c
2H
λHΓ(1−H) .
Hence, the requirement A(0) = 1 leads to the choice c = λHΓ(1 −H)/2H and
we find that for this string, the eigenfunctions are given by
A(x, λ) = Γ(1−H)
(λ
2
)H√
xJ−H(λx
1
2H ).
The expression for B is obtained by using the formula
d
dz
Jν(z) =
ν
z
Jν(z)− Jν+1(z)
(cf. (A.0.14)) for the Bessel function of the first kind.
To derive the expression for D, observe first that for λ = ib, b ∈ R, the
solution A(·, ib) of (3.3.1) is given by
A(x, ib) = Γ(1−H)
( b
2
)H√
xei
piH
2 J−H(ibx
1
2H )
= Γ(1−H)
( b
2
)H√
xI−H(bx
1
2H ),
where Iν is the modified Bessel function of the first kind of order ν. Denoting
the modified Bessel function of the third kind of order ν by Kν , we have the
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Wronskian relation Iν(z)K ′ν(z) −Kν(z)I ′ν(z) = −1/z (cf. (A.0.27)). It follows
that for x ≤ y, ∫ y
x
dz
z2I2ν (z)
=
Kν(x)
Iν(x)
− Kν(y)
Iν(y)
and hence, by the asymptotic properties ofKν and Iν (see (A.0.25) and (A.0.26)),∫ ∞
x
dz
z2I2ν (z)
=
Kν(x)
Iν(x)
.
A straightforward computation now shows that
D(x, ib) = A(x, ib)
∫ ∞
x
dy
A2(y, ib)
=
2H
Γ(1−H)
(2
b
)H√
xK−H(bx
1
2H ).
It is argued in Section 2.5 that for the proof of the formula for µ, it suffices
to show that
D(0, ib) =
1
pi
∫
R
µ(dλ)
b2 + λ2
for every b ∈ R. By formula 3.251.2 on p. 295 of [29] (applied with ν = 0 and
µ = 2− 2H) the right-hand side equals
H4HΓ(H)
b2HΓ(1−H) .
Using formulas (A.0.24) and (A.0.22) we see that this indeed coincides with
D(0, ib).
Recall from Example 1.1.2 that the spectral measure of the fractional Brow-
nian motion X with Hurst index H ∈ (0, 1) is given by µH(dλ) = cH |λ|1−2H dλ,
with
cH =
Γ(1 + 2H) sinpiH
2pi
.
The preceding theorem yields the following result for µH .
Corollary 3.3.3. The measure µH is the principle spectral measure of the in-
finitely long string with mass distribution
m(x) =
κ
1/H
H
4H(1−H)x
1−H
H ,
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where
κH =
2pi3/2
Γ(1−H)Γ(1/2 +H) =
2
√
piΓ(H) sinpiH
Γ(1/2 +H)
.
The associated eigenfunctions are given by
A(x, λ) = Γ(1−H)
(λ
2
)H√
κHxJ−H
(
λ(κHx)
1
2H
)
and
B(x, λ) =
κHΓ(1−H)
2H
(λ
2
)H
(κHx)
1−H
2H J1−H
(
λ(κHx)
1
2H
)
.
For b ∈ R it holds that
D(x, ib) =
2H
Γ(1−H)κH
(2
b
)H√
κHxK−H
(
b(κHx)
1
2H
)
.
Proof. The proof is a straightforward application of Lemma 3.1.1.
Observe that in the standard Brownian case H = 1/2 we have κ1/2 = 2pi.
So indeed, the string associated with ordinary Brownian motion is the infinitely
long string with mass distribution m(x) = 4pi2x, cf. Example 3.1.2.
Since we know the exact shape of m(x) we see that the function T defined
by (2.1.1) is now given by
T (x) = (κHx)
1
2H ,
hence, κHx(T ) = T 2H . So, we have the following
A(x(T ), λ) = Γ(1−H)
(
λT
2
)H
J−H (λT ) , (3.3.2)
B(x(T ), λ) =
1
x′(T )
Γ(1−H)
(
λT
2
)H
J1−H (λT ) . (3.3.3)
Chapter 4
Representations of
processes and fields
With this section we begin to use the string theory, described in details in
Chapter 2, to obtain results for stochastic processes and random fields. We
will proceed by using the spectral isometry to translate the results obtained for
the linear space LT . Our main goal is to obtain a series representation of the
process X of the form
Xt =
∑
k∈Z
φk(t)Zk,
with Zk independent standard Gaussian random vectors and φk certain explicit,
deterministic functions. We will also investigate the rates at which
Xnt =
∑
|k|≤n
φk(t)Zk
converges as n → ∞. Such results are obviously useful for the purpose of
simulation and are also closely related to the so-called small deviation behavior
of the processes, which is the main subject of the next chapter.
Another representation of our interest is the so-called moving average rep-
resentation
Xt =
∫ t
0
wt(u)dMu (4.0.1)
of X as a stochastic integral of the deterministic kernel wt with respect to
Gaussian martingale M .
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4.1 Gaussian processes
All the background results for this chapter were already obtained in Section 2.8.
Given a spectral measure µ, Theorem 2.8.4 describes the RKHS structure of the
space
L2T (µ) = sp{1ˆ(0,t] : t ∈ [−T, T ]} ⊆ L2(µ).
In connection with our study of stochastic processes however, we are more in-
terested in the space
LT = sp{λ 7→ 1ˆ(0,t](λ) : t ∈ [0, T ]} ⊂ L2(µ) (4.1.1)
which, provided that µ(R) <∞, can be equivalently defined as
LT = sp{λ 7→ eiλt : t ∈ [0, T ]} ⊂ L2(µ), (4.1.2)
for T > 0 (cf. (1.1.11), (1.1.17)). From the simple observation that if ψ ∈
L2T , then λ 7→ exp(−iλT )ψ(λ) belongs to L2T (µ), it easily follows that the
reproducing kernel on L2T is given by
S2T (ω, λ) = ei(λ−ω)TKT (ω, λ). (4.1.3)
According to this formula we can easily prove the following result. Let measure
µ is the principal spectral measure of a given string lmk.
Theorem 4.1.1. Suppose 0 < T <
∫ l
0
√
m′(y) dy.
(i) The space LT is a reproducing kernel Hilbert space of entire functions. Its
reproducing kernel is given by
ST (ω, λ) = e
iT (λ−ω)
2
A(x(T/2), ω)B(x(T/2), λ)−B(x(T/2), ω)A(x(T/2), λ)
pi(λ− ω) .
(ii) With · · · < ω−1 < ω0 = 0 < ω1 < · · · the real-valued zeros of the function
ω 7→ B(x(T/2), ω), the functions ST (ωk, ·) form an orthogonal basis of
LT . Each function ψ ∈ LT can be expanded as
ψ(λ) =
∑
k∈Z
ψ(ωk)
ST (ωk, λ)
ST (ωk, ωk)
.
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Proof. Both statements are results of combining Theorems 2.8.4 and 2.8.6 with
formula (4.1.3).
The first assertion of the theorem says that every ψ ∈ LT has a version that
can be extended to an entire function on the complex plane. Moreover, it holds
that ST (ω, ·) ∈ LT for every ω ∈ R and for ψ ∈ LT , we have the reproducing
property
ψ(ω) = 〈ψ, ST (ω, ·)〉µ .
Remark 4.1.2. Clearly the condition of the theorem is fulfilled for all T > 0 if
we have the finite propagation speed property
∫ l
0
√
m′(y) dy = ∞. Using the
results of [17] it can be shown that the latter holds if and only if Ls $ Lt for
all 0 ≤ s < t. In terms of the Gaussian process X, this is a condition saying the
process is non-deterministic in an appropriate sense. By Exercise 5 on p. 247 of
[17], a sufficient condition on the spectral measure is that µ(dλ) = f(λ) dλ, and∫
log f(λ)/(1 + λ2) dλ > −∞.
4.1.1 Series representations of si-processes
4.1.1.1 Series expansion
Let X = (Xt)t∈[0,T ] be a Gaussian si-process with spectral measure µ. Let lmk
be the associated string. Moreover, let the functions A,B,m′ and x associated
with the string be defined as in Chapter 2.
By virtue of the spectral isometry (see (1.1.18)), part (ii) of Theorem 4.1.1
yields a series representation for the process X. We use the notation B˙ for the
derivative of B relative to the variable ω (which always exists).
Theorem 4.1.3. Suppose 0 < T <
∫ l
0
√
m′(y) dy. Let · · · < ω−1 < ω0 = 0 <
ω1 < · · · be the real-valued zeros of the function ω 7→ B(x(T/2), ω). We have
the representation
Xt =
∑
k∈Z
ck1ˆ(0,t](ωk)Zk, t ∈ [0, T ], (4.1.4)
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where
ck =
( 1
pi
A(x(T/2), ωk)B˙(x(T/2), ωk)
)−1/2
and the Zk are independent standard Gaussian random variables. The series
converges in mean-square sense for every fixed t ∈ [0, T ]. If the process X admits
a continuous version then with probability 1, the series converges uniformly in
t ∈ [0, T ].
Proof. The mean-square convergence follows from Theorem 4.1.1 by expanding
1ˆ(0,t] ∈ LT in the orthogonal basis of part (ii) of the theorem and combining
ck = (ST (ωk, ωk))−1/2 with Lemma 2.8.5. The uniform convergence will be
provided by the proof of Theorem 4.2.5 in a multi-dimensional setting.
4.1.1.2 Rates of convergence
Our next aim is to quantify the rate of convergence of the series in (4.1.4). For
a positive integer n we introduce the partial sum process
Xnt =
∑
|k|≤n
ck1ˆ(0,t](ωk)Zk, t ∈ [0, T ],
and we study the behavior of approximation error E‖X −Xn‖ for n→∞, for
several choices of the norm ‖ · ‖. Note that here, X is the process defined by
(4.1.4).
The convergence rate is determined by the tail behavior of the reproducing
kernel ST of the space LT , as defined in Theorem 4.1.1. To make this precise
we will assume that there exists a positive constant c and a number α > −1
such that
ST (λ, λ) ≥ c|λ|α (4.1.5)
for |λ| large enough. The upper bounds that we find for the rate of convergence
in (4.1.4) depends on the exponent α and on the specific norm that is considered.
The examples will show that in many cases, the upper bounds are in fact sharp.
We use the notation ‖ · ‖p for the norm on Lp[0, T ], i.e. ‖f‖pp =
∫ T
0
|f(t)|p dt.
The Orlicz norm relative to the function ψp(t) = exp(tp)−1 is denoted by ‖·‖ψp ,
i.e.
‖f‖ψp = inf
{
c > 0 :
∫ T
0
ψp(|f(t)|/c)dt ≤ 1
}
,
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and ‖f‖∞ = supt∈[0,T ] |f(t)|. The notation a . b means there exists a fixed
constant C > 0 such that a ≤ Cb.
Theorem 4.1.4. Suppose 0 < T <
∫ l
0
√
m′(y) dy and assume that (4.1.5) holds
for α > −1. Then we have, for n large enough,
(i)
sup
t∈[0,T ]
E |Xt −Xnt | . n−
1+α
2 ,
(ii) for p ≥ 1,
E‖X −Xn‖p . n−
1+α
2 ,
(iii)
E‖X −Xn‖∞ . n−
1+α
2
√
log n,
(iv) for p ≥ 2,
E‖X −Xn‖ψp . n−
1+α
2
(√
log n
)1−2/p
.
Below we will determine the exponent α and hence the convergence rate in
several concrete cases. We typically see that α is connected to the “smoothness”
of the process X. The smoother the sample paths of a process, the larger α can
typically be chosen, and hence the better the convergence rate.
Proof. Proof of (i). Recall from the proof of Theorem 4.1.3 that the constant
ck in the series expansion (4.1.4) can be written as
ck =
1√
ST (ωk, ωk)
.
By the independence of the variables in the series (4.1.4) we have
E
∣∣∣∣∣∣
∑
|k|>n
1ˆ(0,t](ωk)√
ST (ωk, ωk)
Zk
∣∣∣∣∣∣
2
.
∑
|k|>n
1
ω2kST (ωk, ωk)
.
∑
k>n
1
ω2kST (ωk, ωk)
,
the last inequality being justified by the fact that ω−k = −ωk. Now, using
condition (4.1.5) and Lemma 2.8.7, the series on the right is, up to a constant,
bounded by∑
k>n
1
ω2kω
α
k
∼
∑
k>n
1
k2+α
∼
∫ ∞
n
x−(2+α)dx =
1
1 + α
n−(1+α).
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This completes the proof of part (i).
Proof of (iii). We argue as in [21].
Fix a positive integer M and consider
SM (t) =
∑
2M−1<k≤2M
1ˆ(0,t](ωk)√
ST (ωk, ωk)
Zk. (4.1.6)
For a given ε > 0 to be specified later, cover interval [0, T ] with N . ε−1
intervals Bi = (t(i) − ε/2, t(i) + ε/2), i = 1, ..., N . Then we have the inequality
E sup
t∈[0,T ]
|SM (t)| ≤ E sup
i=1,...,N
|SM (t(i))|+ E sup
i=1,...,N
sup
t,s∈Bi
|SM (t)− SM (s)| . (4.1.7)
We will start by considering the first term on the right-hand side. By virtue of
a standard maximal inequality for Gaussian sequences (cf. [83], Lemma 2.2.2)
E sup
i=1,...,N
|SM (t(i))| .
√
1 + logN sup
i=1,...,N
√
E|SM (t(i))|2.
Using the independence of the sequence Zk we have
E|SM (t(i))|2 =
∑
2M−1<k≤2M
|1ˆ(0,t](ωk)|2
ST (ωk, ωk)
.
∑
2M−1<k≤2M
1
ω2kST (ωk, ωk)
.
Applying condition (4.1.5), Lemma 2.8.7 and bounding the number of terms by
2M−1 yields∑
2M−1<k≤2M
1
ω2kST (ωk, ωk)
.
∑
2M−1<k≤2M
1
ω2+αk
.
∑
2M−1<k≤2M
1
k2+α
≤ 2−(M−1)(1+α).
Hence,
E sup
i=1,...,N
|SM (t(i))| . 2−M(1+α)/2
√
1 + logN. (4.1.8)
Now we move on to the second term on the right of (4.1.7). It is bounded
by
E sup
i=1,...,N
sup
t,s∈Bi
∑
2M−1<k≤2M
|Zk|
∣∣1ˆ(0,t](ωk)− 1ˆ(0,s](ωk)∣∣√
ST (ωk, ωk)
.
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Note that ∣∣1ˆ(0,t](ωk)− 1ˆ(0,s](ωk)∣∣ = ∣∣∣∣∫ t
s
eiωkudu
∣∣∣∣ ≤ |t− s| ≤ ε (4.1.9)
for s, t ∈ Bi. Since
√
ST (ωk, ωk) is bounded below by a multiple of kα/2 we end
up with
E sup
i=1,...,N
sup
t,s∈Bi
|SM (t)− SM (s)| . ε
∑
2M−1<k≤2M
1
kα/2
≤ ε2−(M−1)(α/2−1). (4.1.10)
Combining the latter with (4.1.8) we obtain the bound
E sup
t∈[0,T ]
|SM (t)| . 2−M(1+α)/2
√
1 + logN + ε2−M(α/2−1).
Recall that N . 1/ε. Taking ε = 2−2M makes the second term on the right of
lower order than the first one. Hence, we obtain
E sup
t∈[0,T ]
|SM (t)| .
√
M2−M(1+α)/2. (4.1.11)
To complete the proof we fix a positive integer n. Take such M that 2M−1 <
n ≤ 2M . Decompose the sum of interest to obtain∣∣∣∣∣∑
k>n
1ˆ(0,t](ωk)√
ST (ωk, ωk)
Zk
∣∣∣∣∣ ≤
∣∣∣∣∣∣
∑
2M≥k>n
1ˆ(0,t](ωk)√
ST (ωk, ωk)
Zk
∣∣∣∣∣∣+
∑
j>M
|Sj(t)| . (4.1.12)
To bound the second term we use
∑
k≥m k
pa−k . mpa−m in combination with
(4.1.11) to get ∑
j>M
E sup
t∈[0,T ]
|Sj(t)| .
∑
j>M
√
j2−j(1+α)/2
.
√
(M + 1)2−(M+1)(1+α)/2 . n−(1+α)/2
√
log n,
since 2M+1 < 4n. Note that we can obtain the same bound as (4.1.11) if in the
sum (4.1.6) we replace 2M−1 by some l ≥ 2M−1. Hence for the first term on the
right of (4.1.12) we have
E sup
t∈[0,T ]
∣∣∣∣∣∣
∑
2M≥k>n
1ˆ(0,t](ωk)√
ST (ωk, ωk)
ξk
∣∣∣∣∣∣ . √M2−M(1+α)/2 . n−(1+α)/2√log n.
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This completes the proof of (iii).
Proof of (iv). The argument is similar to the one in the proof of Proposition
4 of [13].
First fix t ∈ [0, T ] and note that the random variable
f(t) = Xt −Xnt =
∑
|k|>n
1ˆ(0,t](ωk)√
ST (ωk, ωk)
Zk
has the same distribution as σ(t)Z, where Z is standard normal random variable
and
σ2(t) =
∑
|k|>n
∣∣1ˆ(0,t](ωk)∣∣2
ST (ωk, ωk)
.
Moreover, we have the bound
σ(t) ≤ σ := C
√∑
k>n
1
ω2kST (ωk, ωk)
for some constant C > 0.
For every θ ≥ 1 we have
Eψ2
( |f(t)|
2σθ
)
= E exp
(
ξ2σ2(t)
4σ2θ2
)
− 1 ≤ E exp
(
ξ2
4θ2
)
− 1
=
(
1− 1
2θ2
)−1/2
− 1 =
√
2θ2
2θ2 − 1 − 1
Observe that
2θ2
2θ2 − 1 ≤
2θ2 + θ4 + 1
θ4
=
(
1 +
1
θ2
)2
,
the inequality being justified by 0 ≤ 3θ4 − 1 = (2θ2 − 1)(2θ2 + θ4 + 1)− 2θ6. It
follows that Eψ2(|f(t)|/(2σθ)) ≤ θ−2, so that
E
∫ T
0
ψ2
( |f(t)|
2σθ
)
dt ≤ T
θ2
.
According to the definition of the Orlicz norm, if ‖f‖ψ2 > 2σθ then∫ T
0
ψ2
( |f(t)|
2σθ
)
dt > 1.
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Hence, due to Markov’s inequality we have, for θ ≥ 1,
P(‖f‖ψ2 > 2σθ) ≤ P
(∫ T
0
ψ2
( |f(t)|
2σθ
)
dt > 1
)
≤ E
∫ T
0
ψ2
( |f(t)|
2σθ
)
dt ≤ T
θ2
.
It follows that
E‖f‖ψ2 =
∫ ∞
0
P(‖f‖ψ2 > x)dx = 2σ
∫ ∞
0
P(‖f‖ψ2 > 2σθ)dθ
≤ 2σ
(
1 + T
∫ ∞
1
dθ
θ2
)
= (2 + 2T )σ.
We can bound σ as in the proof of part (i), obtaining
E‖X −Xn‖ψ2 . n−
1+α
2 . (4.1.13)
For the case 2 < p <∞ we use the fact that with 1/p = β/2,
‖X −Xn‖ψp ≤
(
sup
t∈[0,T ]
|X −Xn|
)1−β
‖X −Xn‖βψ2 .
Using Ho¨lder’s inequality, the result of part (iii) and (4.1.13) we get
E‖X −Xn‖ψp ≤ E
( sup
t∈[0,T ]
|Xt −Xnt |
)1−β
‖f‖βψ2

≤
(
E sup
t∈[0,T ]
|Xt −Xnt |
)1−β
(E‖X −Xn‖ψ2)β
. n−(1+α)/2
(√
log n
)1−2/p
Proof of (ii). This statement follows directly from the inequality (cf. [83],
section 2.2) ‖f‖p ≤
√
log 2 p! ‖f‖ψ2 for p ≥ 1.
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4.1.1.3 Examples
Example 4.1.5. Fractional Brownian motion
By virtue of the results from Section 3.3.1, Theorem 4.1.3 implies that for
T > 0 we have the explicit series expansion
Xt =
∑
k∈Z
ck
eit2ωk/T − 1
i2ωk/T
Zk, t ∈ [0, T ], (4.1.14)
where the ωk are the zeros of J1−H , the Zk are independent standard Gaussians,
and
c2k =
4HΓ(1/2 +H)√
piΓ(1−H)T 2−2Hω2kJ2−H(ωk)
.
This result was first obtained using different methods in [20].
According to Theorem 4.1.1 and formulas (3.3.2) and (3.3.3), the reproducing
kernel ST in this case is of the form
ST (ω, λ)x′(T2 )
(2− 2H)Γ2(1−H)T (4.1.15)
= ei
(λ−ω)T
2
(ωλT 2
16
)H J−H(ωT2 )J1−H(λT2 )− J1−H(ωT2 )J−H(λT2 )
pi(λ− ω)T .
where
x(T ) =
T 2HΓ(1/2 +H)
2
√
piΓ(H) sinpiH
.
If we let λ → ω in the preceding expression for the reproducing kernel ST
and use the recurrence formulae for the Bessel function Jν (cf. Appendix A) we
see that we have
ST (ω, ω)pi x′(T2 )
(1−H)Γ2(1−H)T
=
(ωT
4
)2H 2
T
(
J−H
(ωT
2
) d
dω
J1−H
(ωT
2
)
− J1−H
(ωT
2
) d
dω
J−H
(ωT
2
))
=
(ωT
4
)2H(
J21−H
(ωT
2
)
+
4H − 2
ωT
J−H
(ωT
2
)
J1−H
(ωT
2
)
+ J2−H
(ωT
2
))
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on the diagonal. Using well-known asymptotic properties of the Bessel function
one finds that for large |λ|, ST (λ, λ) behaves as a multiple of |λ|2H−1 in this
case (cf. [95], Lemma 6.1), i.e. condition (4.1.5) is satisfied with α = 2H − 1.
Theorem 4.1.4 then implies the following rates of convergence of the series
expansion:
norm rate
pointwise n−H
Lp n−H
supremum n−H
√
log n
Orlicz n−H
(√
log n
)1−2/p
According to the results of Ku¨hn and Linde [39] the pointwise and supremum
norm rates that we obtain are in fact optimal. We will show below that L2
rate is optimal as well. For the Lp-norm with p 6= 2 and the Orlicz norm, the
optimal rate seems to be unknown.
Optimality of the rate of convergence in L2. Before starting the actual
proof we introduce some additional notation. Given a linear bounded operator
T from a separable Hilbert space H into a Banach space (E, ‖ · ‖) we define the
l-numbers of the operator by
ln(T) := inf

E∥∥∥∥∥∑
k>n
ξkTek
∥∥∥∥∥
2
1/2: {ek}∞k=1 orthonormal basis ofH
 ,
n ∈ N, where (ξk)k≥1 is a sequence of standard normal random variables and
the infimum is taken over all orthonormal bases of H. If T maps H into itself,
the ln(T) can be computed according to
ln(T) =
(∑
k>n
µ2k
)1/2
(4.1.16)
where the numbers µ1 ≥ µ2 ≥ ... are the eigenvalues of the operator TT∗.
Now, we will mimic the proof of the optimality of the rate in sup-norm
case that can be found in Ku¨hn and Linde ([39]). The crucial fact is that the
Riemann-Liouville operator
(RH+1/2f)(t) :=
∫ t
0
(t− s)H−1/2f(s)ds, t < T (4.1.17)
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regarded as an operator from L2([0, T ]) into itself has the l-numbers of the form
ln(RH+1/2) ≈
(∑
k>n
k−2H−1
)1/2
≈ n−H . (4.1.18)
It is a consequence of (4.15) of [39] and formula (4.1.16). Now let us define the
operator
TH := RH+1/2 ⊕Q2H (4.1.19)
from the Hilbert space H := L2([0, T ])⊕ L2((−∞, 0]) to L2([0, T ]), where
(Q2Hf)(t) :=
1
Γ(H + 1/2)
∫ 0
−∞
(
(t− s)H−1/2 − (−s)H−1/2
)
f(s)ds.
Consider a projection
P := H→ L2([0, T ]), Pf = f1[0,T ].
According to this definition we have
TH ◦ P = RH+1/2
(formally P is considered as an operator on H and into H with P (f⊕g) = f⊕0
and RH+1/2 as an operator on H with RH+1/2(f ⊕ g) = RH(f)). Using a
property of l-numbers (see [39], p.672) we obtain
ln(RH+1/2) = ln(TH ◦ P ) ≤ ln(TH)a1(P ) (4.1.20)
where a1(P ) is a first approximation number of the projection operator. The
only thing that we need to know about it is that it is finite and does not depend
on n. So, by virtue of (4.1.18), we have that
n−H . ln(TH). (4.1.21)
It turns out that the operator TH generates a multiple of fBm X (cf. [55]), in
a sense that
Xt = c
∞∑
j=1
ξj(THej)(t), t ∈ [0, T ], c > 0, (4.1.22)
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for any orthonormal basis {ej}∞j=1 of the space L2([−∞, T ]) and the convergence
taking place almost surely in L2([0, T ]).
As is explained in Chapter 5 (Lemma 5.1.1) the combination of (4.1.22) and
(4.1.21) ensures the optimality of the rate n−H of convergence in L2 for the
series expansion (4.1.14) of fractional Brownian motion. 
Example 4.1.6. Brownian motion
The results for standard Brownian motion can be easily obtained from the
above by considering H = 1/2. Let us just remark that since
√
zJ1/2(z) =√
2/pi sin z, the series representation (4.1.14) reduces to
∑
k∈N
e2ikpit − 1
2ikpi
Zk (4.1.23)
with the Zk independent, standard Gaussian variables. This is the expression
that Paley and Wiener [71] used as a definition of the standard Brownian motion.
4.1.2 Series representations of stationary processes
4.1.2.1 Series expansion
The methodology applied to stationary increments processes in the preceding
section can be easily adapted to stationary processes as well. This is basically
due to the fact that the linear spacesLT , defined by (4.1.1) and (4.1.2), coincide.
So, let now Y be a stationary Gaussian process with spectral measure µ. Let
lmk be the associated string and let the functions A,B,m′ and x associated with
the string be defined as in Chapter 2. Straightforward adaptation of Theorem
4.1.3 gives the following result.
Theorem 4.1.7. Suppose 0 < T <
∫ l
0
√
m′(y) dy. Let · · · < ω−1 < ω0 = 0 <
ω1 < · · · be the real-valued zeros of the function ω 7→ B(x(T/2), ω). We have
the representation
Yt =
∑
k∈Z
cke
iωktZk, t ∈ [0, T ], (4.1.24)
where
ck =
( 1
pi
A(x(T/2), ωk)B˙(x(T/2), ωk)
)−1/2
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and the Zk are independent standard Gaussian random variables. The series
converges in mean-square sense for every fixed t ∈ [0, T ]. If the process Y admits
a continuous version then with probability 1, the series converges uniformly in
t ∈ [0, T ].
4.1.2.2 Rates of convergence
For Y as in (4.1.24), define the partial sum process by
Y nt =
∑
|k|≤n
cke
iωktZk, t ∈ [0, T ].
The rate of convergence result takes the following form in the stationary case.
Note the different exponents.
Theorem 4.1.8. Suppose 0 < T <
∫ l
0
√
m′(y) dy and assume that condition
(4.1.5) holds for α > 1. Then we have, for n large enough,
(i)
sup
t∈[0,T ]
E |Yt − Y nt | . n−
α−1
2 ,
(ii) for p ≥ 1,
E‖Y − Y n‖p . n−
α−1
2 ,
(iii)
E‖Y − Y n‖∞ . n−
α−1
2
√
log n,
(iv) for p ≥ 2,
E‖Y − Y n‖ψp . n−
α−1
2
(√
log n
)1−2/p
.
Proof. This theorem can be proved by straightforward adaptation of the argu-
ments used in the proof of Theorem 4.1.4.
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4.1.2.3 Examples
Example 4.1.9. Ornstein-Uhlenbeck process
In view of Example 3.2.4, Theorem 4.1.7 implies that the Ornstein-Uhlenbeck
process (Yt)t∈[0,T ] can be represented as a series
Yt =
∑
k∈Z
cke
iωktZk, t ∈ [0, T ],
where the ωk are the real roots of the equation tan((ωT )/2) = −ω, the Zk are
independent standard Gaussian variables and
c2k =
2pi
2 + T + Tω2k
. (4.1.25)
This expansion is related but not identical to the Karhunen-Loe`ve expansion of
the Ornstein-Uhlenbeck process (cf. [45]).
Given that x′(T ) = 1 the reproducing kernel can be computed explicitly and
takes the form
ST (ω, λ)e−i(λ−ω)T/2 =
(λ− ω)(cos ωT2 cos λT2 + sin ωT2 sin λT2 )
pi(λ− ω)
+
(1 + ωλ)(cos ωT2 sin
λT
2 − sin ωT2 cos λT2 )
pi(λ− ω)
=
(λ− ω) cos (ω−λ)T2 + (1 + ωλ) sin (λ−ω)T2
pi(λ− ω) .
Let λ→ ω. Using de l’Hospital rule we obtain that on the diagonal
ST (ω, ω) =
1 + (1 + ω2)T/2
pi
& ω2. (4.1.26)
Observe that resemblance of (4.1.25) is not accidental since ST (ωk, ωk) = c−2k
(cf. Lemma 2.8.5). Hence, condition (4.1.5) is satisfied with α = 2. By Theorem
4.1.8, we have the following convergence rates for the series:
norm rate
pointwise n−1/2
Lp n−1/2
supremum n−1/2
√
log n
Orlicz n−1/2
(√
log n
)1−2/p
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We will show below that the rate n−1/2 is in fact optimal for the L2-norm.
For other norms no optimality results seem to be known, but in view of results
for Brownian motion it seems to be plausible that the rate n−1/2
√
log n for the
supremum norm is optimal as well.
Optimality of the series rate of convergence in L2. To prove the
optimality of the rate n−1/2 of convergence in L2 we will use the same method
as in the fBm case (Example 4.1.5).
Consider the well-known Karhunen-Loe`ve expansion of the Ornstein-Uhlenbeck
process (cf. [45], Theorem 5)
Xt =
∞∑
k=1
√
λkφk(t)ξk (4.1.27)
where {ξk} are independent standard normal variables, the eigenvalues λk be-
have as
λk ≈ k−2 (4.1.28)
for big k’s and the family φk is a orthonormal basis of L2([0, T ]). We define the
operator T : L2([0, T ])→ L2([0, T ]) on the basis {φk} by setting
Tφk :=
√
λkφk, k = 1, 2, ... (4.1.29)
Since such operator is self adjoint, the set of eigenvalues of TT∗ is {λk, k =
1, 2, ...}, so according to (4.1.16)
ln(T) =
(∑
k>n
λk
)1/2
≈
(∑
k>n
k−2
)1/2
≈ n−1/2. (4.1.30)
By virtue of Lemma 5.1.1 this completes the proof.

Example 4.1.10. Mate´rn processes
If Y = (Yt)t∈[0,T ] is a process with Mate´rn-type density
f(λ) =
1
(1 + λ2)2
,
as in Example 1.1.4, Theorem 4.1.7 then yields the series expansion
Yt =
∑
cke
iωktZk,
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where the Zk are independent standard Gaussian variables and the ωk are the
real roots of the equation B(x(T ), λ) = 0 where B is of the form (3.2.57). The ck
can be computed explicitly using expressions (3.2.56) and (3.2.57) for A(x(T ), λ)
and B(x(T ), λ), respectively. By virtue of these formulas and the relation
ST (λ, λ) =
( 1
pi
A(x(T/2), λ)B˙(x(T/2), λ)
)
(4.1.31)
we observe that
ST (λ, λ) ≥ c|λ|4 (4.1.32)
for |λ| large enough. Hence, by Theorem 4.1.8 we obtain the following rates of
convergence for the series:
norm rate
pointwise n−3/2
Lp n−3/2
supremum n−3/2
√
log n
Orlicz n−3/2
(√
log n
)1−2/p
No earlier results of this kind are known to us.
In view of the general form of the functions A(x(T ), λ) and B(x(T ), λ) (see
(3.2.41) and (3.2.42)) for the string of the process with spectral density
f(λ) =
1
(1 + λ2)r
,
for r ∈ N, in particular the fact that the functions pr(λ) and qr(λ) are of order
|λ|r for large |λ| (see Remark 3.2.2 and 3.2.3), we see that condition (4.1.5) is
satisfied with α = 2r. According to this, the truncation of the series expansion
Yt =
∑
cke
iωktZk,
with appropriate ck, converges according to the rates
norm rate
pointwise n−(2r−1)/2
Lp n−(2r−1)/2
supremum n−(2r−1)/2
√
log n
Orlicz n−(2r−1)/2
(√
log n
)1−2/p
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4.1.3 Space-domain moving average representation
In this section we will derive a space-domain moving average representation of
the Gaussian process. We use the term ’space-domain’ to distinguish it from the
usual ’time-domain’ moving average representation. This section shows what
can be derived without any additional assumptions imposed on the distribution
function of the string.
Let us start with a process with stationary increments. Let X be a cen-
tered Gaussian process with stationary increments, with spectral measure µ
and associated string lmk. The representation (1.1.15)
EXtXs =
∫
R
(eiλt − 1)(e−iλs − 1)
λ2
µ(dλ) (4.1.33)
can be rewritten as
EXtXs =
∫
R
sinλt
λ
sinλs
λ
µ(dλ) +
∫
R
(cosλt− 1)
λ
(cosλs− 1)
λ
µ(dλ). (4.1.34)
The functions sinλt/λ and (cosλs − 1)/λ are even and odd, respectively, as a
functions of λ. Hence, we can apply the transforms of Section 2.6 and define
f0(t, y) :=
∫
R
sinλt
λ
A(y, λ)µ(dλ), (4.1.35)
f1(t, y) :=
∫
R
cosλt− 1
λ
B(y, λ)µ(dλ). (4.1.36)
We can prove the following
Theorem 4.1.11. Let X = (Xt)t∈R be a centered, mean-square continuous
Gaussian process with stationary increments. Its spectral measure µ is a prin-
cipal spectral measure of the string lmk. We have a representation
EXtXs = pi
∫ x(t+)∧x(s+)
0
f0(t, y)f0(s, y)dm(y) (4.1.37)
+ pi
∫ x(t+)∧x(s+)
0
f1(t, y)f1(s, y)dy, (4.1.38)
where f0 and f1 are defined by (4.1.35) and (4.1.36), respectively.
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Proof. By virtue of Theorems 2.6.1 and 2.6.2 we have that∫
R
sinλt
λ
sinλs
λ
µ(dλ) = pi
∫ l
0
f0(t, y)f0(s, y)dm(y),∫
R
(cosλt− 1)
λ
(cosλs− 1)
λ
µ(dλ) = pi
∫ l+k
0
f1(t, y)f1(s, y)dy.
Note that both functions sinλt/λ and (cosλs − 1)/λ are of type at most t.
Hence, Theorem 2.8.2 implies that their inverse transforms f0(t, y) and f1(t, y)
are supported on the finite interval [0, x(t+)]. This completes the proof.
Corollary 4.1.12. Under assumptions of Theorem 4.1.11 process X can be
represented as
Xt =
√
pi
∑
l=0,1
∫ x(t+)
0
fl(t, y)dMl(y), (4.1.39)
whereM0,M1 are independent Gaussian processes with independent increments,
with mean zero and variance
E|Ml(y)|2 =
{
m(y) l = 0,
y l = 1.
Due to the fact that we can write the covariance representation (1.1.9) of a
stationary process Y in the form
EYtYs =
∫
R
cosλt cosλsµ(dλ) +
∫
R
sinλt sinλsµ(dλ). (4.1.40)
we can prove the result similar to Corollary 4.1.12.
Theorem 4.1.13. Let Y = (Yt)t∈R be a centered, mean-square continuous sta-
tionary Gaussian process with spectral measure µ satisfying
∫
(λ2 +1)−1µ(dλ) <
∞. Let the measure µ be a principal spectral measure of the string lmk. We
can represent Y as follows
Yt =
√
pi
∑
l=0,1
∫ x(t+)
0
gl(t, y)dMl(y), (4.1.41)
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where
g0(t, y) :=
∫
R
cosλtA(y, λ)µ(dλ), (4.1.42)
g1(t, y) :=
∫
R
sinλtB(y, λ)µ(dλ), (4.1.43)
and M0, M1 are independent Gaussian processes with independent increments,
with mean zero and variance
E|Ml(y)|2 =
{
m(y) l = 0,
y l = 1.
Proof. We apply here the same reasoning as in the proof of Theorem 4.1.11.
Formulas (4.1.39) and (4.1.41) can be viewed as a sort of moving-average
representations of a Gaussian process. However, our aim is to obtain a ’time-
domain’ representation of the form
Xt =
∫ t
0
lt(s)dM(s),
where the integration is with respect to time over an interval [0, t]. This, com-
pared to the representations of the present section, can be obtained upon intro-
ducing some extra conditions. Namely, an invertibility of the function x which
is closely related to smoothness of the mass distribution m. In the following sec-
tion we present the details and derive a proper moving average representation
of fractional Brownian motion.
4.1.4 Representations in the case of a smooth string
In previous sections we did not impose any additional conditions on the string
of the processes of interest. Hence, the results presented above can be applied
to any process with spectral measure satisfying
∫
(1+λ2)−1dµ <∞. In order to
obtain some additional results, in this section we will restrict our investigation to
the case of smooth mass distribution function m. We will study the structure of
the RKHS LT by deriving an integral representation of the reproducing kernel
and use it to define a Fourier-type transform on LT .
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Throughout this section we suppose that the mass distribution function m
is continuously differentiable, its derivative m′ is strictly positive and we have
the finite propagation speed property∫ l
0
√
m′(y) dy =∞.
Observe that the map t 7→ x(t) is then differentiable, whence we can define the
functions a and b by
a(t, λ) = A(x(t), λ), b(t, λ) = B(x(t), λ)x′(t). (4.1.44)
Next, the functions φ and V are defined by
φ(2t, λ) = eiλt
(
a(t, λ) + ib(t, λ)
)
(4.1.45)
and
V (2t) =
1
pi
m(x(t)). (4.1.46)
Note that the assumptions on m imply that V is smooth, strictly increasing,
and V (0) = 0. Differentiation of the identity
t =
∫ x(t)
0
√
m′(y) dy
shows that
2V ′(2t) =
d
dt
V (2t) =
1
pi
m′(x(t))x′(t) =
1
pix′(t)
. (4.1.47)
Knowing this, we can rewrite the general form of the reproducing kernel of
Theorem 4.1.1 as
ST (ω, λ) = 2V ′(T ) exp
(
i
(λ− ω)T
2
)a(T2 , ω)b(T2 , λ)− b(T2 , ω)a(T2 , λ)
λ− ω .
The following theorem gives an integral representation for the reproducing
kernel of LT .
Theorem 4.1.14. The reproducing kernel of LT can be written as
ST (ω, λ) =
∫ T
0
φ(t, λ)φ(t, ω) dV (t). (4.1.48)
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Proof. Note that (4.1.3) implies that we have
d
dt
S2t(ω, λ) = ei(λ−ω)t
( d
dt
Kt(ω, λ) + i(λ− ω)Kt(ω, λ)
)
.
By Theorem 2.8.4, it follows from straightforward calculation that
pi
d
dt
S2t(ω, λ) = φ(t, λ)φ(t, ω)
d
dt
m(x(t)).
Integration of this identity completes the proof.
Observe that since φ(0, λ) = 1, it follows from (4.1.48) that
St(0, λ) =
∫ t
0
φ(u, λ) dV (u). (4.1.49)
In particular we have St(0, 0) = Vt.
Corollary 4.1.15. The subspaces sp{ST (ω, ·) : ω ∈ R} and sp{St(0, ·) : t ∈
[0, T ]} are dense in LT .
Proof. Suppose that ψ ∈ LT is orthogonal to all functions ST (ω, ·). Then for
every ω ∈ R
ψ(ω) =
∫
ψ(λ)ST (ω, λ)µ(dλ) = 0,
hence ψ vanishes. This shows that the first subspace is dense. To prove that the
second space is dense it now suffices to show that for every ω ∈ R, the function
ST (ω, ·) belongs to sp{St(0, ·) : t ∈ [0, T ]}. It follows from (4.1.49) that
ST (ω, λ) =
∫ T
0
φ(t, λ)φ(t, ω) dV (t) =
∫ T
0
φ(t, ω) dSt(0, λ).
This completes the proof.
Using the result of the preceding theorem we can now introduce a Fourier-
type transform between the spaces L2([0, T ], V ) and LT , the function φ(t, λ)
acting as the Fourier kernel. By putting ω = λ in (4.1.48) we see that φ(·, λ) ∈
L2([0, T ], V ), so for f ∈ L2([0, T ], dV ) the function
Uf(λ) =
∫ T
0
f(t)ϕ(t, λ)dV (t)
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is well defined, by Cauchy-Schwarz. We have the following result regarding the
linear operator U .
Theorem 4.1.16. We have that U : L2 ([0, T ] , V )→ LT is an isometry and
U−1ψ(t) = d
dV (t)
∫
ψ(λ)
(∫ t
0
φ(u, λ) dV (u)
)
µ(dλ) (4.1.50)
for ψ ∈ LT .
Proof. By (4.1.48) the operator U maps the indicator function 1(0,t] to St(0, ·) ∈
Lt ⊆ LT . Hence, by linearity, the simple functions in L2([0, T ], V ) are mapped
to sp{St(0, ·) : t ∈ [0, T ]} ⊆ LT . Moreover, using the preceding theorem it is
straightforward to verify that U is an isometry between these two subspaces.
Since the simple functions are dense in L2([0, T ], V ) and sp{St(0, ·) : t ∈ [0, T ]}
is dense in LT , we see that U is indeed an isometry between L2([0, T ], V ) and
LT .
Since U is an isometry, its inverse U−1 coincides with its adjoint U∗. For the
adjoint we have ∫ t
0
U∗ψ(u) dV (u) = 〈U∗ψ, 1(0,t]〉V
=
〈
ψ,U1(0,t]
〉
µ
=
∫
ψ(λ)St(0, λ)µ(dλ)
for every t ≥ 0. By differentiating with respect to t and using (4.1.49) we obtain
the formula for U−1.
Observe that if the function ψ ∈ LT is such that the order of the differ-
entiation and integration operations in (4.1.50) may be reversed, the inversion
formula reduces to
U−1ψ(t) =
∫
ψ(λ)φ(t, λ)µ(dλ). (4.1.51)
In general however this integral on the right-hand side does not converge as a
Lebesgue integral, but only in an L2-sense.
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4.1.5 Representations of fractional Brownian motion
As we have shown in Section 3.3.1, the mass function of the string associated
to the fractional Brownian motion is smooth with
m′(x) =
κ
1/H
H
4H2
x
1−2H
H . (4.1.52)
So, we can apply to this example the results of Section 4.1.4. We obtain, in par-
ticular, the so-called (finite past) moving average representation of the fractional
Brownian motion.
Observe that (4.1.52) implies in particular that we have the finite propaga-
tion speed property ∫ l
0
√
m′(y) dy =∞,
so all conditions posed in Section 4.1.4 are satisfied.
Before we proceed further we need to define a notion of stochastic integral
with respect to fBm. So, let X = (Xt)t≥0 be a fractional Brownian motion
with Hurst index H ∈ (0, 1). The spectral representation (see Section 1.1.1)
can be used to define a stochastic integral with respect to X of a large class of
deterministic integrands. Consider the class of functions IT = {f ∈ L2[0, T ] :
fˆ ∈ L2(µH)} and endow it with the inner product 〈f, g〉IT =
〈
fˆ , gˆ
〉
µH
, where fˆ
denotes the ordinary Fourier transform. Then the spectral representation can
be written as EXsXt =
〈
1(0,s], 1(0,t]
〉
IT . In particular, the mapping 1(0,t] → Xt
extends to a linear map I : IT →HT with the property that I(1(0,t]) = Xt and
for f, g ∈ IT ,
EI(f)I(g) =
〈
fˆ , gˆ
〉
µH
.
We denote the random variable I(f) by
∫
f dX or
∫ T
0
f(t) dXt, and call it the
Wiener integral of f with respect to X. (We note that in general not every
element of HT can be represented as such an integral, since for H > 1/2 the
space IT is not complete, see [73].)
To compute the functions a, b, φ and V defined by (4.1.44), (4.1.45) and
(4.1.46) in the present case, recall from Section 3.3.1 that x(T ) = T 2H/κH .
Hence, by virtue of (3.3.2) and (3.3.2) we obtain
a(t, λ) = Γ(1−H)
(λt
2
)H
J−H(λt),
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b(t, λ) = Γ(1−H)
(λt
2
)H
J1−H(λt),
φ(t, λ) = Γ(1−H)
(λt
4
)H
ei
λt
2
(
J−H
(λt
2
)
+ iJ1−H
(λt
2
))
,
V (t) =
√
pi
23−2HHΓ(2−H)Γ(1/2 +H) t
2−2H .
The theorem below is now immediate consequence of the results for general
smooth strings obtained in Section 4.1.4.
The isometry U takes the following form in the fBm case.
Theorem 4.1.17. We have an isometry U : L2([0, T ], V )→ LT , given by
Uf(λ) = Γ(1−H)
∫ T
0
f(t)
(λt
4
)H
ei
λt
2
(
J−H
(λt
2
)
+ iJ1−H
(λt
2
))
dV (t).
Proof. Follows from Theorem 4.1.16.
Observe that for H = 1/2 we have φ(t, λ) = exp(iλt), V (t) = t and Γ(1/2) =√
pi, so U is simply the ordinary Fourier transform in this case.
4.1.5.1 Fundamental martingale
For every t ≥ 0, define the random variable Mt ∈ Ht as the image under the
spectral isometry of the function St(0, ·) ∈ Lt. Then in particular, M is adapted
to the filtration generated by the fBm X. From the reproducing property of St it
immediately follows that M has uncorrelated increments, i.e. it is a martingale.
Indeed, for s ≤ t ≤ u we have
EXs(Mu −Mt) =
〈
1ˆ(0,s], Su(0, ·)
〉
µH
− 〈1ˆ(0,s], St(0, ·)〉µH
= 1ˆ(0,s](0)− 1ˆ(0,s](0) = 0.
For the variance function of M we have
EM2t = ‖St(0, ·)‖2µH = St(0, 0) = Vt.
We will see below that M is the martingale considered for instance in [68].
according to their terminology, we call M the fundamental martingale.
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We want to show that Mt is in fact a Wiener integral of some deterministic
kernel kt ∈ It with respect to the fBm X. In spectral terms, this means we have
to show that St(0, λ) is the Fourier transform of some square integrable kernel.
By substituting ω = 0 in the formula (4.1.15) and using the basic property
z−νJν(z)→ 12νΓ(ν + 1) as z → 0 (4.1.53)
(cf. A.0.16) we see that
St(0, λ) =
√
pi
2HΓ(H + 1/2)
(
t
λ
)1−H
e
iλt
2 J1−H
(
λt
2
)
.
To write this as a Fourier transform we use Poisson’s integral representation of
the Bessel function (see (A.0.15)). Rather straightforward computations now
show that
St(0, λ) = kˆt(λ),
where
kt(u) =
u1/2−H(t− u)1/2−H
2HΓ(1/2 +H)Γ(3/2−H) , u ≤ t. (4.1.54)
See for instance the proof of Proposition 2.2 of [18], where the computation is
carried out in the reverse direction.
Hence, we have arrived at the following well-known theorem (cf. e.g. [63],
[68], [70]).
Theorem 4.1.18. For t ≥ 0, let the kernel kt be defined by (4.1.54). We have
that kt ∈ It, and the process M defined by
Mt =
∫ t
0
kt(u) dXu, t ≥ 0,
is a martingale with variance function EM2t = Vt.
Let us remark (as in [20]) that the Poisson formula also shows that St(0, ·)
can be expressed in terms of fractional integrals, namely
St(0, λ) =
1
Γ(1/2 +H)
I
3/2−H
0+
(
u1/2−Heiλu
)
(t). (4.1.55)
This establishes the well-known connection between the fBm and the fractional
calculus. (See [76] for background on fractional calculus.)
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4.1.5.2 Moving average representation
It follows from Corollary 4.1.15 that Ht = sp{Mu : u ≤ t}. In particular, this
means that Xt is a linear functional of (Mu)u≤t. The aim is now to write
Xt =
∫ t
0
lt(u) dMu (4.1.56)
for some explicit kernel lt ∈ L2([0, t], V ). This moving average representation of
the fBm is the converse of Theorem 4.1.18.
In spectral terms, we have to determine lt such that
1ˆ(0,t](λ) =
∫ t
0
lt(u) dSu(0, λ).
By (4.1.49) we have dSu(0, λ) = φ(u, λ) dV (u), so that the latter equation is
equivalent to 1ˆ(0,t] = U lt. It follows that (4.1.56) holds with lt = U−11ˆ(0,t].
An explicit expression for lt is most easily obtained by using some fractional
calculus. Indeed, it follows from (4.1.49), (4.1.55) and fractional integration by
parts that
Γ(1/2 +H)Uf(λ) =
∫ T
0
eiλtt1/2−H(I1/2−HT− f)(t) dt, (4.1.57)
for each f ∈ L2([0, T ], V ) for which the factional integral is well defined. Taking
f = Γ(1/2 + H)IH−1/2T− (u
H−1/21(0,T ](u)) we obtain Uf(λ) = 1ˆ(0,T ](λ). Hence,
we have proved the following theorem (cf. e.g. [63], [10], [68], [70], [73]).
Theorem 4.1.19. For t ≥ 0, let the kernel lt be defined by
lt(u) = Γ(1/2 +H)I
H−1/2
t− (v
H−1/21(0,t](v))(u), u ≤ t.
We have that lt ∈ L2([0, t], V ) and (4.1.56) holds for all t ≥ 0.
Evaluation of the fractional integral yields the more explicit expression
lt(u) = tH−1/2(t− u)H−1/2 −
∫ t
u
(t− v)H−1/2dvH−1/2, u ≤ t.
Since M is a continuous Gaussian martingale with bracket 〈M〉t = Vt, we have
dMu =
√
V ′u dWu, where W is a standard Brownian motion. Hence, the moving
average representation can be rephrased as follows.
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Corollary 4.1.20. For t ≥ 0, let the kernel wt be defined by wt(u) = lt(u)
√
V ′u
for u ≤ t. Then
Xt =
∫ t
0
wt(u)dWu (4.1.58)
holds for t ≥ 0, with W a standard Brownian motion.
Also observe that the computations above can easily be generalized to more
general integration kernels. For rt ∈ It it holds that∫ t
0
rt(u) dXu =
∫ t
0
U−1rˆt(u) dMu
= Γ(1/2 +H)
∫ t
0
I
H−1/2
t− (v
H−1/2rt(v))(u) dMu,
provided the fractional integral is well defined. Conversely, (4.1.57) shows that
if f ∈ L2([0, t], V ) and I1/2−Ht− f exists and also belongs to L2([0, t], V ), then
Γ(1/2 +H)
∫ t
0
f(u) dMu =
∫ t
0
u1/2−H(I1/2−Ht− f)(u) dXu.
4.2 Isotropic random fields
So far we have presented two types of representations of a stochastic process: se-
ries expansion and moving average representation, the latter being investigated
according to whether the associated string is smooth or not. In this section we
will obtain similar results for isotropic random fields.
In this section one can also find the proof of uniform convergence of the
series in Theorem 4.1.3 (see Theorem 4.2.5).
4.2.1 Covariance representation
Consider first an isotropic Gaussian random field X with homogenous incre-
ments (as defined in Section 1.2.1). The spectral measure µ defined by
µ(dλ) =
λ2dΦ(λ)
|sN−1| (4.2.1)
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(cf. (1.2.3)) will be viewed as the principal spectral measure of a unique string
lmk in the sense of Theorem 2.5.1, which can be applied in view of the condition
(1.2.5). We can prove the following corollary of Theorem 1.2.3.
Corollary 4.2.1. Let Sml , l = 0, 1, ..., m = 1, ..., h(l, N), where
h(l, N) =
(2l+N − 2)(l+N − 3)!
(N − 2)!l! ,
be the complete set of orthonormal spherical harmonics, as defined in Sec-
tion 1.2.2, and let the surface area of the unit sphere be given by
∣∣sN−1∣∣ =
2piN/2/Γ(N/2). The covariance function of the centered, mean-square contin-
uous isotropic Gaussian random field X with homogeneous increments can be
represented as follows:
EXsXt (4.2.2)
= pi|sN−1|2
∑
l=0,2,...
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
Sml
(
s
‖s‖
)∫ l+k
0
Gˇl(‖t‖, x)Gˇl(‖s‖, x)dx
+ pi|sN−1|2
∑
l=1,3,...
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
Sml
(
s
‖s‖
)∫ l
0
Gˇl(‖t‖, x)Gˇl(‖s‖, x)dm(x),
where
Gˇl(r, x) =
1
pi
∫
R
Gl(r, λ)A(x, λ)µ(dλ), l = 1, 3, . . . (4.2.3)
Gˇl(r, x) =
1
pi
∫
R
Gl(r, λ)B(x, λ)µ(dλ), l = 0, 2, . . . (4.2.4)
and the functions A(x, λ) and B(x, λ) are the functions associated with the string
lmk whose principal spectral measure µ is given by (1.2.3). The function Gl is
as defined by (1.2.35).
Proof. As we already mentioned, condition (1.2.5) ensures that the measure
µ satisfies the assumptions of Theorem 2.5.1. By virtue of this theorem there
exists an unique associated string with mass m, length l ≤ ∞ and tying constant
k ∈ [0,∞]. Note that the function Gˇl(r, x) is defined as the even or odd (for
appropriate l’s) inverse transform of the function Gl(r, λ). Since transforms are
isometries, we have
〈Gl(r1, ·), Gl(r2, ·)〉µ = pi〈Gˇl(r1, ·), Gˇl(r2, ·)〉m, l = 1, 3, . . .
〈Gl(r1, ·), Gl(r2, ·)〉µ = pi〈Gˇl(r1, ·), Gˇl(r2, ·)〉2, l = 0, 2, . . .
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The proof is completed by applying this to representation (1.2.44). 
Remark 4.2.2. Recall the assertion of Lemma 1.2.2 that the function Gl(r, ·) is
of finite exponential type at most r. Combined with Theorem 2.8.2, this implies
that the inverse transforms of such functions are supported on the finite interval
[0, x(r+)] and that the representation (4.2.2) is in fact of the form
EXsXt (4.2.5)
= pi|sN−1|2
∑
l=0,2,...
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
Sml
(
s
‖s‖
)∫ n(s,t)
0
Gˇl(‖t‖, y)Gˇl(‖s‖, y)dy
+pi|sN−1|2
∑
l=1,3,...
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
Sml
(
s
‖s‖
)∫ n(s,t)
0
Gˇl(‖t‖, y)Gˇl(‖s‖, y)dm(y)
with n(s, t) := x(‖t‖+) ∧ x(‖s‖+). This immediately allows us to write down
the following moving average-type representation of the random field X:
Xt =
√
pi|sN−1|
∞∑
l=0
h(l,N)∑
m=1
Sml
(
t
‖t‖
)∫ x(‖t‖+)
0
Gˇl(‖t‖, y)dMml (y) (4.2.6)
where for l = 0, 1, . . . the sets {Mml ,m = 1, . . . , h(l, N)} consist of h(l, N) inde-
pendent copies of Gaussian processes Ml with independent increments, whose
variances are given by
E |Ml(y)|2 =
{
y l = 0, 2, . . .
m(y) l = 1, 3, . . .
Note that this is a generalization of the representation obtained in Section 4.1.3
for processes with stationary increments. In the Section 4.2.3 we will return to
this subject.
Now, consider a homogenous isotropic random field Y = (Yt)t∈R. Recall
that Φ(λ) =
∫
‖v‖<λ %(dv), where % is the spectral measure
EYtYs =
∫
RN
ei〈v,t−s〉%(dv) (4.2.7)
(see Section (1.2.1)). Theorem 1.2.4 allows us to derive the following
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Corollary 4.2.3. Let Sml , l = 0, 1, ..., m = 1, ..., h(l, N), where
h(l, N) =
(2l+N − 2)(l+N − 3)!
(N − 2)!l! ,
be the complete set of orthonormal spherical harmonics, as defined in Sec-
tion 1.2.2, and let the surface area of the unit sphere be given by
∣∣sN−1∣∣ =
2piN/2/Γ(N/2). If the function Φ associated with a centered, mean-square con-
tinuous homogenous isotropic Gaussian random field Y satisfies
∫
(1+λ2)−1dΦ(λ) <
∞, the covariance function of Y can be represented as follows:
EYsYt (4.2.8)
= pi|sN−1|
∑
l=0,2,...
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
Sml
(
s
‖s‖
)∫ l
0
jˇl(x, ‖t‖)jˇl(x, ‖s‖)dm(x)
+ pi|sN−1|
∑
l=1,3,...
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
Sml
(
s
‖s‖
)∫ l+k
0
jˇl(x, ‖t‖)jˇl(x, ‖s‖)dx
where
jˇl(x, r) =
1
pi
∫
R
jl(λr)A(x, λ)dΦ(λ), l = 0, 2, . . . (4.2.9)
jˇl(x, r) =
1
pi
∫
R
jl(λr)B(x, λ)dΦ(λ), l = 1, 3, . . . (4.2.10)
and the functions A(x, λ) and B(x, λ) are the functions associated with the string
lmk whose principal spectral function is Φ. The function jl is the spherical
Bessel function defined by (1.2.28).
Proof. Note that according to the property of Bessel functions, function jl is
even for l = 0, 2, . . . and odd for l = 1, 3, . . .. Now, the proof is similar to the
proof of Corollary 4.2.1.
Remark 4.2.4. The function jl(· r) is of finite exponential type at most r. Theo-
rem 2.8.2 implies that its inverse transforms are supported on the finite interval
[0, x(r+)]. Hence, similar to the case of homogenous increments, we can write
the moving average-type representation of the random field Y :
Yt =
√
pi|sN−1|
∞∑
l=0
h(l,N)∑
m=1
Sml
(
t
‖t‖
)∫ x(‖t‖+)
0
jˇl(y, ‖t‖)dMml (y) (4.2.11)
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where for l = 0, 1, . . . the set {Mml ,m = 1, . . . , h(l, N)} consist of h(l, N) inde-
pendent copies of Gaussian processes Ml with independent increments whose
variances are given by
E |Ml(y)|2 =
{
m(y) l = 0, 2, . . .
y l = 1, 3, . . .
Observe that this generalizes representation obtained in Theorem 4.1.13 for
stationary processes.
4.2.2 Series expansion
Fix a positive T ∈ R and define the ball in RN as
BT :=
{
u ∈ RN : ‖u‖ ≤ T} . (4.2.12)
Consider a isotropic Gaussian random field X = (Xt)t∈BT with homogenous
increments. Let m be the mass function of string associated with the field X
via measure (4.2.1). Define a new string by cutting the string associated with
X at the point l := x(T+) (which we assume to be finite) and assigning a new
tying constant k =∞. Then m(l−) <∞ and the new string is short.
We will use representation (4.2.2) to obtain the series expansion. Since it
consists of two components we first concentrate on the odd l’s. Since Gˇl(‖t‖, ·)
belongs to the space L2(m), we can expand it in the basis (2.7.3) so that
Gˇl(‖t‖, x) =
∞∑
n=0
〈Gˇl(‖t‖, ·), ϕn〉mϕn(x).
Having this, we can write∫ l
0
Gˇl(‖t‖, x)Gˇl(‖s‖, x)dm(x)
=
∞∑
n=0
(∫ l
0
Gˇl(‖t‖, x)ϕn(x)dm(x)
)(∫ l
0
Gˇl(‖s‖, x)ϕn(x)dm(x)
)
,
which is same as∫ l
0
Gˇl(‖t‖, x)Gˇl(‖s‖, x)dm(x) =
∞∑
n=0
Gl(‖t‖, ωn)Gl(‖s‖, ωn)
‖A(·, ωn)‖2m
,
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since ∫ l
0
Gˇl(‖t‖, x)ϕn(x)dm(x) = Gl(‖t‖, ωn)‖A(·, ωn)‖m .
Exactly the same argument for even l’s results in corresponding formula∫ l
0
Gˇl(‖t‖, x)Gˇl(‖s‖, x)dx =
∞∑
n=0
Gl(‖t‖, ωn)Gl(‖s‖, ωn)
‖B(·, ωn)‖22
.
Then, keeping in mind Lemma 2.7.3, we can rewrite representation (4.2.2) as
follows
EXsXt =pi|sN−1|2
∞∑
l=0
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
Sml
(
s
‖s‖
) ∞∑
n=0
Gl(‖t‖, ωn)Gl(‖s‖, ωn)
‖A(·, ωn)‖2m
.
(4.2.13)
We finally can prove the following
Theorem 4.2.5. Let X be a centered, mean-square continuous Gaussian isotropic
random field with homogenous increments on RN . If the mass function associ-
ated with µ (cf. (1.2.3)) is such that x(T+) +m(x(T+)−) < ∞ for T > 0, then
we have the following representation:
Xt =
∞∑
n=0
∞∑
l=0
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
Gl(‖t‖, ωn)ξml,n, t ∈ BT , (4.2.14)
where ξml,n are independent, mean-zero Gaussian random variables with variances
σ2n =
2pi|sN−1|2
A(x(T+), ωn)B˙(x(T+), ωn)
(4.2.15)
and the ωn’s are the zeros of B(x(T+), · ).This series converges in mean-square
sense for any fixed t ∈ BT . Moreover, if the process (Xt)‖t‖<T is continuous,
the series converges with probability one in the space of continuous functions
C(BT ) endowed with the supremum norm.
Proof. For M ∈ N, consider the partial sum of the series defined by
XM (t) =
M∑
n,l=0
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
Gl(‖t‖, ωn)ξml,n.
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The covariance representation (4.2.13) ensures, as M → ∞, mean-square con-
vergence of XM (t) to process Xt for every t. The L2-convergence for every t
implies that the finite dimensional distributions of XM converge weakly to those
of X. The summands
t 7→ Sml
(
t
‖t‖
)
Gl(‖t‖, ωn)ξml,n
are symmetric random elements of C(BT ). The Le´vy-Ito-Nisio theorem then
implies that with probability one, the convergence of XM to X is uniform on
BT (cf. [41], Theorem 2.4). 
Remark 4.2.6. Our expansion (4.2.14) is of a different form than the one derived
recently in [54], Theorem 1. The conditions of the latter theorem seem difficult
to verify, except in the case of Le´vy’s fractional Brownian motion.
The same reasoning allows us to prove the version of Theorem 4.2.5 for
homogenous random fields.
Theorem 4.2.7. Let Y be a centered, mean-square continuous homogenous
Gaussian isotropic random field on RN . Let % be the measure satisfying (4.2.7).
If the mass distribution m of the string associated with the function
Φ(λ) =
∫
‖v‖<λ
%(dv),
∫
R
dΦ(λ)
λ2 + 1
<∞,
is such that x(T+) + m(x(T+)−) < ∞ for T > 0, then we have the following
representation:
Yt =
∞∑
n=0
∞∑
l=0
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
jl(ωn‖t‖)ξml,n, t ∈ BT , (4.2.16)
where ξml,n are independent, mean-zero Gaussian random variables with variances
σ2n =
2pi|sN−1|
A(x(T+), ωn)B˙(x(T+), ωn)
(4.2.17)
and the ωn’s are the zeros of B(x(T+), · ).This series converges in mean-square
sense for any fixed t ∈ BT . Moreover, if the process (Yt)‖t‖<T is continuous, the
series converges with probability one in the space of continuous functions C(BT )
endowed with the supremum norm.
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4.2.2.1 Examples
Example 4.2.8. Le´vy’s Brownian motion
As we computed in Example 1.2.5, the measure µ in the case of Levy’s
Brownian motion is given by
µ(dλ) = dλ/|sN |, |sN | = 2pi
(N+1)/2
Γ((N + 1)/2)
.
By virtue of Lemma 3.1.1 we see that the mass function associated with Le´vy’s
Brownian motion is m(x) = |sN |2x, while A(x, λ) = cos(|sN |λx) and B(x, λ) =
|sN | sin(|sN |λx). But since in this case x(t) = t/|sN |, the constant disappears:
A(x(t), λ) = cos(λt), B(x(t), λ)x′(t) = sin(λt).
We can apply Theorem 4.2.5 to the present case and obtain the following.
Theorem 4.2.9. Let X be Le´vy’s Brownian motion on RN . It can be repre-
sented on the ball BT of radius T (cf. (4.2.12)) as follows
Xt =
∞∑
n=0
∞∑
l=0
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
Gl(‖t‖, ωn)ξml,n, t ∈ BT , (4.2.18)
where
ωn =
npi
T
and the ξml,n are independent mean zero Gaussian random variables with vari-
ances
σ2n =
4pi(N+1)/2Γ((N + 1)/2)
TΓ2(N/2)
.
This series converges with probability one in the space of continuous functions
on BT .
Remark 4.2.10. In the scalar case N = 1 we obtain a series representation of
standard Brownian motion on [0, 1]
W (t) =
√
2
∞∑
n=0
1− cos(tnpi)
npi
ξ0n −
√
2
∞∑
n=0
sin(tnpi)
npi
ξ1n
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where {ξ0n} and {ξ1n} are independent sequences of centered Gaussian indepen-
dent random variables with unit variance, so that (4.2.18) can be viewed as a
multivariate version of the classical Paley–Wiener expansion.
Example 4.2.11. Le´vy’s fractional Brownian motion
Recall from Example 1.2.6 that we deal here with the spectral measure
µ(dλ) = c2HNλ
1−2Hdλ, c2HN =
Γ(H + N2 )Γ(1 +H) sin(piH)
pi
N+2
2 21−2H
,
that differs only by a constant factor from the spectral measure of one-dimensional
fractional Brownian motion (Section 3.3.1). Therefore the expressions for the
mass function m and the functions A and B can be easily obtaineed with the
help of Lemma 3.1.1. We get
m(x) =
κ
1/H
HN
4H(1−H)x
1−H
H ,
A(x, λ) = Γ(1−H)
(λ
2
)H√
κHNxJ−H
(
λ(κHNx)
1
2H
)
,
B(x, λ) =
κHNΓ(1−H)
2H
(λ
2
)H
(κHNx)
1−H
2H J1−H
(
λ(κHNx)
1
2H
)
.
The new constant is
κHN =
2pi(N+2)/2
Γ(H +N/2)Γ(1−H) (4.2.19)
(it in fact extends the constant κH1 appearing in Section 3.3.1, to the multi-
dimensional case). After the necessary substitution x(t) = t2H/κHN this con-
stant does not occur in the functions
A(x(t), λ) = Γ(1−H)
(λt
2
)H
J−H(λt), (4.2.20)
B(x(t), λ)x′(t) = Γ(1−H)
(λt
2
)H
J1−H(λt). (4.2.21)
We specify our general series expansion of Theorem 4.2.5 to the case of
Le´vy’s fractional Brownian motion.
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Theorem 4.2.12. Let ω0 < ω1 < ω2 < · · · be the non-negative real-valued
zeros of the Bessel function J1−H . Then Le´vy’s fractional Brownian motion X
with Hurst index H restricted to the ball BT of radius T (cf. (4.2.12)) can be
represented as follows
Xt =
∞∑
l=0
h(l,N)∑
m=1
∞∑
n=0
Sml
(
t
‖t‖
)
Gl
(
‖t‖, ωn
T
)
ξml,n, t ∈ BT ,
where the ξml,n are independent mean zero Gaussian random variables with vari-
ances
σ2n =
8piN/2HT 2H−2Γ
(
H + N2
)
Γ2(N/2)Γ(1−H) (ωn2 )2H J2−H(ωn) .
This series converges with probability 1 in the space of continuous functions on
BT .
Proof. By (4.2.21) we have that B(x(t), λ) = 0 if and only if λ = ωn/T and
B˙(x(T ), ωn/T ) =
Γ(1−H)κHN
2HT 2H−2
(ωn
2
)H
J−H(ωn).
By (4.2.20)
A(x(T ), ωn/T ) = Γ(1−H)
(ωn
2
)H
J−H(ωn).
The required expression for σ2n is now verified by (4.2.15). The assertion of the
present theorem thus follows from Theorem 4.2.5. 
4.2.3 Representations in the case of a smooth string
In this section we will show how the representation (4.2.6) (and similarly (4.2.11))
simplifies when the string associated with the random field has a smooth mass
function. We will obtain an integral representation in the time domain, which
can be viewed as a multivariate moving average representation.
To this end, we have to invert the function t(x) =
∫ x
0
√
m′(y)dy defined
by (2.1.1). Therefore we need to require that the mass function is continu-
ously differentiable with a positive derivative. This then yields the following
representation of the covariance function in the time domain.
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Theorem 4.2.13. If the mass function m associated with the centered, mean-
square continuous isotropic random field X with homogenous increments is con-
tinuously differentiable and m′>0, then for every s, t ∈ RN we have
EXsXt = 2pi2|sN−1|2
∞∑
l=0
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
Sml
(
s
‖s‖
)
×
∫ ‖s‖∧‖t‖
0
kl(‖t‖, u)kl(‖s‖, u)dV (2u), (4.2.22)
where V (2u) = pi−1m(x(u)) and the kernels are given by
kl(‖t‖, u) = Gˇl(‖t‖, x(u))x′(u), l = 0, 2, . . . , (4.2.23)
kl(‖t‖, u) = Gˇl(‖t‖, x(u)), l = 1, 3, . . . . (4.2.24)
for u ≤ ‖t‖.
Proof. Recall that by virtue of (4.1.47) we have
2pi V ′(2t)x′(t) = 1. (4.2.25)
To prove the representation (4.2.22) we apply the change of variable y = x(u)
to both terms on the right side of (4.2.5). Due to (4.2.25), the measure dy in
the integral of the first term becomes
x′(u)du = 2pix′(u)2dV (2u).
Hence, ∫ n(s,t)
0
Gˇl(‖t‖, y)Gˇl(‖s‖, y)dy (4.2.26)
= 2pi
∫ ‖s‖∧‖t‖
0
Gˇl(‖t‖, x(u))Gˇl(‖s‖, x(u))x′(u)2dV (2u) .
The same change of variables allows us to write the integral of the second term
in (4.2.5) in the following manner:∫ n(s,t)
0
Gˇl(‖t‖, y)Gˇl(‖s‖, y)dm(y) (4.2.27)
= 2pi
∫ ‖s‖∧‖t‖
0
Gˇl(‖t‖, x(u))Gˇl(‖s‖, x(u))dV (2u),
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since the measure dm(y) = m′(y)dy turns into m′(x(u))x′(u)du = 2pidV (2u).
Due to (4.2.26) and (4.2.27) the representation (4.2.5) turns into (4.2.22). 
Corollary 4.2.14. Under assumptions of Theorem 4.2.13 we have
Xt =
√
2pi |sN−1|
∞∑
l=0
h(l,N)∑
m=1
Sml
(
t
‖t‖
)∫ ‖t‖
0
kl(‖t‖, u)dMml (u), (4.2.28)
where {Mml } are independent copies of the Gaussian martingale M with zero
mean and variance function E|M(u)|2 = V (2u).
Remark 4.2.15. The representation (4.2.22) may be compared with a similar
result by Malyarenko [54], that is derived under a number of conditions on the
spectral measure, listed in his Theorem 1.
Similar argument allows us to derive from Corollary 4.2.3 the following result.
Corollary 4.2.16. Let Y be a centered, mean-square continuous homogenous
isotropic Gaussian random field. Let the mass distribution of the associated
string be continuously differentiable with m′>0. We have that
Yt = pi
√
2|sN−1|
∞∑
l=0
h(l,N)∑
m=1
Sml
(
t
‖t‖
)∫ ‖t‖
0
kl(‖t‖, u)dMml (u), (4.2.29)
where {Mml } are independent copies of the Gaussian martingale M with zero
mean and variance function E|M(u)|2 = V (2u) and
kl(‖t‖, u) = jˇl(x(u), ‖t‖)x′(u), l = 1, 3, . . . , (4.2.30)
kl(‖t‖, u) = jˇl(x(u), ‖t‖), l = 0, 2, . . . . (4.2.31)
4.2.3.1 Examples
Example 4.2.17. Le´vy’s Brownian motion
In this example we will provide the representation of type (4.2.28) for Levy’s
Brownian motion. The setup is as in Examples 1.2.5 and 4.2.8.
To this end we need to compute the explicit forms of the kernels kl. Observe
that in this case the transforms in Section 2.6 are the Fourier cosine and sine
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transforms. Equations (4.2.3) and (4.2.4), in conjunction with (4.2.23) and
(4.2.24), become
k2n+1(r, u) = Gˇ2n+1(r, x(u)) =
2
pi|sN |
∫ ∞
0
G2n+1(r, λ) cos (uλ) dλ,
k2n(r, u) = Gˇ2n(r, x(u))x′(u) =
2
pi|sN |
∫ ∞
0
G2n(r, λ) sin (uλ) dλ
for n = 0, 1, 2, . . .. By definition (1.2.35), we deal here with the cosine transform
of the function J2n+N/2(rλ)/λN/2 and for n > 0 with the sine transform of the
function J2n−1+N/2(rλ)/λN/2 to be found in the tables [26], Vol. I; see formulas
1.12.10 or 1.12.13 for the cosine transform and formulas 2.12.10 or 2.12.11 for
the sine transform. We get, with F denoting Gauss’s hypergeometric function,
pi|sN−1| k2n+1(r, u) = (−1)
nΓ(N)Γ(2n+ 1)
Γ(2n+N)
(
1−u
2
r2
)N−1
2
C
N/2
2n
(u
r
)
= −Γ(
N+1
2 )Γ(n+
1
2 )√
piΓ(n+ N2 )
(
1−u
2
r2
)N−1
2
F
(
−n, n+ N2 ; 12 ; u
2
r2
)
,
(4.2.32)
and for n > 0
pi|sN−1| k2n(r, u) = (−1)
nΓ(N)Γ(2n)
Γ(2n− 1 +N)
(
1−u
2
r2
)N−1
2
C
N/2
2n−1
(u
r
)
= −Γ(
N+1
2 )Γ(n+
1
2 )√
piΓ(n+ N−12 )
(
1−u
2
r2
)N−1
2
2u
r F
(
1− n, n+ N2 ; 32 ; u
2
r2
)(4.2.33)
(for the relationship between Gegenbauer’s polynomials and the Gauss hyper-
geometric functions see e.g. [29], formulas 8.932). Note that the expressions in-
volving Gegenbauer’s polynomials can also be obtained by inverting the Fourier
transform (1.2.37) mentioned above. The remaining k0 is obtained by integrat-
ing (1.2.36) with respect to 2 sin(λu)dλ/pi|sN | over R+. Since
2
pi
∫ ∞
0
1− cos(λw)
λ
sin(λu)dλ = 1(u,r)(w)
(see [29], formulas 3.721.1 and 3.741.2) we obtain
pi|sN−1| k0(r, u) = (N − 1)
∫ 1
u/r
(
1− y2)N−32 dy. (4.2.34)
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Given this and the fact that
V (2t) =
m(x(t))
pi
=
t
pi
,
Corollary 4.2.14 yields the following
Theorem 4.2.18. Let X be Le´vy’s Brownian motion on RN . It can be repre-
sented as
Xt =
√
2
pi
∞∑
l=0
h(l,N)∑
m=1
Sml
(
t
‖t‖
)∫ ‖t‖
0
pi |sN−1|kl(‖t‖, u)dMml (u)
where the kernels pi |sN−1|kl are given by (4.2.32)–(4.2.34), while {Mml } are
independent copies of a standard Brownian motion.
Remark 4.2.19. The kernels (4.2.32)–(4.2.34) occurred already in the paper [57],
in which McKean has pointed out that these kernels are in fact singular in the
sense that a nontrivial square integrable function can be found that is orthogonal
to kl when l > 2. He has shown how to replace them by more convenient nonsin-
gular kernels that admitted him to confirm Le´vy’s conjecture that the Brown-
ian motions in odd-dimensional spaces are Markov, but not in even-dimensional
spaces. Obviously, the transition from singular to nonsingular kernels is highly
desirable in the present setting as well. It is however not clear how to obtain
such kernels in general.
Remark 4.2.20. A representation of Levy’s Brownian motion similar to Theorem
4.2.18 was presented in [92] as an example of general representation of isotropic
random field of the form
Xt =
∞∑
l=0
h(l,N)∑
m=1
Sml
(
t
‖t‖
)
ξml (‖t‖)
where ξml is a sequence of random variables satisfying
Eξml (r)ξm
′
l′ (s) = b(r, s)δ
m′
m δ
l′
l ,
where
b(r, s) = |sN−1|
∫ 1
−1
B(r, s, u)
C
N−2
2
l (u)
C
N−2
2
l (1)
(1− u2)N−32 du
and EXtXs = B(‖t‖, ‖s‖, cos∠(t, s)).
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Example 4.2.21. Le´vy’s fractional Brownian motion
Here, we will try to extend the above to Le´vy’s fractional Brownian motion.
Based on Example 4.2.11 we have that
V (2t) =
m(x(t))
pi
=
κHN t
2−2H
4H(1−H)pi =
piN/2 t2−2H
2HΓ(2−H)Γ(H +N/2) . (4.2.35)
The assertion of Theorem 4.2.18 is extended to the present fractional case
as follows.
Theorem 4.2.22. Let X be Le´vy’s fractional Brownian motion on RN with
Hurst index H ∈ (0, 1). Then it is represented as follows
Xt =
√
2|sN−1|
∞∑
l=0
h(l,N)∑
m=1
Sml
(
t
‖t‖
)∫ ‖t‖
0
pikl(‖t‖, u)dMml (u)
where {Mml } are independent copies of a Gaussian martingale M with mean
zero and the variance function E|M(u)|2 = V (2u) given by (4.2.35), with the
kernels kl defined by
pik0(r, u)
c2HNΓ(
N
2 )
=
2Γ(1−H)
Γ(H−1+N2 )
(
2
u
)1−2H ∫ 1
u/r
y1−2H(1−y2)H−2+N2 dy,
for n = 0, 1, 2, . . .
pik2n+1(r, u)
c2HNΓ(
N
2 )
= − Γ (n+1−H)
Γ
(
n+H+N2
) (2
r
)1−2H (
1−u2r2
)H−1+N2
× F
(
−n, n+N
2
; 1−H; u
2
r2
)
and for n = 1, 2, . . .
pik2n(r, u)
c2HNΓ(
N
2 )
= − Γ (n+1−H)
(1−H)Γ (n+H−1+N2 )
(
2
r
)1−2H (
1−u
2
r2
)H−1+N2
× u
r
F
(
1−n, n+N
2
; 2−H; u
2
r2
)
.
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Proof. We need the inverse transforms of function Gl with respect to the
measure (1.2.50), as defined by the formulas (4.2.3) and (4.2.4). Since the
functions A and B are given by (4.2.20) and (4.2.21), respectively, it follows
from (4.2.23) and (4.2.24) that for l > 0 the kernels kl are evaluated as Hankel
transforms of the following form
k2n+1(r, u) = Gˇ2n+1(r, x(u))
=
21−Hc2HNΓ(1−H)uH
pi
∫ ∞
0
G2n+1(r, λ)J−H (uλ)λ1−Hdλ
and
k2n(r, u) = Gˇ2n(r, x(u))x′(u)
=
21−Hc2HNΓ(1−H)uH
pi
∫ ∞
0
G2n(r, λ)J1−H (uλ)λ1−Hdλ.
The required results are then found in the tables [26], Vol II, formula 8.11.9. To
complete the proof we will show
k0(r, u)=
c2HN Γ
2(1−H)
pi
(u
2
)2H−1(
1− Bu2/r2(1−H,H − 1 +
N
2 )
B(1−H,H − 1 + N2 )
)
where Bx(α, β) is the incomplete beta function (see [29], formula 8.391). Indeed,
the kernel k0 is computed as the sum of the following two terms. The first term
is
c2HNΓ(1−H)
(u
2
)H 2
pi
∫ ∞
0
J1−H (uλ)
dλ
λH
=
c2HN
pi
Γ2(1−H)
(u
2
)2H−1
(the integral is taken by means of formula 6.561.14 in [29]). The second term
has the same expression as k2n given above, but evaluated at n = 0 (for the
relationship between the incomplete Beta function and the Gauss hyperbolic
function, see [29], formula 8.391). 
Remark 4.2.23. It can be shown in the present fractional case too that the ker-
nels kl with l > 2 are singular in the same sense as in the special case H = 1/2
already mentioned in Remark 4.2.19. To see this, observe first that the Gauss
hypergeometric functions that occur in the expressions for kl are classical orthog-
onal polynomials, known in the literature as generalized Gegenbauer polynomials
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(see e.g. [15], section 1.5.2). It is then straightforward to follow McKean’s ar-
guments in [57], however we do not dwell upon this here and note only that the
analogue of McKean’s nonsingular kernels to the fractional case is known for the
general Hurst index H as well, see Malyarenko [54]. For general isotropic fields
the question of finding non-singular moving average representations remains
open at this time.
Chapter 5
Small deviation results
The aim of this chapter is to study the small deviation probabilities also known
as small ball probabilities of a given stationary or stationary increments Gaussian
process. Namely, we want to study the behavior of the quantity
− logP (‖X‖ < ε) (5.0.1)
as ε → 0. We view here the stochastic process X as a random element with
values in an appropriate Banach space (E, ‖ · ‖). We will present results for
various norms.
The small ball results have numerous applications. They are an important
tool in the study of Gaussian processes. They are proven to be closely related
with various approximation quantities of compact sets and operators, such as
metric entropy or l-approximation numbers. A variety of applications includes
laws of iterated logarithms, Hausdorff dimensions or rates of escape, to mention
just a few. For more details see the review paper [50].
It is well known that it is difficult to determine the asymptotic behavior of
(5.0.1) and there exist complete results only for a few types of processes. Results
for particular cases are recalled and discussed later, by the concrete examples.
For an extensive list of references to the small deviations literature, see [53].
It turns out that small deviations results are mathematically closely related
to the convergence results of Section 4.1. We will use the results of the lat-
ter section to formulate general theorems for si- and stationary processes. The
chapter will be completed with the calculation of bounds for small ball proba-
bilities in several particular cases. We will argue that several bounds are in fact
sharp.
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5.1 Preliminaries and known results
Let X be a Borel measurable random element with values in the separable
Banach space (E, ‖ · ‖), i.e. a map
X : (Ω,F ,P) −→ (E, ‖ · ‖).
such that for any Borel set B ⊂ E we have that X−1(B) ∈ F . The random
element X is called Gaussian if for any element e∗ from the dual space E∗ of E
the random variable e∗X is Gaussian. We call X a centered random element if
for any e∗ ∈ E∗ it holds that E (e∗X) = 0.
The particular Banach spaces of our interest are going to be the function
spaces Lp([0, T ]) with the norm
‖f‖p :=
(∫ T
0
|f(t)|pdt
) 1
p
, p ≥ 1, T > 0,
the space of continuous functions C([0, T ]) with ‖f‖∞ = supt∈[0,T ] |f(t)| and
the Orlicz space of integrable functions with the norm
‖f‖ψp = inf
{
c > 0 :
∫ T
0
ψp(|f(t)|/c)dt ≤ 1
}
.
Given a centered Gaussian random element X with values in a separable
Banach space (E, ‖·‖), there exist a sequence of elements uk ∈ E and a sequence
of independent standard normal random variables (ξk)k≥1 such that
X =
∞∑
k=1
ξkuk, (5.1.1)
and the series converges almost surely in the norm of E (cf. [52], [84]). According
to this fact, we can define for n ∈ N the so-called l-number by
ln(X) := inf

E∥∥∥∥∥∑
k>n
ξkuk
∥∥∥∥∥
2
1/2 : X = ∞∑
k=1
ξkuk a.s.
 (5.1.2)
where the infimum is taken over all representations of type (5.1.1).
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If {fk}∞k=1 is an orthonormal basis of some separable Hilbert space H and
uk is as in (5.1.1), we can define an operator T : H → E by setting
T(fk) := uk, k = 1, 2, ... . (5.1.3)
Such an operator is well defined and bounded. To see the latter, take an arbi-
trary f ∈ H, expand it in the basis and apply the operator T to obtain
Tf =
∞∑
k=1
〈f, fk〉uk
Applying e∗ ∈ E∗ to both sides of the above gives
e∗Tf =
∞∑
k=1
〈f, fk〉e∗uk.
By virtue of Cauchy-Schwarz inequality we have
|e∗Tf |2 ≤
∞∑
k=1
|〈f, fk〉|2
∞∑
k=1
|e∗uk|2 = ‖f‖2
∞∑
k=1
|e∗uk|2. (5.1.4)
Given (5.1.1) we have that E|e∗X|2 = ∑ |e∗uk|2, and since |e∗X| ≤ ‖e∗‖ ‖X‖,
it implies that
sup
‖e∗‖=1
∑
|e∗uk|2 ≤ E‖X‖2. (5.1.5)
Recall that by Hahn-Banach,
‖x‖ = sup{|e∗x| : ‖e∗‖ = 1, e∗ ∈ E∗}, (5.1.6)
for x ∈ E. It follows that
‖Tf‖ ≤ ‖f‖
√
E‖X‖2,
where E‖X‖2 <∞ (see e.g. [83], Proposition A.2.1 and A.2.3).
Now, the representation (5.1.1) can be rewritten as
X =
∞∑
k=1
ξkTfk. (5.1.7)
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The l-numbers of the operator T are defined as
ln(T) := inf

E∥∥∥∥∥∑
k>n
ξkTek
∥∥∥∥∥
2
1/2: {ek}∞k=1 orthonormal basis ofH
 .
We have the following relation (see [75], [39]).
Lemma 5.1.1. Let X be a centered Gaussian random variable with values in
separable Banach space E. If the operator T is as defined by (5.1.3) it holds
that
ln(X) = ln(T). (5.1.8)
Let us now move to the result indicated in the beginning of the chapter on
the connection between the rates of convergence of series expansions of a process
and small ball probabilities. We cite below Proposition 4.1 of [48]. First we have
to define some additional notions.
For p ∈ [1,∞] the space `np is the space of x = (x1, ..., xn) ∈ Rn satisfying
‖x‖`np :=
 n∑
j=1
|xj |p
 1p <∞.
For given two Banach spaces E and F the Banach-Mazur distance d(E,F ) is
defined as
d(E,F ) = inf
{‖T‖‖T−1‖ : T : E → F,T is an isomorphism} .
We say that a Banach space E contains `np ’s uniformly if there exists a sequence
of subspaces En ⊂ E such that for some η > 1 there is
d(En, `np ) ≤ η for all n. (5.1.9)
The Banach space E is said to be K-convex if it does not contain `n1 ’s uniformly.
Let us remark that the space Lp([0, T ]), 1 < p < ∞ is K-convex. For further
details see [75], [74].
Lemma 5.1.2. Let X be a centered Gaussian random variable with values in
separable Banach space E.
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(i) If
ln(X) . n−1/A(1 + log n)B (5.1.10)
for some A > 0 and B ∈ R, then
− logP(‖X‖ ≤ ε) . ε−A(log 1/ε)AB . (5.1.11)
(ii) Conversely, if (5.1.11) holds for some A > 0 and B ∈ R, this implies
ln(X) . n−1/A(1 + log n)B+1. (5.1.12)
Moreover, if E is K-convex then (5.1.10) and (5.1.11) are equivalent.
(iii) If
− logP(‖X‖ ≤ 2ε) & − logP(‖X‖ ≤ ε) & ε−A(log 1/ε)AB (5.1.13)
for some A > 0 and B ∈ R, then
ln(X) & n−1/A(1 + log n)B−1/A. (5.1.14)
Hence, given some series expansion of the random element X, say
X =
∑
k
ξkuk
with uk ∈ E, and knowing its rate of convergence, i.e.E∥∥∥∥∥∑
k>n
ξkuk(t)
∥∥∥∥∥
2
1/2 . n−A(1 + log n)B
for some A > 0 and B ∈ R, by definition of ln(X) we have
ln(X) . n−A(1 + log n)B . (5.1.15)
Having this, we can apply Lemma 5.1.2 to obtain bounds for small ball proba-
bilities. That is the plan of the next section.
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5.2 Bounds for small ball probabilities
We will use Theorems 4.1.4 and 4.1.8, for si and stationary processes, respec-
tively. According to this the small ball results will also depend on the tail
behavior of the reproducing kernel ST of the space LT , defined by (4.1.1), on
the diagonal, i.e. condition (4.1.5):
∃K > 0 : ST (λ, λ) ≥ c|λ|α for |λ| > K. (5.2.1)
Let X = (Xt)t∈[0,T ] be a centered Gaussian si-process with spectral measure
µ and associated string lmk. Theorem 4.1.4 allows us to derive the following
result.
Theorem 5.2.1. Suppose 0 < T <
∫ l
0
√
m′(y) dy and assume that (5.2.1) holds
for α > −1. Then we have, for ε > 0 small enough,
(i) for p ≥ 1,
− logP (‖X‖p < ε) . ε− 21+α ,
(ii)
− logP (‖X‖∞ < ε) . ε− 21+α (log 1/ε)
1
1+α ,
(iii) for p ≥ 2,
− logP (‖X‖ψp < ε) . ε− 21+α (log 1/ε) 1−2/p1+α .
An interesting aspect of this result is that it gives small deviation bounds for
the process X determined by its frequency domain reproducing kernel, without
referring explicitly to the associated string. In particular, the result is also useful
if the reproducing kernel is determined by some other means. To illustrate this
point, let us mention that if X is a standard Brownian motion, then using the
Fourier inversion formula it is not difficult to see that the reproducing kernel is
given by
ST (ω, λ) =
1
2pi
ei(ω−λ)T − 1
i(ω − λ) .
This means we have α = 0 in (5.2.1) in this case. It is well-known (e.g. [50])
that for Brownian motion it holds that
− logP (‖X‖2 < ε) ≈ − logP (‖X‖∞ < ε) ≈ ε−2.
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The notation a ≈ b stands for a . b and b . a. By inserting α = 0 in Theorem
5.2.1 we see that the theorem gives a sharp bound for the L2-norm, but for the
uniform norm the bound is only correct up to a logarithmic factor. This is a
typical phenomenon that occurs when small deviations results are derived via
series expansions. In Section 5.2.1 we give additional explicit examples.
Similarly, Theorem 4.1.8 combined with Lemma 5.1.2 gives the following
small deviations results in the stationary case. Let Y = (Yt)t∈[0,T ] be a centered
stationary Gaussian process with spectral measure µ and associated string mlk.
Theorem 5.2.2. Suppose 0 < T <
∫ l
0
√
m′(y) dy and assume that condition
(5.2.1) holds for α > 1. Then we have, for ε > 0 small enough,
(i) for p ≥ 1,
− logP (‖Y ‖p < ε) . ε− 2α−1 ,
(ii)
− logP (‖Y ‖∞ < ε) . ε− 2α−1 (log 1/ε)
1
α−1 ,
(iii) for p ≥ 2,
− logP (‖Y ‖ψp < ε) . ε− 2α−1 (log 1/ε) 1−2/pα−1 .
5.2.1 Examples
Example 5.2.3. Fractional Brownian motion
Recall from Example 4.1.5, that in the case of fractional Brownian motion
with Hurst parameter H, the condition (5.2.1) is satisfied with α = 2H − 1.
Hence, Theorem 5.2.1 gives us the following small ball results summarized in
the table.
norm bound
Lp ε−1/H
supremum ε−1/H (log 1/ε)1/(2H)
Orlicz ε−1/H (log 1/ε)(1−2/p)/(2H)
According to well-known results (cf. [78], [64], [50]) we have that
− logP (‖X‖∞ < ε) ≈ ε−1/H . (5.2.2)
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Hence, Theorem 5.2.1 does not provide a sharp small ball estimates for the
sup-norm. The bounds are sharp up to a logarithmic factor.
On the contrary, the Lp estimate is a sharp one. According to Li and Shao
([49], Corollary 1)
− logP (‖X‖p < ε) ≈ ε−1/H . (5.2.3)
Our upper bound for the Orlicz norm coincides with the result obtained in
Dunker [14], who also studies the fractional Brownian sheet on higher dimen-
sional spaces. Any sharpness results appear to be unknown in the Orlicz case.
Example 5.2.4. Ornstein-Uhlenbeck process
Here, the condition 5.2.1 is satisfied with α = 2 (cf. Example 4.1.9). So, the
bounds for the small deviation probability − logP(‖Y ‖ < ε) given by Theorem
5.2.2 are as follows:
norm type bound
Lp ε−2
supremum ε−2 (log 1/ε)1/3
Orlicz ε−2 (log 1/ε)(1−2/p)/3
The bound ε−2 for the Lp-norm is sharp (cf. [46]). Again, the bound for the
supremum norm is only sharp up to a logarithmic factor, the correct bound is
ε−2 as well (see [47]). No results concerning the Orlicz case are known to us.
Example 5.2.5. Mate´rn processes
Let us begin with the special case of the spectral density, i.e.
f(λ) =
1
(λ2 + 1)2
. (5.2.4)
From the consideration in Example 4.1.10 we have that this process fulfills
condition (5.2.1) with α = 4. Hence, by virtue of Theorem 5.2.2 we obtain
norm estimate
Lp ε−2/3
supremum ε−2/3 (log 1/ε)1/3
Orlicz ε−2/3 (log 1/ε)(1−2/p)/3
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For arbitrary r ∈ N we have α = 2r and the bounds implied by Theorem
5.2.2 for the process with spectral density
f(λ) =
1
(λ2 + 1)r
(5.2.5)
are given by
norm estimate
Lp ε−2/(2r−1)
supremum ε−2/(2r−1) (log 1/ε)1/(2r−1)
Orlicz ε−2/(2r−1) (log 1/ε)(1−2/p)/(2r−1)
In view of the results of [51] the bound for the supremum norm is sharp
up to a logarithmic factor. We are not aware of any other results on the small
deviations behavior of the Mate´rn process. However, in view of our previous
results for fractional Brownian motion and the Ornstein-Uhlenbeck process it
seems reasonable to expect that the bounds for the Lp-norm for p ≥ 1 and
Orlicz norm with p = 2 are sharp, while the bounds for the Orlicz norm for
p > 2 are off by a logarithmic factor.

Appendix A
Special functions
In this appendix we gather some general facts concerning several special function
appearing throughout the whole text. This presentation is based on Chapter
8-9 of [29] and Chapter 5 of [40], where much more information can be found.
The Gamma function (a.k.a. Euler’s integral of the second kind) is defined
by
Γ(z) =
∫ ∞
0
e−xxz−1dx, z ∈ C,<(z) > 0. (A.0.1)
It holds that Γ(x+ 1) = xΓ(x), hence, for n ∈ N we have that Γ(n) = (n− 1)!.
Note that Γ(1/2) =
√
pi.
The Gauss hypergeometric function F (α, β; γ; z) is defined by the series
F (α, β; γ; z) = 1 +
α · β
γ · 1 z +
α(α+ 1)β(β + 1)
γ(γ + 1) · 1 · 2 z
2 + ..., |z| ≤ 1. (A.0.2)
Given that <(α + β − γ) < 0 the series converges absolutely in the whole unit
ball |z| ≤ 1, if <(α + β − γ) ∈ [0, 1) it converges in |z| < 1, otherwise diverges.
It admits the integral representation of the form
F (α, β; γ; z) =
Γ(γ)
Γ(β)Γ(γ − β)
∫ 1
0
xβ−1(1− x)γ−β−1(1− xz)−αdx, (A.0.3)
provided <(γ) > <(β) > 0. The incomplete beta function defined by the formula
Bx(α, β) =
∫ x
0
sα−1(1− s)β−1ds (A.0.4)
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can be related to the Gauss hypergeometric function via the formula
Bx(α, β) =
xα
α
F (α, 1− β;α+ 1;x). (A.0.5)
The Gegenbauer polynomials Cαn of degree n ∈ N are defined as the coeffi-
cients of xn in the power series expansion of the function
(1− 2tx+ x2)−α =
∞∑
n=0
Cαn (t)x
n. (A.0.6)
We can represent it as an integral
Cαn (t) =
1√
pi
Γ(2α+ n)
n!Γ(2α)Γ(α)
Γ
(
2α+ 1
2
)∫ pi
0
(t+
√
t2 − 1 cosϕ)n sin2α−1 ϕdϕ
The Gegenbauer polynomials can be related to the Gauss hypergeometric func-
tion using the expressions
Cαn (t) =
Γ(2α+ n)
Γ(2α)Γ(n+ 1)
F
(
2α+ n,−n;α+ 1
2
;
1− t
2
)
, (A.0.7)
=
2nΓ(α+ n)
n!Γ(α)
tnF
(
−n
2
,
1− n
2
; 1− α− n; 1
t2
)
. (A.0.8)
Note that the above formula can be used as a definition of the generalized
Gegenbauer polynomials, where n can be an arbitrary number. For even and
odd degrees we have the following
Cα2n(t) =
(−1)nΓ(α)Γ(n+ 1)
(α+ n)Γ(α+ n+ 1)
F
(
−n, n+ α; 1
2
; t2
)
, (A.0.9)
Cα2n+1(t) =
(−1)n2tΓ(α)Γ(n+ 1)
Γ(α+ n+ 1)
F
(
−n, n+ α+ 1; 3
2
; t2
)
.(A.0.10)
The function Jν(z) of a complex variable z defined by
Jν(z) =
∞∑
k=0
(−1)k(z/2)ν+2k
Γ(k + 1)Γ(k + ν + 1)
, | arg z| < pi, (A.0.11)
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is called the Bessel function of the first kind of order ν. This definition implies
the following properties
d
dz
[zνJν(z)] = zνJν−1(z),
d
dz
[z−νJν(z)] = −z−νJν+1(z), (A.0.12)
Jν−1(z) + Jν+1(z) =
2ν
z
Jν(z), Jν−1(z)− Jν+1(z) = 2 d
dz
Jν(z), (A.0.13)
d
dz
Jν(z) = −ν
z
Jν(z) + Jν−1(z),
d
dz
Jν(z) =
ν
z
Jν(z)− Jν+1(z). (A.0.14)
Bessel function of the first kind admits the integral representation
Jν(z) =
(z/2)ν
Γ(1/2)Γ(ν + 1/2)
∫ 1
−1
cos(zx)(1− x2)ν−1/2dx , ν > −1
2
, (A.0.15)
often referred to as a Poisson’s integral representation. For x ≥ 0 and ν ≥ 0 the
behavior of function Jν(x) is described by
Jν(x) ∼ x
ν
2νΓ(1 + ν)
, x→ 0, (A.0.16)
Jν(x) ∼
√
2
pix
cos(x− νpi/2− pi/4), x→∞. (A.0.17)
We also often use a modified Bessel functions. The modified Bessel function
of the first kind of order ν is defined as
Iν(z) =
∞∑
k=0
(z/2)ν+2k
Γ(k + 1)Γ(k + ν + 1)
, z ∈ C, | arg z| < pi. (A.0.18)
We define the modified Bessel function of the second kind of order ν by
Kν(z) =
pi
2
I−ν(z)− Iν(z)
sin νpi
, | arg z| < pi, ν 6= 0,±1,±2, ... (A.0.19)
Kn(z) = lim
ν→nKν(z), n ∈ Z (A.0.20)
We have that
I−n(z) = In(z), n ∈ Z, (A.0.21)
K−ν(z) = Kν(z). (A.0.22)
132 APPENDIX A. SPECIAL FUNCTIONS
and for x > 0 and ν ≥ 0 we have the asymptotic formulas
Iν(x) ∼ x
ν
2νΓ(1 + ν)
, x→ 0, (A.0.23)
Kν(x) ∼ 2
ν−1Γ(ν)
xν
, x→ 0, (A.0.24)
and as x→∞
Iν(x) ∼ e
x
√
2pix
, (A.0.25)
Kν(x) ∼
√
pi
2x
e−x. (A.0.26)
It holds that the Wronskian is given by∣∣∣∣ Iν(z) Kν(z)d
dz Iν(z)
d
dzKν(z)
∣∣∣∣ = −1z . (A.0.27)
The so-called addition formula for Bessel functions is given by
Jν(λR)
(λR)ν
= 2νΓ(ν)
∞∑
l=0
(ν + l)
Jν+l(λr1)Jν+l(λr2)
(λr1)ν(λr2)ν
Cνl (cos θ), (A.0.28)
where R, r1, r2 are sides of an arbitrary triangle and θ is the angle opposite the
side R, so that
R =
√
r21 + r
2
2 − 2r1r2 cos θ. (A.0.29)
Appendix B
Fractional calculus
Given a function f ∈ L1([a, b]) we define respectively right and left fractional
integral of the order α > 0 by the formulas
(Iαa+f)(t) :=
1
Γ(α)
∫ t
a
f(s)(t− s)α−1ds, t ≥ a,
(Iαb−f)(t) :=
1
Γ(α)
∫ b
t
f(s)(t− s)α−1ds, t ≤ b.
For any α ≥, any f ∈ Lp([a, b]) and g ∈ Lq([a, b]) where p−1 + q−1 ≤ α it
holds that ∫ t
0
f(s)(Iα0+g)(s)ds =
∫ t
0
(Iαt−f)(s)g(s)ds.
This is the so-called fractional integration by parts formula (cf. [76], (5.16)).
We can also define the fractional derivative of a function. For f defined on
the interval [a, b], the formulas
(Dαa+f)(t) :=
(
d
dt
)[α]+1
I
1−{α}
a+ f(t),
(Dαb−f)(t) :=
(
− d
dt
)[α]+1
I
1−{α}
b− f(t),
respectively define the right and left fractional derivative of the function f
(provided it exists), where [α] denotes the biggest integer smaller than α and
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{α} = α−[α]. A sufficient condition for the function f to be a.e. α-differentiable
is that f is continuously k-differentiable for any integer k < [α] and that [α]-th
derivative of f is absolutely continuous. The following relations are true for
α > 0
Dαa+Iαa+f = f, f ∈ L1([a, b]),
Iαa+Dαa+f = f, f ∈ Iαa+
(
L1([a, b])
)
.
According to the above, the derivative Dαa+ is often denoted as I−αa+ .
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Samenvatting (Summary in
Dutch)
Representaties van Gaussische processen met sta-
tionaire incrementen
Dit proefschrift beschrijft een nieuwe methode om een reeks- en een ’moving
average’-representatie van een bepaald Gaussisch proces te vinden. De rep-
resentatie wordt geintroduceerd voor de klassen van stationaire processen en
processen met stationaire incrementen. De methode wordt ook toegepast op
Gaussische isotrope velden. In het geval van de reeksontwikkelings wordt de con-
vergentiesnelheid bepaald, met behulp waarvan een aantal ’small ball’-resultaten
verkregen worden.
Dit onderzoek werd gemotiveerd door resultaten voor de fractionele Brownse
beweging (fBm), het belangrijkste voorbeeld van een Gaussisch proces met sta-
tionaire incrementen. Deze processen hebben talrijke toepassingen in bijvoor-
beeld de wachtrijtheorie, financie¨le wiskunde en telecommunicatienetwerken.
De analyse van deze processen is gecompliceerd, aangezien ze in het algemeen
noch een Markov proces, noch een semimartingaal zijn, zodat veel klassieke
methodes niet kunnen worden gebruikt. Daarom is een representatie in termen
van eenvoudigere, beter begrepen processen zeer wenselijk.
Voor het vinden van de representaties maken we gebruik van de Krein-de
Branges theorie. In de context van dit proefschrift is het meeste relevante resul-
taat uit deze theorie het bestaan van een 1-1 relatie tussen de spectraal maat
van een bepaald proces en een snaar met bepaalde massaverdeling. We com-
bineren deze relatie met de theorie van ’reproducing kernel Hilbert spaces’ van
analytische functies.
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Hoofdstuk 1 begint met een introductie van de in de tekst gebruikte kansthe-
oretische begrippen, zoals de spectrale representatie van stationaire Gaussische
processen en processen met stationaire incrementen. Vervolgens worden isotrope
velden en hun spectrale representatie gedefinieerd. In dit hoofdstuk geven we
voorbeelden van processen en velden die we later gebruiken om de algemene
resultaten te illustreren.
Hoofdstuk 2 is volledig gewijd aan de Krein-de Branges theorie en haar
toepassing op onze vraagstelling. Eerst behandelen we het bekende resultaat
dat er 1-1 relatie bestaat tussen snaren en symmetrische Borel maten op de ree¨le
rechte. Vervolgens beschrijven we de met deze snaren geassocieerde ’reproducing
kernel Hilbert spaces’.
Hoofdstuk 3 behandelt de snaren die zijn gerelateerd aan de spectrale maten
van specifieke processen, zoals de Brownse beweging, het Ornstein-Uhlenbeck
proces, of de fBm.
De belangrijkste resultaten van dit proefschrift, namelijk de representatie
van processen en velden, zijn verzameld in Hoofdstuk 4. We gebruiken de al-
gemene resultaten van Hoofdstuk 2 voor het afleiden van reeks- en ’moving
average’-representaties van Gaussisch processen (stationair en met stationaire
incrementen) en isotrope velden (homogeen en met homogene incrementen).
De in hoofdstuk 3 verkregen snaren worden gebruikt voor het vinden van de
representatie voor bepaalde voorbeelden.
In hoofdstuk 5 worden de convergentiesnelheden van de reeksontwikkelin-
gen gebruikt om de zogeheten ’small ball probabilities’ te bepalen voor diverse
processen en normen.
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