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013.04.0Abstract Belief functions theory is an important tool in the ﬁeld of information fusion. However,
when the cardinality of the frame of discernment becomes large, the high computational cost of evi-
dence combination will become the bottleneck of belief functions theory in real applications. The
basic probability assignment (BPA) approximations, which can reduce the complexity of the BPAs,
are always used to reduce the computational cost of evidence combination. In this paper, both the
cardinalities and the mass assignment values of focal elements are used as the criteria of reduction.
The two criteria are jointly used by using rank-level fusion. Some experiments and related analyses
are provided to illustrate and justify the proposed new BPA approximation approach.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
Belief functions theory1 is one of the important tools in uncer-
tainty reasoning and decision-making.2–5 In belief functions
theory, by using Dempster’s rule of combination and many
other modiﬁed combination rules,5 multiple bodies of evidence
(BOEs) obtained from independent information sources can be82668775.
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61combined. However, when the frame of discernment is large,
evidence combination will encounter high computational cost.
Many approaches were proposed to analyze and to resolve
such a problem. In general, there are three major types of
methodologies to handle the high computational cost in evi-
dence combination.
The ﬁrst type is to design efﬁcient algorithms for performing
exact computations of evidence combination. For example, in
Kennes’s work,6 an optimal algorithm for Dempster’s rule of
combination was proposed. Barnett’s work7 and other works8
are also the representatives of this type of methodologies.
The second type is composed of Monte-Carlo techniques.
Moral and Salmeron’s paper9 is the representative work.
The third type is to approximate (or simplify) a basic prob-
ability assignment (BPA, i.e., mass function) to a simpler one.
The papers of Voorbraak,4 Dubois and Prade10 are seminal
works of this type. The famous k–l–x approximation3 pro-SAA & BUAA. Open access under CC BY-NC-ND license.
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approximations. Grabisch11 proposed some approaches to
build a bridge between BPAs and other types of uncertainty
measures or functions, e.g., probabilities, possibilities and
k-additive BPAs (those BPAs whose cardinalities of the focal
elements are at most of k). According to the pignistic transfor-
mation in transferable belief model (TBM), two types of
k-additive belief functions12 were proposed by Burger and
Cuzzolin. Denœux used hierarchical clustering strategy to
implement the inner and outer approximation of BPAs.13
We think that by using BPA approximation, we should ob-
tain a BPA with the representation which is more intuitive and
easier to process. So, in this paper, we attempt to design a new
BPA approximation to reduce the computational cost of evi-
dence combination. We make a modiﬁcation to the traditional
k–l–x approximation.3 In traditional k–l–x only the mass
assignment values are considered in the reduction of focal ele-
ments. In this paper, both the mass assignment values and the
cardinalities of focal elements are used as the criteria for order-
ing all the available focal elements. The focal elements with less
mass assignment values and at the same time with larger car-
dinalities should be removed earlier. By using rank-level fu-
sion, the two criteria are jointly used. Experimental results
and related analyses show our proposed BPA approximation
approach can reduce the computational cost of evidence com-
bination with relatively less loss of the precision of BPAs.2. Preliminary
2.1. Basics of belief functions theory
In Belief functions theory,1 the elements in the frame of dis-
cernment (FOD) H are mutually exclusive and exhaustive. De-
ﬁne m:2Hﬁ [0,1] as the basic probability assignment (BPA,
also called mass function) satisfyingX
fmðAÞjA#Hg ¼ 1; mð£Þ ¼ 0 ð1Þ
If m(A) > 0, A is called a focal element. The belief function
(Bel) and the plausibility function (Pl) are deﬁned, respectively,
as follows:
BelðAÞ ¼
X
B#A
mðBÞ ð2Þ
PlðAÞ ¼
X
A\B – £
mðBÞ ð3Þ
When two independent bodies of evidence (BOEs) m1 (with s
focal elements) and m2 (with t focal elements) are available,
the combined evidence m12 can be obtained by using Demp-
ster’s rule of combination as follows1:
m12ðAÞ ¼
0 A ¼£X
Ai\Bj¼A
m1ðAiÞm2ðBjÞ
1K A–£
8<
: ð4Þ
where A is a focal elements of m12, Ai (i= 1, 2, . . . , s) are focal
elements of m1, and Bj (i= 1, 2, . . . , t) are focal elements of
m2. K ¼
P
Ai\Bj¼£m1ðAiÞm2ðBjÞ in Eq. (4) represents the total
conﬂicting or contradictory mass assignments. Dempster’s rule
of combination has serious debates.5 Belief functions intro-
duced by Shafer offer many advantages and their use is not re-
stricted to Dempster–Shafer theory1 (DST) framework.Besides the controversial Dempster’s rule of combination pro-
posed in DST, several modiﬁed evidence combination ap-
proaches have been proposed.5
2.2. High computational cost in evidence combination
Evidence combination requires signiﬁcantly large computa-
tional cost with the increase of the FOD’s cardinality. Given
an FOD with cardinality of n, a BPA can have up to 2n  1 fo-
cal elements (empty-set B here is excluded). In case of Demp-
ster’s rule of combination, the combination of two BPAs
requires the computation of up to 2n+1  2 intersections.
For other combination rules, there also exists the problem of
high computational cost.
To reduce the computational cost of evidence combination,
several approaches have been proposed either by proposing
efﬁcient algorithms6–8 for evidence combination, Monte-Carlo
techniques,9 or by approximating BPA.10–14
We prefer to use the BPA approximation approach10–14 to
reduce the computational cost in combination operations be-
cause the approximation approach reduces the computational
cost and also allows to deal with smaller-size focal elements,
which is more intuitive for human to catch the meaning.14
2.3. k–l–x BPA approximation approach
The k–l–x approach was proposed by Tessem.3 The simpliﬁed
or compact BPA obtained by using k–l–x satisﬁes:
(1) keep no less than k focal elements;
(2) keep no more than l focal elements;
(3) the mass assignment to be deleted is no greater than x.
In the algorithm of k–l–x, the focal elements of an original
BPA are sorted according to their mass assignments. This
algorithm chooses the ﬁrst p focal elements such that k 6 p 6 l
and such that the sum of the mass assignments of these ﬁrst p
focal elements is no less than 1  x. The deleted mass assign-
ments are redistributed to the other focal elements through
normalization.
3. BPA approximation using rank-level fusion
As we can see in k–l–x approximation above, only the mass
assignment values are considered in the reduction of focal ele-
ments. Such an idea can assure the small loss in BPA approx-
imation, i.e., to make the approximated BPA be as close as
possible to the original one.
We think that it is very important to make the approxi-
mated BPA as close as possible to the original one is; however
it is only one aspect. Our aim is to reduce the computational
cost of evidence combination and at the same time to make
the approximated BPA be close to the original one. Those fo-
cal elements with big size of cardinality will generate more
computational cost. If we only focus on the mass assignment
values, the big size focal elements might still be remained. This
is not good for reducing computational cost.
In BPA approximation procedure, in each step when we re-
move some focal element, we can both consider the focal ele-
ment’s size and mass assignment values. If the mass value is
smaller and the cardinality is bigger, it should be removed at
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renormalized. The whole procedure will be repeated according
to the preset parameters. Our proposed new approach is actu-
ally an extended k–l–x approximation.
The procedure is listed as follows. Suppose that a given
BPA has L focal elements.
(1) Sort all the focal elementsofanoriginalBPAaccording to the
mass assignment values (in ascending order, this is due to the
principle of ‘‘focal elementwith small mass should be deleted
as early as possible’’) The rank vector can be obtained as
rm ¼ rmð1Þ rmð2Þ . . . rmðLÞ½  ð5Þ
where the subscript m represents the rank vector in Eq.
(5) is obtained according to the mass assignment values.
(2) Sort all the focal elements of an original BPA according
to the cardinalities (in descending order, this is due to
the principle of ‘‘focal element with big cardinality
should be deleted as early as possible’’). The rank vector
can be obtained as
rc ¼ rcð1Þ rcð2Þ . . . rcðLÞ½  ð6Þ
where the subscript c represents the rank vector in Eq. (6)
is obtained according to the cardinalities of focal elements.
(3) By executing the rank-level fusion, we obtain
rf ¼ rfð1Þ rfð2Þ . . . rfðLÞ½  ð7Þ
where
rfðiÞ ¼ a  rmðiÞ þ ð1 aÞ  rcðiÞ ð8Þ
and the subscript f represents the rank vector in Eq. (7) is
obtained using rank-level fusion rf is the fused ‘‘rank’’ by
fusing the rank of rm and rc. Thus it can be seen as a
comprehensive criterion established by jointly using
mass assignment values and the cardinalities of focal ele-
ments. The parameter a 2 [0,1] in Eq. (8) is to show the
user’s preference of two different criteria.
(4) Sort the fused rank rf in ascending order, and ﬁnd the
focal element with the lowest value of rf(i). Find
rfðjÞ ¼ min
i
rfðiÞ ð9Þ
and then remove the jth focal element of the original BPA.
(5) Do renormalization of the remaining focal elements.
(6) Repeat step (1)–(5) until only NR focal elements remain,
where NR 2 [k, l] is the number of focal elements we
want to reserve (R in NR denotes the ‘‘remaining’’).
The deﬁnitions of k and l are the same as those in the
k–l–x approach. Moreover, the total mass assignments
value to be deleted is no greater than x.
4. An illustrative example of the novel BPA approximation
In this section an example is provided to illustrate the k–l–x
approximation and our proposed BPA approximation approach.
Example 1. Suppose the FOD is H= {h1,h2,h3}. A BPA over
FOD H is given as
mðfh1gÞ ¼ 0:05; mðfh2gÞ ¼ 0:20; mðfh3gÞ ¼ 0:25
mðfh1; h2gÞ ¼ 0:40; mðfh1; h2; h3gÞ ¼ 0:10:All the ﬁve focal elements are numbered as follows:
The No. 1 focal element is {h1};
The No. 2 focal element is {h2};
The No. 3 focal element is {h3};
The No. 4 focal element is {h1,h2};
The No. 5 focal element is {h1,h2,h3}.
First, by using traditional k–l–x approach (here we set
k= l= 4 and x= 0.2), we can obtain a sort result according
to mass assignment values as follows:
mðfh1gÞ < mðfh1; h2; h3gÞ < mðfh2gÞ < mðfh3gÞ < mðfh1; h2gÞ
Then the rank of the No. 1 focal element {h1} is 1;
The rank of the No. 2 focal element {h2} is 3;
The rank of the No. 3 focal element {h3} is 4;
The rank of the No. 4 focal element {h1, h2} is 5;
The rank of the No. 5 focal element {h1,h2,h3} is 2.
So the rank vector is:
rm ¼ rmð1Þ rmð2Þ . . . rmð5Þ½  ¼ ½1 3 4 5 2:
Then the focal element {h1} with m({h1}) = 0.05 < x= 0.2 is
removed. After renormalization, we can obtain the approxi-
mated BPA mk(Æ) with the k–l–x approximation as:
mkðfh2gÞ ¼ 0:2105; mkðfh3gÞ ¼ 0:2632
mkðfh1; h2gÞ ¼ 0:4210; mkðfh1; h2; h3gÞ ¼ 0:1053
where the subscript k in mk represents that the mass function is
obtained using k–l–x approach.
Second, by using our proposed rank-level fusion-based ap-
proach (here we set k= l= 4, x= 0.2 and a= 0.5), we can
obtain two rank vectors according to mass assignment values
and the cardinalities of focal elements, respectively, as
rm ¼ rmð1Þ rmð2Þ . . . rmð5Þ½  ¼ ½1 3 4 5 2
rc ¼ rcð1Þ rcð2Þ . . . rcð5Þ½  ¼ ½3 3 3 2 1
The calculation of rm is the same as that in k–l–x approach. rc
is obtained as follows. According to cardinalities (descending
order), there exists
jfh1; h2; h3gj ¼ 3 > jfh1; h2gj ¼ 2 > jfh1gj ¼ jfh2gj ¼ jfh3gj ¼ 1
where Œ Æ Œ represents the cardinality.
Then the rank of the No. 1 focal element {h1} is 3;
The rank of the No. 2 focal element {h2} is 3;
The rank of the No. 3 focal element {h3} is 3;
The rank of the No. 4 focal element {h1,h2} is 2;
The rank of the No. 5 focal element {h1,h2,h3} is 1.
So, the rank vector is rc = [3 3 3 2 1]
By using the rank-level fusion rule in Eq. (8), the fused rank
can be obtained as
rf ¼ rfð1Þ rfð2Þ . . . rfð5Þ½  ¼ ½2:0 3:0 3:5 3:5 1:5
We can see rf(5) = 1.5, which is the lowest in rf.
Then the 5th focal element {h1,h2,h3} withm({h1,h2,h3}) =0.10
is removed. After the renormalization, we can obtain the approxi-
mated BPA mr(Æ) with our rank-level fusion-based approach as
Table 2 Comparisons of average computational time and
average loss of precision (a= 0).
Approaches Average
computational
time (s)
Average
loss of
precision (%)
Origin 0.345 0
k–l–x 0.186 2.240
Rank-level fusion 0.145 7.010
996 Y. Yang et al.mrðfh1gÞ ¼ 0:0556; mrðfh2gÞ ¼ 0:2222
mrðfh3gÞ ¼ 0:2778; mrðfh1; h2gÞ ¼ 0:4444
where the subscript r in mr represents that mr is obtained using
rank-level fusion-based approach.
5. Experiments
In this section, some experiments are provided to show the
rationality and the efﬁciency of our proposed rank-level fu-
sion-based BPA approximation approach.
5.1. Experiment 1
In Experiment 1, we randomly generate BPAs according to the
algorithm15 in Table 1 below.
Set ŒHŒ= 5 and Nmax = 25  1 = 31 to randomly generate
BPAs. Set k= l= NR in each experiment (NR = {Nmax,
Nmax  1, . . . ,(Nmax + 1)/2}).
For each randomly generated BPA m(Æ), we use k–l–x and
our proposed rank-level fusion-based approach to obtain
mk(Æ) and mr(Æ). We calculate the time of the combinations
m(Æ) ¯ m(Æ), mk(Æ) ¯ mk(Æ) and mr(Æ) ¯ mr(Æ) to compare their
computational cost. To compare their closeness to the original
BPAs, we use the distance of evidence15,16:
dJðmi;mjÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
2
ðmi mjÞDðmi mjÞT
r
ð10Þ
mi and mj are the vector representation of the BPAs mi and mj
deﬁned on FOD H, respectively. D is a 2n · 2n matrix, which is
called Jaccard matrix. The element D(Æ,Æ) in D is deﬁned as:
D(A,B) = ŒA \ BŒ/ŒA [ BŒ, where Œ Æ Œ represents the cardinal-
ity. The value of dJ belongs to [0, 1]. The less thedistancebetween
two BPAs is, the more similarity between them is. We calculate the
distances between approximated BPAs and the original one to com-
pare the loss in the approximation precisions. The betting commit-
ment distance17 is also a commonly used distance of evidence;
however, it is not a strict distance measure.18 Jousselme’s distance
has been proved to be strict,15 so we prefer to use it.
In the experiment, we randomly generate 20 BPAs and set
x= 0.3. The number of remaining focal elements (NR =
k= l) will decrease from 30 down to 16. For each NR, by using
20 BPAs, the average distance dðNRÞ and average time of com-
bination TðNRÞ can be calculated. Furthermore, we can calcu-
late the total average distance
P30
NR¼16
dðNRÞ=ð30 16þ 1Þ and
the average time of combination
P30
NR¼16
TðNRÞ=ð30 16þ 1Þ
for all NR.Table 1 Algorithm for random generation of BPA.
Input: H: Frame of discernment;
Nmax: Maximum number of focal elements;
Output: m(Æ): BPA;
Generate P(H), which is the power set of H;
Generate a random permutation of P(H)ﬁ R(H);
Generate an integer between 1 and Nmaxﬁ t;
FOR Each First l elements of R(H) do
Generate a value within [0,1]ﬁ al,1 6 l 6 t;
END
Normalize the vector m ¼ a1 a2 . . . at½  ! m0;It should be noted that the parameter a will affect the
approximation result of the proposed BPA approximation ap-
proach. In our experiment, we set a= 0, a= 0.2, a= 0.5,
a= 0.8, respectively, to show the effect of parameter a.
We randomly generate 20 BPAs and set a= 0. There exists
rf (i) = rc(i), "i= 1, 2, . . . , 31, which means only the criterion
of focal element’s size is used. See experimental results in
Table 2 and Fig. 1 below.
Larger distance represents more loss of precision, so in Ta-
ble 2 (and all the following tables), the loss of precision is de-
ﬁned as the total average distance. Because dJ belongs to [0, 1],
the maximum possible loss of precision is 1 (100%) and the
minimum possible loss is 0 (0%). In Fig. 1 and Table 2, we
can see that, when compared with k–l–x, our rank-level fu-
sion-based approach can save 0.186/0.345  0.145/0.345 =
11.88% more computational time at the same time it cause
7.01%  2.24%= 4.77% more loss of the approximation
precision.
We randomly regenerate 20 BPAs and set a= 0.2. There
exists rf(i) = 0.2rm(i) + 0.8rc(i),"i= 1, 2, . . . , 31, which
means we still emphasize more on the criterion of focal ele-
ment’s size. The experimental results are listed in Table 3
and Fig. 2 below.
In Fig. 2 and Table 3, we can see that, when compared with
k–l–x, our rank-level fusion-based approach can save 0.180/
0.332  0.151/0.332 = 8.73% more computational time; at
the same time it cause 6.09%  2.08%= 4.01% more loss
of the approximation precision.
We randomly regenerate 20 BPAs and set a= 0.5. There
exists rf(i) = 0.5rm(i) + 0.5rc(i),"i= 1, 2, . . . , 31, which
means we emphasize equally on both criteria. See experimental
results in Table 4 and Fig. 3 below.Fig. 1 Comparisons of computational time and loss of precision
(a= 0).
Fig. 2 Comparisons of computational time and loss of precision
(a= 0.2).
Fig. 3 Comparisons of computational time and loss of precision
(a= 0.5).
Table 5 Comparisons of average computational time and
average loss of precision (a= 0.8).
Approaches Average
computational
time (s)
Average
loss of
precision (%)
Origin 0.336 0
k–l–x 0.185 2.060
Rank-level fusion 0.173 2.140
Table 3 Comparisons of average computational time and
average loss of precision (a= 0.2).
Approaches Average
computational
time (s)
Average
loss of
precision (%)
Origin 0.332 0
k–l–x 0.180 2.080
Rank-level fusion 0.151 6.090
Fig. 4 Comparisons of computational time and loss of precision
(a= 0.8).
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k–l–x, our rank-level fusion-based approach can save (0.184/
0.34  0.157/0.34) = 8% more computational time and at
the same time it only causes (4.3%  2.3%= 2.0%,) more
loss of the approximation precision.
We randomly regenerate 20 BPAs and set a= 0.8. There
exists rf(i) = 0.8rm(i) + 0.2rc(i),"i= 1, 2, . . . , 31, which
means we emphasize more on the criterion of mass assignment
values. See experimental results in Table 5 and Fig. 4 below.
In Fig. 4 and Table 5, we can see that, when compared with
k–l–x, our rank-level fusion-based approach can save 0.185/
0.336  0.173/0.336 = 3.57% more computational time and
at the same time it cause 2.14%  2.06%= 0.07% more loss
of the approximation precision.
As we can see in Tables 1–4 and Figs. 1–4, by using our pro-
posed rank-level fusion-based BPA approximation approach,
we can further reduce the computational cost in evidence com-
bination and at the same time with only a little more loss of the
approximation precision. By using the parameter a, we adjust
the effect of the two criteria used. Smaller a can reduce the
computational time further with relatively more loss of
approximation precision.Table 4 Comparisons of average computational time and
average loss of precision (a= 0.5).
Approaches Average
computational
time (s)
Average
loss of
precision (%)
Origin 0.340 0
k–l–x 0.184 2.3
Rank-level fusion 0.157 4.35.2. Experiment 2
In this experiment, an example for comparing k–l–x and the
rank-level fusion approach is provided based on the target rec-
ognition and decision-making.
Suppose all the possible target types are described by the
FOD H= {h1,h2,h3,h4}. For a target, two sensors send back
two reports in term of two BPAs deﬁned on H, respectively:
m1ðfh2; h3gÞ ¼ 0:0476; m1ðfh3gÞ ¼ 0:0788
m1ðfh1; h2; h3gÞ ¼ 0:4859; m1ðfh2; h4gÞ ¼ 0:3280
m1ðfh1; h3; h4gÞ ¼ 0:0597
m2ðfh1; h3gÞ ¼ 0:1805; m2ðfh1; h3; h4gÞ ¼ 0:1223
m2ðfh3; h4gÞ ¼ 0:1538; m2ðfh1; h2; h4gÞ ¼ 0:1420
m2ðfh1; h2; h3; h4gÞ ¼ 0:2004; m2ðfh1; h4gÞ ¼ 0:2010
998 Y. Yang et al.First, we directly use Dempster’s rule of combination, and we
can obtain the combined BPA as
m12ðfh1gÞ ¼ 0:1080; m12ðfh2gÞ ¼ 0:0075
m12ðfh3gÞ ¼ 0:1639; m12ðfh4gÞ ¼ 0:1730
m12ðfh2; h3gÞ ¼ 0:0106; m12ðfh3; h4gÞ ¼ 0:0102
m12ðfh1; h4gÞ ¼ 0:0227; m12ðfh1; h3gÞ ¼ 0:1746
m12ðfh2; h4gÞ ¼ 0:1242; m12ðfh1; h3; h4gÞ ¼ 0:0213
m12ðfh1; h2gÞ ¼ 0:0763; m12ðfh1; h2; h3gÞ ¼ 0:1077
where m12 represents the combined mass function of m1 and m2
The computational time is 6.6 ms.
By using pignistic probability transformation19,20 in Eq.
(11)
BetPmðhÞ ¼
X
h2B#H
mðBÞ=jBj; 8A#H ð11Þ
we can obtain
Pðh1Þ ¼ 0:2878; Pðh2Þ ¼ 0:1489
Pðh3Þ ¼ 0:3046; Pðh4Þ ¼ 0:2586
The decision result is h3 according to the max criterion.
To satisfy the real-time requirement in target recognition
applications, we use the BPA approximation approaches to re-
duce the computation cost in evidence combination.
When we use k–l–x to remove one focal element in m1 and
m2, respectively, i.e., to set k= l= 4, x= 0.2 for m1 and to
set k= l= 5, x= 0.2 for m2, the corresponding two approx-
imated BPAs are
mk1ðfh1; h2; h3gÞ ¼ 0:5102; mk1ðfh3gÞ ¼ 0:0827
mk1ðfh2; h4gÞ ¼ 0:3444; mk1ðfh1; h3; h4gÞ ¼ 0:0627
where mk1 represents the approximated mass function from m1
using k–l–x.
As we can see {h2,h3} has been removed.
mk2ðfh3; h4gÞ ¼ 0:1752; mk2ðfh1; h3gÞ ¼ 0:2056
mk2ðfh1; h4gÞ ¼ 0:2290; mk2ðfh1; h2; h3; h4gÞ ¼ 0:2284
mk2ðfh1; h2; h4gÞ ¼ 0:1618
where mk2 represents the approximated mass function from m2
using k–l–x.
As we can see {h1,h3,h4} has been removed.
By using Dempster’s rule, we can combine mk1 and m
k
2. The
combined BPA mk12 is as
mk12ðfh1gÞ ¼ 0:1302; mk12ðfh3gÞ ¼ 0:1559
mk12ðfh4gÞ ¼ 0:1552; mk12ðfh3; h4gÞ ¼ 0:0123
mk12ðfh1; h4gÞ ¼ 0:0273; mk12ðfh1; h3gÞ ¼ 0:1314
mk12ðfh2; h4gÞ ¼ 0:1498; mk12ðfh1; h3; h4gÞ ¼ 0:0160
mk12ðfh1; h2gÞ ¼ 0:0920; mk12ðfh1; h2; h3gÞ ¼ 0:1299
The computational time is 4.5 ms.
By using pignistic probability transformation, we can obtain
Pkðh1Þ ¼ 0:3043; Pkðh2Þ ¼ 0:1642
Pkðh3Þ ¼ 0:2763; Pkðh4Þ ¼ 0:2552
where Pk represents the probability obtained when using k–l–x
approach.
The decision result is h1 according to the max criterion.
This is not the same as the one obtained by combining original
BPAs.When we use rank-level fusion approach to remove one fo-
cal element in m1 and m2, respectively, i.e., to set k= l= 4,
x= 0.2, a= 0.5 for m1 and to set k= l= 5, x= 0.2,
a= 0.5 for m2, the corresponding two approximated BPAs are
mr1ðfh1; h2; h3gÞ ¼ 0:5168; mr1ðfh3gÞ ¼ 0:0838
mr1ðfh2; h4gÞ ¼ 0:3488; mr1ðfh2; h3gÞ ¼ 0:0507
where mr1 represents the approximated mass function from m1
using rank-level fusion-based approach.
As we can see {h1,h3,h4} has been removed. Although
m({h1,h3,h4}) is not the least one, {h1,h3,h4} has big
cardinality.
mr2ðfh3; h4gÞ ¼ 0:1752; mr2ðfh1; h3gÞ ¼ 0:2056
mr2ðfh1; h4gÞ ¼ 0:2290; mr2ðfh1; h2; h3; h4gÞ ¼ 0:2284
mr2ðfh1; h2; h4gÞ ¼ 0:1618
where mr2 represents the approximated mass function from m2
using rank-level fusion-based approach.
As we can see {h1,h3,h4} has been removed.
By using Dempster’s rule, we can combine mr1 and m
r
2. The
combined BPA mr12 is as
mr12ðfh1gÞ ¼ 0:1339; mr12ðfh2gÞ ¼ 0:0093
mr12ðfh3gÞ ¼ 0:1820; mr12ðfh4gÞ ¼ 0:1595
mr12ðfh2; h3gÞ ¼ 0:0131; mr12ðfh2; h4gÞ ¼ 0:1540
mr12ðfh1; h3gÞ ¼ 0:1202; mr12ðfh1; h2gÞ ¼ 0:0945
mr12ðfh1; h2; h3gÞ ¼ 0:1335
The computational time is 3.4 ms.
By using pignistic probability transformation, we can
obtain
Prðh1Þ ¼ 0:2858;Prðh2Þ ¼ 0:1846
Prðh3Þ ¼ 0:2932;Prðh4Þ ¼ 0:2365
where Pr represents the probability obtained when using rank-
level fusion-based approach.
The decision result is h3 according to the max criterion.
Which is the same as the one obtained by combining original
BPAs. According to the decision results, we can see that in
some cases, rank-level fusion-based BPA approximation ap-
proach can bring rational result with more reduction of com-
putational cost when compared with k–l–x.
As we can see in this experiment,, based on our proposed
rank-level fusion approach, the computational time of combi-
nation can be further reduced when compared with k–l–x. At
the same time, the combination result of the rank-level fusion
approach is the same as that of the original one, while the re-
sult of k–l–x is not the same as that of original one in this
example. k–l–x emphasize only on the mass value when remov-
ing focal elements (In this experiment, {h2,h3} was removed
from m1 by using k–l–x). Our proposed rank-level fusion-
based approach always tends to remove the big size focal ele-
ments at the same time with small mass values (In this exper-
iment, {h1,h3,h4} was removed from m1 by using rank-level
fusion approach). Due to the more speciﬁcity incorporated
in, the focal element with small cardinality (e.g., {h2,h3}) al-
ways play a more important role in the combination than that
with bigger cardinality (e.g., {h1,h3,h4}) when their mass values
are close to each other. Thus in this experiment, the rank-level
fusion approach performs better than the k–l–x.
A novel approximation of basic probability assignment based on rank-level fusion 999It should be noted that there also exist other types of BPA
approximation approaches as referred in introduction section.
In this paper we only compare our new proposed approach
with k–l–x. This is because in both k–l–x and the new pro-
posed rank-level fusion-based approximation approach, the
settings of the parameters are almost the same except for a.
We can set the number of remaining focal elements. Thus fair
comparisons can be made.
In Example 2, other combination rules with other probabi-
listic transformations can also be used. We use Dempster’s rule
of combination and pignistic probability transformation here
is because of historical reasons on the one hand and they are
well-known and commonly used on the other hand.
6. Conclusions
Belief functions theory is one of the powerful uncertainty rea-
soning tools; however evidence combination will bring large
computational cost with the increase of FOD’s cardinality.
In this paper, a novel rank-level fusion-based BPA approxima-
tion approach is proposed, which can effectively reduce the
computational time and at the same time only cause little loss
of approximation precision.
In this paper, the method for the joint use of two different
criteria is rank-level fusion, which is simple to be implemented.
However, it will lose some details or information when com-
pared with measurement-level fusion. In future, we will try
some approaches based on measurement-level fusion, such as
the product or summation of the measurement values of the
two criteria in BPA approximation.Acknowledgements
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