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Abstract
The problem of identifying clusters arising in the context of topic models and related ap-
proaches is important in the area of machine learning. The problem concerning traversals
on Concept Association Networks is of great interest in the area of cognitive modelling.
Cluster identiﬁcation is the problem of ﬁnding the right number of clusters in a given set
of points(or a dataset) in diﬀerent settings including topic models and matrix factoriza-
tion algorithms. Traversals in Concept Association Networks provide useful insights into
cognitive modelling and performance.
First, We consider the problem of authorship attribution of stylometry and the problem
of cluster identiﬁcation for topic models.
For the problem of authorship attribution we show empirically that by using stop-words
as stylistic features of an author, vectors obtained from the Latent Dirichlet Allocation
(LDA) , outperforms other classiﬁers. Topics obtained by this method are generally ab-
stract and it may not be possible to identify the cohesiveness of words falling in the same
topic by mere manual inspection. Hence it is diﬃcult to determine if the chosen number
of topics is optimal. We next address this issue.
We propose a new measure for topics arising out of LDA based on the divergence between
the singular value distribution and the L1 norm distribution of the document-topic and
topic-word matrices, respectively. It is shown that under certain assumptions, this mea-
sure can be used to ﬁnd the right number of topics.
Next we consider the Non-negative Matrix Factorization(NMF) approach for clustering
documents. We propose entropy based regularization for a variant of the NMF with row-
stochastic constraints on the component matrices. It is shown that when topic-splitting
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occurs, (i.e when an extra topic is required) an existing topic vector splits into two and
the divergence term in the cost function decreases whereas the entropy term increases
leading to a regularization.
Next we consider the problem of clustering in Concept Association Networks(CAN).
The CAN are generic graph models of relationships between abstract concepts. We pro-
pose a simple clustering algorithm which takes into account the complex network prop-
erties of CAN. The performance of the algorithm is compared with that of the graph-cut
based spectral clustering algorithm. In addition, we study the properties of traversals by
human participants on CAN. We obtain experimental results contrasting these traversals
with those obtained from (i) random walk simulations and (ii) shortest path algorithms.
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