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We propose a setup for universal and electrically controlled quantum information processing with hole spins
in Ge/Si core/shell nanowire quantum dots (NW QDs). Single-qubit gates can be driven through electric-dipole-
induced spin resonance, with spin-flip times shorter than 100 ps. Long-distance qubit-qubit coupling can be
mediated by the cavity electric field of a superconducting transmission line resonator, where we show that
operation times below 20 ns seem feasible for the entangling
√
iSWAP gate. The absence of Dresselhaus spin-
orbit interaction (SOI) and the presence of an unusually strong Rashba-type SOI enable precise control over the
transverse qubit coupling via an externally applied, perpendicular electric field. The latter serves as an on-off
switch for quantum gates and also provides control over the g factor, so single- and two-qubit gates can be
operated independently. Remarkably, we find that idle qubits are insensitive to charge noise and phonons, and
we discuss strategies for enhancing noise-limited gate fidelities.
PACS numbers: 73.21.Hb, 73.21.La, 42.50.Pq, 03.67.Lx
In the past decade, the idea of processing quantum infor-
mation with spins in quantum dots (QDs) [1] was followed
by remarkable progress [2]. While the workhorse systems
are highly advanced, such as self-assembled (In)GaAs QDs
[3–10] and negatively charged, lateral GaAs QDs [11–17],
an emerging theme is the search for systems that allow fur-
ther optimization. In particular, Ge and Si have attracted at-
tention because they can be grown nuclear-spin-free, which
eliminates a major source of decoherence [18–20]. Promis-
ing examples based on Ge/Si are core/shell nanowires (NWs)
[21–31], self-assembled QDs [32–34], lateral QDs [35, 36],
and ultrathin, triangular NWs [37]. In addition, spin qubits
formed in the valence band (VB, holes) were found to feature
long lifetimes [4, 31, 38–42]. Finally, new sample geome-
tries such as NW QDs are investigated, and have allowed for
electric-dipole-induced spin resonance (EDSR) [43] in InAs
[44–46] and InSb [47] with spin-flip times down to several
nanoseconds only.
Prime examples for novel qubits are hole spins in Ge/Si
NW QDs [25, 26, 31, 42, 48], because they combine all the
advantages of group-IV materials, VB states, and strong con-
finement along two axes. The Si shell provides a large VB off-
set ∼0.5 eV [22], induces strain, and removes dangling bonds
from the core. Furthermore, the holes feature an unusually
strong Rashba-type spin-orbit interaction (SOI), referred to
as direct Rashba SOI (DRSOI), that is not suppressed by the
band gap [48]. We show here that these properties are highly
useful for implementing spin qubits.
In this work, we propose a setup for quantum information
processing with holes in Ge/Si core/shell NW QDs. In stark
contrast to previous systems [13, 43–47, 49], where the EDSR
relies on conventional Dresselhaus and Rashba SOI [50], the
dynamics in our setup are governed by the DRSOI whose ori-
gin fundamentally differs. We find that EDSR allows flip-
ping of hole spins within less than 100 ps. Two-qubit gates
can be realized via circuit quantum electrodynamics (CQED),
i.e., with an on-chip cavity [51–53], where we estimate that
operation times below 20 ns are feasible for
√
iSWAP. The
long-range spin-spin interactions [49, 54–56] enable upscal-
ing. Compared to the original proposal for electron spins in
InAs [49], which was recently followed by encouraging re-
sults [46], we find several new and striking features. First,
because of bulk inversion symmetry, the SOI and the quan-
tum gates can be precisely controlled by perpendicular electric
fields. In particular, these fields serve as on-off switches for
two-qubit operations performed on any two spins in the cavity.
Second, a strong electric-field-dependence of the g factor al-
lows fine tuning and independent control of all quantum gates.
Third, the large DRSOI leads to remarkably short operation
times. Finally, we find that noise becomes an issue during
quantum operations only, and we discuss how noise-limited
gate fidelities can be enhanced. While this paper summarizes
our main results, the supplementary information [57] (Refs.
[1, 21–31, 42, 44–46, 48–54, 58–72] cited therein) explains
all the derivations and provides the details of the theory.
Figure 1a depicts the setup we consider. Electric gates (not
shown) form a Ge/Si NW QD with harmonic confining poten-
tial V(z) = ~ωgz2/
(
2l2g
)
along the wire axis z, where ~ωg is
the level spacing, lg =
√
~/(mgωg) is the confinement length,
and mg is the hole mass along z in the subband of lowest en-
ergy. An electric (magnetic) field Ey (By) along y controls
the DRSOI (Zeeman splitting). The electric field Ez is in-
duced either externally, Ez = Eez,0 cos(ωact), or by the cavity,
Ez = Ecz,0(a
† + a), where ωac is the angular frequency, Ee,cz,0 is
the amplitude, and a† (a) is the creation (annihilation) opera-
tor for the quasi-resonant cavity mode [51, 57].
When the Ge/Si NW QD of core (shell) radius R (Rs) is
elongated, lg ≫ R, the low-energetic hole states are well de-
scribed by the Hamiltonian
H = H1D + V(z) − eEzz. (1)
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2FIG. 1. Proposed setup. (a) An electric (magnetic) field Ey (By) is
applied perpendicular to the Ge/Si NW QD. Ac fields Ez(t) shift the
confining potential along the NW axis z. (b) When placed between
the center conductor (C) and the ground plane (G) of a transmission
line resonator, the hole-spin qubits (red arrows) can interact via the
cavity field Ec, with the interaction strengths controlled by local elec-
tric fields E(i)y . In the sketch, a two-qubit gate is performed between
qubits 2 and 4. The setup does not require equidistant QDs and is
robust against misalignment.
Here e is the elementary positive charge and H1D is the effec-
tive one-dimensional (1D) Hamiltonian derived in Ref. [48].
For our setup, one finds H1D = HLK + HBP + HB + HDR + HR,
with
HLK + HBP = A+ + A−τz +Ckzτyσz, (2)
HB = µBBy
(
−X2σy − X1τzσy + Lkzτxσz
)
, (3)
HDR = −eEyUτy. (4)
The Pauli operators τi and σi act on the transverse band in-
dex {g, e} and the spin index {+,−}, respectively. Equation (2),
where A± = ~2k2z (m−1g ±m−1e )/4±∆/2 and ∆ = 0.73 ~2/(mR2)+
∆BP(γ), combines the Luttinger-Kohn (LK) [58, 59] with the
Bir-Pikus (BP) Hamiltonian [73], which describe, respec-
tively, the kinetic energy and the effects of strain. The strain-
induced energy ∆BP(γ) increases with γ = (Rs − R)/R, and
we note that 10 meV . ∆ . 25 meV in typical Ge/Si NWs
with R ∼ 5–10 nm and γ ∼ 10%–50%. Equation (3), HB, ac-
counts for the orbital effects and the Zeeman coupling due to
By. The SOI comprises the DRSOI HDR induced by Ey, Eq.
(4), and the much smaller standard Rashba SOI (RSOI) HR
due to Ey and Ez. For the explicit form of HR, see Ref. [57].
The parameters for Ge are [48]C = 7.26 ~2/(mR),U = 0.15R,
X1 ≡ (K + M)/2, X2 ≡ (K − M)/2, L = 8.04R, K = 2.89,
M = 2.56, mg = 0.043m, me = 0.054m, m is the bare electron
mass, and ~kz = −i~∂z is the canonical momentum along z.
Our main result is the derivation of the effective 2×2 Hamil-
tonian for the hole-spin qubit,
Hq =
EZ
2
σ˜z + Tqσ˜x. (5)
Hq describes the lowest-energy subspace of H, Eq. (1). Its
parameters are the Zeeman splitting EZ = |gµBBy| ≡ ~ωZ ,
with g factor g, and the transverse coupling Tq = ν¯Ez. Intro-
ducing νe,c = ν¯Ee,cz,0, one obtains Tq = νe cos(ωact) for EDSR
and Tq = νc(a† + a) for the cavity field. The tilde over the
σ˜i denotes that the Pauli operators act on the two QD states
forming the qubit. Both EZ and ν¯ are chosen here as positive.
The derivation of Hq comprises several basis transformations,
two of which we expand perturbatively [57]. While the re-
sulting formulas (“model”) for EZ and ν¯ are too lengthy to be
displayed here, they can be very well approximated for realis-
tic Ge/Si NW QDs. Performing a linear expansion in By and
neglecting HR completely, we find (“approximation”)
ν¯ ≃ 2EZ |Ey|e
2UC
(~ω˜g)2∆˜
, (6)
g ≃ 2
K˜ − LC∆l˜2g∆˜2
 exp[−
2eUCEy
l˜g~ω˜g∆˜
2], (7)
where
K˜ = K − (K + M)E
2
y(
∆˜+∆
2eU
)2
+ E2y
, (8)
∆˜ =
√
∆2 + (2eUEy)2 is the effective subband spacing,
~ω˜g = ~ωg
√
1 − 2mgC
2∆2
~2∆˜3
(9)
is the effective level splitting, and l˜g = lg
√
ω˜g/ωg. Comparing
with the exact diagonalization of H (“numerics”) [57], we find
that Eqs. (6) and (7) provide a quantitatively reliable descrip-
tion of the qubit. Considering the complex character of holes
and the nontrivial setup with three control fields, the derived
formulas are surprisingly simple and therefore provide insight
into the role of various parameters. Next, we demonstrate the
usefulness of our results by quantifying the basic characteris-
tics of these qubits, such as operation times and lifetimes, and
by identifying the most suitable operation schemes.
We consider a Ge/Si NW QD with R = 7.5 nm, lg = 50 nm,
and ∆ = 16 meV based on Rs ≃ 10 nm. At Ey = 0, g ∼ 2K
and ~ω˜g = 0.56 meV ≡ ~ω˜0. When 2KµB|By| ≪ ~ω˜0,
a linear expansion in By applies and both EZ ∝ |By| and
ν¯ ∝ |By|. In Fig. 2 (top), we plot ν¯/|By| as a function of Ey
and find excellent agreement between numerical and pertur-
bative results. The electrical tunability is remarkable. The
coefficient ν¯ goes from the exact zero at Ey = 0 through a
peak at Ey ≃ 1.8 V/µm into a decreasing tail. Most strik-
ing is the magnitude, ν¯/|By| ≃ 10 nm e/T, which allows for
ultrafast single-qubit gates through EDSR. When ωac = ωZ ,
a π rotation on the Bloch sphere requires the spin-flip time
tflip = ~π/νe [2]. For Eez,0 = 10
3–104 V/m and By = 0.5 T, for
instance, νe ≃ 5–50 µeV and tflip ∼ 400–40 ps, an extremely
short operation time.
3FIG. 2. Electrical tunability of ν¯ for the QD in the text. Solid blue
(dotted red) curves result from the numerical calculation (effective
model) [57]; dashed black lines correspond to Eq. (6). The thin blue
lines (RSOI only, HDR = 0) illustrate that much stronger Ey would be
required for realizing a given ν¯with the conventional RSOI. Top: Re-
sult for |By| . 0.5 T, where a linear expansion in By applies. Bottom:
By = 1.5 T, beyond the linear regime. Inset: Height and position
of the peak as a function of By. For Ey = 0, a level crossing in the
numerics occurs at By ≃ 1.8 T (vertical dashed line). The achievable
operation times scale with 1/ν¯.
The decrease of ν¯ at large |Ey| is related to the g factor de-
cay. As shown in Fig. 3 (top), g decreases from g ≃ 5.5 at
Ey = 0 toward g ∼ 0 when Ey is increased to several V/µm.
This tunability was already observed numerically in Ref. [42],
and our model provides an explanation for the rapid decay of
g in this setup. First, as seen in Eqs. (7) and (8), the main
contribution K˜ changes from K toward a much smaller value
(K − M)/2 when Ey strongly mixes the subbands g and e. In
addition, the g factor averages out to zero when the spin-orbit
length becomes much smaller than l˜g [42, 49, 74], leading to
the exponential suppression. We note that a similar tunability
of g was recently measured [34] in SiGe nanocrystals.
For the QD under study, the linear expansion applies well
for |By| . 0.5 T (2KµB|By| . ~ω˜0/3). However, it may also be
useful to operate the qubit at rather strong By. In Fig. 2 (bot-
tom), we plot ν¯ for the example By = 1.5 T. As expected, the
perturbative results show deviations from the exact calcula-
tion as EZ approaches the orbital level spacing. Nevertheless,
they remain correct qualitatively. Compared to |By| . 0.5 T,
the simulated ν¯ peaks at smaller |Ey| and the maximum value,
ν¯ ≃ 16 nm e, is even greater than the one extrapolated from
Fig. 2 (top). For Eez,0 = 10
3–104 V/m, tflip ∼ 100–10 ps. As
plotted in the inset of Fig. 2, the trends found for By = 1.5 T
are enhanced as By approaches the value at which neighboring
levels cross, allowing the realization of ν¯ > 20 nm e. Figure 3
(bottom) shows that the perturbative results for EZ are reliable
even at high magnetic fields.
FIG. 3. The g factor [|By| . 0.5 T (top)] and Zeeman splitting
[By = 1.5 T (bottom)] as a function of Ey for the parameters in the
text. Solid blue (dotted red) lines are calculated numerically (pertur-
batively) [57]; dashed black lines result from Eq. (7). The thin blue
lines (RSOI only, HDR = 0) confirm that the strong electrical tunabil-
ity results from the DRSOI, Eq. (4). Inset: EZ at the Ey for which ν¯
is maximal (see inset of Fig. 2).
Thus far, we have identified three major features: a tunable
g factor, a strong transverse coupling driven by Ez, and pre-
cise electrical control via Ey. When combined, these features
prove ideal for implementing two-qubit gates via CQED. The
proposed setup is sketched in Fig. 1b. Ge/Si NWs are placed
perpendicular to the 1D resonator and host a qubit each inside
the cavity. Because the ith qubit can only couple to the cav-
ity electric field when E(i)y , 0, the fields E
(i)
y can be used to
control qubit-cavity interactions and, hence, two-qubit gates.
In addition, the E(i)y provide precise control over the detunings
∆
(i)
q = E
(i)
Z − ~ωc, where ~ωc is the energy of the cavity mode.
This allows the implementation of fast quantum gates through
fine tuning of ∆(i)q . Moreover, as illustrated in Fig. 4, all single-
and two-qubit gates can be performed independently.
Quantitative information about the cavity field is summa-
rized in Refs. [51, 57]. For the mode of lowest energy, we es-
timate [57] that eEcz,0/(~ωc) ∼ 10−2/µm is feasible by decreas-
ing the mode volume compared to Refs. [51–53]. From Fig. 4,
we deduce EZ ≃ 0.35 meV at maximal ν¯ for By = 1.5 T. With
Ecz,0 = 3 V/m, νc ≃ 50 neV. Thus, Rabi oscillations in the
qubit-cavity system require ~π/νc ∼ 40 ns for a full cycle at
resonance. When ν(i)c /|∆(i)q | < 1, the coupling between qubits i
and j is determined by the transverse spin-spin interaction
J(i, j)xy = ν(i)c ν
( j)
c
 1
∆
(i)
q
+
1
∆
( j)
q
 , (10)
which is the basis for the entangling
√
iSWAP gate [49, 51,
54, 57, 62]. For numerical estimates, we set ν(i)c = ν
( j)
c =
νc, ∆
(i)
q = ∆
( j)
q = ∆q, and J
(i, j)
xy = Jxy = 2ν2c/∆q. Because
4FIG. 4. Basic operation scheme with the numerical results from Figs.
2 and 3. When Ey = 0 (idle), the qubit features long lifetimes. Two-
qubit operations are envisaged at Ey with maximal ν¯ (cavity). Single-
qubit gates can be performed independently by applying a different
Ey (EDSR) for which all cavity modes are far off-resonant. The as-
sociated change in the g factor (EZ) is indicated by ∆g (∆EZ). For
|By| . 0.5 T (left), ν¯ is maximal at Ey ≃ 1.8 V/µm, where g ≃ 3.4 and
∂Eyg ≃ −1.6 µm/V. For By = 1.5 T (right), ν¯ peaks at Ey ≃ 1.1 V/µm,
where EZ ≃ 0.35 meV and ∂EyEZ ≃ −0.13 nm e.
corrections to Jxy are on the order of ν4c/∆
3
q only, we allow
for νc/|∆q| ≃ 0.1–0.5, which results in short
√
iSWAP times,
~π/|2Jxy| ∼ 100–20 ns. At larger By (and/or larger Ecz,0), these
can be reduced further.
In general, qubits that can be manipulated electrically are
also sensitive to charge noise [17, 75]. Remarkably, idle
qubits in our setup are insulated from the environment; at
Ey = 0 = Ez, all first derivatives of EZ and Tq with respect
to Ey and Ez vanish, cavity fields are negligible due to off-
resonance, and relaxation via phonons is suppressed [42] for
the magnetic fieldB along y. At maximal ν¯, we derive [57]
1/T el1 = 2κ
2
z ν¯
2RzEZ/~2, (11)
1/T elφ = κ
2
y
(
∂EyEZ
)2
RykBTy/~2, (12)
from the Bloch-Redfield theory [63–65] and the spectral func-
tions for Johnson-Nyquist noise [66–68]. Here T el1 (T
el
φ ) is the
relaxation (dephasing) time due to electrical noise, Rα (Tα)
is the resistance (temperature) of the gate that generates Eα
along α ∈ {y, z}, and the κα convert fluctuations in the gate
voltages to fluctuations in Eα. Considering EZ > kBTα, we
find T elφ ≫ T el1 for the values from Fig. 4, which implies
T el2 = 2T
el
1 ∝ 1/(κ2zE3Z) for the decoherence time. Thus, the
setups should be designed such that κz is small. Assuming
Rα = 102 Ω and κz = 0.1/µm, we obtain T el2 = 1 ms (30 µs)
for By = 0.5 T (1.5 T). If gate fidelities are limited by charge
noise, they can be increased by lowering EZ or κz or even by
operation away from maximal ν¯. If, instead, the fidelities are
limited by phonons, they can be much enhanced in the short-
wavelength regime at larger EZ [42, 49, 64, 70]. Noise that
is slow compared to the operation times can be dynamically
decoupled [2, 17, 76, 77].
We studied variants in the setup geometry. For B along x,
ν¯ = 0 even at Ey , 0. Although large ν¯ are possible for B
along z, such a setup requires stronger B due to the smaller
g factor [31, 42] and exact alignment of all NWs, which is
challenging. When the ac fields are perpendicular to the NW, ν¯
becomes several orders of magnitude weaker because of lg ≫
R. Hence, the setup we propose in Fig. 1 is the most favorable
one.
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I. EFFECTIVE 1D HAMILTONIAN
Basis states
The low-energy hole states in a Ge/Si core/shell nanowire
(NW) are well described by the effective 1D Hamiltonian de-
rived in Ref. [1]. Using the notation introduced therein, with
the NW axis referred to as the z axis, the four basis states
that comprise the spin and the transverse subband degrees of
freedom read
|g+⟩ =
(
agJ2(k
g
hhr) +
√
3bgJ2(k
g
lhr)
)
e−2iϕ |3/2⟩
+
(
bgJ0(k
g
lhr)−
√
3agJ0(k
g
hhr)
)
|−1/2⟩ , (1)
|g−⟩ =
(
agJ2(k
g
hhr) +
√
3bgJ2(k
g
lhr)
)
e2iϕ |−3/2⟩
+
(
bgJ0(k
g
lhr)−
√
3agJ0(k
g
hhr)
)
|1/2⟩ , (2)
|e+⟩ = −aeJ1(kehhr)
(
e−iϕ |3/2⟩+
√
3eiϕ |−1/2⟩
)
, (3)
|e−⟩ = aeJ1(kehhr)
(
eiϕ |−3/2⟩+
√
3e−iϕ |1/2⟩
)
, (4)
where the Ji(κ) with integer i are Bessel functions of the
first kind. The polar coordinates r and ϕ in the cross sec-
tion are related to the cartesian coordinates by x = r cosϕ
and y = r sinϕ (origin on the symmetry axis of the NW).
The |mz⟩, mz ∈ {±3/2,±1/2}, correspond to the effec-
tive electron spin states in the topmost valence band (VB)
and fulfill Jz |mz⟩ = mz |mz⟩, where Jz is the operator for
the z-projection of this effective spin 3/2. The wave numbers
kghh, k
g
lh, k
e
hh and the coefficients ag, bg , ae are determined by
the Luttinger parameters of Ge and result from the hard-wall
boundary conditions at the Ge/Si interface and the normaliza-
tion. We choose all coefficients as real, with ag < 0, bg > 0,
and ae > 0. For further details, see Ref. [1].
Effective 1D Hamiltonian
In the setup studied in the main text, we consider a mag-
netic field By along the y axis and electric fields Ey and Ez
along the y and z axes, respectively. For the externally con-
trolled electric-dipole-induced spin resonance (EDSR), we as-
sume Ez = Ez(t) = Eez,0 cos(ωact) with amplitude E
e
z,0 and
angular frequency ωac. The quantized field of the cavity is de-
scribed by Ez = Ecz,0
(
a† + a
)
, see also Sec. V, where Ecz,0
is the amplitude and a† (a) is the bosonic creation (annihila-
tion) operator for the cavity mode that is near or at resonance
with the qubit. The different contributions to the Hamiltonian
H = HLK +HBP +HB +HDR +HR,y
+HR,z − eEzz + V (z) (5)
for this setup take the following 4×4 representation when
written out explicitly in the basis Σ1D = {g+, g−, e+, e−}.
First,
HLK +HBP =

h¯2k2z
2mg
0 0 −iCkz
0
h¯2k2z
2mg
−iCkz 0
0 iCkz
h¯2k2z
2me
+∆ 0
iCkz 0 0
h¯2k2z
2me
+∆
 (6)
combines the Luttinger-Kohn (LK) and the Bir-Pikus (BP)
Hamiltonian, where the latter changes the energy gap ∆ =
∆LK + ∆BP(γ) through the static strain that is caused by
the Si shell of relative thickness γ. The latter is defined as
γ = (Rs − R)/R, where R (Rs) is the core (shell) radius.
Second,
HB = µBBy
 0 iK Lkz 0−iK 0 0 −LkzLkz 0 0 −iM
0 −Lkz iM 0
 (7)
describes the orbital and Zeeman-type coupling due to By.
Third,
HDR = eEyU
 0 0 i 00 0 0 i−i 0 0 0
0 −i 0 0
 (8)
is the direct Rashba spin-orbit interaction (DRSOI) induced
by Ey , and the conventional Rashba spin-orbit interaction
(RSOI) reads
HR,y = αEy

0 Tkz iS 0
Tkz 0 0 iS
−iS 0 0 −34kz
0 −iS − 34kz 0
 . (9)
Finally, one finds
HR,z = 2αEzS
0 0 0 10 0 1 00 1 0 0
1 0 0 0
 (10)
2for the RSOI due to Ez . In the main text, we write HR =
HR,y +HR,z for brevity. The longitudinal confinement V (z)
and the linear shift −eEzz do not affect the states |g±⟩, |e±⟩,
and therefore come with the identity matrix in this basis. We
note that HDR is obtained by projecting the direct coupling
to the hole charge, −eEyy, onto the low-energy subspace,
whereas HR,y and HR,z result from αEy (kzJx − kxJz)
and αEz (kxJy − kyJx), respectively. Here, e is the ele-
mentary positive charge, α is a material-dependent constant
∝ (band gap)−2 [2], and h¯ki (h¯Ji) is the operator for the mo-
mentum (spin) along the i axis. Further information on the
different contributions can be found in Ref. [1], and the val-
ues of all relevant constants are summarized in Table I.
TABLE I. Constants in the 1D model for holes in Ge/Si nanowires.
The values were calculated as explained in Ref. [1] and in the text;
α was obtained following Ref. [2], and underlying Luttinger param-
eters for Ge were taken from Ref. [3]. R denotes the core radius, m
is the bare electron mass, and e is the elementary positive charge.
Constant Value Constant Value
C 7.26 h¯2/(mR) ∆LK 0.73 h¯2/(mR2)
mg 0.043m me 0.054m
K 2.89 L 8.04 R
M 2.56 U 0.15 R
S 0.36/R T 0.98
α −0.4 nm2e
II. QUANTUM DOT: PERTURBATIVE ANALYSIS
Hamiltonian
In the presence of harmonic confinement
V (z) =
mgω
2
gz
2
2
=
h¯ωgz
2
2l2g
, (11)
where the confinement length
lg =
√
h¯
mgωg
(12)
is defined by the effective mass mg and the associated level
spacing h¯ωg, we now derive an effective 2×2 Hamiltonian
Hq =
EZ
2
σ˜z + Tqσ˜x (13)
for qubits that are formed by the two hole states of lowest en-
ergy in the quantum dot (QD). Here, the σ˜i are spin-1/2 Pauli
operators, and the tilde denotes that they act on the two QD
states that form the qubit, in contrast to the σi that act on the
spin index {+,−}. The parameters in Hq are the Zeeman
splitting EZ and the transverse coupling Tq ∝ Ez that is in-
duced by the electric field along the NW. Writing Tq = ν¯Ez ,
one has Tq = νe cos(ωact) for externally driven EDSR, and
Tq = νc(a
† + a) for the cavity field. The coupling strengths
νe,c = ν¯E
e,c
z,0 are proportional to the amplitudes E
e,c
z,0, and we
calculate the proportionality factor ν¯ below. Without loss of
generality, EZ and ν¯ will always be defined as positive. Be-
cause typical Ge/Si NWs are rather thin, R ∼ 5–10 nm, we
consider elongated QDs with lg ≫ R. This implies that the
hole states are very well described by H , Eq. (5), where the
effective 1D Hamiltonian is supplemented with the confine-
ment V (z). We now derive an analytical expression for Hq
perturbatively.
From numerical results, Sec. III, we find that HR,z and the
difference between mg and me may be neglected to a very
good accuracy. Within the perturbative analysis, we therefore
omit HR,z and set mg = me ≡ mg for simplicity. The part
of H , Eq. (5), that comes with the identity matrix in the basis
Σ1D then reads
H id =
h¯2k2z
2mg
− eEzz + V (z). (14)
With the definition
U ′ ≡ U + αS/e, (15)
the remaining terms ofH may be written asHa1D+H
b
1D+HB ,
where
Ha1D =
 0 0 ieEyU
′ 0
0 0 0 ieEyU
′
−ieEyU ′ 0 ∆ 0
0 −ieEyU ′ 0 ∆
 (16)
and
Hb1D = kz

0 αEyT 0 −iC
αEyT 0 −iC 0
0 iC 0 − 34αEy
iC 0 −34αEy 0
 . (17)
Step 1
For Ge/Si NWs with typically R ∼ 5−10 nm and γ ∼
10%−50%, one finds 10 meV <∼ ∆ <∼ 25 meV. Although
this energy scale is rather large, we want to derive an effec-
tive model that also applies for rather strong electric fields for
which |eEyU ′| ∼ ∆. Therefore, we first perform a unitary
transformation
H ′ = U†1HU1
= H id +H ′a1D + U
†
1
(
Hb1D +HB
)
U1, (18)
where the transformation matrix
U1 =
 cos θ 0 i sin θ 00 cos θ 0 i sin θi sin θ 0 cos θ 0
0 i sin θ 0 cos θ
 (19)
brings Ha1D into the diagonal form
H ′a1D = U
†
1H
a
1DU1 =
0 0 0 00 0 0 00 0 ∆′ 0
0 0 0 ∆′
 . (20)
3Above, we neglect global shifts in energy and use
cos θ ≡ ∆+∆
′√
(∆ +∆′)2 + (2eEyU ′)
2
, (21)
sin θ ≡ 2eEyU
′√
(∆ +∆′)2 + (2eEyU ′)
2
, (22)
∆′ ≡
√
∆2 + (2eEyU ′)
2
. (23)
We note that U1 and H ′a1D in Eqs. (19) and (20) are repre-
sented in the basis Σ1D introduced before. That is, we keep
the basis states fixed and rearrange the matrix elements ac-
cording to U1. Although H ′ ̸= H in general, H can, of
course, be represented in exactly the same quasi-diagonal
form as H ′, as the inverse transformation H = U1H ′U
†
1
may be performed by changing the basis states while keeping
the matrix elements the same. In the proposed setup, knowl-
edge of the eigenstates that form the qubit is not required (see
end of this section). Therefore, we proceed analogously with
the remaining unitary transformations, i.e., we keep the ba-
sis states fixed and work with the formally equivalent, rotated
versions of the Hamiltonian. If needed, the basis states of the
unrotated system may be calculated either numerically (see
Sec. III) or via inverse transformations as mentioned above.
Step 2
The second unitary transformation corresponds to a
Schrieffer-Wolff (SW) transformation that perturbatively de-
couples |g±⟩ from |e±⟩ to second order, where ∆′ in H ′a1D
provides the large energy. When the SW transformation is
formally denoted by U2, we find
Hg = PgU
†
2H
′U2Pg = H0g +H
r
g (24)
for the projection (Pg) onto the subspace Σg = {g+, g−} of
the bands of lowest-energy, where
H0g =
 h¯2k2z2m′g + V (z) C ′kz + iE0Z,g/2
C ′kz − iE0Z,g/2 h¯
2k2z
2m′g
+ V (z)
 (25)
contains the dominant contributions andHrg contains the rest.
In Eq. (25), the shorthand notation
E0Z,g ≡ 2µBBy
(
K cos2 θ −M sin2 θ) (26)
stands for the Zeeman splitting at kz = 0, and
m′g =
(
1
mg
− 2C˜
2
h¯2∆′
)−1
(27)
is the corrected effective mass, where
C˜ ≡ C cos(2θ)− αEy 3 + 4T
8
sin(2θ). (28)
Due to the large coupling constants C and U , the expression
C ′ ≡ C sin(2θ) + αEy
(
T cos2 θ − 3
4
sin2 θ
)
(29)
in Eq. (25) becomes large even at moderateEy , so thatC ′kz is
no longer a small perturbation when the applied field exceeds
a certain threshold value. In typical Ge/Si NW QDs, one finds
|C ′|/lg ∼ h¯ωg for |Ey| ∼ 1 V/µm, and we therefore treat
this coupling as part of the leading-order Hamiltonian.
Step 3
Next, we introduce a suitable basis for the QD states. For
this, we consider the Hamiltonian
H ′g = U
†
3HgU3 = H
′0
g +H
′r
g , (30)
where
U3 =
1√
2
(
1 −1
1 1
)
(31)
was chosen such that H ′0g = U
†
3H
0
gU3 reads
H ′0g =
h¯2k2z
2m′g
+ V (z) +
(
C ′kz iE0Z,g/2
−iE0Z,g/2 −C ′kz
)
. (32)
We note that
h¯2k2z
2m′g
± C ′kz = h¯
2
2m′g
(
kz ±
C ′m′g
h¯2
)2
− C
′2m′g
2h¯2
, (33)
and from the diagonal elements of Eq. (32) we identify
|n±⟩ ≡ |g±⟩ ⊗ e∓iC′m′gz/h¯2 |φn⟩ (34)
as a well-suited set of basis states for H ′g . The |φn⟩, with
quantum number n ∈ {0, 1, . . .}, correspond to the solutions
φn(z) of the 1D harmonic oscillator(
h¯2k2z
2m′g
+ V (z)
)
φn(z) = h¯ω
′
g
(
n+
1
2
)
φn(z), (35)
where kz = −i∂z in coordinate space. The effective level
spacing reads
h¯ω′g =
√
mg
m′g
h¯ωg (36)
and, consequently, one may define the corrected confinement
length l′g as
l′g =
√
h¯
m′gω′g
= lg
(
mg
m′g
)1/4
. (37)
We mention in passing that Hrg and H
′r
g contain a term ∝
B2yk
2
z that gives rise to additional rescaling of the effective
4mass. Taking this term into account, the corrected effective
mass reads
m′′g =
(
1
mg
− 2C˜
2 + 2(µBLBy)
2
h¯2∆′
)−1
, (38)
which implies that the level spacing depends on both Ey and
By . However, the above correction due to By turns out to be
very small, and we therefore treat this term as part ofH ′rg .
Using(
h¯2k2z
2m′g
+ V (z)± C ′kz
)
|n±⟩ = En |n±⟩ , (39)
with
En = h¯ω
′
g
(
n+
1
2
)
− C
′2m′g
2h¯2
, (40)
we represent H ′g by a 2N -dimensional matrix with basis
ΣN = {0+, 0−, . . . , (N − 1)+, (N − 1)−}. (41)
The projection onto this basis is denoted by PQDN , and the
projected versions of H ′g, H
′0
g , and H
′r
g are referred to as
HN = P
QD
N H
′
gP
QD
N , (42)
H0N = P
QD
N H
′0
g P
QD
N , (43)
HrN = P
QD
N H
′r
g P
QD
N . (44)
We note that HN = H ′g in the limit N → ∞ (analogously
for H0N and H
r
N ). As discussed below, we find that N = 3 is
usually sufficient for a quantitatively reliable estimate of Hq,
Eq. (13).
Step 4
A fourth unitary transformation is required to derive a
leading-order Hamiltonian H ′aN that is diagonal and includes
the Zeeman splitting. This Hamiltonian is calculated via
H ′aN = Diagonal
[
U†4H
0
NU4
]
, (45)
where Diagonal[A] stands for the diagonal part of matrix A.
The transformation matrix U4 corresponds to a Kronecker
product
U4 = 1N ⊗ Uy (46)
of an N -dimensional unit matrix 1N for the states |φn⟩ and
Uy =
1√
2
(
1 1
−i i
)
(47)
for |g±⟩. Based on Eq. (32), Uy was chosen to fulfill
E0Z,g
2
U†y
(
0 i
−i 0
)
Uy =
E0Z,g
2
(
1 0
0 −1
)
. (48)
We note, however, that the resulting Zeeman splitting between
states |n+⟩ and |n−⟩ in H ′aN is not simply E0Z,g and changes
with n. In contrast, the orbital level spacing is always h¯ω′g.
The remaining terms of the Hamiltonian are summarized in
H ′bN = U
†
4HNU4 −H ′aN . (49)
Step 5
We perturbatively decouple the two lowest QD states |0±⟩
from higher states via a second-order SW transformation. The
large energy is now provided by the level spacing h¯ω′g inH
′a
N ,
and H ′bN corresponds to the perturbation. The resulting pro-
jection (P 0q ) onto the qubit subspace Σq = {0+, 0−} reads
H ′q = P
0
q U
†
5
(
H ′aN +H
′b
N
)
U5P
0
q , (50)
where the SW transformation is denoted by U5. Neglecting
global shifts in energy, the result can be written in terms of
Pauli matrices,
H ′q = cxσ
′
x + cyσ
′
y + czσ
′
z. (51)
For the setup under study and with the standard representation
in the basis Σq,
σ′x =
(
0 1
1 0
)
, σ′y =
(
0 −i
i 0
)
, σ′z =
(
1 0
0 −1
)
, (52)
we find cx = 0 and cy ∝ Ez for arbitrarily large N . That
is, cz provides the Zeeman splitting between the qubit states,
whereas cy corresponds to the transverse coupling driven by
Ez . In fact, within the second-order perturbation theory, cy
is fully determined by the coupling between states |0±⟩ and
|1±⟩, so that the result for cy does not change for N > 2.
This is different for cz . The reason, in particular, is that H ′g
features terms of type σx,y that couple the two spin blocks (σi:
Pauli operators acting on the spin index {+,−} [1]). Because
of
|⟨n±|σx,y |m∓⟩| ̸= δmn, (53)
these also generate nonzero matrix elements between |0±⟩ and
|n∓⟩ with large n. However, as H ′g contains terms up to the
second power in kz only, the dominant contributions to cz are
provided within the subspace of states |0±⟩, |1±⟩, and |2±⟩.
Remarkably, we find from Taylor expansions that linear terms
inBy are due to the first four states |0±⟩ and |1±⟩ only. Hence,
the calculated g factor g ≡ 2cz/(µBBy) remains unchanged
for N > 2 (as for cy), provided that By is weak enough for
the linear expansion of cz to apply. In the main text, we use
N = 3 for all plots presenting the effective model. The quan-
titative corrections from N > 3 to the Zeeman splitting are
only expected in the regime where both Ey and By are large.
The full formulas for cy and cz are too lengthy to be dis-
played here. However, as mentioned above, we can perform
a linear expansion in By when the Zeeman splitting is small
compared to the orbital level spacing. The results are shown
in Eqs. (A.1) and (A.2) of the Appendix, and we note that
the corrections for both cy and cz are of order B3y . By keep-
ing only the dominant terms, these formulas can be simplified
even further. In particular, we find that DRSOI ≫ RSOI in
typical Ge/Si NW QDs, and conventional RSOI may there-
fore be neglected. The simplified results without RSOI are
summarized in Eqs. (A.5) and (A.6).
5Step 6
From H ′q, Eq. (51), the final form of the effective 2×2
HamiltonianHq, Eq. (13), is obtained through a unitary trans-
formation
H ′′q = U
†
6H
′
qU6 =
EZ
2
σ′z + Tqσ
′
x, (54)
where EZ is the Zeeman splitting and Tq = ν¯Ez is the trans-
verse coupling due to the electric field Ez . We recall that
Tq = νe cos(ωact) for EDSR and Tq = νc(a† + a) for op-
erations based on the cavity field, with νe,c = ν¯E
e,c
z,0 as the
coupling strengths. When U6 is chosen such that EZ and ν¯
are both positive, one identifies
EZ = |2cz|, (55)
ν¯ =
|cy(Ez,0)|
Ez,0
, (56)
where Ez,0 stands for an arbitrary electric field amplitude and
cy = cy(Ez) is the transverse coupling coefficient derived in
this section. Because the ac fields along the NW are small in
the studied setup, corrections of type E2z in cz [see, e.g., Eq.
(A.2)] are neglected in Eq. (55), and, thus, the Zeeman split-
tingEZ is independent of cos(ωact) and (a†+a), respectively.
We note that Hq is obtained from the formally equivalent
H ′′q when the Pauli operators σ
′
i are replaced by σ˜i, i.e., when
the basis states |0±⟩ in Σq are replaced by the corresponding
eigenstates of H that form the qubit.
Remarks
The unitary transformations presented here illustrate that
the true basis states of the qubit will differ from |0±⟩, Eq. (34).
The eigenstates may be calculated either by an inverse trans-
formation or numerically, see Sec. III. However, we empha-
size that knowledge of the qubit states is not required for the
implementation of quantum gates proposed here. EDSR only
requires knowledge about the Zeeman splitting and the pres-
ence of an electric-field-induced transverse coupling. More-
over, long-range qubit-qubit interactions mediated by the cav-
ity field are independent of the basis states of the individual
qubits (see also Sec. V).
III. QUANTUM DOT: NUMERICAL ANALYSIS
Basis states
The Zeeman energy EZ and the coupling parameter ν¯ in
QDs with lg ≫ R, for whichH of Eq. (5) applies, can also be
calculated numerically. For this, we representH = H(Ez) by
a matrix with 4N ′ basis states. The basis of the matrix reads
ΣN ′ = {ΣgN ′ ,ΣeN ′}, where
Σg,eN ′ = {0g,e+ , 0g,e− , . . . , (N ′ − 1)g,e+ , (N ′ − 1)g,e− }, (57)
and we denote the projector for ΣN ′ by PN ′ . The basis states
are defined as
|ng±⟩ = |g±⟩ ⊗ |φgn⟩ , (58)
|ne±⟩ = |e±⟩ ⊗ |φen⟩ . (59)
Here, analogous to Sec. II, the |φg,en ⟩ are the eigenstates of the
1D harmonic oscillator(
h¯2k2z
2mg,e
+ V (z)
)
|φg,en ⟩ = h¯ωg,e
(
n+
1
2
)
|φg,en ⟩ , (60)
where n is the quantum number and ωe = ωg
√
mg/me.
When an electric fieldEz with amplitudeEz,0 is applied along
the NW, two approaches are suitable for the numerical calcu-
lation ofEZ and ν¯ inHq, Eq. (13). Provided thatN ′ is chosen
large enough, both approaches make use of an exact diagonal-
ization in the degrees of freedom of the longitudinal coordi-
nate z. However, they differ in the range of allowed Ez,0 and
in the computation time. Both algorithms are outlined below.
Algorithm 1
The first approach requires calculation of all 4N ′ eigen-
states. As explained in more detail in the next paragraph, it
applies for any strength of Ez and can therefore be regarded
as generally valid. At first, we calculate all the eigenstates
|m⟩ and corresponding eigenenergies Em of PN ′H(0)PN ′ .
Based on this eigensystem, where m ∈ {0, 1, . . . , 4N ′ − 1}
and E0 ≤ E1 ≤ . . . ≤ E4N ′−1, we generate a transformation
matrix U0 that diagonalizes the Hamiltonian according to
diag(E0, E1, . . . , E4N ′−1) = U
†
0PN ′H(0)PN ′U0. (61)
The transverse coupling ν ≡ ν¯Ez,0 is then calculated via
ν =
∣∣⟨1|U†0PN ′H(Ez,0)PN ′U0 |0⟩∣∣, (62)
and the Zeeman energy EZ is obtained through
EZ =
∣∣⟨1|U†0PN ′H(Ez,0)PN ′U0 |1⟩
− ⟨0|U†0PN ′H(Ez,0)PN ′U0 |0⟩
∣∣. (63)
We note that, for realistic Ez,0, the latter is very well approxi-
mated by E1−E0, which is the Zeeman splitting between the
qubit states in the absence of Ez .
When Ez,0 is large, the two eigenstates of H(Ez,0) with
lowest energy cannot be expressed in terms of |0⟩ and |1⟩
only. In systems driven through EDSR, however, where Ez is
an ac field that is in (quasi-)resonance with the Zeeman split-
ting E1 − E0, the dynamics are determined by the coupling
strength induced between |0⟩ and |1⟩, Eq. (62). Therefore,
this algorithm applies for any strength of Ez whenN ′ is large
enough for the diagonalization in the degrees of freedom of
the coordinate z to be accurate.
6Algorithm 2
The second approach applies for smallEz,0 only and allows
for reduced computation times when N ′ is chosen very large,
because only four instead of 4N ′ eigenstates need to be calcu-
lated and a transformation matrix U0 is not required. Analo-
gously to the first method, we calculate the eigenenergies Em
of PN ′H(0)PN ′ and the two eigenstates |0⟩ and |1⟩ of lowest
energy. In addition, we compute the eigenenergies E′m and
the eigenstates |0′⟩ and |1′⟩ of PN ′H(Ez,0)PN ′ . When Ez,0
is small, such that |0′⟩ ≈ |0⟩, |1′⟩ ≈ |1⟩, and
|⟨0|0′⟩|2 + |⟨1|0′⟩|2 ≃ 1, (64)
|⟨0|1′⟩|2 + |⟨1|1′⟩|2 ≃ 1, (65)
one finds
ν =
E′1 − E′0
2
∣∣⟨1|1′⟩ ⟨1′|0⟩ − ⟨1|0′⟩ ⟨0′|0⟩∣∣, (66)
EZ = (E
′
1 − E′0)
(
|⟨0|0′⟩|2 + |⟨1|1′⟩|2 − 1
)
. (67)
Remarks
The plots in the main text were generated with the first,
more general method, using N ′ = 10. The latter was cho-
sen because, on the one hand, N ′ = 10 is large enough
so that notable changes in the results are not observed as
N ′ is increased, and, on the other hand, it is small enough
to enable fast evaluation, as 40×40 matrices can be diago-
nalized quickly. For the Ge/Si NW QD considered in the
main text, we find that plots from approaches 1 and 2 are
basically indistinguishable at Ez,0 <∼ 2 × 103 V/m, i.e., for
eEz,0lg/(
√
2h¯ωg) <∼ 0.1 [see also Eq. (71)]. At Ez,0 >
2× 103 V/m, the ν from method 2 become smaller than those
from method 1. This deviation is expected, because the as-
sumptions of approach 2 are no longer well fulfilled when
Ez,0 is large.
IV. PARAMETER RANGE AND VALIDITY OF RESULTS
Effective 1D Hamiltonian
In the presence of a Si shell, we estimate that the effective
1D Hamiltonian
H1D = HLK +HBP +HB +HDR +HR,y +HR,z (68)
is valid for 2 nm <∼ R <∼ 12 nm. At R <∼ 2 nm, the holes
notably leak into the Si shell, despite the large VB offset
∼0.5 eV [4] at the interface. Furthermore, the LK Hamilto-
nian loses validity when the cross section consists of very few
atoms only [5, 6]. When both R and γ are large, a simple pro-
jection of the BP Hamiltonian onto the low-energy subspace
is no longer reliable as the strain-induced coupling to higher
bands may exceed the energy separation ∝ R−2 [1].
In general,H1D is valid as long as the low-energy 4×4 sub-
space is well isolated from these higher bands. This criterion
puts restrictions on the strength of Ey in our model, and the
limits for Ey depend on the energy difference to the next ex-
cited band (|Fz| = 3/2). Because the total angular momen-
tum Fz along the Ge/Si NW is conserved in the spherical ap-
proximation, which applies well for both the LK and the BP
Hamiltonian of the system, the hole spectrum can be calcu-
lated exactly in the absence of external fields, as outlined in
Ref. [1]. Based on these exact spectra, we estimate that the
4×4 subspace can be considered well isolated when
|Ey| <∼ 5
kV
µm
nm3
R3
. (69)
This criterion holds for any shell thickness, and higher trans-
verse subbands should be included when |Ey| is much larger
than the boundary value. The proportionality to R−3 is con-
sistent with U ∝ R and the R−2-type decrease of the level
spacings. For R = 7.5 nm discussed in the main text, Eq.
(69) yields |Ey| <∼ 12 V/µm.
Qubit HamiltonianHq
Our numerical and analytical results for Hq describing the
qubit are based on the Hamiltonian H , Eq. (5). The latter is
valid when both lg ≫ R and H1D apply.
The perturbative approach from Sec. II furthermore as-
sumes that m′g in Eq. (27) is positive and finite, which cor-
responds to
2mgC˜
2
h¯2∆′
≪ 1. (70)
In addition, the two SW transformations require that the
block-off-diagonal terms are small enough for the perturbative
decoupling to be possible. From careful analysis of all matri-
ces, we deduce a list of inequalities that have to be fulfilled. It
turns out, however, that all these criteria are usually very well
met when Eq. (70) holds and when By is chosen such that
the Zeeman splitting does not exceed the orbital level spac-
ing. We note that the left-hand side of Eq. (70) roughly scales
with R−2. Based on all criteria, we find that the perturbative
approach applies when 5 nm <∼ R <∼ 12 nm for typical Ge/Si
NW QDs, and the agreement between numerics (Sec. III) and
the derived formulas improves as R increases. For small core
radii R <∼ 5 nm, the Hamiltonian Hq should, e.g., be calcu-
lated numerically as described in Sec. III. The condition for
the electric field amplitude Ez,0 along the NW reads
Ez,0 ≪
√
2h¯ω′g
l′ge
. (71)
This inequality has a simple physical meaning. For the per-
turbation theory to be applicable, the shift of the minimum of
V (z) due to Ez,0 should not exceed the confinement length
l′g. With m
′
g ∼ mg and the value from Table I, one obtains
7Ez,0 ≪ 2.5 V nm2/l3g . For lg = 50 nm discussed in the main
text, this implies Ez,0 ≪ 2× 104 V/m.
The numerical results from Sec. III hold whenever H ap-
plies, provided that N ′ is large enough. Furthermore, they
can provide detailed information about the basis states of the
qubit, if required.
Remarks
In conclusion, although the parameter range is limited due
to the complexity of the system, our theories are very well
suited for commonly used Ge/Si NWs and NWQDs [4, 7–16].
All electric fields considered in the main text are far below the
boundary values listed here.
V. CAVITY-BASED INTERACTIONS
Electric cavity field
We consider a 1D superconducting transmission line res-
onator [17, 18] of length Lc along the x axis. The center con-
ductor ranges from x = 0 to x = Lc, and the distance be-
tween the ground planes and the center conductor is denoted
by d. When c (l) stands for the capacitance (inductance) per
unit length of the resonator, the electric field Ec(x) within the
cavity reads
Ec(x) =
1
d
∞∑
p=1
√
h¯ωp
cLc
cos
(
pπx
Lc
)(
a†p + ap
)
, (72)
where
h¯ωp =
h¯pπ
Lc
√
lc
(73)
are the energies of the photon modes p ∈ {1, 2, . . .} inside
the cavity. Details of the derivation can be found in Ref. [17].
In Eq. (72), the operators a†p and ap are the creation and an-
nihilation operators, respectively, for the modes p, and obey
the commutation relations [ap, a
†
p′ ] = apa
†
p′ − a†p′ap = δpp′
and [ap, ap′ ] = 0 = [a†p, a
†
p′ ]. With these ladder operators, the
cavity photon Hamiltonian is
Hγ =
∞∑
p=1
h¯ωp
(
a†pap +
1
2
)
. (74)
In the hybrid system with Ge/Si NW QDs inside the cavity,
we assume that the qubits are quasi-resonant with one partic-
ular photon mode p = p˜ (typically p˜ = 1, 2), so that all other
modes can be neglected. With the notation a ≡ ap˜, a† ≡ a†p˜,
and ωc ≡ ωp˜, the cavity electric field that is relevant for the
qubit dynamics reduces to
Ec(x) =
1
d
√
h¯ωc
cLc
cos
(
p˜πx
Lc
)(
a† + a
)
, (75)
and the relevant part of Hγ reads
Hγ = h¯ωca
†a. (76)
When a NW QD is located near an antinode of Ec(x), with
the cavity field oriented along the symmetry axis of the NW
(z axis), the cavity-induced electric field inside the dot is
Ez = E
c
z,0
(
a† + a
)
, (77)
where the effective strength Ecz,0 corresponds to
Ecz,0 =
1
ϵrd
√
h¯ωc
cLc
. (78)
Because the hole states in Ge/Si NWs are located in the Ge
core, the electric field Ez inside the NW QD is reduced com-
pared to Ec by the relative permittivity ϵr ≃ 16 of Ge.
From a rough estimate, we obtain 1/
√
lc ≈ c0/neff and
Ecz,0 ∝ h¯ωc/
√
p˜hd, where c0 is the speed of light in vac-
uum, neff is the effective refractive index within the cavity,
and h is the height of the superconductor. This relation al-
lows us to estimate experimentally feasible values of Ecz,0.
Based on the numbers provided in Refs. [17–19], we con-
sider h¯ωc = 25 µeV, d = 5 µm, h = 0.2 µm, p˜ = 2, and
ϵrE
c
z,0 = 0.2 V/m as reference values. When hd = 1 µm
2
is reduced to hd = 10−2 µm2, which seems feasible, one ob-
tains Ecz,0 = 0.7 V/m for p˜ = 1 and h¯ωc = 0.1 meV. In the
main text, we therefore set Ecz,0 = 3 V/m for the example of
h¯ωc ≃ 0.35 meV. Higher values for Ecz,0 can easily be re-
alized for qubits with larger Zeeman energies, but may also
be possible for fixed frequencies when the fabrication can be
further optimized (reducing the cavity mode volume).
Finally, we note that magnetic fields |By| > 0.2 T im-
ply that the superconducting transmission line resonators are
fabricated from suitable materials, as By exceeds the critical
magnetic field of commonly used Nb resonators [18–20]. One
possible material is NbTiN, which remains superconducting at
magnetic fields of several Tesla [21, 22].
Qubit-cavity coupling
The coupled system of cavity field and qubit is described
by Hc-q = Hq +Hγ ,
Hc-q =
EZ
2
σ˜z + νcσ˜x
(
a† + a
)
+ h¯ωca
†a, (79)
where we recall the notation νc = ν¯Ecz,0. Introducing
σ˜± = σ˜x ± iσ˜y (80)
as the raising and lowering operator, respectively, of the qubit,
one obtains
Hc-q =
EZ
2
σ˜z +
νc
2
(σ˜+ + σ˜−)
(
a† + a
)
+ h¯ωca
†a. (81)
When the detuning
∆q ≡ EZ − h¯ωc (82)
8between the qubit and the cavity is small, i.e., |∆q| ≪ EZ and
|∆q| ≪ h¯ωc, one can adopt the rotating wave approximation
[23] and get the Jaynes-Cummings Hamiltonian
Hc-q =
EZ
2
σ˜z +
νc
2
(
σ˜+a+ σ˜−a†
)
+ h¯ωca
†a. (83)
If, for instance, the qubit is prepared in the excited state, Hc-q
implies that the excitation is coherently swapped between the
qubit and the cavity. At resonance and at low temperatures
(kBT ≪ h¯ωc; kB is the Boltzmann constant, T the temper-
ature), for which the occupation number of the cavity mode
approaches zero, the resulting Rabi oscillation has a full-cycle
duration on the order of πh¯/νc.
Qubit-qubit coupling
Long-distance two-qubit gates can be implemented by op-
erating two qubits near resonance with the cavity field. With
the index in superscript parentheses labeling qubits, the corre-
sponding Hamiltonian reads
Hc-2q =
2∑
i=1
[
E
(i)
Z
2
σ˜(i)z +
ν
(i)
c
2
(
σ˜
(i)
+ a+ σ˜
(i)
− a
†
)]
+ h¯ωca
†a.
(84)
Analogous to the single-qubit case, this Hamiltonian applies
for |∆(i)q | ≪ E(i)Z and |∆(i)q | ≪ h¯ωc, where ∆(i)q = E(i)Z −
h¯ωc. If furthermore ν
(i)
c ≪ |∆(i)q |, it is possible to remove the
qubit-cavity interaction
H intc-2q =
2∑
i=1
ν
(i)
c
2
(
σ˜
(i)
+ a+ σ˜
(i)
− a
†
)
(85)
perturbatively via a Schrieffer-Wolff transformation [17, 23–
25]. For this, we define
H˜c-2q = e
THc-2qe
−T , (86)
where Hc-2q = H0c-2q +H
int
c-2q and T = T1 +O
(
ν3c /∆
3
q
)
with
T1 =
2∑
i=1
ν
(i)
c
2∆
(i)
q
(
σ˜
(i)
+ a− σ˜(i)− a†
)
. (87)
Exploiting [T1, H0c-2q] = −H intc-2q, expansion of Eq. (86) yields
H˜c-2q = H
0
c-2q +
1
2
[
T1,H
int
c-2q
]
+O
(
ν4c
∆3q
)
= H0c-2q +
2∑
i=1
(
ν
(i)
c
)2
2∆
(i)
q
(
1 + σ˜(i)z + 2σ˜
(i)
z a
†a
)
+
Jxy
8
(
σ˜
(1)
+ σ˜
(2)
− + σ˜
(1)
− σ˜
(2)
+
)
+O
(
ν4c
∆3q
)
, (88)
where we defined
Jxy = J
(1,2)
xy = ν
(1)
c ν
(2)
c
(
1
∆
(1)
q
+
1
∆
(2)
q
)
. (89)
The subscript of Jxy indicates that the qubit-qubit interaction
in H˜c-2q is equivalent to a transverse spin-spin coupling,
σ˜
(1)
+ σ˜
(2)
− + σ˜
(1)
− σ˜
(2)
+ = 2
(
σ˜(1)x σ˜
(2)
x + σ˜
(1)
y σ˜
(2)
y
)
. (90)
Finally, when the photon number operator in Eq. (88) is
replaced by the average occupation number, i.e., a†a →
⟨a†a⟩ ≡ n¯, and when global shifts in energy are neglected,
H˜c-2q results in the effective two-qubit Hamiltonian
Hq-q =
2∑
i=1
E¯
(i)
Z
2
σ˜(i)z +
Jxy
8
(
σ˜
(1)
+ σ˜
(2)
− + σ˜
(1)
− σ˜
(2)
+
)
, (91)
where
E¯
(i)
Z = E
(i)
Z + (1 + 2n¯)
(
ν
(i)
c
)2
∆
(i)
q
. (92)
The cavity-induced correction to the Zeeman splitting that is
independent of (proportional to) n¯ corresponds to the Lamb
shift (ac Stark shift) [17, 23].
Two-qubit gates
The Hamiltonian Hq-q, Eq. (91), enables the implementa-
tion of entangling two-qubit gates (iSWAP,
√
iSWAP) and,
thus, in combination with single-qubit operations, allows for
universal quantum computing [17, 23–26]. For illustration
purposes, we discuss below the special case E¯(1)Z = E¯
(2)
Z ≡
E¯Z in more detail. In the basis Σq-q = {11, 10, 01, 00} with
|ab⟩ = |a(1)⟩ ⊗ |b(2)⟩, where the qubit states |0⟩ (ground) and
|1⟩ (excited) are eigenstates of σ˜z with eigenvalues ∓1, the
matrix representation of Hq-q is of the simple form
Hq-q =
E¯Z 0 0 00 0 Jxy/2 00 Jxy/2 0 0
0 0 0 −E¯Z
 . (93)
The eigenstates and eigenenergies are |11⟩, (|10⟩± |01⟩)/√2,
|00⟩, and E¯Z , ±Jxy/2, −E¯Z , respectively. Provided that
Hq-q is constant within the time interval 0 ≤ t′ ≤ t, one
finds from the Schro¨dinger equation that the time evolution
|ψ(t)⟩ = Uxy(t) |ψ(0)⟩ for an arbitrary state |ψ(0)⟩ is de-
scribed by the operator
Uxy(t) =

e−iE¯Zt/h¯ 0 0 0
0 fxy(t) gxy(t) 0
0 gxy(t) fxy(t) 0
0 0 0 eiE¯Zt/h¯
 , (94)
where
fxy(t) = cos
(
Jxyt
2h¯
)
, (95)
gxy(t) = −i sin
(
Jxyt
2h¯
)
. (96)
9We note that the relation Uxy(t2)Uxy(t1) = Uxy(t1+ t2)may
easily be verified. After the time tiSWAP = πh¯/|Jxy|, the
states |10⟩ and |01⟩ have been coherently exchanged, which is
commonly referred to as an iSWAP operation. For Jxy > 0,
Uxy(tiSWAP) =

e−iπE¯Z/Jxy 0 0 0
0 0 −i 0
0 −i 0 0
0 0 0 eiπE¯Z/Jxy
 , (97)
and, for Jxy < 0,
Uxy(tiSWAP) =

eiπE¯Z/Jxy 0 0 0
0 0 i 0
0 i 0 0
0 0 0 e−iπE¯Z/Jxy
 . (98)
An entangling
√
iSWAP gate is obtained when the system
evolves for the time tiSWAP/2. We note that also iSWAP is
entangling, in stark contrast to the SWAP operation that we
recall below.
For comparison, we consider the Hamiltonian for an
isotropic (Heisenberg-type) spin-spin coupling
HHq-q =
2∑
i=1
EZ
2
σ˜(i)z +
JH
4
σ˜(1) · σ˜(2) − JH
4
, (99)
where σ˜ = (σ˜x, σ˜y, σ˜z) is the vector of Pauli matrices and
the global energy shift −JH/4 was added for convenience. In
matrix form, with basis Σq-q as above,HHq-q reads
HHq-q =
EZ 0 0 00 −JH/2 JH/2 00 JH/2 −JH/2 0
0 0 0 −EZ
 . (100)
The resulting time evolution |ψ(t)⟩ = UH(t) |ψ(0)⟩ for an
arbitrary state |ψ(0)⟩ is given by
UH(t) =

e−iEZt/h¯ 0 0 0
0 fH(t) gH(t) 0
0 gH(t) fH(t) 0
0 0 0 eiEZt/h¯
 , (101)
where
fH(t) =
1
2
(
1 + eiJHt/h¯
)
, (102)
gH(t) =
1
2
(
1− eiJHt/h¯
)
. (103)
The operation time for a SWAP gate is tSWAP = πh¯/|JH |
(usually JH > 0),
UH(tSWAP) =

e−iπEZ/|JH | 0 0 0
0 0 1 0
0 1 0 0
0 0 0 eiπEZ/|JH |
 , (104)
and the entangling
√
SWAP operation [27] is realized after
the time tSWAP/2. As for Uxy, we note that verification of
UH(t2)UH(t1) = UH(t1 + t2) is easily possible for UH ,
which implies (
√
SWAP)2 = SWAP (analogous for iSWAP).
VI. CHARGE NOISE
Perturbation due to electric field fluctuations
The HamiltonianHq, Eq. (13), depends on the applied elec-
tric fields, and random fluctuations δEy(t) and δEz(t) there-
fore lead to a noisy perturbation
δHelq (t) =
δEZ(t)
2
σ˜z + δTq(t)σ˜x. (105)
Linear expansion yields
δEZ(t) ≃
(
∂EyEZ
)
δEy(t) + (∂EzEZ) δEz(t), (106)
δTq(t) ≃
(
∂EyTq
)
δEy(t) + (∂EzTq) δEz(t), (107)
where the partial derivatives are evaluated at the electric fields
Ey and Ez applied to the QD. This implies δEZ(t) ≃ 0
and δTq(t) ≃ 0 for an idle qubit, because all first deriva-
tives vanish at Ey = 0 = Ez . That is, the proposed setup
is highly insensitive to charge noise when the electric fields
are switched off during the waiting time between quantum op-
erations. The system, however, becomes sensitive to electri-
cal noise when Ey is applied in order to induce the DRSOI.
Since, as shown in the main text, single-qubit gates are much
faster than two-qubit gates, the system performance is limited
by the noisy perturbations during two-qubit operations, and
below we study the resulting lifetimes in further detail.
Relaxation and dephasing at maximal ν¯
The long-distance two-qubit gates are much slower than
single-qubit gates. During two-qubit operations, Ey should
therefore be chosen such that the coupling parameter ν¯ is max-
imal, which implies ∂EyTq = 0. Furthermore, ∂EzEZ = 0,
as illustrated, e.g., in Eq. (A.2). When the electric field fluctu-
ations δEα(t), α ∈ {y, z}, are related to the voltage fluctua-
tions δVα(t) in the corresponding electric gates by δEα(t) =
καδVα(t), we find
δEZ(t) ≃ κy
(
∂EyEZ
)
δVy(t), (108)
δTq(t) ≃ κz ν¯δVz(t), (109)
where the κα are device and geometry dependent constants.
We recall that Tq = ν¯Ez and, thus, ∂EzTq = ν¯, which is used
in Eq. (109).
The relaxation (T el1 ) and dephasing (T
el
φ ) times of the qubit
in the presence of δHelq (t) can be calculated with the Bloch-
Redfield theory [28–30]. With ωZ ≡ EZ/h¯ and Re[· · · ] as
the real part, the rates read
1
T el1
=
4
h¯2
∫ ∞
0
cos(ωZt)Re
[⟨δTq(0)δTq(t)⟩]dt
=
2
h¯2
∫ ∞
−∞
cos(ωZt)⟨δTq(0)δTq(t)⟩dt (110)
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and
1
T elφ
=
1
h¯2
∫ ∞
0
Re
[⟨δEZ(0)δEZ(t)⟩]dt
=
1
2h¯2
∫ ∞
−∞
⟨δEZ(0)δEZ(t)⟩dt. (111)
The correlation functions obtained from ensemble aver-
ages ⟨· · · ⟩ fulfill ⟨δTq(0)δTq(−t)⟩ = ⟨δTq(0)δTq(t)⟩∗ and
⟨δEZ(0)δEZ(−t)⟩ = ⟨δEZ(0)δEZ(t)⟩∗, where the asterisk
denotes complex conjugation, because the correlation func-
tions are invariant under time translation and δTq(t) and
δEZ(t) are hermitian. We note that the Bloch-Redfield ap-
proach requires ⟨δEZ(t)⟩ = 0 = ⟨δTq(t)⟩, which is fulfilled
for ⟨δVα(t)⟩ = 0 combined with Eqs. (108) and (109). When
we introduce the spectral functions [31]
SVα(ω) ≡
∫ ∞
−∞
eiωt⟨δVα(t)δVα(0)⟩dt
=
∫ ∞
−∞
e−iωt⟨δVα(0)δVα(t)⟩dt, (112)
i.e., the Fourier transforms of ⟨δVα(t)δVα(0)⟩ =
⟨δVα(0)δVα(−t)⟩, Eqs. (110) and (111) take the form
1
T el1
=
κ2z ν¯
2
h¯2
[SVz (ωZ) + SVz (−ωZ)] , (113)
1
T elφ
=
κ2y
2h¯2
(
∂EyEZ
)2
SVy (0). (114)
SVz (ωZ) describes the process in which the gate for Ez
absorbs the energy EZ from the qubit, and vice versa for
SVz (−ωZ) [31]. In contrast to the relaxation, dephasing hap-
pens without an energy transfer between the gate and the
qubit, and it is correspondingly quantified by SVy (0).
A major source of electrical noise is the Johnson-Nyquist
noise [32, 33]. Following Refs. [31, 33], we therefore consider
the spectral functions
SVα(ω) =
2Rαh¯ω
1− e−βαh¯ω , (115)
where βα ≡ 1/(kBTα) and Rα (Tα) is the effective re-
sistance (temperature) of the gate that generates Eα. We
note in passing that these spectral functions fulfill SVα(ω) =
eβαh¯ωSVα(−ω), which corresponds to the detailed balance re-
lation for a noise source in thermal equilibrium. Furthermore,
the equality ⟨δVα(0)δVα(−t)⟩ = ⟨δVα(0)δVα(t)⟩∗ is ensured
because SVα(ω) is real. Finally, substitution into Eqs. (113)
and (114) yields
1
T el1
=
2κ2z ν¯
2RzEZ
(
eβzEZ + 1
)
h¯2 (eβzEZ − 1) , (116)
1
T elφ
=
κ2y
h¯2
(
∂EyEZ
)2
RykBTy. (117)
The decoherence time T el2 obeys the relation 1/T
el
2 =
1/(2T el1 ) + 1/T
el
φ [29, 30].
Numerical estimates
For numerical estimates of the lifetimes discussed above,
we set Ty = Tz ∼ 10 mK on the order of typical sample
temperatures [18, 20]. When kBTz ≪ EZ , which is very
well fulfilled for EZ > 3 µeV here, the gates can only ab-
sorb energy and the relaxation rate becomes independent of
the temperature,
1
T el1
=
2κ2z ν¯
2RzEZ
h¯2
. (118)
From an estimate based on typical gate dimensions (length
∼1 cm; cross section ∼103 nm2) and the residual resistiv-
ities of copper and gold (∼10−11 Ωm), we choose Ry =
Rz ∼ 102 Ω. Assuming that the material between the gates
and the NW has a permittivity similar to that of Ge, κy can
be approximated by κy ≈ 1/dy , where dy ∼ 0.1 µm is the
distance between the electric gates for Ey . Because the NW
QD is usually located above the gates that generate the con-
finement along the NW axis [20, 34–36], it is likely that the
conversion factor for δEz(t) is smaller than that for δEy(t),
and we set here κz = 1/µm = κy/10. We emphasize, how-
ever, that both κy and κz depend strongly on the details of the
setup.
The derivatives ∂EyEZ and ∂EzTq = ν¯ are extracted
from the numerical results summarized in Fig. 4 of the main
text. At magnetic fields |By| <∼ 0.5 T, ν¯ is maximal for
Ey ≃ 1.8 V/µm. At this electric field, we calculate ν¯ ≃
10|By| nm e/T, and find g ≃ 3.4 and ∂Eyg ≃ −1.6 µm/V for
the g factor. With EZ = |gµBBy|, substitution of all numbers
into Eqs. (117) and (118) yields
T elφ ∼
3.7× 10−2 s T2
B2y
, (119)
T el1 ∼
6.3× 10−7 s T3
|By|3 , (120)
which, in terms of the Zeeman energy, is equivalent to
T elφ ∼
1.4× 103 s µeV2
E2Z
, (121)
T el1 ∼
4.8 s µeV3
E3Z
. (122)
We note that T elφ ∝ 1/E2Z , whereas T el1 ∝ 1/E3Z . Because
the dephasing due to Johnson-Nyquist noise is strongly sup-
pressed at low temperatures, we find here that T el1 ≪ T elφ for
all reasonable By , leading to T el2 = 2T
el
1 .
In the example of a rather strong magnetic field By =
1.5 T, ν¯ peaks at Ey ≃ 1.1 V/µm. At these fields, we obtain
ν¯ ≃ 16 nm e, EZ ≃ 0.35 meV, and ∂EyEZ ≃ −0.13 nm e.
The resulting lifetimes are T elφ ∼ 19 ms and T el1 ∼ 0.15 µs,
and we mention in passing that these are very similar to the
lifetimes extrapolated from Eqs. (119) to (122) derived for the
case of relatively weak By . Again, T el2 = 2T
el
1 , i.e., the de-
phasing is negligible compared to the relaxation.
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Remarks
For both strong and weak magnetic fields, we find that the
above calculated relaxation times are relatively close to the
operation times of cavity-based two-qubit gates. In order to
enhance the gate fidelities, relaxation due to Johnson-Nyquist
noise should be suppressed by choosing a setup with small κz .
For instance, when the details of the setup are designed such
that κz = 0.1/µm instead of κz = 1/µm assumed above, the
lifetimes T el1 and T
el
2 are prolonged by two orders of magni-
tude because of T el1 ∝ 1/κ2z . Further possibilities for increas-
ing noise-limited gate fidelities are discussed in the main text.
We also note that high-frequency cut-offs were not consid-
ered in the analysis of the electrical noise. Consequently, the
correlation functions ⟨δTq(0)δTq(t)⟩ and ⟨δEZ(0)δEZ(t)⟩
cannot be calculated explicitly as the spectral functions do not
converge at infinite ω, and, moreover, one finds T el1 → 0 in
the limit EZ →∞. Cut-offs in the spectral functions of noisy
perturbations can have various origins. When spin qubits re-
lax via the phonon bath, for instance, the lifetimes turn out
to be minimal when the corresponding phonon wavelength
matches the dot size [23, 29, 37, 38]. This is because the rel-
evant matrix elements vanish after integration over the wave
functions when the phonon wavelength is much smaller than
the QD. Analogously, one may argue that T el1 increases when
EZ >∼ h¯πc0/
(
2lg
√
ϵr
) ∼ 1 eV. Since the speed of light
is by orders of magnitude greater than the speed of sound in
Ge, this wavelength-based cut-off for charge noise occurs at
much higher energies than that for phonons [38]. It is likely
that other mechanisms in the metal itself lead to an increase
of T el1 and T
el
2 at EZ < 1 eV already. However, we assume
that high-frequency cut-offs in the spectral functions of the
Johnson-Nyquist noise do not set in within the range of Zee-
man energies discussed here. If they do occur, the resulting
lifetimes will be increased significantly.
Finally, three more features of the proposed setup are worth
mentioning in the context of charge noise. First, we note
that the confinement length lg presents an additional control
parameter for the g factor [see, e.g., Eqs. (A.2) and (A.6)].
Hence, if required, fine tuning of l(i)g should allow realizing
both ∂
E
(i)
y
T
(i)
q = 0 (maximal ν¯(i)) and the desired ∆
(i)
q for
any qubit i in the cavity. Second, static electric fields from
the substrate, if present, will most likely be oriented along the
y axis. Therefore, in order to achieve the desired Ey (par-
ticularly Ey = 0), they may easily be compensated with the
electric gates. Third, radial fields from the Ge/Si interface, if
present, do not break the symmetry of the wire and may result
in small corrections to∆, C, andK only. All these properties
are useful in an experimental realization.
Appendix: RESULTS FROM EFFECTIVE MODEL
Below, we summarize the coefficients cy and cz ofH ′q, Eq. (51), that result from the perturbative analysis described in Sec. II.
Although the full results are lengthy and cannot be written out explicitly here, a Taylor expansion in the magnetic field By for
N →∞ yields
cy = µBByEz
2eC ′
(h¯ω′g)2
e
−
(
C′
l′gh¯ω′g
)2 [(
K − (K +M) sin2 θ)− LC˜
l′2g ∆′
]
+O(B3y) (A.1)
and
cz = µBBye
−
(
C′
l′gh¯ω′g
)2 [(
K − (K +M) sin2 θ)(1− C ′2e2E2z
(h¯ω′g)4
)
− LC˜
l′2g ∆′
]
+O(B3y). (A.2)
The correction ∝ E2z in cz is negligible for the small electric fields Ez in our setup. In the regime of relatively weak By , where
the linear expansion in By applies, the coefficients can therefore be summarized as follows,
cy ≃ Ez 2eC
′
(h¯ω′g)2
cz, (A.3)
cz ≃ µBBye
−
(
C′
l′gh¯ω′g
)2 [(
K − (K +M) sin2 θ)− LC˜
l′2g ∆′
]
. (A.4)
Finally, because the DRSOI is much stronger than the conventional RSOI [1], it turns out that the latter results in small quantita-
tive corrections only and may be omitted. For α→ 0, one finds∆′ → ∆˜, C ′ → 2CeEyU/∆˜, C˜ → C∆/∆˜, ω′g → ω˜g , l′g → l˜g,
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and the coefficients read
cy ≃ Ez 4e
2UCEy
(h¯ω˜g)2∆˜
cz, (A.5)
cz ≃ µBBye
−
(
2eUCEy
l˜gh¯ω˜g∆˜
)2 (
K˜ − LC∆
l˜2g∆˜
2
)
, (A.6)
where l˜g = lg
√
ω˜g/ωg and
K˜ = K − (K +M)E
2
y(
∆˜+∆
2eU
)2
+ E2y
, (A.7)
∆˜ =
√
∆2 + (2eEyU)2, (A.8)
ω˜g = ωg
√
1− 2mgC
2∆2
h¯2∆˜3
. (A.9)
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