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Abstract
The Ghirardi–Rimini–Weber (GRW) theory of spontaneous wave function col-
lapse is known to provide a quantum theory without observers, in fact two different
ones by using either the matter density ontology (GRWm) or the flash ontology
(GRWf). Both theories are known to make predictions different from those of
quantum mechanics, but the difference is so small that no decisive experiment can
as yet be performed. While some testable deviations from quantum mechanics
have long been known, we provide here something that has until now been miss-
ing: a formalism that succinctly summarizes the empirical predictions of GRWm
and GRWf. We call it the GRW formalism. Its structure is similar to that of the
quantum formalism but involves different operators. In other words, we establish
the validity of a general algorithm for directly computing the testable predictions
of GRWm and GRWf. We further show that some well-defined quantities cannot
be measured in a GRWm or GRWf world.
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1 Introduction
This paper is about the derivation of statistical predictions for macroscopic behavior
from a specific microscopic physical model. That is common in statistical physics. A bit
unusual, though, is that the microscopic model we study was developed for explaining
quantum mechanics. Indeed, in order to obtain a quantum theory without observers, and
thus to solve the measurement problem and other paradoxes of quantum mechanics,
it has been suggested that one should incorporate spontaneous collapses of the wave
function into the laws of nature by replacing the Schro¨dinger evolution with a stochastic
and nonlinear evolution law. The simplest and best known proposal for such a law is due
to Ghirardi, Rimini, and Weber (GRW) [30, 9] (see [6] for a review of collapse theories).
This is the framework we are concerned with in this paper. Our goal is to obtain the
axioms of quantum mechanics as theorems in the GRW theory.
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To complete the GRW theory, one needs to specify a choice of primitive ontology
(PO) and a law determining how the wave function governs the PO (see [4] for a discus-
sion). Two possibilities for the PO and its law have been proposed: the matter density
ontology and the flash ontology, leading to two different theories we shall denote GRWm
and GRWf, respectively, in the following. We recall their definitions in Section 2. It is
known that GRWm and GRWf are empirically equivalent, i.e., that they make exactly
and always the same empirical predictions [4]; we describe the reasons in Section 2.4, in
fact more carefully than in [4]. The first purpose of this paper is to derive what these
predictions actually are. By “empirical predictions” we mean those predictions that can
be tested in experiment; we will see that there are also predictions that cannot be so
tested. The totality of all empirical predictions of a theory we also call the empirical
content of the theory.
While GRWm and GRWf are designed to imitate quantum mechanics, they have
been known since their inception to deviate from quantum mechanics, and a number of
particular predictions differing from those of quantum mechanics have been identified
[30, 42, 38, 33, 1] (for overviews of proposals to test GRW theories against quantum
mechanics, see [6, 1, 28]). Nonetheless, in practice the GRW theories tend to agree
extremely well with quantum mechanics: for small systems, collapses are too rare to be
noticed, while the breakdown of macroscopic superpositions is hard to test because of
decoherence (for explicit figures about how closely GRW theories agree with quantum
mechanics, see [8]). Thus, the theorems we prove yield not precisely the axioms of
quantum mechanics, but something very close.
Is there a general scheme of predictions, or an algorithm for directly calculating the
predictions, of the GRW theories, in particular where they differ from quantum me-
chanics? In this paper, we answer this question in the positive and provide a formalism,
which we call the GRW formalism, summarizing the empirical predictions of the GRWm
and GRWf theories. (Indeed, GRWm and GRWf give rise to the same formalism; they
have to, because they are empirically equivalent.) The GRW formalism is analogous
to the quantum formalism of orthodox quantum theory that describes the results of
quantum experiments in terms of operators as observables, spectral measures, and the
like. The main difference between the two formalisms lies in the relevant operators.
We make explicit the law of operators for both the quantum and the GRW formalism,
i.e., the law that determines which operators are associated with a given experiment.
An analysis of the general conditions under which the GRW predictions are close to the
quantum predictions is provided in Section 6.5.
In Section 8 we provide a formulation of both the quantum and the GRW formalism
that allows for collapse at random times, i.e., for collapse of the quantum state at the end
of an experiment whose duration is determined not in advance but by the experiment
itself. For example, consider a two-stage experiment: in the first stage one waits for
a detector to click (and measures the time when it clicks), in the second stage, right
afterwards, one conducts some quantum measurement on the particle that triggered the
detector; the application of the formalism to the second stage requires that the quantum
state of the particle gets collapsed appropriately in the first stage.
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Some questions that possess a unique answer in a GRW world cannot be answered
by the inhabitants of that world by means of any experiment. The following question is
presumably of this type: How many collapses occurred in a certain system during the
time interval [t1, t2]? We discuss this topic in Section 10 and more deeply in a future
work [17].
In Appendix F we describe a diagram notation well-suited for certain types of cal-
culations that arise in this paper, concerning the time evolution of the density matrix
of composite systems.
An innovation of this paper, besides the formulation of the GRW formalism, concerns
the nature of the argument used in deriving it: the argument is based on the primitive
ontology of the theory.
1.1 A First Look at the GRW Formalism
The GRW formalism can be formulated in a way similar to the formalism of quantum
mechanics using operators in Hilbert space. We will give the complete formulation in
Section 6. Put succinctly, the difference between the quantum and the GRW formalism
is
different evolution, different operators.
“Different evolution” means that the unitary Schro¨dinger evolution is replaced by a
master equation for the density matrix ρt (a Lindblad equation, or quantum dynamical
semigroup):
dρt
dt
= − i
~
[H, ρt] + λ
N∑
k=1
∫
d3xΛk(x)
1/2 ρt Λk(x)
1/2 −Nλρt . (1)
For readers who are not familiar with this type of equation, we note that the term
− i
~
[H, ρt] represents the unitary evolution, with H the Hamiltonian, while the further
terms, the deviation from the unitary evolution, have the effect that the evolution (1)
transforms “pure states into mixed states,” i.e., transform density matrices that are 1-
dimensional projections into ones that are not. Equation (1) holds for the density matrix
ρt corresponding to the probability distribution of the random GRW wave function Ψt
arising from a fixed initial wave function Ψt0 . Concerning the notation, λ > 0 is a
constant, and the positive operators Λk(x) are the collapse rate operators (see Section 2
for the definition).
“Different operators” means that “observables” are associated with different opera-
tors than in quantum mechanics. This requires some explanation. A precise statement
(which forms a crucial part of the GRW formalism) is that with every experiment E ,
there is associated a positive-operator-valued measure (POVM) E(·) such that the prob-
ability distribution of the random outcome Z of E , when performed on a system with
density matrix ρ, is given by
P(Z ∈ B) = tr
(
ρE(B)
)
(2)
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for all sets B.1 This statement, the main theorem about POVMs, is valid in quantum
mechanics as well as in GRW theories, but the POVM EGRW(·) associated with E
in a GRWm or GRWf world is different from the POVM EQu(·) associated with E in
quantum mechanics. We prove this statement in Section 4. However, we do not compute
any specific operators for specific experiments, but derive only an abstract and general
characterization of EGRW(·).
When talking about every experiment, we mean that any possible future advances of
technology are included. The assumptions that define our concept of “experiment” are:
it involves a system (the object on which the experiment is performed) and an apparatus ;
it is possible to consider the same experiment for different states of the system, whereas
changing the apparatus counts as considering a different experiment; at the time at
which the experiment begins, the system and the apparatus are not entangled.
Some colleagues that we have discussed this topic with have found it difficult to
imagine how GRW could lead to different operators. When speaking of different opera-
tors, we were asked, does that mean that the momentum operator is no longer −i~∇?
No, it does not mean that. It means that, given any experiment in a quantum world, one
can consider the same experiment in a GRWm or GRWf world, and the statistics of the
outcome of that experiment are different from those in quantum mechanics—given by a
different operator, or different POVM. Which operator should be called the “momentum
operator” remains a matter of convention, and indeed there are reasons to call −i~∇
the “momentum operator” also in the GRW theories.2 Similarly, it might be convenient
to say that the “position observable” is the same in the GRW theories as in quantum
mechanics, even though concrete experimental designs for “measuring position” may
lead to different outcome statistics than in quantum mechanics.
We were also asked, when speaking of different operators, whether we refer to the
Heisenberg picture? No, we do not. The question means this: If the time evolution is not
unitary then the Heisenberg picture (or whatever replaces it for a master equation such
as (1)) should attribute to all observables different operators than standard quantum
mechanics. But the “different operators” arise even in the Schro¨dinger picture: If the
observation of the system (i.e., the period of its interaction with the apparatus) begins
at time s and ends at t, then one is supposed, according to the GRW formalism, to
evolve the system’s density matrix until time s using (1) in the Schro¨dinger picture, and
insert into the formula (2) the resulting ρs, corresponding to what one feeds into the
apparatus.3
1Here P(Z ∈ B) denotes the probability of the event Z ∈ B; sets are always assumed to be measur-
able. The notion of “POVM” is defined in Section 3.1.
2Some “observables” of the quantum formalism—the momentum, angular momentum, and energy
operators—are the generators of symmetries of the theory, such as translation, rotation, and time
translation invariance. By virtue of Noether’s theorem, then, they commute with the Hamiltonian.
Since GRWm and GRWf, too, are translation, rotation, and time translation invariant (if the interaction
potential is), the same self-adjoint operators occur here in the role of generators of symmetries (and
commute with the Hamiltonian), even though a particular experiment that “measures,” in quantum
mechanics, momentum, angular momentum, or energy may, in the GRW formalism, be associated with
different operators.
3But some connection with the Heisenberg picture exists indeed: keep in mind that the main theorem
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Maybe the reason why many physicists find it difficult to understand that the GRW
formalism involves different operators arises from regarding the operators of quantum
mechanics as something that came into the theory by means of a second postulate
besides the Schro¨dinger equation, the measurement postulate. From such a picture one
might expect that the measurement postulate should remain unchanged, and, hence, also
the operators, even when the Schro¨dinger equation is modified. The GRW perspective,
however, forces us to proceed differently since it contains no measurement postulate, and
its predictions must be derived instead from postulates about the primitive ontology.
This makes it evident that the measurement postulate and the Schro¨dinger equation
actually never were independent, and that the operators depend on the evolution law,
for example because the experiment’s outcome depends on the evolution law of the
apparatus. The GRW perspective also forces us to make precise what it means to say
that a certain observable is associated with operator A. We take it to mean that A
encodes the outcome statistics, in the sense that the relevant experiment has outcome
statistics given by (2) with E(·) the spectral projection-valued measure (PVM) of A.
The master equation (1), or very similar equations, also arise in the theory of deco-
herence [49]. As a closely related fact, the GRW formalism would in principle also hold
in a hypothetical quantum world in which decoherence is inevitable and affects every
system in the same way, corresponding to (1). (In practice, of course, decoherence,
due to interaction with the environment, cannot correspond to (1) in exactly the same
way for every system because different systems have different environments and inter-
act with their environments in different ways.) Let us underline the difference between
deriving the GRW formalism from the quantum formalism together with the right dose
of decoherence corresponding to (1), and deriving it from GRWm or GRWf: A deriva-
tion starting from quantum mechanics would assume statements about the outcomes
of experiments (the measurement postulate) to deduce other statements about the out-
comes of experiments. When starting from GRWm or GRWf, in contrast, we assume
statements about the primitive ontology, and derive that, e.g., pointers point in certain
directions.
It is an interesting side remark that Bohmian mechanics [14, 11] can be so modified
as to become empirically equivalent to GRWm and GRWf. This modified version is
described in [5] under the name “MBM.” Its empirical content is also summarized by
the GRW formalism. As a consequence, the empirical content of the GRW theories can
as well be obtained with a particle ontology, and is not limited to the flash and matter
density ontologies.
1.2 Role of the Primitive Ontology
What is the connection between empirical predictions and primitive ontology (PO)?
The PO is described by the variables ξ giving the distribution of matter in space and
about POVMs concerns any experiment E ; for example, E could consist of waiting for a while ∆t and
then “measuring position.” Then, the quantum operator associated with E is the Heisenberg-evolved
position operator, QˆE = e
iH∆tQˆe−iH∆t, and the reader might well expect that in GRWm or GRWf
there is a different operator (in fact, a POVM) associated with E .
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time. Thus, a statement like “the experiment E has the outcome z” should mean that
the PO of the apparatus indicates the value z. For example, if the apparatus displays
the outcome by a pointer pointing to a particular position on a scale, what it means for
the outcome to be z is that the matter of the pointer is, according to the PO, in the
configuration corresponding to z. Thus, the outcome Z is a function of the PO,
Z = ζ(ξ) . (3)
Precursors of our treatment of the connection between predictions and PO can be
found in [9, 31, 43, 44, 16, 3, 4, 7], in some of which this connection was implicit, or
hinted at, or briefly mentioned. In Bohmian mechanics [14, 11], a similar connection be-
tween PO and the empirical predictions was explicitly made in [26]; however, researchers
working on Bohmian mechanics have essentially always been aware of this connection—
much in contrast to those working on collapse theories, who tended to focus on the wave
function and forget about any PO.
The fact that GRWm and GRWf have the same formalism, despite their difference
in PO, may suggest that the PO is not so relevant after all. That is true for practical
applications which require working out some predicted values, but not for the theoretical
analysis of GRW theories, for their logical structure, or for their definition, as the
considerations in this paper exemplify.
1.3 Status of the Derivation
It may seem as if the GRW formalism were a rather trivial consequence of the master
equation (1). So it is perhaps useful to make a list of what is nontrivial about our
derivation of the GRW formalism:
• It is not a priori clear that a GRW formalism should exist.
– The existence of a GRW formalism had not been noticed for 20 years.
– Since the predictions of GRWm and GRWf deviate from those of quantum
mechanics, it is not obvious that they can be summarized by any small num-
ber of simple rules.
– The derivation of the GRW formalism has a status similar to that of the quan-
tum formalism from Bohmian mechanics (see, e.g., [26]), a result implying
in particular that there is no possibility of experimentally testing Bohmian
mechanics against standard quantum mechanics. If that claim is non-obvious
(after all, some authors have claimed the contrary), then so should be the
GRW formalism.
– The non-linearity of the GRW evolution of the wave function Ψt might have
suggested against the existence of a GRW formalism using linear operators.
On the other hand, the master equation (1) is linear in ρt, a crucial fact for
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deriving the GRW formalism. Still, this fact alone does not imply the GRW
formalism.4
• Our assertion about the GRW formalism concerns the PO. In detail, it states
that the matter density function m(x, t) of GRWm and the set F of flashes in
GRWf are such that macroscopic apparatuses display certain results with certain
probabilities.
– Our derivation of the GRW formalism is based on an analysis of the behavior
of the PO. Such an analysis was not done in [7, 8].
– Our derivation applies to the matter density ontology and to the flash ontol-
ogy. We do not make claims for any other ontology.5
– The defining laws of GRWm and GRWf, unlike the ordinary axioms of quan-
tum mechanics, do not refer to observations, but to the wave function and
the PO. Thus, the empirical predictions are not immediate from the defining
laws of the theory but require a derivation.
– To the extent that it is not obvious how the PO variables (such as m(x, t)
and F ) behave, it is not obvious how macroscopic apparatuses (built out of
the elements of the PO) behave.
– It has often been noted that there are situations in which the PO variables
(such as m(x, t) and F ) behave in an unexpected, surprising, or counter-
intuitive way. (See, e.g., [6, p. 347], [4, footn. 5].)
• Every physicist knows rules for what can be concluded about measurement results
if the wave function is such-and-such. These rules, however, cannot be used in
the derivation of the GRW formalism, partly because the GRW theories are not
quantum mechanics, and partly because it is the aim of the derivation (and of this
paper) to deduce, and not to presuppose, rules for the results of experiments.
– Our derivation makes no use of the rules of standard quantum mechanics for
predicting results of experiments given the wave function.
– Our derivation makes no use of any customs of standard quantum mechanics
for how to interpret or use wave functions.
– In particular, operators as observables emerge from an analysis of the GRW
theories, they are not postulated ; in fact, they are not even mentioned in the
definition of the GRW theories.
4For example, we do not know of a way of deriving the GRW formalism from GRWm other than
exploiting the empirical equivalence to GRWf (or MBM [5]), even though (1) is valid in GRWm.
5However, there are reasons why every reasonable ontology suitable for the stochastic GRW wave
function evolution law should lead to the same empirical predictions. Similarly, the empirical contents
of CSLm, the Continuous Spontaneous Localization theory [37, 29, 6] with the matter density ontology,
or with any other reasonable ontology, can presumably be summarized by a formalism very similar to
the GRW formalism.
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– Certain wave functions may easily suggest certain macro-states, but this does
not mean that the configuration of the PO looks like this macro-state. Our
derivation makes no use of such suggestive assumptions.
• As a consequence of our analysis, there are severe limitations on the epistemic
access to microscopic details of the PO variablesm(x, t) or F . In other words, there
are limitations to the extent to which one can measure m(x, t) or F . This fact can
be regarded as an instance of surprising behavior of the PO (as mentioned above),
and underlines that it is not obvious which functions of the PO are observable.
The issue we mentioned in the last item of the list deserves more comment. It turns
out to be impossible to measure, with any reasonable microscopic accuracy, the matter
density m(x, t) in GRWm (or, presumably, the set F of flashes in GRWf), unless infor-
mation about the wave function of the system is available. Limitations on the observers’
access to m(x, t) were described before in [13]; we describe here several similar limita-
tions. As a particular example, one might wish to measure the number of collapses that
occur in a certain system (e.g., a tiny drop of water) during a chosen time interval, in
analogy for example to the measurement of the number of radioactive decay events in
a sample of radioactive matter. Heuristic considerations suggest, perhaps surprisingly,
that it is impossible to measure the number of collapses, with any accuracy and reliabil-
ity better than what one could estimate without any measurement at all. In other words,
the precise number of collapses is empirically undecidable, and thus GRWm and GRWf
entail sharp limitations to knowledge. In a GRWm or GRWf world, certain facts are
kept secret from its inhabitants. Note that this situation does not arise from anything
like a conspiratorial character of the theory, but simply as a consequence of the defining
equations; after all, we do not make postulates about what can or cannot be measured
but analyze the theory. Similar limitations to knowledge are known for Bohmian me-
chanics, where for example it turns out to be impossible to measure the (instantaneous)
velocity of a particle [26, 27], unless information about the wave function is available;
as another example, it turns out to be impossible to distinguish empirically between
certain different versions of Bohmian mechanics (see [32] for a discussion).
A question we do not address here is how to do scattering theory for GRW theories.
But we briefly state the problem. Normal quantum scattering theory (see, e.g., [23])
involves limits t → ∞, which would be inappropriate in GRW theories because one
consequence of GRW theories is long-run “universal warming,” since every collapse tends
to increase energy, as it makes the wave function narrower in the position representation
and therefore wider in the momentum representation. In the limit t → ∞, scattered
wave packets in a GRW world would therefore always end up with infinite energy, and
uniformly distributed over all spatial directions. From a practical point of view, the time
scale of free flight in real scattering experiments (∼ 10−2 s) is much smaller than the
time scale of universal warming (∼ 1015 years [30, p. 481]), usually even much smaller
than the time scale of collapse (∼ 108 years), but much larger than the time scale of
the interaction process. Thus, a simple and quite appropriate method of predicting the
scattering cross section in a GRW world is to take the limit t → ∞ for the unitary
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evolution, which is the dominant part of the evolution of the wave function Ψt over the
relevant time scale. But this is to ignore the difference between the predictions of GRW
theories and quantum mechanics for scattering theory, and the question remains how to
compute GRW corrections to the quantum formulas for scattering cross sections.
Finally, although the GRW formalism is valid for both GRWm and GRWf, the
status of the derivation is very different for the two theories. While we derive the GRW
formalism as precise theorems from GRWf, we do not know of a similar derivation from
GRWm. In fact, the only way we know of to derive it for GRWm is by exploiting the
empirical equivalence with GRWf, and the argument for the empirical equivalence is not
as mathematical in character as the derivation of the GRW formalism from GRWf.
2 The GRWm and GRWf Theories
GRWm was essentially proposed by Ghirardi et al. [13] and Goldstein [31], and taken
up in [6, 3, 36, 16, 45, 4, 7, 8]. GRWf was proposed by Bell in [9] and taken up in
[12, 34, 31, 43, 3, 36, 16, 44, 45, 4, 48]. For a detailed discussion of these two choices
of PO see [4]. Both GRWm and GRWf are non-relativistic theories. The relativistic
GRWf theory proposed in [43] has a more complex mathematical structure than GRWf
and is not covered by the considerations in this paper. A discrete version of the flash
ontology was proposed for collapse theories on lattices by Dowker et al. [20, 21, 22].
2.1 The GRW Jump Process in Hilbert Space
In both GRWm and GRWf the evolution of the wave function follows, instead of the
Schro¨dinger equation, a stochastic jump process in Hilbert space, called the GRW pro-
cess. We shall summarize this process as follows.
Consider a quantum system of (what would normally be called) N “particles,” de-
scribed by a wave function Ψ = Ψ(q1, . . . , qN), qi ∈ R3, i = 1, . . . , N . For any point x in
R
3, define on the Hilbert space of the system the collapse rate operator
Λi(x) =
1
(2piσ2)3/2
e−
(Q̂i−x)
2
2σ2 , (4)
where Q̂i is the position operator of “particle” i. Here σ is a new constant of nature of
order 10−7m.
Let Ψt0 be the initial wave function, i.e., the normalized wave function at some time
t0 arbitrarily chosen as initial time. Then Ψ evolves in the following way:
1. It evolves unitarily, according to Schro¨dinger’s equation, until a random time
T1 = t0 +∆T1, so that
ΨT1 = U∆T1Ψt0 , (5)
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where Ut is the unitary operator Ut = e
− i
~
Ht corresponding to the standard Hamil-
tonian H governing the system, e.g., given, for N spinless particles, by
H = −
N∑
k=1
~2
2mk
∇2k + V, (6)
where mk, k = 1, . . . , N , are the masses of the particles, and V is the potential
energy function of the system. ∆T1 is a random time distributed according to the
exponential distribution with rate Nλ (where the quantity λ is another constant
of nature of the theory,6 of order 10−15 s−1).
2. At time T1 it undergoes an instantaneous collapse with random center X1 and
random label I1 according to
ΨT1 7→ ΨT1+ =
ΛI1(X1)
1/2ΨT1
‖ΛI1(X1)
1/2ΨT1‖
. (7)
I1 is chosen at random in the set {1, . . . , N} with uniform distribution. The center
of the collapse X1 is chosen randomly with probability distribution
P(X1 ∈ dx1|ΨT1, I1 = i1) = 〈ΨT1 |Λi1(x1)|ΨT1〉dx1 = ‖Λi1(x1)
1/2ΨT1‖
2dx1. (8)
3. Then the algorithm is iterated: ΨT1+ evolves unitarily until a random time T2 =
T1+∆T2, where ∆T2 is a random time (independent of ∆T1) distributed according
to the exponential distribution with rate Nλ, and so on.
Thus, if, between time t0 and any time t > t0, n collapses have occurred at the times
t0 < T1 < T2 < . . . < Tn < t, with centers X1, . . . , Xn and labels I1, . . . , In, the wave
function at time t will be
Ψt =
L[t0,t)(Fn) Ψt0
‖L[t0,t)(Fn) Ψt0‖
(9)
where Fn =
(
(X1, T1, I1), . . . , (Xn, Tn, In)
)
, and
L[t0,t)(Fn) = λ
n/2e−Nλ(t−t0)/2 ×
× Ut−TnΛIn(Xn)
1/2 UTn−Tn−1ΛIn−1(Xn−1)
1/2 UTn−1−Tn−2 · · ·ΛI1(X1)
1/2 UT1−t0 . (10)
(The scalar factor in the first line will be convenient for future use.) Since Ti, Xi, Ii
and n are random, Ψt is also random. We will also call Ψt the collapsed wave function,
particularly when in need to contrast it with the “uncollapsed” wave function Ut−t0 Ψt0 .
It should be observed that—unless t0 is the initial time of the universe—also Ψt0
should be regarded as random, being determined by the collapses that occurred at
times earlier than t0. However, given Ψt0 , the statistics of the future evolution of the
6Pearle and Squires [38] have argued that λ should be chosen differently for every “particle,” with
λi proportional to the mass mi.
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wave function is completely determined; for example, the joint distribution of the first
n collapses after t0, with particle labels I1, . . . , In ∈ {1, . . . , N}, is
P
(
X1 ∈ dx1, T1 ∈ dt1, I1 = i1, . . . , Xn ∈ dxn, Tn ∈ dtn, In = in|Ψt0
)
=
1t0<t1<...<tn ‖L(fn) Ψt0‖
2 dx1dt1 · · · dxndtn , (11)
where the symbol 1C is 1 if the condition C is satisfied and 0 otherwise, fn stands for(
(x1, t1, i1), . . . , (xn, tn, in)
)
, and
L(fn) = λ
n/2e−Nλ(tn−t0)/2 ×
× Λin(xn)
1/2 Utn−tn−1Λin−1(xn−1)
1/2 Utn−1−tn−2 · · ·Λi1(x1)
1/2 Ut1−t0 . (12)
The expression (12) equals lim
tցtn
L[t0,t)(fn), with L[t0,t)(fn) defined in (10).
We have described the law for the evolution of the wave function. We now turn
to the primitive ontology (PO). In the subsections below we present two versions of
the GRW theory, based on two different choices of the PO, namely the matter density
ontology (in Section 2.2) and the flash ontology (in Section 2.3).
2.2 GRWm
In GRWm, the PO is given by a field: We have a variable m(x, t) for every point x ∈ R3
in space and every time t ≥ t0, defined by
m(x, t) =
N∑
i=1
mi
∫
R3N
dq1 · · · dqN δ(qi − x)
∣∣Ψt(q1, . . . , qN)∣∣2 . (13)
In words, one starts with the |Ψ|2–distribution in configuration space R3N , then obtains
the marginal distribution of the i-th degree of freedom xi ∈ R3 by integrating out all
other variables xj , j 6= i, multiplies by the mass associated with xi, and sums over i.
Alternatively, (13) can be rewritten as
m(x, t) = 〈Ψt|Λ˜(x)|Ψt〉 (14)
with Λ˜(x) =
∑
imi δ(Q̂i − x).
The field m(·, t) is supposed to be understood as the density of matter in space
at time t. GRWm is a theory about the behavior of matter with density m(·, t) in
three-dimensional space.
2.3 GRWf
According to GRWf, the PO is given by “events” in space-time called flashes, mathe-
matically described by points in space-time. In GRWf, histories of matter are not made
of world lines but of world points. The flashes form the set
F = {(X1, T1), . . . , (Xk, Tk), . . .}
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(with T1 < T2 < . . .), or, when we consider labeled flashes,
F = {(X1, T1, I1), . . . , (Xk, Tk, Ik), . . .}
with Ik ∈ L = {1, . . . , N}, the set of labels. We often find it convenient to write F as
an ordered set,
F =
(
(X1, T1, I1), . . . , (Xk, Tk, Ik), . . .
)
.
The GRWf law of the flashes asserts that there is a flash at the center (X, T ) of ev-
ery collapse, with the appropriate label. Accordingly, Equation (11) gives the joint
distribution of the first n flashes, after some initial time t0.
Note that if the number N of the degrees of freedom in the wave function is large, as
in the case of a macroscopic object, the number of flashes is also large (if λ = 10−15 s−1
and N = 1023, we obtain a rate of 108 flashes per second). Therefore, for a reasonable
choice of the parameters of the GRWf theory, a cubic centimeter of solid matter contains
more than 108 flashes per second. Such large collections of flashes can form macroscopic
shapes, such as tables and chairs. That is how we find an image of our world in GRWf.
We should add that the mathematical scheme of GRWf that we have introduced
here is not the most general one possible. The flash rate operators Λ(x) do not have
to be of the form (4) but could be other positive operators [44], they could depend on
time, Λ(x) = Λt(x), and they could even be allowed to depend on the previous flashes
[48]. (The latter case occurs in the relativistic GRWf theory presented in [43].) The
considerations in this paper are still valid if the Λ(x) are other positive operators than
in (4) and if they depend on time, but we do not consider the case in which they depend
on the previous flashes. For the sake of concreteness readers can simply take Λ(x) to be
the multiplication operators (4).
2.4 Empirical Equivalence
As already remarked, it is known that GRWf and GRWm are empirically equivalent,
i.e., they make always and exactly the same predictions [4]. In other words, there is
no conceivable experiment (even those exploiting future advances in technology) that
could distinguish between GRWf and GRWm. This follows from the following even
stronger statement: When applying the flash ontology and the matter density ontology
to the same wave function Ψ obtained from the GRW process, the two PO histories are
macro-history equivalent, i.e., all macroscopic facts come out the same way.
Let us elaborate on this statement. What we mean is to consider a realization of the
GRW jump process in Hilbert space as described in Section 2.1 (that is, Ψt for every t),
and then both the GRWm world and the GRWf world associated with this Ψ, defined
by m(x, t) as in (13) for every t, respectively by putting a flash at the center of every
collapse of Ψ. What we mean by macro-history equivalence is that the macroscopic
world history is the same in both worlds, including, e.g., the weather in a particular
place at a particular time, lottery numbers, and more generally the exact sequence of
outcomes of any experiment. This is more than empirical equivalence, as the latter
requires not that all random events come out the same way in two worlds, but only
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that the outcome statistics are the same. For example, if the two theories provided
different macroscopic histories which, however, are such that one cannot conclude from
an analysis of the macroscopic histories alone which one arose from which of the theories,
then the two theories would already be empirically equivalent. Clearly, macro-history
equivalence implies empirical equivalence.
For GRWf and GRWm, macro-history equivalence holds with overwhelming proba-
bility. That is, although there do exist wave functions Ψ for which the macroscopic facts
in the GRWf world are different from those in the GRWm world, such wave functions
are extremely improbable for the GRW process.
Here is the argument. It suffices to consider a macroscopic amount of matter, which
we call the “pointer” (though it could also be, e.g., the shape of ink on paper), that
can either be in position 1 or position 2 at time t, and a wave function of the form
Ψt = c1Φ1 + c2Φ2, where Φi is concentrated on configurations in which the pointer is
in position i; we assume ‖Φi‖ = 1 and |c1|
2 + |c2|
2 = 1. If, in GRWm, the matter of
the pointer is in position 1, then this means that m(1, t) ≫ m(2, t); thus, |c1|2 ≫ |c2|2;
thus, flashes occur at a much greater rate at position 1 than at position 2; thus, with
probability near 1, in GRWf the matter is also in position 1. To appreciate just how
close to 1 this probability is, recall that, as a consequence of the GRW process for Ψt, it
is overwhelmingly likely that either |c1|2 or |c2|2 will become exorbitantly small within
a fraction of a second (in realistic scenarios, smaller than 10−10
10
in 10−9 seconds).7
2.5 Systems
Since we have not specified, in the definition of the GRW theories, which kinds of systems
the defining equations, such as (9) through (12), apply to, they a priori apply only to
the universe as a whole. For any system, being a subsystem of the universe, equations
of the same kind may or may not apply, but there is no need, and indeed no room,
for postulates about this because the equations for the universe will determine what
is true about any subsystem. Hence, the wave function Ψ we were talking of is the
wave function of the universe. However, in our analysis of the empirical predictions of
GRWm and GRWf, we will have to consider systems : the system corresponding to those
instruments which comprise the apparatus for the experiment and, most importantly,
the system upon which the experiment is performed. For this, it will be helpful to
formalize the notion of system, as well as that of the wave function of a system.
To begin to approach such a notion, note that usually a system corresponds to some
of the “configuration variables” in the wave function,
Ψ = Ψ(q) = Ψ(qsys, qenv) (15)
7Note also that, in the unlikely event that many flashes occur in position 2 between t and t+∆t and
thus create a discrepancy between the pointer position in GRWf and that in GRWm, the associated
collapses would shrink the size of c1 to a considerable extent; so much indeed, if the number of flashes
in position 2 is sufficient, that |c1(t+∆t)|
2 is close to zero and |c2(t+∆t)|
2 close to 1; as a consequence,
m(1, t+∆t)≪ m(2, t+∆t). That is, even in the unlikely event of a discrepancy, the discrepancy persists
only for a limited time—the time it takes the collapses centered at position 2 to make |c1(t + ∆t)|2
small.
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where q = (q1, . . . , qN) is the configuration variable of the universe, qsys that of the
system, and qenv that of its environment (the rest of the world); defining a system
amounts to splitting the universe into two parts, the system and its environment. For
example, qsys may correspond to a certain collection of “particle variables”, say
qsys = (q1, . . . , qM) and qenv = (qM+1, . . . , qN) . (16)
Since for the GRW theories, the configuration variables do not play a fundamental
role, our mathematical definition of “system” is formulated in different terms, namely
in terms of the Hilbert space and of the primitive ontology.
For our purposes, a system is defined by two ingredients:
• A splitting of Hilbert space according to
H = Hsys ⊗Henv . (17)
For example, such a splitting is provided by (15) according to Hsys = L
2(qsys),
Henv = L
2(qenv), and H = L
2(q).
• A splitting of the PO; this means, in GRWf, a splitting of the flashes according to
F = Fsys ∪ Fenv , Fsys ∩ Fenv = ∅ , (18)
or, in GRWm, a splitting of the matter density according to
m(x, t) = msys(x, t) +menv(x, t) . (19)
In both GRWf and GRWm, we assume that the splitting is defined either through a
subset Lsys ⊆ L of the set of labels (corresponding to different types of flashes/collapses),
or through a region Rsys ⊆ R3 in space, or a combination of both: In GRWf, a flash be-
longs to Fsys if and only if it occurs in Rsys and its label belongs to Lsys; Fenv := F \Fsys.
In GRWm, msys is the contribution to m(x, t) from labels in Lsys at locations in Rsys:
msys(x, t) = 1x∈Rsys
∑
i∈Lsys
mi
∫
R3N
dq1 · · · dqN δ(qi − x)
∣∣Ψt(q1, . . . , qN)∣∣2 , (20)
and menv = m − msys. We now define the splitting (17) of Hilbert space in terms
of Lsys and Rsys. For labeled particles, we use that HL = HLsys ⊗ HL \Lsys . When
using a region Rsys ⊂ R3 of physical space for defining the system, it is best to use
Fock spaces (i.e., Hilbert spaces for a variable number of particles) instead of L2(R3N)
because, for configurations (q1, . . . , qn), the number of points qi that lie in Rsys varies
with the locations of the qi; a natural extension of the GRW theories to Fock spaces was
described in [44]. Let H (S) be the fermionic or bosonic Fock space over L2(S). The
splitting (17) arises from the fact that if both Rsys and R
3 \ Rsys have positive volume
then H (R3) = H (Rsys)⊗H (R
3 \Rsys).
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The set Fsys ⊆ F of the system’s flashes may happen to be empty, but even in that
case the definition of the system in terms of Lsys and Rsys will be useful. In the example
of (16), Lsys = {1, . . . ,M}, while Rsys = R3 does not play a role. The example provided
by (15) suggests that everything that could be considered a system in orthodox quantum
mechanics also defines a system in the sense of our definition.
We say that the system has wave function ψsys if the wave function of the universe
factorizes according to
Ψ = ψsys ⊗ ψenv (21)
with ψsys ∈ Hsys and ψenv ∈ Henv. Since it follows that not every system has a wave
function at every time, it will also be useful to say that the system has reduced density
matrix ρsys if
ρsys = trenv |Ψ〉〈Ψ| (22)
with trenv the partial trace over Henv.
We call a system a GRW system if it has an autonomous GRW dynamics, i.e., if it
behaves as if it were alone in the universe. We postpone the exact definition of what
that means to Section 7.1.2; there we will also show that a system is a GRW system if
and only if it does not interact with its environment.
3 Mathematical Tools
Let S(H ) denote the unit sphere in Hilbert space,
S(H ) =
{
ψ ∈ H : ‖ψ‖ = 1
}
. (23)
3.1 POVM
Recall that, while many quantum experiments are associated with self-adjoint operators,
this is not the most general case, which corresponds to positive-operator-valued measures
(POVMs, also known as “generalized observables”; see [18] and Section 4 of [26] for an
introduction). We recall that a POVM on the set Ω acting on H is a mapping
E : A → L(H ) (24)
from a σ-algebra A over Ω (the family of all subsets of Ω regarded as “measurable”)
to the space of bounded operators on the Hilbert space H , with the properties that
(i) E(B) is a positive self-adjoint operator for every B ∈ A, (ii) E(Ω) = I, the identity
operator, and (iii) E(·) is σ-additive, i.e., for pairwise disjoint B1, B2, . . . ∈ A
E
( ∞⋃
k=1
Bk
)
=
∞∑
k=1
E(Bk) , (25)
with the infinite sum understood as the weak limit n→∞ of
∑n
k=1E(Bk). (All subsets
and functions we consider will be assumed to be measurable with respect to the relevant
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σ-algebras. A positive operator S with S ≤ I is also called an effect in the literature
[35], and a POVM also an effect-valued measure.) By virtue of the spectral theorem,
the self-adjoint operators correspond to special POVMs, the projection-valued measures
(PVMs) on the real line. In many cases relevant to us, Ω will be a finite or countable
set; in that case, the POVM is determined by the operators associated with singleton
sets, Eω = E({ω}), according to
E(B) =
∑
ω∈B
Eω , (26)
and any collection of positive operators (Eω)ω∈Ω such that∑
ω∈Ω
Eω = I (27)
defines a POVM. We will thus often identify the POVM with the collection (Eω)ω∈Ω.
The following two very simple observations about POVMs will be used in the course
of this paper:
Function Property. If the distribution of the random variable X depends on a
system’s wave function ψ via a POVM D(·), P(X ∈ A) = 〈ψ|D(A)|ψ〉, and if the
random variable Y is a function of X, Y = f(X), then the distribution of Y is also
given by a POVM:
P(Y ∈ B) = 〈ψ|E(B)|ψ〉 with E(B) = D
(
f−1(B)
)
. (28)
Reduction Property. If D(·) is a POVM on Ω acting on H1⊗H2, and if φ ∈ H2
has ‖φ‖ = 1, then
〈ψ ⊗ φ|D(B)|ψ ⊗ φ〉 = 〈ψ|E(B)|ψ〉 ∀ψ ∈ H1 , (29)
where the partial scalar product
E(B) = 〈φ|D(B)|φ〉 (30)
defines a POVM E(·) on Ω acting on H1. Likewise, if D(·) is as before and ρ2 a density
matrix on H2 then the partial trace
E(B) = tr2
(
[I1 ⊗ ρ2]D(B)
)
, (31)
defines a POVM E(·) on Ω acting on H1.
3.2 The Distribution of the Flashes
In GRWf, the joint distribution of all flashes, as a functional of the initial wave function
Ψt0 , is given by a POVM G(·), called the history POVM. Let us elaborate on this
statement.
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Reformulating (11), the joint distribution of the first n flashes is given by a POVM
Gn(·) on
Ωn =
{
fn = ((x1, t1, i1), . . . , (xn, tn, in)) ∈ (R
3 × [t0,∞)×L )
n : t1 < . . . < tn
}
(32)
(where R3 represents space, [t0,∞) time, and L is the set of labels),
P(Fn ∈ dfn) = 〈Ψt0 |Gn(dfn)|Ψt0〉 (33)
with dfn = dx1dt1 · · · dxndtn a “volume element” around fn ∈ Ωn ⊂ (R3×R×L )n and
Gn(dfn) = L
∗(fn)L(fn) dfn , (34)
where L(fn) was defined in (12) and L
∗ denotes the adjoint of L. To put (34) differently,
for any measurable set B ⊆ Ωn,
Gn(B) =
∫
B
dfn L
∗(fn)L(fn) , (35)
where the measure used is the (Lebesgue) volume measure on each of the Nn 4n-
dimensional sheets of Ωn (i.e., integration over B may include summation over labels
i1, . . . , in). It is easy to convince oneself that Gn(·) is a POVM; see [48] for a rigorous
proof.
It is no surprise now that also the joint distribution of all flashes is given by a POVM
G(·); see [47] for a rigorous proof. The space on which G(·) lives is the set Ω[t0,∞) of all
countable sequences (xn, tn, in)n in R
3 × [t0,∞)×L with increasing times, tn < tn+1,
and limn tn =∞.
Now consider F[t0,t), the sequence of flashes during the time interval [t0, t) with
t0 < t < ∞. Since F[t0,t) trivially is a function of F , the sequence of all flashes, by the
function property (28) its distribution is given by a POVM G[t0,t)(·) on the space of all
histories of flashes in the time interval [t0, t). Since F[t0,t) is almost surely finite, G[t0,t)(·)
is concentrated on the set Ω[t0,t) of all finite sequences in R
3× [t0, t)×L with increasing
times. Put differently,
Ω[t0,t) =
∞⋃
n=0
Ωn[t0,t) (36)
with sectors
Ωn[t0,t) =
{
((x1, t1, i1), . . . , (xn, tn, in)) ∈ (R
3 × [t0, t)×L )
n : t1 < . . . < tn
}
. (37)
We can specify G[t0,t)(·) explicitly:
G[t0,t)(B) =
∫
B
df L∗[t0,t)(f)L[t0,t)(f) (38)
with df the Lebesgue measure on Ω[t0,t), defined as being the Lebesgue measure on each
sector Ωn[t0,t) ⊂ (R
3 × R×L )n as in (35).
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Finally, we note for later use that there is a natural identification i : Ω[t1,t3) →
Ω[t1,t2) × Ω[t2,t3) for t1 < t2 < t3 ≤ ∞: Every pattern f[t1,t3) of flashes during [t1, t3)
defines a pair (f[t1,t2), f[t2,t3)) consisting of a pattern f[t1,t2) during [t1, t2) and a pattern
f[t2,t3) during [t2, t3). This mapping is bijective and for t3 <∞ measure-preserving, so
df[t1,t3) = df[t1,t2)df[t2,t3) . (39)
As here, we shall often make this identification without explicit use of the symbol i.
3.3 The Conditional Probability Formula
Set, for the ease of notation, t0 = 0. A simple and important consequence of the
distribution law (11) of the flashes is the conditional probability formula, which asserts
that, for 0 < s < t ≤ ∞ and any B ⊆ Ω[s,t),
PΨ0
(
F[s,t) ∈ B
∣∣∣F[0,s)) = P(s)Ψs(F[s,t) ∈ B) . (40)
Here, PΨ0 means the distribution obtained starting from the wave function Ψ0, and P
(s)
Ψs
the one obtained starting from Ψs at time s. Note that the dependence on F[0,s) of the
right hand side is through Ψs, which is a function of F[0,s). In words, the conditional
probability formula asserts that the conditional distribution of the flashes after time s,
given the flashes before s, coincides with the distribution obtained from starting the
universe at time s with wave function Ψs.
This formula is the ultimate reason why it is natural in GRWf to regard the collapsed
(GRW) wave function Ψs as the wave function at time s: because the distribution of the
future flashes after s (given that the past was what it was) agrees with the distribution
arising from Ψs as the initial wave function at time s.
An algebraic-analytic derivation of the conditional probability formula can be found
in Appendix A. Alternatively, the conditional probability formula follows from the
Markov property of the stochastic GRW process Ψt, defined by
PΨ0
(
E
∣∣∣Ψs′ = ψs′∀s′ ∈ [0, s]) = P(s)Ψs(E) (41)
for every event E concerning only the future of Ψt after time s. For example, E could
be the event (Ψt1 , . . . ,Ψtk) ∈ B
′ for s < t1 < . . . < tk. The Markov property means
that the process is memoryless. That the GRW process has the Markov property is
more or less clear from its definition. To see how the conditional probability formula
follows, note first that the history of the wave function between 0 and s is determined
by (and, conversely, determines) the flashes between 0 and s, so that conditioning on
Ψs′ = ψs′∀s′ ∈ [0, s] amounts to the same thing as conditioning on F[0,s) = f[0,s).
Similarly, the future history of the wave function is in one-to-one correspondence with
the future flashes, so that (40) follows.
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4 How Operators Emerge
We will formulate and derive the GRW formalism in Section 6. At this stage, we can
already understand, in a particularly easy way, how operators emerge from GRWf, and
that is why we present this aspect first.
We give a simple derivation for the main theorem about POVMs in GRWf, i.e., for
the fact that in GRWf, as in quantum mechanics, there is a POVM E(·) for every
experiment, so that the probability distribution of the outcome of the experiment, when
performed on a system with wave function ψ, is given by 〈ψ|E(·)|ψ〉. To appreciate the
substance of this derivation it is relevant to realize that the definition of GRWf did not
mention operators as observables. Thus, operators as observables were not put in, they
come out by themselves.
Many physicists find such a situation hard to imagine, and that is why this point
deserves a separate section. Many physicists are used to thinking that the central role
of operators in quantum theory, particularly in view of their non-commutativity, consti-
tutes a crucial departure from classical physics, and, even more, from any kind of theory
describing an objective reality, or any kind of theory that can be understood as clearly
as a classical theory. According to this widespread view, the non-commutativity of op-
erators entails that reality itself is paradoxical and will forever remain incomprehensible
to us mortals. This view is often connected to the key word “complementarity.” But
the same non-commuting operators appear in GRWf, a theory describing an objective
reality which indeed allows as clear an understanding as a classical theory!
This is not so surprising since the same can be said of Bohmian mechanics (see, e.g.,
[11, 26]), and since it has been clear for 20 years that GRW theories make almost the
same predictions as quantum mechanics [30, 9]. Nonetheless, it is worthwhile to get a
good grasp of how exactly this can be so, how non-commuting operators can emerge
from a theory describing non-paradoxical reality.
Here is the derivation. Recall from Section 3.2 that the joint distribution of all
flashes after time t is given by a POVM G(·) = G[t,∞)(·) on the appropriate space Ω[t,∞)
of flash histories and the wave function of the universe Ψt at time t. Let t be the time at
which the experiment begins. Consider splitting the universe into a system (the object
of the experiment), the apparatus of the experiment, and the rest of the world. It so
happens that for the argument that follows, the division between apparatus and the rest
of the world is irrelevant, so we put the two together and call them the environment
(of the system). The division between the system and its environment corresponds to
a splitting of the Hilbert space into H = Hsys ⊗Henv; the splitting F = Fsys ∪ Fenv of
the flashes is not needed in this section. We assume independence between the system
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and the environment immediately before t, so that8
Ψt = ψ ⊗ φ . (42)
Here φ is fixed, being part of the characterization of the experiment, while ψ, the initial
wave function of the system upon which the experiment is performed, is allowed to vary
in the system Hilbert space Hsys. The outcome Z of the experiment is a function of the
pattern F of flashes after time t,
Z = ζ(F ) (43)
with ζ : Ω[t,∞) → Z , where Z is the value space of the experiment. That is so because
the flashes define where the pointers point, and what the shape of the ink on a sheet of
paper is. (It would even be realistic to assume that Z depends only on the flashes of
the apparatus, but this restriction is not needed for the further argument.) Therefore,
the distribution of the random outcome Z is given by
P(Z ∈ B) = P
(
F ∈ ζ−1(B)
)
= 〈Ψt|G ◦ ζ
−1(B)|Ψt〉 = 〈ψ|E(B)|ψ〉 ∀B ⊆ Z , (44)
where the first scalar product is taken in the Hilbert space of the universe and the second
in the Hilbert space of the system (i.e., the object of the experiment), and E(·) is the
POVM given by
E(B) = 〈φ|G ◦ ζ−1(B)|φ〉 ∀B ⊆ Z , (45)
where the scalar product is a partial scalar product in the Hilbert space of the environ-
ment. Thus, for every experiment in GRWf the distribution of outcomes is given by a
POVM E(·) on Z , which is what we wanted to show.
At this point, we would like to go through the derivation again, carefully keeping
track of the ingredients in the argument:
• The distribution of flashes in GRWf is given by a POVM G(·). In more detail:
– G(·) is a POVM on the total Hilbert space H = Hsys⊗Henv, where Hsys is
the Hilbert space of the system and Henv that of its environment, including
the apparatus.
8Readers may worry that the factorization condition (42) never holds because of the symmetrization
postulate: As soon as both the system and the apparatus contain electrons, the wave function has to be
anti-symmetric in the electron variables qi, which conflicts with (42) if the latter is based on a splitting
as in (16), grouping some variables qi together as “system variables” and others as “environment
variables.” The answer is, (42) can hold nevertheless, as follows: For identical particles, the indices of
the variables q1, . . . , qN are mere mathematical labels, and the splitting into system and environment
should not be based on these unphysical labels but instead on regions of space. Indeed, as mentioned
already, if Rsys ⊆ R3 is a region of space such that both Rsys and R3 \Rsys have positive volume then
H (R3) = H (Rsys)⊗H (R3 \Rsys), where H (S) is the fermionic (or bosonic) Fock space over L2(S).
Since a fermionic wave function can be represented by a vector Ψ ∈ H (R3), it can indeed factorize in
the splitting based on Rsys.
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– What we really want is, of course, the conditional distribution of the flashes,
given what happened up to the time t when the experiment begins. By
the conditional probability formula (40), this distribution is 〈Ψt|G[t,∞)(·)|Ψt〉
with Ψt the (collapsed) wave function at time t.
• The outcome Z of an experiment in a GRWf world must be a function of the
flashes (usually, just of the flashes belonging to some apparatus), Z = ζ(F ).
• By the function property (28) of POVMs, the distribution of the outcome is also
given by a POVM on H .
• Consider a particular setting of the experiment, as encoded in φ ∈ Henv; ask for
the dependence of the distribution of the outcome Z on the wave function ψ ∈ Hsys
of the object. In particular, assume factorization, Ψt = ψ ⊗ φ.
• By the reduction property (30) of POVMs, the distribution of Z as a function of
ψ is given by a POVM E(·) on Hsys.
We close this section with a few remarks.
1. The POVMs corresponding to different experiments may well, and typically will,
not commute. Even the single POVM E(·) may be non-commuting, in the sense
that E(B1) does not commute with E(B2) for suitable sets B1, B2 ⊆ Z . The
simple derivation above, just a few lines long, shows how non-commuting operators
can emerge from a picture of reality (a random set of flashes) that is completely
coherent, clear, easy-to-understand, complementarity-free, and paradox-free. Why
do different experiments correspond to different POVMs? Because they correspond
to different choices of the interaction Hamiltonian between the system and the
apparatus, as well as different choices of φ.9
2. Since we know that the predictions of GRWf and GRWm are very close to those
of quantum mechanics for all presently feasible experiments, for these experiments
the POVM E(·) = EGRW(·) should be very close to EQu(·), the POVM predicted
by quantum mechanics. For a principled consideration see Section 6.5.
3. We called the result of our reasoning the “main theorem about POVMs” in GRWf.
Let us be explicit about the mathematical theorem that is involved here. It was
formulated before as Theorem 8 in [48] and asserts the following:
Let H = Hsys⊗Henv be a separable Hilbert space, G(·) a POVM on a measurable
space (Ω,AΩ) acting on H , φ a fixed vector in Henv with ‖φ‖ = 1, and ζ :
(Ω,AΩ)→ (Z ,AZ ) a measurable function. For every ψ ∈ Hsys with ‖ψ‖ = 1, let
Ψt = ψ ⊗ φ, let F be a random element in Ω with distribution 〈Ψt|G(·)|Ψt〉, and
9From the point of view of the entire universe, from which the Hamiltonian may be regarded as
fixed once and for all, the relevant choice would lie only in that of φ.
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let Z = ζ(F ). Then there is a POVM E(·) on (Z ,AZ ) acting on Hsys so that the
distribution of Z is 〈ψ|E(·)|ψ〉.
The proof of this theorem is a straightforward application of the function property
(28) and the reduction property (30) of POVMs. What is important for us here is
to appreciate the relevance of this theorem as the appropriate mathematical for-
malization in GRWf of the physical statement that with every experiment E , there
is associated a POVM E(·) such that the probability distribution of the random
outcome Z of E , when performed on a system with wave function ψ, is given by
P(Z ∈ B) = 〈ψ|E(B)|ψ〉.
4. If the wave function φ of the environment were not fixed but random, we would
still end up with a POVM, as long as φ is independent of ψ (at least conditionally
on all information available to us about the experimental setup): we would have
to replace (45) by
E(B) =
∫
µ(dφ) 〈φ|G ◦ ζ−1(B)|φ〉 , (46)
with µ the distribution of φ.
5. The reader may find it confusing that part of the characterization of the experiment
was the specification of φ, the wave function of the system’s environment: After
all, it will be practically impossible to repeat the experiment with the same φ, as
φ comprises everything outside the system; for example, when we try to repeat the
experiment at a later time, the moons of Jupiter will have moved, and the state of
the lab will have changed as it will contain records of the previous experiment. So
for practical purposes it is important that E(·) as given by (45) does not depend
on all details of φ, but only on a few features of φ that we can control—and thus
repeat. Mathematically, however, (45) provides the correct POVM, and (44) the
correct distribution, regardless of whether we are able to evaluate or control this
expression.
6. Note that the derivation did not assume any pre-determined time at which the
experiment is over. It allows that the time at which the outcome Z can be read off
depends on Z itself, a situation that occurs, e.g., in a time-of-arrival measurement,
with Z the time when a detector clicks.
7. What if factorization Ψt = ψ⊗φ is not exactly satisfied, but only approximately?
Then the probability distribution of the outcome Z is still approximately given by
〈ψ|E(·)|ψ〉. More precisely, suppose that, instead of (42),
Ψt = cψ ⊗ φ+∆Ψ , (47)
where ‖∆Ψ‖ ≪ 1, ‖ψ‖ = ‖φ‖ = 1, and c =
√
1− ‖∆Ψ‖2 (which is close to 1).
Then for any B ⊆ Z ,10∣∣∣P(Z ∈ B)− 〈ψ|E(B)|ψ〉∣∣∣ < 3‖∆Ψ‖ . (48)
10To see this, write P(Z ∈ B) as 〈Ψt|G ◦ ζ−1(B)|Ψt〉; insert (47); use 0 ≤ G ◦ ζ−1(B) ≤ I to bound
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This estimate conveys that the relevant measure for quantifying the size of the
deviation from perfect factorization is the L2 norm of the deviation ∆Ψ.
8. We do not know of a similar derivation of the main theorem about POVMs from
GRWm, mainly because the probability distribution of the random functionm(·, t)
is not given by a POVM. Nevertheless a derivation from GRWm has been given in
[7], however one that is rather different in character: It requires great effort and
yields a limited result, as it assumes a special, idealized type of experiment and,
since it allows for small errors in the outcome statistics, does not show that the
outcome statistics is exactly given by a POVM.
5 The Quantum Formalism
Before we formulate the GRW formalism, we formulate for comparison the standard
quantum formalism in the way relevant to us. We begin with the simplified version that
one learns in beginner’s courses and that suffices for many applications.
The Simplified Quantum Formalism.
• A system isolated from its environment has at every time t a density matrix ρt
which evolves according to the unitary Schro¨dinger evolution,
dρt
dt
= − i
~
[Hsys, ρt] . (49)
• With suitable experiments E there is associated a self-adjoint operator A on Hsys
(called the “observable”) with pure point spectrum; let its spectral decomposition
be
A =
∑
z
zPz , (50)
with Pz the projection to the eigenspace with eigenvalue z. When the experiment
E is performed on a system with density matrix ρ, the outcome Z is random with
probability distribution
P(Z = z) = tr(Pz ρ) . (51)
• In case Z = z, the density matrix immediately after the experiment is
ρ′ =
PzρPz
tr(Pz ρ)
. (52)
the term quadratic in ∆Ψ by ‖∆Ψ‖2; use the Cauchy–Schwarz inequality and |c| < 1 to bound the
cross terms by 2‖∆Ψ‖; use that 1−|c|2 = ‖∆Ψ‖2; in total, by the triangle inequality, obtain the bound
2‖∆Ψ‖(1 + ‖∆Ψ‖) < 3‖∆Ψ‖ provided ‖∆Ψ‖ < 1/2.
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The last rule contains the standard kind of collapse of the wave function, induced
by “the observer.”
We will need a more general formulation since the above formalism applies only to a
narrow class of experiments, usually called “ideal measurements.” And for this we will
need some more mathematical notions.
5.1 Mathematical Tool: Completely Positive Superoperators
We recall that the trace class TRCL(H ) is (roughly speaking) the space of all operators
with finite trace. It contains in particular the density matrices.
By a superoperator we mean a C-linear mapping C : TRCL(H1) → TRCL(H2).
A superoperator C is called completely positive if for every integer k ≥ 1 and every
positive operator ρ ∈ Ck×k ⊗ TRCL(H1), (Ik ⊗ C )(ρ) is positive, where Ik denotes the
identity operator on Ck×k [15, 35]. (Completely positive superoperators are also often
called completely positive maps. If for every density matrix ρ, trC (ρ) ≤ 1 (as will be
the case for all superoperators that we consider in this paper) then C is also called a
quantum operation [35].)
Completely positive superoperators arise as a description of how a density matrix
changes under the collapse caused by an experiment: If ρ is the density matrix before
the collapse, then C (ρ)/ trC (ρ) is the density matrix afterwards. The simplest example
of a completely positive superoperator is
C (ρ) = PρP , (53)
where P is a projection. Note that for a density matrix ρ, C (ρ) is not, in general, a
density matrix because completely positive superoperators do not, in general, preserve
the trace.
In order to establish the complete positivity of a given superoperator, the following
facts are useful: If ρ2 is a density matrix on H2 then the mapping C : TRCL(H1) →
TRCL(H1⊗H2) given by C (ρ) = ρ⊗ρ2 is completely positive. Conversely, the partial
trace ρ 7→ tr2 ρ is a completely positive superoperator TRCL(H1⊗H2)→ TRCL(H1).
For any bounded operator R : H1 → H2, ρ 7→ RρR∗ is a completely positive super-
operator TRCL(H1) → TRCL(H2), where R∗ : H2 → H1 is the adjoint of R. The
composition of completely positive superoperators is completely positive. Positive mul-
tiples of a completely positive superoperator are completely positive. Finally, when a
family of completely positive superoperators is summed or integrated over, the result
is completely positive. Indeed, these rules suffice for all cases we will encounter in this
paper.
For example, the master equation (1) of the GRW evolution has the property that
the solution ρt as a function of the initial datum ρ0 is given by a completely positive
superoperator S[0,t), ρt = S[0,t)ρ0 (and, in fact, S[0,t) is trace-preserving).
A canonical form of completely positive superoperators is provided by the theorem of
Choi and Kraus [15, 35] (also sometimes connected with the name of Stinespring), which
asserts that for every bounded completely positive superoperator C : TRCL(H1) →
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TRCL(H2) there exist bounded operators Ri : H1 → H2 so that
C (ρ) =
∑
i∈I
Ri ρR
∗
i , (54)
where I is a finite or countable index set.
Another remark concerns notation. Since superoperators are mappings, it is standard
to write the composition of superoperators A , B as (A ◦B)(ρ) = A (B(ρ)). For some
calculations involving the composition of many superoperators acting on product spaces
H1 ⊗ · · · ⊗Hn, the standard notation gets cumbersome; for these cases, we propose a
more transparent notation using diagrams in Appendix F.
5.2 The Formalism
We are now prepared for formulating the quantum formalism in greater generality. With-
out an essential loss of generality, we only consider experiments with discrete value space
Z , i.e., experiments for which the set Z of possible outcomes is finite or countable. The
reason why this is essentially no restriction is that every experiment in practice has lim-
ited accuracy, and indeed only a finite number of possible outcomes. Nevertheless it is
sometimes convenient to consider a continuous variable z, and indeed, as far as the main
theorem about POVMs, or (55), is concerned, we can allow Z to be any measurable
space (i.e., set with a σ-algebra), including the possibility of a continuous variable z.
However, when trying to formulate the collapse rule (57) for a continuous variable z,
difficulties arise that lie outside the scope of this paper.
The Quantum Formalism.
• A system isolated from its environment has at every time t a density matrix ρt
which evolves according to the unitary Schro¨dinger evolution (49).
• With every experiment E with discrete value space Z , beginning at time s and
ending at time t, there is associated a POVM (EQuz )z∈Z on Z acting on Hsys.
When the experiment E is performed on a system with density matrix ρs, the
outcome Z is random with probability distribution
P(Z = z) = tr
(
ρsE
Qu
z
)
. (55)
• With E is further associated a family
(
C Quz
)
z∈Z of completely positive superop-
erators acting on TRCL(Hsys) with the compatibility property that, for all trace
class operators ρ,
tr
(
ρEQuz
)
= trC Quz (ρ) . (56)
In case Z = z, the density matrix of the system at time t (immediately after the
experiment) is
ρt = ρ
′ =
C Quz (ρs)
trC Quz (ρs)
. (57)
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Since readers may not be familiar with this formulation of the quantum formalism,
we elucidate it a bit in the following subsections. We begin with a remark.
The assumption that the experiment is over at a fixed time t is not in all practical
cases satisfied, for example when the experiment measures the time at which a detector
clicks. To keep this discussion simple, we postpone the discussion of experiments whose
duration is random (i.e., decided upon by the experiment itself) to Section 8.
5.3 First Example
To begin with, the simplified quantum formalism is contained in the full quantum for-
malism in the following way: Let Z be the spectrum of the self-adjoint operator A (a
finite or countable set since we assume pure point spectrum), EQu(·) the spectral PVM
of A,
EQuz = Pz , (58)
and
C
Qu
z (ρ) = PzρPz (59)
for every operator ρ in the trace class. Then, the compatibility property (56) is satisfied
since
tr
(
ρEQuz
)
= tr
(
ρPz
)
= tr
(
Pz ρPz
)
= trC Quz (ρ) .
Eqs. (55) and (57) reduce to (51) and (52).
In general, the set Z need not be a subset of R. For example, an element of Z —an
outcome of the experiment—could be a list of numbers (Z ⊆ Rn), or simply a name
like “up” or “down”.
5.4 Compatibility Between Superoperators and POVM
Using the Choi–Kraus theorem
Cz(ρ) =
∑
i∈Iz
Rz,i ρR
∗
z,i (60)
(where we have dropped the superscript “Qu” for ease of notation), we can show that
the POVM E(·) associated with E is completely determined by the (Cz)z∈Z according
to
Ez =
∑
i∈Iz
R∗ziRzi . (61)
To see this, note that the compatibility property (56) implies, with (60), that
tr
(
ρEz
)
= trCz(ρ) = tr
∑
i∈Iz
Rzi ρR
∗
zi = tr
∑
i∈Iz
ρR∗ziRzi . (62)
This can hold for all trace class operators ρ only if (61) holds. Moreover, it follows from
(56) by summing over all z ∈ Z that
∑
z∈Z Cz is trace-preserving.
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Conversely, suppose the (Cz)z∈Z are given and that the superoperator
∑
z∈Z Cz is
trace-preserving. Then (61) defines a POVM E(·) satisfying (56): R∗ziRzi is a positive
operator, and E(Z ) = I because, for every vector ψ in Hilbert space,
〈ψ|E(Z )|ψ〉 = tr
(
|ψ〉〈ψ|
∑
z∈Z
∑
i
R∗ziRzi
)
=
=
∑
z∈Z
∑
i
tr
(
Rzi|ψ〉〈ψ|R
∗
zi
)
= tr
∑
z∈Z
Cz
(
|ψ〉〈ψ|
)
= tr
(
|ψ〉〈ψ|
)
= ‖ψ‖2 .
To see that (56) holds, note that
tr
(
ρEz
)
=
∑
i∈Iz
tr(ρR∗ziRzi) =
∑
i∈Iz
tr(Rzi ρR
∗
zi) = trCz(ρ) .
5.5 Another Example: Two Consecutive Experiments
Here is an example illustrating how the POVM E(·) and the superoperators Cz arise,
and how to do calculations with them. Suppose we carry out two experiments E1 and
E2 in a row on the same system with a lapse of t time units in between, and regard the
entire procedure as one experiment E whose outcome Z is given by the pair (Z1, Z2)
of outcomes of E1 and E2. Suppose we know the POVMs E1,z1 and E2,z2 (for ease of
notation, we drop the superscript “Qu”) as well as the superoperators C1,z1 and C2,z2 ,
and want to determine the POVM Ez = E(z1,z2) and the superoperators Cz = C(z1,z2)
corresponding to E . For example, E1 and E2 could be ideal measurements as described
in the simplified quantum formalism. We will see that in that case E is (in general) not
itself an ideal measurement, and E(·) is a proper POVM (i.e., not a PVM).
The value space of E is Z = Z1 × Z2. The joint distribution of Z1 and Z2, if the
system starts with density matrix ρ, is
P(Z1 = z1, Z2 = z2) = P(Z1 = z1)P(Z2 = z2|Z1 = z1) =
= tr
(
ρE1,z1
)
tr
(
e−iHt/~
C1,z1(ρ)
trC1,z1(ρ)
eiHt/~E2,z2
)
=
[using the compatibility property (56)]
= tr
(
e−iHt/~C1,z1(ρ)e
iHt/~E2,z2
)
=
[using the Choi–Kraus theorem for C1,z1 ]
= tr
(
e−iHt/~
∑
i
R1,z1,i ρR
∗
1,z1,i
eiHt/~E2,z2
)
=
= tr
(
ρ
∑
i
R∗1,z1,i e
iHt/~ E2,z2 e
−iHt/~R1,z1,i
)
=
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= tr
(
ρE(z1,z2)
)
(63)
with
E(z1,z2) =
∑
i
R∗1,z1,ie
iHt/~E2,z2e
−iHt/~R1,z1,i . (64)
Note that this expression defines a POVM, since each summand is a positive operator
and E(Z1 ×Z2) = I:∑
z1
∑
z2
E(z1,z2) =
∑
z1
∑
i
R∗1,z1,ie
iHt/~
∑
z2
E2,z2︸ ︷︷ ︸
=I
e−iHt/~R1,z1,i =
=
∑
z1
∑
i
R∗1,z1,iR1,z1,i =
∑
z1
E1,z1 = I .
In case E1 and E2 are ideal measurements, the formula (64) reduces to
E(z1,z2) = P1,z1 e
iHt/~P2,z2e
−iHt/~P1,z1 . (65)
If P1,z1 commutes with e
iHt/~P2,z2e
−iHt/~ (equivalently, if the self-adjoint operators A1
and eiHt/~A2e
−iHt/~ commute) then E(z1, z2) is itself a projection, and E(·) is a PVM,
but in general it is not.
The final density matrix after E2 is completed, given that the outcomes were Z1 = z1
and Z2 = z2, is
ρ′ = ρ2 =
C2,z2(e
−iHt/~ρ1eiHt/~)
trC2,z2(e
−iHt/~ρ1eiHt/~)
=
C2,z2(e
−iHt/~C1,z1(ρ)e
iHt/~)
trC2,z2(e
−iHt/~C1,z1(ρ)eiHt/~)
. (66)
That is, the superoperators corresponding to E are given by the composition law
C(z1,z2)(ρ) = C2,z2(e
−iHt/~
C1,z1(ρ)e
iHt/~) , (67)
which is completely positive as a composition of three completely positive superopera-
tors: C1,z1 , the unitary evolution, and C2,z2. If E1 and E2 are ideal measurements, so
that C1,z1 and C2,z2 are of the form (59), then
C(z1,z2)(ρ) = P2,z2e
−iHt/~P1,z1ρP1,z1e
iHt/~P2,z2 , (68)
which is not itself of the form (59), unless t = 0 and P1,z1 commutes with P2,z2. This
exemplifies how C can be different from (59).
5.6 The Law of Operators
How does one know which POVM (EQuz )z∈Z and which family (C
Qu
z )z∈Z of superoper-
ators should be associated with E ? In practice, this is part of the working knowledge,
and it is sometimes obtained by trial and error, or by symmetry arguments, or other
methods of guessing. It is also often suggested by “quantization rules,” but we prefer
here a rule that is generally valid (and does not appeal to classical physics).
The Quantum Law of Operators.
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• Suppose we are given the density matrix ρapp for the ready state of the apparatus,
its Hamiltonian Happ, and the interaction Hamiltonian HI . Let
Ut = e
− i
~
(Hsys+Happ+HI)t (69)
be the unitary Schro¨dinger evolution operator for the composite (system ∪ appa-
ratus). Let the experiment E start at time s and be finished at time t, so that the
result can be read off at t from the apparatus.11 Let P appz be the projection to the
subspace of apparatus states in which the pointer is pointing to the value z. Then
EQuz = trapp
(
[Isys ⊗ ρapp]U
∗
t−s[Isys ⊗ P
app
z ]Ut−s
)
(70)
and
C
Qu
z (ρ) = trapp
(
[Isys ⊗ P
app
z ]Ut−s[ρ⊗ ρapp]U
∗
t−s[Isys ⊗ P
app
z ]
)
, (71)
where trapp denotes the partial trace over the Hilbert space of the apparatus. We
check the compatibility property (56) in Appendix B.
In other words, the superoperator C Quz is obtained by solving the Schro¨dinger equa-
tion for the apparatus together with the system, then collapsing the joint density matrix
as if applying the collapse rule to a “quantum measurement” of the pointer position,
and then computing the reduced density matrix of the system.
To obtain that EQu(·) is a POVM, we need that
∑
z∈Z C
Qu
z is trace-preserving.
Indeed,
tr
∑
z∈Z
C
Qu
z (ρ) =
∑
z∈Z
tr
(
Ut−s[ρ⊗ ρapp]U∗t−s[Isys ⊗ P
app
z ]
2
)
=
= tr
(
Ut−s[ρ⊗ ρapp]U∗t−s[Isys ⊗
∑
z∈Z
P appz ]
)
= tr
(
Ut−s[ρ⊗ ρapp]U∗t−s
)
= tr ρ ,
provided ∑
z∈Z
P appz = Iapp . (72)
(This equation amounts to the statement that the experiment always has some outcome.
This is normally not true, as, e.g., the apparatus might get destroyed by some accident
with small but nonzero probability. However, we may deal with this trivial problem by
assuming that the set Z of all possible outcomes contains one element representing the
possibility that the experiment was not properly carried out.)
11This assumption is to be understood in an operational sense: It is assumed that we humans can
read off the result when looking at the apparatus. This is different from assuming that the result can
be read off from the wave function of (the system and) the apparatus, which is notoriously not the
case, a fact known as the measurement problem of quantum theory.
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6 The GRW Formalism
6.1 The Formalism
The GRW formalism is very similar to the quantum formalism. There are only three dif-
ferences: (i) the unitary Schro¨dinger evolution (49) between the experiments is replaced
with the master equation (1) with H = Hsys, N = Nsys, and Λk = Λ
sys
k ; (ii) the POVM
EGRW(·) associated with an experiment E as its “observable” may be different from
EQu(·), and (iii) the superoperators C GRWz (encoding the “observer-induced collapse”)
may be different from C Quz . Thus, it reads as follows. (Further detail about its precise
meaning will be provided in Sections 6.2–6.4 and 7.1–7.2.)
The GRW Formalism.
• A system isolated from its environment has at every time t a density matrix ρt
which evolves according to the master equation (1).
• With every experiment E with discrete value space Z , beginning at time s and
ending at time t, there is associated a POVM EGRW(·) on Z acting on Hsys. When
the experiment E is performed on a system with density matrix ρs, the outcome
Z is random with probability distribution
P(Z = z) = tr
(
ρsE
GRW
z
)
. (73)
• With E is further associated a family (C GRWz )z∈Z of completely positive superoper-
ators acting on TRCL(Hsys) with the compatibility property that for all trace-class
operators ρ,
tr
(
ρEGRWz
)
= trC GRWz (ρ) . (74)
In case Z = z, the density matrix of the system at time t immediately after the
experiment E is
ρt = ρ
′ =
C GRWz (ρs)
trC GRWz (ρs)
. (75)
For the same reasons as for the quantum formalism, we assume a discrete value
space Z . In theories (such as GRWm and GRWf) with a clear PO, on the other hand,
one might consider experiments using an “analog” rather than “digital” display, for
example ones in which the outcome is displayed as the center-of-mass position of a
pointer. However, even in this case it is reasonable to regard the outcome as discrete,
since it is hard to regard microscopic details of the pointer’s PO as a means to display
information about the outcome.
Corresponding to the simplified quantum formalism, one can also formulate a sim-
plified GRW formalism: For suitable (but not all) experiments E it so happens that
EGRW(·) is a PVM (i.e., that EGRW(B) is a projection for all subsets B ⊆ Z ), that Z is a
subset of R, and that C GRWz (ρ) = Pz ρPz for suitable projections Pz. In this case, all the
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data encoding information about E needed for computing outcomes (i.e., Z , EGRW(·),
and (C GRWz )z∈Z ) can be encoded into a single self-adjoint operator, A =
∑
z∈Z zPz. The
differences between the simplified quantum formalism and the simplified GRW formal-
ism are: the unitary Schro¨dinger evolution is again replaced with the master equation
(1); the class of experiments E for which the simplified quantum formalism is appro-
priate when E is performed in a quantum world may be different from the class of E s
for which the simplified GRW formalism is appropriate when E is performed in a GRW
world; and even if, for an experiment E , both the simplified quantum formalism and
the simplified GRW formalism are appropriate then the operator AGRW may be different
from AQu.
The GRW Law of Operators.
• Suppose we are given the density matrix ρapp for the ready state of the apparatus,
its Hamiltonian Happ, and the interaction Hamiltonian HI , so that H = Hsys +
Happ + HI . Let the experiment E start at time s and be finished at time t, and
let ζ : Ω[s,t) → Z be the function that reads off the outcome of E from the flashes
between s and t. Then EGRW(·) is given by the following generalization of (45):
EGRWz = trapp
(
[Isys ⊗ ρapp]G
(
ζ−1(z)
))
(76)
= trapp
∫
ζ−1(z)
df [Isys ⊗ ρapp]L
∗
[s,t)(f)L[s,t)(f) , (77)
where f = fsys∪app and L[s,t) = L
sys∪app
[s,t) , and
C
GRW
z (ρ) = trapp
∫
ζ−1(z)
df L[s,t)(f) [ρ⊗ ρapp]L
∗
[s,t)(f) . (78)
We check the compatibility property (74) in Appendix B.
Before we begin the derivation of the GRW formalism, we have to elucidate a bit
more what exactly it asserts.
6.2 Isolated System
The “system” is mathematically represented, as described in Section 2.5, by a splitting
H = Hsys ⊗Henv of Hilbert space, as well as a splitting F = Fsys ∪ Fenv of the flashes,
grounded in either a set Lsys of labels or a region Rsys ⊆ R3 (or both) selecting Fsys.
When we say that a system is isolated or does not interact with its environment, we
mean two things: First, the Hamiltonian does not contain an interaction term, that is,
H = Hsys ⊗ Ienv + Isys ⊗Henv . (79)
33
Second, the collapse operators associated with flashes of the system act only on Hsys
but not on Henv, and vice versa:
Λi(x) =
{
Λsysi (x)⊗ Ienv if i ∈ Lsys and x ∈ Rsys
Isys ⊗ Λ
env
i (x) otherwise.
(80)
This second condition, apart from expressing that the splitting H = Hsys ⊗ Henv is
compatible with the splitting F = Fsys∪Fenv, is necessary because otherwise the system
could, despite the absence of an interaction Hamiltonian, interact through collapses with
the environment; e.g., an initial product wave function could become entangled.
A basic mathematical fact about isolated systems is the factorization formula
L(f) = Lsys(fsys)⊗ L
env(fenv) (81)
and similarly
L[s,t)(f) = L
sys
[s,t)(fsys)⊗ L
env
[s,t)(fenv) . (82)
They are analogs of the formula
Ut = e
−iHsyst/~ ⊗ e−iHenvt/~ = U syst ⊗ U
env
t (83)
for the unitary time evolution, which holds when (79) does. In (81) and (82), fsys (respec-
tively fenv) is the set of flashes belonging to the system (respectively the environment)
and, as the notation suggests,
Lsys
(
(x1, t1, i1), . . . , (xn, tn, in)
)
= λn/2e−Nsysλ(tn−t0)/2 ×
× Λsysin (xn)
1/2U systn−tn−1 · · ·Λ
sys
i1
(x1)
1/2U syst1−t0 . (84)
with Nsys = #Lsys, and similarly for L
env, Lsys[s,t), and L
env
[s,t).
For (82) it is sufficient that the system “sys” be isolated during [s, t). Equations (81)
and (82) follow from (83), (80), the definitions (10) and (12) of L[s,t) and L, and the
fact that (A⊗B)(C ⊗D) = (AC)⊗ (BD).
6.3 Density Matrix
Density matrices can arise in two ways: either as representing a statistical mixture (or
ensemble) of wave functions, or as the reduced density matrix of a system entangled with
another system (which we will call system b in the following, while system a is the system
of interest). Both types of density matrices are allowed in the GRW formalism: the
system under consideration may be entangled with system b (but not to the apparatus
of the experiment), and the wave function (of the two systems together) may be random.
It is part of the statement of the GRW formalism that, in this case, (i) the density matrix
ρt of the system still evolves according to the master equation (1) as long as it remains
isolated (from system b, from the apparatus, and from everything else); (ii) the statistics
of the outcome Z depends only on the density matrix of the system (and not on how it
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arises); (iii) in case Z = z the system’s reduced density matrix after the experiment is
given by (75).
We note that the density matrix ρt of a system, of which the GRW formalism as-
serts that it evolves according to the master equation (1), does not provide a complete
description of the quantum state of the system, even when the initial density matrix
ρ0 was pure. After all, the master equation corresponds to averaging over the flashes
between the initial time 0 of the system’s isolated evolution and the time s at which the
interaction with an apparatus begins, while the stochastic GRW evolution of the wave
function Ψt corresponds to taking these flashes into account.
6.4 Conditions of Applicability
Let us make explicit the assumptions we will make in the derivation of the GRW for-
malism, i.e., the conditions under which the GRW formalism is applicable. The system,
called system a in the following, may be entangled with another system called system
b. We suppose that
1. the experiment E involves a splitting of the world into four parts: system a (the
“object” of E ), system b, the apparatus of E , and the rest of the world;
2. E begins at time s and ends at time t;12
3. system a, system b, and the apparatus together form a GRW system (i.e., the
system is isolated) during the time interval [s, t), and this system possess a wave
function Ψt′, s ≤ t′ < t;
4. at time s, the apparatus is not entangled with system a ∪ b,
Ψs = ψa∪b ⊗ φ , (85)
where ψa∪b is the (possibly random) wave function of systems a and b together at
time s, φ is the (possibly random) wave function of the apparatus at time s;
5. ψa∪b and φ are independent random variables;
6. during [s, t) the apparatus interacts only with system a, while system a and the
apparatus do not interact with system b;
7. the outcome Z is a function ζ of the flashes of the apparatus during [s, t); this
assumption can be weakened by allowing that Z is read off from the flashes of
both system a and the apparatus,
Z = ζ(F a∪app[s,t) ) , (86)
while we need to exclude a direct dependence of Z on the flashes of system b.
12This assumption will be relaxed in Section 8, where we allow that the experiment’s run-time is not
fixed before the experiment.
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6.5 Smallness of Deviations From the Quantum Formalism
In this subsection, we characterize the “quantum regime” of the GRW theories, i.e.,
the regime in which the GRW formalism agrees with the quantum formalism. We do
so in a sketchy way by comparing the laws of operators in the quantum and the GRW
formalism, (70) and (76), which we repeat here for convenience:
EQuz = trapp
(
[Isys ⊗ ρapp]U
∗
t−s[Isys ⊗ P
app
z ]Ut−s
)
, (87)
EGRWz = trapp
∫
ζ−1(z)
df [Isys ⊗ ρapp]L
∗
[s,t)(f)L[s,t)(f) . (88)
We take for granted that ρapp is the same in both expressions, and that it is sufficient
to consider ρapp = |φ〉〈φ|. We provide a condition under which
EGRWz ≈ E
Qu
z . (89)
The condition is the conjunction of the following:
1. During the experiment E , collapses are likely to occur only in the apparatus, not
in the system,
P(F sys[s,t) = ∅) ≈ 1 . (90)
Equivalently, the average time between collapses in the system is much larger than
the duration of E ,
1
Nsysλ
≫ t− s , (91)
where λ is the collapse rate per particle.
2. The pointer states for different z, i.e., the vectors in the range of P appz , are separated
in position space. To be specific, let there be (macroscopic) regions Rz ⊂ R3 in
position space, mutually disjoint, so that for every ψ, the wave function P appz ψ is
concentrated on the subset of configuration space with all “particles” belonging to
the tip of the pointer in Rz.
3. The duration t−s of E is long enough for macroscopic superpositions of the pointer
to decay,
1
Ntipλ
≪ t− s (92)
with Ntip the number of “particles” at the tip of the pointer.
4. The experiment is such that for every z ∈ Z and every ψ ∈ S(Hsys), the part Φz
of Ψs = ψ⊗ φ (with φ the initial wave function of the apparatus) that would lead
to outcome z under the unitary evolution,
Φz = U
−1
t−s(Isys ⊗ P
app
z )Ut−sΨs , (93)
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evolves under the GRW collapse evolution associated with the GRW process Ψt′ ,
t′ ≥ s, starting from Ψs to a wave function
Φz,t = L[s,t)(F[s,t))Φz (94)
that is with probability ≈ 1 near the range of P appz , i.e.,
Φz,t ≈ (Isys ⊗ P
app
z )Φz,t . (95)
(In particular, this holds if Φz,t ≈ Ut−sΦz.)
Condition 1 is satisfied by the standard choice λ ≈ 10−16 s−1 for microscopic systems
(say, Nsys ≤ 105) if the duration of E is less than 100 years. Likewise, Conditions 2 and
3 are satisfied if the duration is more than (say) 10−5 s and the outcome is represented
by the position of a pointer that is a macroscopic object.
Condition 4 needs elaboration. Why is any further condition needed besides 1–3?
That is because the working of the apparatus might deviate in GRWf from that in
quantum mechanics. As an extreme example, the apparatus could contain a device
that carries out an empirical test of GRWf versus quantum mechanics; such a device is
not feasible with present technology but is in principle; then the apparatus may be so
constructed as to do something different with the system “sys” depending on whether
it finds itself in a GRWf world or in a quantum world. In this case, not excluded by
conditions 1–3, EGRWz could be arbitrarily different from E
Qu
z .
Condition 4 holds in particular for an ideal quantum measurement, i.e., if there is
an orthonormal basis {ψn} of Hsys such that for each ψn the outcome is deterministic,
Z = f(n), and equal in GRW and quantum mechanics.13
We now turn to the derivation of EGRWz ≈ E
Qu
z from Conditions 1–4.
Consider the GRW flash process F for the initial wave function Ψ0 = Ψ ∈ H . For
any Φ ∈ H , the process
Y Φt =
∥∥L[0,t)(F[0,t))Φ∥∥2∥∥L[0,t)(F[0,t))Ψ∥∥2 (96)
is a martingale, i.e.,
E
(
Y Φt
∣∣F[0,s)) = Y Φs ∀s < t . (97)
13In this situation, it can in fact be concluded directly that EGRWz = E
Qu
z . Indeed, if 〈ψn|Ez |ψn〉 =
δz,f(n) and 0 ≤ Ez ≤ I then Ez =
∑
n:f(n)=z |ψn〉〈ψn| (and thus E
GRW
z = Ez = E
Qu
z ). After all,
suppose an off-diagonal entry were nonzero, c := 〈ψn|Ez |ψm〉 6= 0 for n 6= m, and let ψ = αψn + βψm
with |α|2 + |β|2 = 1; if f(n) = z = f(m) then 〈ψ|Ez |ψ〉 = 1 + 2Re(α∗cβ) can be made > 1 by
suitable choice of α, β; if f(n) 6= z 6= f(m) then 〈ψ|Ez |ψ〉 = 2Re(α∗cβ) can be made negative; if
f(n) = z 6= f(m) then 〈ψ|Ez |ψ〉 = |α|
2 + 2Re(α∗cβ) can be made > 1 and can be made < 0.
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Proof: We emphasize that the distribution of F is governed by Ψ, not by Φ. Recall that
L[0,t)(f[0,t)) = L[s,t)(f[s,t))L[0,s)(f[0,s)). Thus,
E
(
Y Φt
∣∣F[0,s)) = E
(∥∥L[0,t)(F[0,t))Φ∥∥2∥∥L[0,t)(F[0,t))Ψ∥∥2
∣∣∣∣∣ F[0,s)
)
(98)
=
∫
Ω[s,t)
df[s,t)
‖L[s,t)(f[s,t))L[0,s)(F[0,s))Ψ‖2
‖L[0,s)(F[0,s)) Ψ‖2
‖L[s,t)(f[s,t))L[0,s)(F[0,s)) Φ‖2∥∥L[s,t)(f[s,t))L[0,s)(F[0,s)) Ψ∥∥2 (99)
=
1
‖L[0,s)(F[0,s))Ψ‖2
×
×
〈
L[0,s)(F[0,s))Φ
∣∣∣ ∫
Ω[s,t)
df L∗[s,t)(f)L[s,t)(f)
︸ ︷︷ ︸
=I
∣∣∣L[0,s)(F[0,s))Φ〉 (100)
=
‖L[0,s)(F[0,s))Φ‖2
‖L[0,s)(F[0,s))Ψ‖2
= Y Φs . (101)
This completes the proof of the martingale property.
By the martingale convergence theorem, Y Φt has a limit as t → ∞, which we call
Y Φ∞. Now consider the experiment E , let s and t denote the times at which E starts and
ends, let H = Hsys ⊗Happ, regard s as the initial time, consider any ψ ∈ S(Hsys), let
φ ∈ S(Happ) be the initial wave function of the apparatus, and set Ψs = ψ ⊗ φ. Set
Φz = U
−1
t−s(Isys ⊗ P
app
z )Ut−sΨs (102)
and let Y zt′ = Y
Φz
t′ , t
′ ≥ s, be the martingale associated with Φz. By condition 3, the
duration of E is long, so we can approximate the value of Y zt at the end of E by Y
z
∞.
Set
Φz,t = L[s,t)(F[s,t))Φz . (103)
By condition 4, Φz,t ≈ (Isys⊗P appz )Φz,t. By condition 2, the pointer states are separated
in 3-space, so the Φz,t are separated in 3-space. Therefore, only for one value z0 of z is
Y z∞ nonzero; otherwise, Ψt would be a non-trivial superposition of several pointer states
(i.e., of contributions from the ranges of P appz for different z), and any further flash would
change the weights in this superposition; but since the Y z∞ have already converged they
cannot change any more; so Φz,t ≈ 0 except for z = z0. Since
Ψt =
∑
z Φz,t
‖L[s,t)(F[s,t))Ψs‖
, (104)
we have that
Ψt ≈
Φz0,t
‖L[s,t)(F[s,t))Ψs‖
(105)
and, as a consequence, Y z0t ≈ 1. The flashes for the tip-of-the-pointer particles around
time t will then likely be located in Rz0 , so that the outcome is Z = z0. Furthermore,
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since Y zt ≈ 1 for z = Z and Y
z
t ≈ 0 otherwise, the distribution of the outcome is
P(Z = z) ≈ EY zt = Y
z
s = ‖Φz‖
2 = ‖(Isys ⊗ P
app
z )Ut−sΨs‖
2 , (106)
which is the quantum probability. Since ψ was arbitrary, (89) follows.
7 Derivation of the GRW Formalism
After some preparatory considerations in Section 7.1, we derive the GRW formalism
from GRWf in Section 7.3.
7.1 Density Matrix
We need to collect some facts about density matrices in GRWf.
7.1.1 Statistical Density Matrix
Set, for ease of notation, t0 = 0. Since the wave function Ψt is random, with its
distribution there is associated the density matrix
ρt = E|Ψt〉〈Ψt| =
∫
S(H )
PΨ0(Ψt ∈ dΦ) |Φ〉〈Φ| , (107)
where S(H ) = {Ψ ∈ H : ‖Ψ‖ = 1} is the unit sphere in Hilbert space H . In other
words, (107) is the density matrix of a large ensemble of systems, each of which started
with the same initial wave function Ψ0 but experienced collapses independently of the
other systems.
We note without proof that the density matrix ρt obeys the master equation (1).
But the validity of (1) is even wider: Suppose that even the initial wave function Ψ0
is random, with distribution given by any probability measure µ0 on S(H ). Then, for
t > 0, Ψt is doubly random, because of the random initial wave function and of the
stochastic GRW evolution, with distribution
µt(·) =
∫
µ0(dΨ0) PΨ0(Ψt ∈ ·) . (108)
Again, the corresponding density matrix
ρt = Eµ0 |Ψt〉〈Ψt| =
∫
µt(dΨ) |Ψ〉〈Ψ| (109)
obeys (1). To see this, note that it satisfies
ρt =
∫
µ0(dΨ0)
∫
PΨ0(Ψt ∈ dΦ) |Φ〉〈Φ| , (110)
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where the inner integral obeys (1), so that ρt is a mixture of solutions of (1) and therefore
is itself a solution of (1).
Alternatively, ρt can directly be expressed in terms of ρ0 according to
ρt = S[0,t)ρ0 =
∫
Ω[0,t)
df L[0,t)(f) ρ0L
∗
[0,t)(f) . (111)
From this the master equation (1) can be obtained by differentiation with respect to t.
As a by-product, it can be read off from (111) that the mapping S[0,t) : ρ0 7→ ρt obtained
by evolving the density matrix ρ according to the master equation (1) is a completely
positive superoperator. It is also clear that S[0,t) is trace-preserving.
The following proposition is a consequence of the fact that the distribution of flashes
is given by a POVM: If the initial wave function Ψ0 is random with distribution µ0, then
the distribution of the flashes depends only on the density matrix ρ0 associated with µ0,
P(F ∈ ·) =
∫
µ0(dΨ0)PΨ0(F ∈ ·) =
∫
µ0(dΨ0) 〈Ψ0|G(·)|Ψ0〉 = tr
(
ρ0G(·)
)
(112)
with
ρ0 =
∫
S(H )
µ0(dΨ0) |Ψ0〉〈Ψ0| . (113)
In other words, if two probability distributions µ˜0 and µ0 have the same density matrix,
ρ˜0 = ρ0, then they lead to the same distribution of the PO. For comparison, this is not
true in Bohmian mechanics or GRWm: there, µ˜0 and µ0 may lead to different trajectories
[10, 24] respectively to different probability distributions of the m function [4].
Since µ˜0 and µ0 lead to the same distribution of flashes, we may write Pρ0 for that
distribution. This also means that we can simply talk of the flash process for a given
initial density matrix, as opposed to the flash process for a given initial wave function.
As time proceeds, the density matrix determining the distribution of the flashes evolves
according to the master equation in the sense that
Pρ0(F[t,∞) ∈ B) = P
(t)
ρt (F[t,∞) ∈ B) , (114)
where the right hand side refers to the distribution of the flashes when starting with ρt
at time t. This fact follows from the conditional probability formula by averaging over
F[0,t).
7.1.2 The Marginal Probability Formula
The marginal probability formula expresses that a system which does not interact with
its environment is itself governed by GRWf, even if the system is entangled with the
environment. (Note that this is not true, e.g., in Bohmian mechanics, where the trajec-
tories of the system’s particles depend on the configuration of the environment, even in
the absence of interaction. As we will see, it is not true in GRWm either.)
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The marginal probability formula says that for an isolated system,
PΨ0(Fsys ∈ B) = Pρsys(B) . (115)
Here, PΨ0 is the distribution of the flashes in a universe starting with wave function Ψ0
at time t0 = 0, and PΨ0(Fsys ∈ ·) is the marginal distribution of the system’s flashes;
ρsys = trenv |Ψ0〉〈Ψ0| is the reduced density matrix of the system; finally, Pρsys is the
distribution of flashes in a universe containing nothing but the system and starting with
density matrix ρsys at time 0 in the sense of equation (112):
Pρsys(·) = tr
(
ρsysGsys(·)
)
. (116)
We provide a proof of the marginal probability formula in Appendix C.
The marginal probability formula was first derived by Bell [9] for the purpose of
proving a no-signalling theorem for GRWf. To see the connection, suppose the system
is Alice’s lab, which does not interact with Bob’s lab (e.g., because they are, when
considering the relevant time intervals, spacelike separated); then the distribution of
the flashes in Alice’s lab, and thus in particular the distribution of the outcome of any
experiment, does not depend on the common wave function Ψ0 except through the
reduced density matrix ρsys, nor on external fields at work in Bob’s lab (since ρsys does
not).
The marginal probability formula should not be confused with the following simple
consequence of the function property (28): Since Fsys is a function of F , its distribution
is given by a POVM E(·),
PΨ0(Fsys ∈ B) = 〈Ψ0|E(B)|Ψ0〉 . (117)
The marginal probability formula goes further in two respects: First, its right hand side
depends only on the reduced density matrix ρsys, and not on the entire wave function
Ψ0; second, the POVM Gsys(·) is not just some POVM but exactly the one that would
govern the flashes if the universe contained nothing but the system.
A related fact is the independence property : If a system does not interact with its
environment and is initially disentangled from its environment, then the flashes of the
system and those of the environment are stochastically independent, i.e., their joint
distribution is a product:
P|sys〉⊗|env〉(Fsys ∈ Bsys, Fenv ∈ Benv) = P|sys〉(Fsys ∈ Bsys)P|env〉(Fenv ∈ Benv) . (118)
Moreover, in that case the wave function Ψt remains a product at later times.
In GRWm there is a formula that is in a way analogous to the marginal probability
formula of GRWf, as it connects ρsys to the PO of the system, namely to msys as intro-
duced in (20). However, it is much weaker as it connects ρsys not to the entire future
history of the PO, for t ≥ 0, but just to the PO at t = 0. This formula reads
msys(x, t = 0) =
∑
i∈Lsys
mi
∫
dqsys δ(qsys,i − x) 〈qsys|ρsys|qsys〉 (119)
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assuming, for simplicity, that the system is defined in terms of a label set Lsys, not of a
region Rsys. As before, ρsys = trenv |Ψ0〉〈Ψ0|. The formula implies that a different wave
function Ψ˜0 6= Ψ0 with trenv |Ψ˜0〉〈Ψ˜0| = trenv |Ψ0〉〈Ψ0| would lead to the same msys.
An analogous statement holds in Bohmian mechanics: the marginal distribution of Qsys
at t = 0 depends only on ρsys. Note that in GRWm, msys cannot be obtained from a
statistical density matrix.
Returning to GRWf, we call a system a GRW system if the distribution of the flashes
of the system (after time 0) is given by ρsys (at time 0), i.e., if (115) holds. The marginal
probability formula thus asserts that every isolated system is a GRW system—a system
whose PO behaves as if the system were alone in the universe. Conversely, if a system is
not isolated then it cannot be expected to be a GRW system since the interaction with
the environment should affect the pattern of flashes.
Now that we have the concept of GRW system, one conclusion we can draw is that
the reasoning of Section 4 applies not just to the universe as a whole but also when
the system (i.e., the object of the experiment) and the apparatus together form a GRW
system: Assuming ρsys∪app = ρsys ⊗ ρapp and Z = ζ(Fsys∪app), we obtain that
P(Z ∈ B) = tr
(
ρsys∪appGsys∪app ◦ ζ−1(B)
)
= tr(ρsysE(B)) , (120)
where the POVM E(·) does not depend on anything outside sys ∪ app:
E(B) = trapp
(
ρappGsys∪app ◦ ζ−1(B)
)
. (121)
A variant of the marginal probability formula asserts the following: If a system is
isolated during [0, t) then
PΨ0(F
sys
[0,t) ∈ B) = Pρsys(F[0,t) ∈ B) . (122)
Here, a system can stop being isolated because the Hamiltonian or the collapse rate
operators are time-dependent, H = Ht and Λi(x) = Λi,t(x).
The fact (122) follows from the first version (115) of the marginal probability formula:
Consider a hypothetical universe whose time-dependent Hamiltonian Ht and collapse
operators Λi,t(x) are whatever we choose. Then, for a fixed initial wave function Ψ0,
the distribution of flashes during [0, t) will depend on our choices of Hs for all s ∈ [0, t),
but not for s ≥ t. In particular, if the system is initially isolated, we can turn on the
interaction with its environment at time t, and the distribution of the flashes up to time
t is the same as it would have been if the system were isolated forever, and thus given
by (115).
7.1.3 The Marginal Master Equation
The marginal master equation
(ρt)sys = (ρsys)t (123)
expresses the related fact that also the reduced density matrix of the system, when iso-
lated from but entangled with its environment, evolves according to the master equation
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(1). This is a general fact about the master equation, which can also be expressed by
saying that when the system and the environment do not interact, the following diagram
commutes:
ρ0
trenv−→ ρsys0
(1)
y y(1)sys
ρt
trenv−→ ρsyst
(124)
Here, (1)sys means the master equation (1) applied to the system. In words, the marginal
of the master equation is again a version of the master equation: the version that
would hold if the universe contained nothing but the system. In another notation,
S
sys
[0,t) ◦ trenv = trenv ◦S[0,t). The marginal master equation allows us to write ρ
sys
t instead
of either (ρsys)t or (ρt)sys.
We provide an analytic-algebraic proof of the marginal master equation in Ap-
pendix D. Alternatively, here are two derivations from the marginal probability formula:
First, since the distribution of the flashes of the system depends only on (ρsys)t=0, and
for an isolated system the collapses associated with the flashes of the environment (as
well as the Hamiltonian evolution) act trivially on Hsys, (ρt)sys depends only on (ρsys)t=0,
as we see from the evolution law (1) of ρt: for example, if k /∈ Lsys then Λk = Isys⊗Λenvk
by (80), and thus
trenv
(
λ
∫
d3xΛ
1/2
k (x) ρt Λ
1/2
k (x)− λρt
)
= 0 . (125)
Since for an empty environment (ρt)sys would trivially equal (ρsys)t, (123) must be gen-
erally true. Second, the significance of the density matrix associated with the sys-
tem at time t lies in governing the distribution of the flashes after t. Thus if, as the
marginal probability formula tells us, the distribution of the system’s flashes after t is
the same as if the system were alone in the universe and started with (ρsys)0, namely
tr
(
(ρsys)tG
sys
[t,∞)(·)
)
, then the system’s density matrix at time t must be (ρsys)t. On
the other hand, by the marginal probability formula applied to time t, the distribution
of the system’s flashes after t is tr
(
(ρt)sysG
sys
[t,∞)(·)
)
, so the density matrix at time t
must be (ρt)sys. (Mathematically, this argument assumes that the family of operators
{Gsys[t,∞)(B) : any B}, is sufficiently rich.)
Here is another derivation of the marginal master equation that readers may find
illuminating: If the system “sys” is isolated from its environment then
S
sys∪env
[0,t) = S
sys
[0,t) ⊗S
env
[0,t) . (126)
Since S env[0,t) is trace-preserving, we obtain for ρ = ρ
sys∪env that
trenv S
sys∪env
[0,t) (ρ) = trenv
[
S
sys
[0,t) ⊗S
env
[0,t)(ρ)
]
= S sys[0,t) trenv ρ , (127)
i.e., S sys[0,t) ◦ trenv = trenv ◦S[0,t), the marginal master equation.
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7.1.4 Density Matrix and State
As a conceptual consequence of the marginal probability formula in GRWf, the reduced
density matrix ρsys (at time 0) plays the same role for an isolated system as the wave
function Ψ0 (at time 0) for the universe (or a disentangled isolated system), the role being
that of governing the distribution of the flashes.14 This is just a way of re-formulating
the marginal probability formula.
Another way of putting this conceptual consequence is to say that, in GRWf, the
reduced density matrix ρsys at time 0 describes the state of an isolated system. (Two
rather different notions of “state” are common in physics, which should not be confused.
While in classical mechanics the notion of state at time t used to mean “phase point,”
i.e., “a mathematical datum that determines the PO after t,” the meaning has shifted,
with the advent of quantum mechanics, to a statistical notion which, in our framework,
could be defined as “a mathematical datum that determines a probability distribution
of the PO after t.” For example, in classical mechanics a state in the latter sense would
correspond to a probability distribution over states in the former sense.)
It is useful to note that the situation is different in GRWm, where the reduced density
matrix is not a “state” (though the wave function, if an isolated system possesses one, is):
the reduced density matrix (at time 0) of a system that is entangled with its environment
is insufficient to determine the probability distribution of msys(x, t) at later times, in
spite of (119).15
In orthodox quantum mechanics, it is more or less the results of experiments that
are regarded as the PO, and a “state” is what determines the distribution of the results
of experiments. Thus, as in GRWf, the reduced density matrix ρ is a “state” for any
isolated system, since the distribution of the result of an experiment, acting only on the
system and associated with POVM EQu(·) acting on Hsys, is given by tr(ρEQu(·)).
7.2 Theorem 1
Before we derive the GRW formalism, we summarize what exactly the derivation will
show:
Theorem 1. Consider a GRWf universe comprising four systems, called a, b, app,
and env. Let the initial wave function of the universe Φ0 be random with probability
distribution µ0, and let Φt for t ≥ 0 evolve according to the GRW process. Let t′ > 0,
14If we want to make a similar statement about time t, the appropriate density matrix to consider
is not the ρsyst considered in the marginal master equation but rather the random density matrix
trenv |Ψt〉〈Ψt|, from which ρ
sys
t is obtained by averaging over the flashes during the time interval [0, t).
15To see this, consider for example Ψ(t = 0) = 2−1/2(|u〉|1〉+ |d〉|2〉), where |u〉, |d〉 are orthonormal
vectors in Hsys and |1〉, |2〉 in Henv, and suppose that Ψ quickly collapses to either |u〉|1〉 or |d〉|2〉;
contrast this with Ψ˜(t = 0) = 2−1/2(|l〉|1〉+|r〉|2〉), where |l〉 = 2−1/2(|u〉+|d〉) and |r〉 = 2−1/2(|u〉−|d〉),
and suppose that Ψ˜ quickly collapses to either |l〉|1〉 or |r〉|2〉. Then ρsys =
1
2 |u〉〈u| +
1
2 |d〉〈d| =
1
2 |l〉〈l|+
1
2 |r〉〈r| = ρ˜sys, but the msys associated with |u〉 or |d〉 may be completely different from that
associated with |l〉 or |r〉.
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let B[0,t′) ⊆ Ω[0,t′) be any measurable set of flash histories before time t
′ with
Eµ0PΦ0
(
F[0,t′) ∈ B[0,t′)
)
6= 0 , (128)
and let us conditionalize on the event B[0,t′); explicitly, let Ψt, t
′ ≤ t, denote the process
with distribution
P(Ψ ∈ · ) = P(Φ ∈ · |F[0,t′) ∈ B[0,t′)) . (129)
For any t ≥ t′, define the density matrix of system a (given B[0,t′)) by
ρt = E trb∪app∪env |Ψt〉〈Ψt| = Eµ0EΦ0
(
trb∪app∪env |Φt〉〈Φt|
∣∣∣F[0,t′) ∈ B[0,t′)) . (130)
Then, for as long after t′ as system a is isolated (as defined in Section 6.2), ρt obeys the
master equation (1).
Furthermore, suppose that during the time interval [s, t) with t′ ≤ s < t, the three
systems a∪app, b, and env are mutually isolated, and that Ψs factorizes with probability
1 according to
Ψs = ψ
a∪b
s ⊗ φ
app
s ⊗ φ
env
s , (131)
where ψa∪bs and φ
app
s are independent random variables. Let Z be a countable set,
ζ : Ωa∪app[s,t) → Z a measurable function, and
Z = ζ
(
F a∪app[s,t)
)
. (132)
Finally, define the density matrix of system a at time t, conditional on Z = z, by
ρt|z = Eµ0EΦ0
(
trb∪app∪env |Φt〉〈Φt|
∣∣∣Z = z, F[0,t′) ∈ B[0,t′)) . (133)
Then
P(Z = z) = tr
(
ρsE
GRW
z
)
(134)
and
ρt|z =
C GRWz (ρs)
trC GRWz (ρs)
(135)
with EGRW and C GRW given by the GRW law of operators (76), (78) with ρapp =
E|φapps 〉〈φ
app
s |.
Remarks:
1. We can, in fact, allow the Hamiltonian H to be time-dependent and the collapse
operators Λi(x) to be multiplication by a (possibly time-dependent) function gi(x−
qi, t) other than a Gaussian. We take for granted that the Hamiltonian Ht is self-
adjoint and that gi(·, t) is measurable, bounded, non-negative, and not zero-almost-
everywhere. The existence of the GRW process in Hilbert space then follows from
standard theorems; see, e.g., [48].
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2. What we regard as “the” density matrix ρt of the system a at time t depends,
according to the definition (130), on the choice of the prior information B[0,t′) that
we condition on. An extreme possibility is to conditionalize on one pattern of
flashes, B[0,t′) = {f[0,t′)} (which violates (128), but that is not a problem because
it is clear enough what is meant by the conditional distribution of Φt′); if, in
addition, Φ0 is deterministic, i.e., if µ0 is concentrated on a single point, then
Ψt′ is deterministic, and ρt′ = trb∪app∪env |Ψt′〉〈Ψt′ |. The other extreme is not to
conditionalize at all, i.e., to take B[0,t′) = Ω[0,t′).
A practical possibility in between is to conditionalize on the macroscopic facts
about F[0,t′) known to the experimenter, including the outcomes of prior experi-
ments. For such choices of B[0,t′), we expect that P(Z = z) and ρt|z are insensitive
to variations of B[0,t′) such as different choices of what counts as macroscopic, or
different choices of which macroscopic facts to include (except about the prepara-
tion of the system). In fact, if P(Z = z) and ρt|z depended sensitively on B[0,t′)
then the formulas for them would fail to be useful, as one would have to ask of such
formulas: Probability given what? Density matrix given what? The robustness
of these formulas makes it possible to formulate a GRW formalism that is appli-
cable in practice. (The same is true, e.g., of the quantum formalism in Bohmian
mechanics.) See also Remark 5 in Section 4.
3. As an example of how to apply Theorem 1, consider two consecutive experiments
on system a, say E2 after E1. We describe how Theorem 1 determines the joint
probability distribution of the outcomes Z1, Z2. Suppose E1 is carried out during
the time interval [s1, t1), E2 during [s2, t2) with 0 ≤ s1 < t1 ≤ s2 < t2 < ∞, and
system a is isolated during [t1, s2).
16 To compute such probabilities is essentially
the purpose of the third rule of the GRW (or quantum) formalism, see (75), which
leads to the equation
P(Z2 = z2|Z1 = z1) = tr
(
S
a
[t1,s2)
[
C1,z1(ρs1)
trC1,z1(ρs1)
]
E2(z2)
)
(136)
or
P(Z2 = z2, Z1 = z1) = tr
(
S
a
[t1,s2)
[
C1,z1(ρs1)
]
E2(z2)
)
(137)
= tr
(
C2,z2
(
S
a
[t1,s2)
[
C1,z1(ρs1)
]) )
, (138)
where S a[t1,s2) is the superoperator evolving a density matrix according to the
master equation (1) for system a from time t1 to time s2. Theorem 1 leads to
(136) if applied twice, first with s = s1, t = t1, app = app1 and with app2 included
16The assumption that (in particular) s2 is fixed in advance is often unrealistic, although such a
situation can of course be arranged. Often, the time at which an experimenter begins the second
experiment, and even which experiment to perform, will be random; it may depend on the outcome of
the first experiment and on other random influences (such as the weather). This scenario is considered
in Section 9.
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in env, then with s = s2, t = t2, app = app2, t
′ = t1, B[0,t′) = B1,[0,t′1) ∩ {Z1 = z1},
and b = b1∪app1 (assuming that app1 remains isolated after t1; otherwise, system
b of E2 would also have to include the part of the environment that app1 interacts
with during [t1, t2)).
A direct calculation of (137) from the distribution of flashes is carried out in
Appendix F.3 using the diagram notation described in Appendix F.
7.3 Proof of Theorem 1
For the purpose of this proof, we can regard t′ as the initial time and the distribution of
Ψt′ as the distribution of the initial wave function. That is, it is not relevant for the proof
to distinguish between the contributions to this distribution from µ0, from the GRW
process during [0, t′), and from conditioning on B[0,t′). The reason we distinguished them
in the formulation of Theorem 1 is that for the final (“collapsed”) density matrix ρt|z,
we need to consider conditioning on a different event.
So we now regard Ψt as the wave function of the universe at time t. Then ρt as defined
in (130) is just the partial trace of E|Ψt〉〈Ψt|; E|Ψt〉〈Ψt| is a statistical density matrix
as in (109) and hence evolves according to the master equation (1). Now the marginal
master equation implies that, as long as system a is isolated, ρt evolves according to the
appropriate master equation (1) for system a. This yields already the first statement of
Theorem 1, or the first rule of the GRW formalism.
A derivation of the second rule—asserting that the outcome statistics is of the form
tr(ρsEz)—was given in Section 4, except for the case of entanglement between system
a and system b. So let us derive the second rule in this more general situation.
By the conditional probability formula (40), we can regard Ψs as the (random) initial
wave function. By the marginal probability formula (applied to a ∪ app instead of a)
and the assumption that during [s, t), a∪ app does not interact with b or env, the joint
distribution of the flashes of a ∪ app (given Ψs) is given by
P
(
F a∪app[s,t) ∈ A
∣∣Ψs) = tr(ρΨsa∪appGa∪app[s,t) (A)) (139)
with
ρΨsa∪app = trb∪env |Ψs〉〈Ψs| =
(
trb |ψ
a∪b
s 〉〈ψ
a∪b
s |
)
⊗ |φapps 〉〈φ
app
s | (140)
and Ga∪app[s,t) the history POVM (as defined in Section 3.2) for a ∪ app during [s, t). Let
E denote averaging over the random wave function Ψs; using that φ
app
s is stochastically
independent of ψa∪bs , we obtain that
EρΨsa∪app = (E trb |ψ
a∪b
s 〉〈ψ
a∪b
s |)⊗ (E|φ
app
s 〉〈φ
app
s |) = ρ
a
s ⊗ ρ
app
s (141)
with ρas and ρ
app
s the density matrices—as defined in (130)—at time s of system a and
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the apparatus, respectively. As a consequence,
P(Z = z) = EP
(
F a∪app[s,t) ∈ ζ
−1(z)
∣∣Ψs) (142)
= E tr
(
ρΨsa∪appG
a∪app
[s,t)
(
ζ−1(z)
))
(143)
= tr
(
[ρas ⊗ ρ
app
s ]G
a∪app
[s,t)
(
ζ−1(z)
))
(144)
= tr
(
ρas E
GRW
z
)
(145)
with EGRWz given by (76)—the GRW law of operators. The operators E
GRW
z form a
POVM because of the function property (28) and the reduction property (30). This
completes the derivation of the second rule.
Now we turn to the third rule—the collapse rule, or (135). According to the definition
(133) of ρt|z ,
ρt|z = E
(
trb∪app∪env |Ψt〉〈Ψt|
∣∣∣Z = z) (146)
with E the average over both the random wave function Ψs before E and the flashes
during [s, t), conditional on the outcome z of the experiment. Using the L[s,t) operators
defined in (10), the expression (146) can be rewritten as
ρt|z =
1
N
E
(
trb∪app∪env |Ψt〉〈Ψt| 1Z=z
)
(147)
[by (9) and (38)]
=
1
N
∫
Ωa∪b∪app∪env
[s,t)
df trb∪app∪env
(
La∪b∪app∪env[s,t) (f) |Ψs〉〈Ψs|L
a∪b∪app∪env
[s,t) (f)
∗
)
1ζ(fa∪app)=z
(148)
[by (82) with sys→ a ∪ app and env → b ∪ env]
=
1
N
trapp
∫
Ωa∪app
[s,t)
dfa∪app
∫
Ωb∪env
[s,t)
dfb∪env trb∪env
(
[La∪app[s,t) (fa∪app)⊗ L
b∪env
[s,t) (fb∪env)]×
× |Ψs〉〈Ψs|[L
a∪app
[s,t) (fa∪app)
∗ ⊗ Lb∪env[s,t) (fb∪env)
∗]
)
1ζ(fa∪app)=z (149)
=
1
N
trapp
∫
ζ−1(z)
dfa∪app trb∪env
(
[La∪app[s,t) (fa∪app)⊗ I]|Ψs〉〈Ψs|[L
a∪app
[s,t) (fa∪app)
∗ ⊗ I]×
×
∫
Ωb∪env
[s,t)
dfb∪env [I ⊗ Lb∪env[s,t) (fb∪env)
∗][I ⊗ Lb∪env[s,t) (fb∪env)]
︸ ︷︷ ︸
=I
)
(150)
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[by (191), (192)]
=
1
N
trapp
∫
ζ−1(z)
dfa∪app
(
La∪app[s,t) (fa∪app) trb∪env
(
|Ψs〉〈Ψs|
)
La∪app[s,t) (fa∪app)
∗
)
(151)
=
1
N
trapp
∫
ζ−1(z)
dfa∪app L
a∪app
[s,t) (fa∪app)[ρ
a
s ⊗ ρ
app
s ]L
a∪app
[s,t) (fa∪app)
∗ , (152)
which agrees with (78), the GRW law of superoperators. This completes the proof of
Theorem 1.
8 Random Run-Time
We now discuss the case in which the duration of the experiment E is not fixed. Rather,
we assume that the time at which E is finished is itself a random quantity T , generated
by E itself. The starting time s, in contrast, is assumed to be fixed. We assume that T
can take values from a finite or countable set T ⊂ [s,∞) (just as we assumed that the
value space Z is discrete).
As a relevant consequence of the random run-time, we may proceed with the next
experiment right after T , at a time at which the first experiment could still have been
running if it had come out differently. In order to apply the formalism to the second
experiment, we need to know the appropriately collapsed density matrix created by the
first experiment. It is a crucial part of the formalism for random run-time to tell us
what this collapsed density matrix is.
8.1 Quantum Formalism for Random Run-Time
Our main concern here is with the GRW formalism for random run-time. However,
a formulation of the quantum formalism for random run-time has rarely, if ever, been
explicitly given. We thus begin with that.
The Quantum Formalism for Random Run-Time.
• A system isolated from its environment has at every time t a density matrix ρt
which evolves according to the unitary Schro¨dinger evolution (49).
• With every experiment E starting at time s with a discrete set Z of possible out-
comes and a discrete set T ⊂ [s,∞) of possible times at which E is finished, there
is associated a POVM EQu(·) on Z × T acting on Hsys. When the experiment
E is performed on a system with density matrix ρs, the outcome Z and the time
T at which E is finished are random with joint probability distribution
P(Z = z, T = t) = tr
(
ρsE
Qu
z,t
)
. (153)
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As a consequence,
P(Z = z) = tr
(
ρsE
Qu
z
)
(154)
with
EQuz =
∑
t∈T
EQuz,t . (155)
• With E is further associated a family (C Quz,t )z∈Z ,t∈T of completely positive su-
peroperators acting on TRCL(Hsys) with the compatibility property that for all
trace-class operators ρ,
tr
(
ρEQuz,t
)
= trC Quz,t (ρ) . (156)
In case Z = z and T = t, the density matrix of the system at time t immediately
after the experiment E is
ρ′ = ρt =
C
Qu
z,t (ρs)
trC Quz,t (ρs)
. (157)
The Quantum Law of Operators for Random Run-Time.
• Suppose we are given the density matrix ρapp for the ready state of the apparatus,
its Hamiltonian Happ, and the interaction Hamiltonian HI , so that H = Hsys +
Happ + HI ; Ut = exp(−
i
~
Ht) is the unitary Schro¨dinger evolution operator for
system ∪ apparatus. We may assume that, like the outcome Z = z, the event
T = t corresponds to a pointer on the apparatus pointing to t. Let P appz,t be the
projection to the subspace of apparatus states in which the pointer for the outcome
is pointing to z, and the pointer for the time when E was over is pointing to t. We
may also assume that the outcomes z and t get recorded permanently, i.e., that a
vector in the range of Isys ⊗ P
app
z,t stays in that space. Then
EQuz,t = trapp
(
[Isys ⊗ ρapp]U
∗
t−s [Isys ⊗ P
app
z,t ]Ut−s
)
(158)
and
C
Qu
z,t (ρ) = trapp
(
[Isys ⊗ P
app
z,t ]Ut−s[ρ⊗ ρapp]U
∗
t−s [Isys ⊗ P
app
z,t ]
)
. (159)
Under the assumptions given just above, the quantum formalism for random run-
time, together with its law of operators, follows from the standard quantum formalism,
for fixed run-time. To see that the EQuz,t form a POVM and
∑
z,t C
Qu
z,t is trace-preserving,
use that vectors in the range of Isys⊗P
app
z,t stay in that space, so Ut−s in (158) and (159)
can be replaced by UmaxT −s, and summing over z and t will replace P
app
z,t by Iapp. We
check the compatibility condition in Appendix B. Further details of the derivation shall
not be worked out here.
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8.2 GRW Formalism for Random Run-Time
The GRW formalism for random run-time differs from the quantum formalism for ran-
dom run-time in that (i) the unitary Schro¨dinger evolution gets replaced by the master
equation (1), (ii) the POVM EQu(·) gets replaced by a different one EGRW(·), and (iii) the
superoperators C Quz,t gets replaced by different ones C
GRW
z,t . In addition, we need to say a
few things about the conditions under which the GRW formalism for random run-time
is applicable.
The assumption Z = ζ(F ) now gets complemented by the assumption T = τ(F ),
i.e., that the finishing time T can be read off from the flashes. (In the terminology of
Section 6.4, we assume that τ(F ) = τ(F a∪app) does not depend on F b∪env.) On top of
that, we assume that the random variable T = τ(F ) is a stopping time in the sense of
the theory of stochastic processes, i.e., that τ is such that
the event τ(F ) ≤ t depends only on F[s,t) , (160)
i.e., on the flashes up to time t. In other words, we require that it is possible to read
off from the flashes up to time t whether the experiment is over yet. In the terminology
of the theory of stochastic processes, the space Ω[s,∞) of all possible flash patterns
is naturally equipped with a filtration (A[s,t))t∈(s,∞), where A[s,t) is the σ-algebra of
all events that depend only on the flashes before t (i.e., it is the collection of those
B ⊆ Ω[s,∞) such that for any two f, f ′ ∈ Ω[s,∞) with f[s,t) = f ′[s,t), either both f, f
′ ∈ B
or both f, f ′ /∈ B); our assumption that T is a stopping time means that for each t, the
event {T ≤ t}, regarded as the set {f : τ(f) ≤ t}, belongs to A[s,t).
Moreover, we assume that
if τ(F ) = t then ζ(F ) depends only on F[s,t). (161)
That is, when the experiment is over it must be possible to read off the result from the
flashes so far. In the terminology of the theory of stochastic processes, this assumption
is that Z is adapted to the σ-algebra A[s,T ) of all events that depend only on the flashes
before T (i.e., it is the collection of those B ⊆ Ω[s,∞) such that for any two f, f ′ ∈ Ω[s,∞)
with τ(f) = τ(f ′) =: t and f[s,t) = f ′[s,t), either both f, f
′ ∈ B or both f, f ′ /∈ B).
Also, when we consider an experiment E with random run-time that takes place
from s until T , it is understood that the system consisting of system a (the object of
E ), system b (anything with which system a is entangled) and the apparatus is isolated
from its environment only during the random time interval [s, T ).
In this setting, the formalism reads as follows.
The GRW Formalism for Random Run-Time.
• A system isolated from its environment has at every time t a density matrix ρt
which evolves according to the master equation (1).
• With every experiment E starting at time s with a discrete set Z of possible
outcomes and a discrete set T ⊂ [s,∞) of possible times at which E is finished,
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there is associated a POVM EGRW(·) on Z × T acting on Hsys. When the
experiment E is performed on a system with density matrix ρs, the outcome Z
and the time T at which E is finished are random with joint probability distribution
P(Z = z, T = t) = tr
(
ρsE
GRW
z,t
)
. (162)
As a consequence,
P(Z = z) = tr
(
ρsE
GRW
z
)
(163)
with
EGRWz =
∑
t∈T
EGRWz,t . (164)
• With E is further associated a family (C GRWz,t )z∈Z ,t∈T of completely positive su-
peroperators acting on TRCL(Hsys) with the compatibility property that for all
trace-class operators ρ,
tr
(
ρEGRWz,t
)
= trC GRWz,t (ρ) . (165)
In case Z = z and T = t, the density matrix of the system at time t immediately
after the experiment E is
ρ′ = ρt =
C GRWz,t (ρs)
trC GRWz,t (ρs)
. (166)
The GRW Law of Operators for Random Run-Time.
• Suppose we are given the density matrix ρapp for the ready state of the apparatus,
its Hamiltonian Happ, and the interaction Hamiltonian HI , so that H = Hsys +
Happ + HI . Let the experiment E start at time s, let ζ : Ω[s,∞) → Z be the
function that reads off the outcome of E from the flashes, and let τ : Ω[s,∞) → T
be the function that reads off the finishing time of E from the flashes. Then
EGRWz,t = trapp
(
[Isys ⊗ ρapp]G
(
ζ−1(z) ∩ τ−1(t)
))
(167)
= trapp
∫
ζ−1(z)∩τ−1(t)
df [Isys ⊗ ρapp]L
∗
[s,t)(f)L[s,t)(f) , (168)
where f = fsys∪app and L = Lsys∪app, and
C
GRW
z,t (ρ) = trapp
∫
ζ−1(z)∩τ−1(t)
df L[s,t)(f) [ρ⊗ ρapp]L
∗
[s,t)(f) . (169)
As a consequence, EGRWz as defined in (164) is given by (76) (with the difference
that G now must be taken to mean G[s,∞) and not G[s,t)).
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Concerning (168), note that by assumptions (160) and (161), the set ζ−1(z)∩τ−1(t) ⊆
Ω[s,∞) is of the form A×Ω[t,∞) for suitable A ⊆ Ω[s,t). We wrote ζ−1(z)∩ τ−1(t) for A in
the domain of the integral in (168) and (169); that is, the domain of the integral is to
be regarded as a subset of Ω[s,t), so that the integration variable f is a history of flashes
in the time interval [s, t) and thus can be inserted into L[s,t). To see that (168) is the
same as (167), note that
G
(
ζ−1(z) ∩ τ−1(t)
)
= G(A× Ω[t,∞)) = G[s,t)(A) =
∫
A
df L∗[s,t)(f)L[s,t)(f)
using (38). We check the compatibility condition (165) in Appendix B.
8.3 Derivation of the GRW Formalism for Random Run-Time
The biggest difference from the derivation of the GRW formalism for fixed run-time is
that we now have to consider a system that is isolated from its environment only during
the random time interval [s, T ).
In particular, we need a version of the marginal probability formula for stopping
times : Consider a system “sys” (such as a ∪ app), let T be a stopping time adapted to
sys (i.e., a function τ of F sys = F sys[0,∞) such that the event T = τ(F
sys) ≤ t depends only
on F sys[0,t)), and let A
sys
[0,T ) be the σ-algebra of events depending only on the flashes of sys
up to time T . If the system is isolated during [0, T ) then
PΨ0(F
sys ∈ B) = Pρsys(B) ∀B ∈ A
sys
[0,T ) . (170)
Put differently, this means for every t > 0 and every B ⊆ Ωsys[0,t),
PΨ0
(
F sys[0,t) ∈ B, τ(F
sys) = t
)
= Pρsys
(
F[0,t) ∈ B, τ(F ) = t
)
. (171)
This fact follows from the marginal probability formula (115) in much the same way as
the version (122) for a system that is isolated during the deterministic interval [0, t).
Consider a hypothetical universe whose time-dependent Hamiltonian Ht and collapse
operators Λi,t(x) are whatever we choose, and a fixed initial wave function Ψ0, so that
the distribution of flashes during [0, t) will not depend on our choices of Hs for s ≥ t. So
we need not specify before t whether we will turn on the interaction at t or not, and we
could make this decision depend on the flashes up to time t. Since this choice does not
affect the distribution of the flashes before t, this distribution is the same as it would
have been if the system were isolated forever, and thus given by (115).
With these tools, the derivation of the GRW formalism for random run-time follows
the same lines as the derivation of the GRW formalism for fixed run-time.
9 Random Experiments
So far we have considered a fixed experiment E , carried out at a fixed time s. In practice,
as pointed out in [25, Section 8] and in Footnote 16 above, the experiment we carry out—
the choice of E—is often random, even if we do not have the intention to make it random
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and even though we often do not notice that it is. For example, an experiment may
depend on the outcomes of previous experiments; say, the experimenter may decide to
repeat an experiment if the previous outcome was unexpected. For another example, E
may depend on other random influences such as the weather, traffic conditions, or the
stock market. (Say, the time at which the experimenter arrives in the lab may depend
on the traffic; the equipment used may depend on the funds available, which in turn
depend on the economic conditions, represented by the stock market; etc..)
A choice of E means here a choice of: the time s at which it starts; the system that
will be the object of E ; the system that will serve as apparatus; its initial state ρapp;
the Hamiltonian Hsys + Happ + HI ; and the calibration function ζ . In this section we
provide a brief discussion of how the randomness in the choice of E affects the quantum
and the GRW formalism.
9.1 The GRW Case
The GRW formalism as we have derived it already includes the possibility of random
experiments. As stated in Theorem 1 in Section 7.2, we have the possibility to condi-
tionalize on an arbitrary (non-null) event B[0,s) prior to the beginning of our experiment,
and natural and reasonable practical choices of this event include the information de-
termining E . To ensure that Theorem 1 is applicable, we only need that the probability
that E is a particular experiment e is nonzero; thus, we need to assume that the set
of possible experiments to choose between is finite or countable. This assumption is
essentially no restriction, as discussed already in the beginning of Section 5.2 for the
finite or countable value space Z .
The question remains how to practically obtain the density matrix ρs of the system
at the beginning s of E conditional on B[0,s) as in (130). Specifically, we ask under which
conditions the following obvious recipe is appropriate: Given the density matrix ρt0 of
the system at a time t0 ≥ 0 before E , and given that (i.e., conditional on that) E is a
particular experiment e beginning at time s = s(e) ≥ t0, use the master equation (1) to
evolve ρ to time s,
ρs = S[t0,s)ρt0 . (172)
(And then apply the GRW formalism for e to ρs.)
To answer this question, partition the world into two systems, “sys” and “env.” The
system that will be the object of the experiment will be system “a,” a randomly chosen
subsystem of sys. Everything entangled with “a” (such as the apparatus of previous
experiments on a) also belongs to sys, while the apparatus of E will be a randomly chosen
subsystem of env. Let b = sys \ a be the complement of a in sys, and let B[0,t0) denote
the given information about sys ∪ env prior to t0. Suppose the following assumptions
are satisfied:
1. Conditionally on B[0,t0), sys is not entangled with env at t0,
E
(
|Ψt0〉〈Ψt0 |
∣∣∣F[0,t0) ∈ B[0,t0)) = ρsyst0 ⊗ ρenvt0 . (173)
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2. The choice of E depends only on the flashes of the environment,
E = ε(F env[t0,∞)) . (174)
3. The decision whether E is a particular experiment e has been made by the time
s(e) at which e starts,
ε−1(e) = A× Ωenv[s(e),∞) for some A ∈ Ω
env
[t0,s(e))
. (175)
4. System a = a(e) remains isolated during [t0, s(e)), and b = b(e) during [t0, t(e)),
with t(e) the time at which e ends.
Then, for e with P(E = e|F[0,t0) ∈ B[0,t0)) > 0, the density matrix of a = a(e) at s = s(e)
conditional on B[0,t0) ∩ {E = e}, defined as
ρs := E
(
trb(e)∪env |Ψs〉〈Ψs|
∣∣∣F[0,t0) ∈ B[0,t0), E = e) , (176)
is given by the obvious recipe (172). See Appendix E for the proof.
In practice, the information about the history until s that one normally and naturally
conditions on is not just B[0,t0)∩{E = e}, but much more. It is the information available
to us at s and thus includes many facts about the macroscopic world history until s.
However, this further information concerns only F env[t0,s), not F
a
[t0,s)
, and thus does not
affect the validity of (172). This observation is in line with Remark 2 in Section 7.2.
9.2 The Quantum Case
Like the GRW formalism, the quantum formalism can be taken to provide, with its
probability formula (55), the conditional probabilities of the outcomes, given that the
random experiment E is a particular experiment e beginning at time s = s(e). Likewise,
the collapse rule (57) applies in case E = e.
In particular, for two consecutive experiments E1, E2, the obvious recipe to obtain the
conditional distribution of Z2 given E1 = e1, E2 = e2 reads as follows: Use the collapse
rule (57) to obtain the density matrix ρt1 of the system at the end t1 of E1, evolve it
unitarily to time s2 ≥ t1, and then apply the quantum formalism for e to ρs2 . That is,
P(Z2 = z2|Z1 = z1, E1 = e1, E2 = e2) =
tr
(
e−iHsys(s2−t1)
C Qu,e1z1 (ρs1)
trC Qu,e1z1 (ρs1)
eiHsys(s2−t1)EQu,e22 (z2)
)
. (177)
We note that in orthodox quantum mechanics these conditional probabilities are not like
normal conditional probabilities computed from a joint probability distribution. Rather
they are the defining elements of the quantum formalism, which when combined with
other ingredients—the probability distributions of E1 and E2—yield the joint probabil-
ities for the results of quantum experiments. Those other ingredients are probabilities
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that themselves do not originate in the quantum formalism but are part of a classical
level of description that is required but not derivable from quantum mechanics.
The recipe (177) can only be expected to hold under assumptions analogous to the
four assumptions listed in Section 9.1. Assumption 2 should mean that in case system
a or b is macroscopic, the choice of E does not depend on the macroscopic state of a∪ b.
Assumption 3 should mean that the choice of whether E = e is made by the time s(e).17
The quantum formalism, including random experiments, has been derived from
Bohmian mechanics in sections 8–10 of [25]. One might be tempted to say, in contrast,
that formulas such as (177) cannot be derived from the standard quantum formalism for
non-random experiments. But it is more accurate to say that the very distinction be-
tween the quantum formalism for non-random experiments and the quantum formalism
for random ones is not meaningful.
10 Genuine Measurements
Genuine measurements are experiments for determining the values of the variables of the
theory, as opposed to quantum measurements, which do not actually measure anything
in the ordinary sense of the word, i.e., do not measure any pre-existing value of a
physical quantity. Genuine measurements in GRWm, for example, would be experiments
determining m(x, t), or the wave function, or some functional thereof. In this section we
discuss the possibilities and limitations of genuine measurements in GRWm and GRWf.
We plan to provide a more thorough discussion in a future work [17].
10.1 Limitations to Knowledge
We show that it is impossible to measure, with microscopic accuracy,
17Here is why such assumptions are necessary. If one of the systems “a” and “b” can be macroscopic
then it makes a difference whether E can depend only on env or also on the macro-state of a or b. For
example, suppose Alice and Bob carry out an EPR experiment (i.e., each performs a Stern–Gerlach
experiment in the z-direction, with the two particles initially in the singlet state), “a” consists of Alice’s
EPR particle, env consists of Alice’s lab, “b” consists of Bob’s EPR particle and his lab, Z = ζ(Alice’s
outcome), and that the choice of ζ depends on Bob’s outcome—that is where E depends on b. Then it
can be arranged that P(Z = +1) = 1 while the formalism, given E , predicts P(Z = +1) = 12 = P(Z =
−1).
Likewise, without the assumption that the choice E = e is made by the time s(e) the distribution of
Z can change. For example, suppose Alice carries out 100 Stern–Gerlach experiments in the z-direction
on particles in |x-up〉 and after the first +1 result declares that the last experiment was E . Then
P(Z = +1) = 1− 2−100 ≈ 1 while the formalism, given E , predicts P(Z = +1) = 12 = P(Z = −1).
The distribution of Z can also change if “a” and the apparatus are initially entangled. For example,
consider again the EPR experiment and suppose that “a” consists of Alice’s EPR particle, “b” is empty,
env consists of Bob’s EPR particle, his lab, and Alice’s lab, Z = ζ(Alice’s outcome), and that the choice
of ζ depends on Bob’s outcome. Again, it can be arranged that P(Z = +1) = 1.
Finally, if “a” is not isolated until s = s(e) then there is no reason to believe its density matrix at s
is S[t0,s)ρt0 , and if “b” could interact with the apparatus then the same problem would arise as if “a”
was entangled with the apparatus.
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(i) the matter density m(x, t) in GRWm
(ii) the wave function ψt of a system in either GRWm or GRWf.
Furthermore, we conjecture that it is also impossible to measure
(iii) the space-time pattern of flashes F in GRWf or of the collapse centers in GRWm
(iv) the number C[s,t) of collapses in a system during [s, t) in either GRWm or GRWf
In other words, the exact values of these variables are empirically undecidable. In
contrast, it is possible to measure the macroscopic equivalence class of either m(·, t)
in GRWm, or of F in GRWf, or of ψt in both GRWm and GRWf. Further genuine
measurements are possible, as we will explain in Section 10.3, when information about
the wave function is provided or when many systems with the same wave function are
provided.
Let us compare this situation to that of Bohmian mechanics. Also Bohmian mechan-
ics entails limitations to knowledge: for example there is no experiment in a Bohmian
world that will reveal the velocity of a given particle (unless information about its wave
function is given) [26, 27]. On the other hand, there is no limitation in Bohmian mechan-
ics to measuring the position of a particle, except that doing so will alter the particle’s
wave function, and thus its future trajectory. Here we encounter a basic difference be-
tween Bohmian mechanics and GRWm: the configuration of the PO can be measured
in Bohmian mechanics but not in GRWm. (In Bohmian mechanics, the configuration
of the PO corresponds to the positions of all particles, while in GRWm it corresponds
to the m(x, t) function for all x ∈ R3.) In GRWf, for comparison, there is nothing like
a configuration of the PO at time t, of which we could ask whether it can be measured.
There is only a space-time history of the PO, which we may wish to measure. Bohmian
mechanics provides an example of a world in which the history of a system cannot be
measured without disturbing its course, and indeed disturbing it all the more drastically
the more accurately we try to measure it. This suggests that also in GRWf, measuring
the pattern of flashes may entail disturbing it—and thus finding a pattern of flashes that
is different from what would have occurred naturally (i.e., without intervention). This
kind of measurement is not what was intended when wishing to measure the history of
flashes.
The conjectures to the effect that the pattern of flashes can only be measured on
the macroscopic level, but not with microscopic accuracy, imply that the calibration
function ζ , which provided the outcome Z of an experiment as a function of the set
F of flashes, cannot be an arbitrary function but must be suitably coarse. While our
derivation of the GRW formalism did not require any assumptions on ζ , its coarseness
now becomes relevant.
About (iv), we conjecture further that, unless information about the system’s wave
function is given, no experiment can reveal any information at all about the random
number C[s,t). This means the following. Without any experiment we can say that C[s,t)
has a Poisson distribution with expectation Nλ(t− s), i.e.,
P(C[s,t) = n) =
1
n!
(Nλ(t− s))n e−Nλ(t−s) , (178)
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where Nλ is the collapse rate of the system (see after (6)). The conjecture is that
no experiment on the system can produce an outcome Z such that the conditional
distribution P(C[s,t) = n|Z) would be narrower than (178), or indeed in any way different
from (178).
10.2 The Quadratic Function Argument
There is a simple argument, the quadratic function argument, that will prove the im-
possibility claims (i) and (ii). This argument was first used, to our knowledge, in [26]
in the context of Bohmian mechanics, and goes as follows. Measuring a quantity Z
pertaining to a system without knowing the system’s initial wave function ψ requires
an experiment that measures Z for every system regardless of its initial wave function.
As a consequence, the probability distribution of Z is a quadratic function of ψ, i.e.,
P(Z = z) = 〈ψ|E(z)|ψ〉 for some POVM E(·), since, by the GRW formalism, for every
experiment the distribution of its results is a quadratic function of ψ. This allows us to
conclude that a quantity whose distribution is not a quadratic function of ψ cannot be
measured.
We list some such quantities:
• The wave function ψ itself, since its distribution depends on ψ like a Dirac δ
function. (More explicitly, Z = ψ would have the distribution P(Z ∈ B) = 1B(ψ),
which is 1 if ψ ∈ B and 0 otherwise, for any subset B ⊂ Z = S(H ) of the unit
sphere in Hilbert space. Unlike ψ 7→ 〈ψ|E(B)|ψ〉, the step function 1B is not a
quadratic function.) More generally, any quantity that is deterministic in ψ, i.e.,
given by a non-constant function of ψ, has a distribution that depends on ψ like
a δ function, not quadratically.
• Also the distribution of the wave function ψt at a later time t, arising from the
initial ψ = ψs through the GRW evolution, is not a quadratic function of ψ.
(For the unitary evolution, the corresponding statement follows from the previous
remark, as ψt then is a function of ψs. The statement for the GRW evolution
thus seems more or less clear when we regard it as a kind of perturbation of the
unitary evolution. Also, since for t = s the distribution of ψt is not a quadratic
function, it seems more or less clear that it will not suddenly be one for t > s.
To appreciate better that there is no reason why the dependence on ψs should be
quadratic, it may be helpful to note that the fact that the distribution of F[s,t)
is a quadratic function of ψs does not imply the same for ψt: To be sure, by the
function property (28) of POVMs, any function of F[s,t) has distribution quadratic
in ψs; however, ψt is not a function of F[s,t) alone but rather one of F[s,t) and ψs
together, namely L(F[s,t))ψs/‖L(F[s,t))ψs‖.)
• The distribution of m(x, t) is not quadratic in ψs; in fact, for t = s it is a δ
distribution.
We have thus proved statements (i) and (ii). Since the distribution of F is in fact a
quadratic functional of ψ, the quadratic functional argument does not yield statement
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(iii). If we could measure wave functions, we would be able to detect collapses by
measuring the wave function before and after; but we cannot.
Let us now turn to the heuristic behind the conjecture that flashes cannot be mea-
sured. Here is a very simple, non-rigorous argument suggesting this. Suppose we had
an apparatus capable of detecting flashes in a system. Think of the wave function of
system and apparatus together as a function on configuration space R3N . There is
a region in configuration space containing the configurations in which the apparatus
display reads “no flash detected so far,” and another region, disjoint from the first,
containing the configurations in which the display reads “one flash detected so far.”
Recall that a flash in the system leads to a change in the wave function of the form
ψ → ψ′ = Λi(x)ψ/‖Λi(x)ψ‖, where Λi(x) is a multiplication operator. But with such a
change it is impossible to push the wave function from the first region to the second.
Here is a somewhat similar argument concerning the wish to measure the location
X of a flash. For simplicity, let us assume the system consists of a single “particle,”
and let us further assume we are given the following information about a system’s wave
function: It is a superposition of finitely many disjoint packets ψℓ, each so narrow that
its width is much smaller than σ, and any two so very disjoint that their distance is much
greater than σ. Then a collapse will essentially remove all but one of these packets. Now
a collapse acting on the system can indeed force the apparatus into a particular state,
for example if the wave function of system and apparatus together before the collapse
was ∑
ℓ
ψℓ ⊗ φℓ , (179)
where φℓ may be a state in which the apparatus displays the location of ψℓ as the
location of the flash. The state (179) may arise from the initial state (
∑
ψℓ) ⊗ φ0
by means of the interaction between the system and the apparatus. However, in case
no flash occurs, the reduced density matrix of the system arising from the state (179)
would be
∑
ℓ |ψℓ〉〈ψℓ|, which leads to a different distribution of flashes than the pure
state |
∑
ψℓ〉〈
∑
ψℓ|. This means that the presence of the apparatus has altered the
distribution of the future flashes. Moreover, the state (179) represents essentially the
wave function resulting from a quantum position measurement, and will collapse most
probably because of flashes associated with the apparatus, thus forcing the first system
flash to occur at the location that was the outcome of the position measurement.
10.3 If Information About the Initial Wave Function Is Given
Further genuine measurements are possible when information about the wave function
is provided. What does that mean? For example, while there exists no experiment,
according to the above conjecture, that could measure the number C[s,t) of collapses
between s and t on any given system with any (unknown) wave function, there do exist
experiments that work for one particular wave function ψ and can, for a system with
initial wave function ψs = ψ, disclose at least partial information about this number.
We describe a concrete example of an experiment with which, though it does not reliably
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determine C[s,t), one can estimate C[s,t) better than one could without performing any
experiment.
Suppose ψ is a wave function of a single electron which is a superposition of two
wave packets,
ψ = 1√
2
|here〉+ 1√
2
|there〉 , (180)
as may result from a double-slit setup. Suppose, for simplicity, that the Hamiltonian of
the system vanishes, so that the quantum time evolution is trivial, and that the time
span t− s is of the order 1/Nλ, so that P(C[s,t) = 0) is neither close to 1 nor close to 0.
We ask whether C[s,t) is zero or nonzero, i.e., whether a collapse has occurred. Without
any experiment, one can only say that the probability that a collapse has occurred is
p = 1− e−Nλ(t−s) . (181)
The following experiment provides further information. The task is equivalent to de-
termining whether ψt =
1√
2
|here〉 + 1√
2
|there〉 or ψt = |here〉 or ψt = |there〉, since
any collapse would effectively reduce (180) to either |here〉 or |there〉. To this end,
carry out a “quantum measurement of the observable” O given by the projection to
the 1-dimensional subspace spanned by (180).18 If the result Z is zero, then it can be
concluded that a collapse has occurred, or C[s,t) > 0. If the result Z is 1, nothing can
be concluded with certainty (since also |here〉 and |there〉 lead to a probability of 1/2
for the outcome to be 1). However, in this case the (Bayesian) conditional probability
that a collapse has occurred is less than p (and thus Z is informative about C[s,t)):
P(C[s,t) > 0|Z = 1) =
P(C[s,t) > 0, Z = 1)
P(C[s,t) > 0, Z = 1) + P(C[s,t) = 0, Z = 1)
= (182)
=
P(Z = 1|C[s,t) > 0)P(C[s,t) > 0)
P(Z = 1|C[s,t) > 0)P(C[s,t) > 0) + P(Z = 1|C[s,t) = 0)P(C[s,t) = 0)
= (183)
=
1
2
p
1
2
p+ 1 · (1− p)
=
p
2− p
< p . (184)
Thus, in every case with the experiment we can retrodict C[s,t) with greater reliability
than could have been achieved a priori.
This leads us to the question whether it is possible, for a known initial wave function,
to determine reliably whether a collapse has occurred or not. We conjecture that the
answer is no, and that indeed with no other experiment can we retrodict whether C[s,t) >
0 for the initial wave function (180) with greater reliability than with the quantum
measurement of O.
18Actually, it is not obvious that such an experiment is possible in GRWf. Strictly speaking, that is
a gap in our argument for the possibility of obtaining probabilistic information about C[s,t). However,
it seems plausible that such an experiment is possible in GRWf if it is in ordinary quantum mechanics,
and there it is commonly taken for granted that every self-adjoint operator on a 2-dimensional Hilbert
space (such as span{|here〉, |there〉}) is the observable for some experiment.
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11 Conclusions
We have formulated a GRW formalism that is analogous to, but not the same as, the
quantum formalism and summarizes the empirical content of both GRWm and GRWf.
We have given a derivation of the GRW formalism based on the primitive ontologies
(POs) of GRWm and GRWf. We have further shown that several quantities that are
real in the GRWm or GRWf worlds cannot be measured by the inhabitants of these
worlds. These were the main contributions of this paper. Derivations of empirical
predictions of GRW theories have been given before in [30, 9, 42, 38, 6, 33, 7, 1, 8], but
with two gaps: First, these derivations did not pay attention to the role of the PO; see [5]
for discussion. Second, these derivations either focused on how to obtain the quantum
probabilities from GRW theories, ignoring the (usually tiny) differences between the
empirical predictions of GRW theories and those of quantum mechanics, or focused on
particular experiments but did not provide a general formalism [30, 42, 38, 6, 33, 1].
It has played an important role for our analysis that the GRW theories are given
by explicit equations. Other collapse theories, for example that of Penrose [39, 40], are
formulated in a more vague way that still permits one to arrive at concrete testable
predictions deviating from quantum mechanics but does not yield any general theorems
about arbitrary experiments. The concreteness of the GRW theories also has (what
may seem like) disadvantages, as it gives the theory a flavor of arbitrariness, and that of
being “merely a toy model,” as opposed to a serious theory. For example, arbitrariness
may be seen in the existence of the two parameters λ and σ (whose values must remain
unknown until experiments confirm deviations from quantum mechanics), or in the
choice of the Gaussian (4) (could it not be another function instead of a Gaussian?), or
in the assumption that collapses are instantaneous, or in other aspects. But at the end of
the day it is the concreteness of the GRW theories, or their explicit character, that paves
the way for their successful analysis. In this paper in particular, theorems are established
about the GRW theories, and this would not have been possible if the GRW theories
had not been defined by unambiguous mathematics. Since we are dealing with concrete
equations, we can derive precisely what predictions these equations entail—with rather
unexpected results, such as the emergence of a simple operator formalism.
It has also played an important role to be explicit about the PO, i.e., to say clearly
what the PO is and to specify an equation governing the PO, namely (11) respectively
(13). To provide such an equation is somewhat unusual; instead it is often silently
assumed that when ψt is the wave function of a live cat then there is a live cat. Our
derivation of the GRW formalism relied on this equation (11), which makes the structure
of the argument explicit and simple.
Another question arises once the GRW formalism is formulated: Should we not,
given that the GRW formalism summarizes the empirical content of GRWm/GRWf,
keep only the GRW formalism as a physical theory and abandon GRWm and GRWf?
From a positivistic point of view it would seem that we should because in this view
only empirical predictions are regarded as scientific, meaningful statements. But our
answer is no. In our view, the positivistic position is too extreme. The goal of science
is not only to summarize empirical observations but also to explore explanations of the
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observations. It is entirely reasonable to ask for a theory that speaks about reality and
not only about observations, i.e., for a quantum theory without observers. But even if
the positivistic position were not extreme, one could hardly help noticing that the GRW
formalism, given by (1), (73), (75), (76), and (78), is considerably more complicated
that the theory GRWf itself.
Acknowledgments. We thank David Albert (Columbia University), Detlef Du¨rr (LMU
Mu¨nchen), Tim Maudlin (New York University), Daniel Victor Tausk (Sa˜o Paulo), and
Bassano Vacchini (Milano) for helpful discussions. S. Goldstein is supported in part by
NSF Grant DMS-0504504. R. Tumulka is supported in part by NSF Grant SES-0957568
and by the Trustees Research Fellowship Program at Rutgers, the State University of
New Jersey. N. Zangh`ı is supported in part by INFN.
A Proof of the Conditional Probability Formula (40)
Note first that, for t <∞,
L[0,t)(f) = L[s,t)(f[s,t))L[0,s)(f[0,s)) (185)
and ∫
Ω[s,t)
df L∗[s,t)(f)L[s,t)(f) = G[s,t)(Ω[s,t)) = I , (186)
the identity operator. As a consequence,
PΨ0
(
F[s,t) ∈ B
∣∣∣F[0,s) = f[0,s))
=
〈
Ψ0
∣∣∣ ∫B df[s,t)L∗[0,t)(f[0,s) ∪ f[s,t))L[0,t)(f[0,s) ∪ f[s,t))∣∣∣Ψ0〉〈
Ψ0
∣∣∣ ∫Ω[s,t) df[s,t)L∗[0,t)(f[0,s) ∪ f[s,t))L[0,t)(f[0,s) ∪ f[s,t))∣∣∣Ψ0〉 (187)
=
〈
Ψ0
∣∣∣L∗[0,s)(f[0,s))(∫B df[s,t)L∗[s,t)(f[s,t))L[s,t)(f[s,t)))L[0,s)(f[0,s))∣∣∣Ψ0〉〈
Ψ0
∣∣∣L∗[0,s)(f[0,s))L[0,s)(f[s,t))∣∣∣Ψ0〉 (188)
=
〈
Ψs
∣∣∣ ∫
B
df[s,t)L
∗
[s,t)(f[s,t))L[s,t)(f[s,t))
∣∣∣Ψs〉 (189)
= P
(s)
Ψs
(
F[s,t) ∈ B
)
(190)
with Ψs = L[0,s)(f[0,s))Ψ0/‖L[0,s)(f[0,s))Ψ0‖.
This proves the conditional probability formula for t <∞. The one for t =∞ follows
from the one for finite t because in the σ-algebra of Ω[s,∞), the family Afinite of events
depending only on a finite amount of time form a ∩-stable generator, and thus the two
measures PΨ0
(
F[s,∞) ∈ ·
∣∣F[0,s) = f[0,s)) and PΨs(F[s,∞) ∈ ·) coincide since they coincide
on Afinite.
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B Check of Compatibility Conditions (56), (74), (158),
and (165)
We provide the proofs of the equations expressing the compatibility property between
the POVM E(·) and the superoperator Cz as defined in the various versions of the law
of operators. We often use the following mathematical fact: If Ha∪b = Ha ⊗Hb, Sa is
an operator on Ha, and Ta∪b is an operator on Ha∪b then
Sa trb Ta∪b = trb
(
[Sa ⊗ Ib]Ta∪b
)
, (191)
where trb denotes the partial trace; the mirror image of (191) holds as well,(
trb Ta∪b
)
Sa = trb
(
Ta∪b[Sa ⊗ Ib]
)
. (192)
To check the compatibility property (56) between (70) and (71), note that
tr(ρEQuz ) = tr
(
[ρ⊗ Ienv][Isys ⊗ ρapp]U
∗
t−s[Isys ⊗ P
app
z ]Ut−s
)
(193)
= tr
(
[ρ⊗ ρapp]U
∗
t−s[Isys ⊗ P
app
z ]Ut−s
)
(194)
= tr
(
Ut−s[ρ⊗ ρapp]U∗t−s[Isys ⊗ P
app
z ]
)
(195)
= tr
(
[Isys ⊗ P
app
z ]Ut−s[ρ⊗ ρapp]U
∗
t−s[Isys ⊗ P
app
z ]
)
(196)
= trC Quz (ρ) , (197)
where tr always means the trace, sometimes on Hsys and sometimes on Hsys ⊗Henv.
To check the compatibility property (74) between (76) and (78), note that
tr
(
ρEGRWz
)
= tr
(
[ρ⊗ Iapp]
∫
ζ−1(z)
df [Isys ⊗ ρapp]L
∗
[s,t)(f)L[s,t)(f)
)
(198)
= tr
∫
ζ−1(z)
df L[s,t)(f) [ρ⊗ ρapp]L
∗
[s,t)(f) (199)
= trC GRWz (ρ) . (200)
To check the compatibility condition between (158) and (159), note that
tr
(
ρEQuz,t
)
= tr
(
[ρ⊗ Iapp][Isys ⊗ ρapp]U
∗
t−s [Isys ⊗ P
app
z,t ]Ut−s
)
(201)
= tr
(
[ρ⊗ ρapp]U
∗
t−s [Isys ⊗ P
app
z,t ]Ut−s
)
(202)
= tr
(
[Isys ⊗ P
app
z,t ]Ut−s[ρ⊗ ρapp]U
∗
t−s [Isys ⊗ P
app
z,t ]
)
(203)
= trC Quz,t (ρ) . (204)
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To check the compatibility condition (165) between (168) and (169), note that
tr
(
ρEGRWz,t
)
= tr
(
[ρ⊗ Iapp]
∫
ζ−1(z)∩τ−1(t)
df [Isys ⊗ ρapp]L
∗
[s,t)(f)L[s,t)(f)
)
(205)
= tr
∫
ζ−1(z)∩τ−1(t)
df [ρ⊗ ρapp]L
∗
[s,t)(f)L[s,t)(f) (206)
= trC GRWz,t (ρ) . (207)
C Proof of the Marginal Probability Formula (115)
As a consequence of the factorization formula (81),
G(Bsys × Benv) = Gsys(Bsys)⊗Genv(Benv) , (208)
where Gsys (respectively Genv) is the POVM that would govern the system (respectively
the environment) if it were alone in the universe. (In particular, the marginal of Gsys
for the first n flashes is given by
Gsys,n(B) =
∫
B
df Lsys(f)
∗Lsys(f) ∀B ⊆ Ωn , (209)
in parallel to (35).) From (208) we obtain the marginal probability formula:
PΨ0
(
Fsys ∈ Bsys
)
= 〈Ψ0|G(Bsys × Ωenv)|Ψ0〉 (210)
= 〈Ψ0|Gsys(Bsys)⊗ Ienv|Ψ0〉 (211)
= tr
(
ρsysGsys(Bsys)
)
(212)
with ρsys = trenv |Ψ0〉〈Ψ0|.
D Proof of the Marginal Master Equation (123)
We now provide a proof of the fact, described around (124), that for two non-interacting
but entangled systems a and b, also the reduced density matrix of system a evolves
according to the appropriate version of the master equation (1). This follows from two
ingredients: the factorization formula (82) and the fact that the solution to the master
equation (1) can be expressed in terms of the L operators as
ρa∪bt =
∫
Ω[0,t)
df L[0,t)(f) ρ
a∪b
0 L
∗
[0,t)(f) , (213)
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see (111). Now it follows, using f = fa ∪ fb, that
ρat = trb ρ
a∪b
t (214)
= trb
∫
dfa
∫
dfb [L
a
[0,t)(fa)⊗ L
b
[0,t)(fb)] ρ
a∪b
0 [L
a
[0,t)(fa)
∗ ⊗ Lb[0,t)(fb)
∗] (215)
=
∫
dfaL
a
[0,t)(fa) trb
[
ρa∪b0 Ia ⊗
∫
dfbL
b
[0,t)(fb)L
b
[0,t)(fb)
∗︸ ︷︷ ︸
=Ib
]
La[0,t)(fa)
∗ (216)
=
∫
dfaL
a
[0,t)(fa) (trb ρ
a∪b
0 )L
a
[0,t)(fa)
∗ (217)
=
∫
dfaL
a
[0,t)(fa) ρ
a
0 L
a
[0,t)(fa)
∗ , (218)
which means that the reduced density matrix ρat satisfies the appropriate version of the
master equation (1).
E Proof of (172)
Indeed,
ρs =
1
N
trb(e)∪env
∫
Ω[0,s)
df[0,s)L[0,s)(f[0,s))×
× |Ψ0〉〈Ψ0|L
∗
[0,s)(f[0,s))1f[0,t0)∈B[0,t0)1E=e (219)
=
1
N
trb(e)∪env
∫
Ω[t0,s)
df[t0,s)
∫
Ω[0,t0)
df[0,t0)L[t0,s)(f[t0,s))L[0,t0)(f[0,t0))×
× |Ψ0〉〈Ψ0|L
∗
[0,t0)
(f[0,t0))L
∗
[t0,s)
(f[t0,s))1f[0,t0)∈B[0,t0)1E=e (220)
=
1
N ′
trb(e)∪env
∫
Ω[t0,s)
df[t0,s)L[t0,s)(f[t0,s))×
× E
(
|Ψt0〉〈Ψt0|
∣∣∣F[0,t0) ∈ B[0,t0))L∗[t0,s)(f[t0,s))1E=e (221)
[by (173)]
=
1
N ′
trb(e)∪env
∫
Ω[t0,s)
df[t0,s)L[t0,s)(f[t0,s))×
×
[
ρsyst0 ⊗ ρ
env
t0
]
L∗[t0,s)(f[t0,s))1E=e (222)
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[by (82)]
=
1
N ′
trb(e) trenv
∫
Ωsys
[t0,s)
df sys[t0,s)
∫
Ωenv
[t0,s)
df env[t0,s)
[
Lsys[t0,s)(f
sys
[t0,s)
)⊗ Lenv[t0,s)(f
env
[t0,s)
)
]
×
×
[
ρsyst0 ⊗ ρ
env
t0
][
Lsys[t0,s)(f
sys
[t0,s)
)∗ ⊗ Lenv[t0,s)(f
env
[t0,s))
∗]1ε(fenv
[t0,s)
)=e (223)
[carry out trenv]
=
1
N ′′
trb(e)
∫
Ωsys
[t0,s)
df sys[t0,s) L
sys
[t0,s)
(f sys[t0,s))ρ
sys
t0 L
sys
[t0,s)
(f sys[t0,s))
∗ (224)
[by (111)]
=
1
N ′′
trb(e) S
sys
[t0,s)
ρsyst0 (225)
[by (126)]
=
1
N ′′
trb(e)
([
S
a(e)
[t0,s)
⊗S b(e)[t0,s)
]
ρ
a(e)∪b(e)
t0
)
(226)
=
1
N ′′
S
a(e)
[t0,s)
(trb(e) ρ
a(e)∪b(e)
t0 ) (227)
=
1
N ′′
S
a(e)
[t0,s)
ρt0 , (228)
and since S is trace-preserving, the normalization factor N ′′ must be 1. This completes
the proof of (172).
F Diagram Notation
The kind of calculations relevant to the derivation of the GRW formalism involve combi-
nations of superoperators, some of which act on several systems, as well as the operations
of tensor product and partial trace. When such calculations become more complicated,
the standard notation often becomes hard to follow, as exemplified by the direct calcu-
lation in Section F.3 below of the joint distribution of the outcomes of two consecutive
experiments. Here we introduce a diagram notation that is better suited than standard
notation for this type of calculation because the terms involved can be arranged more
clearly in two dimensions (as in a diagram) than in one (as in standard notation). Of
the two dimensions, one represents time and the other is used for listing several systems
(such as a, b, app1, app2, etc.). This notation is based on a similar diagram notation
developed by Penrose and Rindler [41] for the tensors of general relativity.
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F.1 Diagrams for Superoperators
Each diagram represents either a completely positive superoperator or a non-normalized
density matrix (i.e., a positive trace-class operator). The composition B ◦ A of two
superoperators is represented by drawing the diagram of B below that of A and drawing
a line connecting the two. To this end, the diagrams have outward lines (“legs”) on top
and at the bottom. For example, the following symbols can represent superoperators
A ,B on H :
A = , B = , (229)
and their composition is
B ◦A = . (230)
The symbol of a (possibly non-normalized) density matrix on H has only a leg at the
bottom, e.g.,
ρ = . (231)
To apply the superoperator A to the density matrix ρ, we write the symbol of A below
that of ρ and connect the outward lines:
A (ρ) = . (232)
To take the trace of an operator, we add a bullet to its bottom leg, e.g.,
tr ρ = . (233)
A diagram without legs, such as the right hand side of (233), represents a (non-negative)
number. (It could be regarded as a completely positive superoperator on C, just as a
density matrix could be regarded as a completely positive superoperator from C to H ,
i.e., TRCL(C)→ TRCL(H ).)
A superoperator on H1⊗H2 has two upper and two lower legs, one for H1 and one
for H2, e.g.,
.
The symbol of a density matrix ρ12 on H1 ⊗H2 has only two lower legs, as in .
The partial trace is represented by
tr2 ρ12 = . (234)
The tensor product of two superoperators, A ⊗B, is denoted by drawing the symbol
of B next to that of A :
A ⊗B = . (235)
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Since [B1⊗B2]◦[A1⊗A2] = (B1◦A1)⊗(B2◦A2), it is unambiguous which superoperator
on H1 ⊗H2 the diagram
1
1
2
2
(236)
represents. The identity superoperator I, I(ρ) = ρ, is represented by just a straight
vertical line | so that legs can be extended arbitrarily.
The legs of a diagram can be thought of as representing indices of a matrix rep-
resentation of a superoperator relative to a basis of the trace class (of each relevant
Hilbert space). For example, let {B(1)α1 : α1 = 1, 2, . . .} be a basis of TRCL(H1) and
{B(2)α2 : α2 = 1, 2, . . .} a basis of TRCL(H2). Then a density operator ρ ∈ TRCL(H1)
can be expanded in the appropriate basis,
ρ =
∑
α1
ρα1B(1)α1 , (237)
and thus expressed by the coefficients ρα1 . The index α1 corresponds to the leg of the
diagram for ρ. (Note though, that an upper index corresponds to a lower leg. This is
because it is common, particularly in relativity theory, to write the index of an expansion
coefficient as an upper index, while our convention about lower legs makes sure that, in
a chain of superoperators such as in (230), the superoperators get executed from top to
bottom.)
A superoperator A : TRCL(H1) → TRCL(H1) can be represented by a matrix
A β1α1 according to
A (B(1)α1 ) =
∑
β1
A
β1
α1 B
(1)
β1
. (238)
The upper leg of the symbol for A corresponds to the index α1, the lower leg to β1, and
connecting two legs as in (230) to summing over the corresponding index as in∑
β1
B
γ1
β1
A
β1
α1
. (239)
The coefficients of a superoperator on H1⊗H2 are of the form A
β1β2
α1α2 corresponding to
four legs, and the coefficients of a density operator on H1 ⊗H2 are of the form ρα1α2 ,
corresponding to two legs. The trace (or partial trace) symbol corresponds to the
sequence of coefficients trB
(1)
α1 or trB
(2)
α2 , whichever is appropriate.
F.2 Diagram Notation Applied to GRW Theories
In GRW theories, the time evolution of the density matrix from t1 to t2 is given by a
completely positive superoperator S[t1,t2), for which we introduce the symbol
S[t1,t2) = . (240)
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Correspondingly, for the time evolution of two or three systems together we write
or . The fact that S[t1,t2) is trace-preserving can be expressed as follows:
= . (241)
For two mutually isolated systems,
= . (242)
That is, S[t1,t2) for both systems is the tensor product of one such superoperator for
each system. Note that in (242), the two symbols may actually represent two dif-
ferent superoperators; we take the symbol always to mean the “appropriate” time
evolution superoperator. From (241) and (242), we immediately obtain the marginal
master equation: for two mutually isolated systems,
= . (243)
Another superoperator that comes up frequently is
A :=
[
ρ 7→
∫
A
df L∗[t1,t2)(f) ρL[t1,t2)(f)
]
, (244)
where A ⊆ Ω = Ω[t1,t2) is a set of flash histories. We observe the general fact that
Ω = . (245)
The distribution of flashes can be expressed as follows:
If ρ = then Pρ(F ∈ A) = A . (246)
Moreover, for two mutually isolated systems,
B × B′ = B B′ . (247)
With the notation
Cz = z , (248)
the GRW formalism implies that
P(Z = z) = z (249)
and the GRW law of operators says that
z = ζ−1(z) with = ρapp . (250)
69
F.3 Example: Two Consecutive Experiments
As an example for the use of the diagram notation, we carry out the calculation that
yields the formula (137) for the joint distribution of the outcomes of two consecutive
experiments E1, E2 on the same system a. This calculation amounts more or less to
another derivation of the third rule of the GRW formalism.
In the diagrams that follow, the columns correspond to different systems (such as
system a, system b, the apparatus), and different rows correspond to different times
(with the time axis pointing downward).
P
(
ζ2
(
F[s2,t2)
)
= z2, ζ1
(
F[s1,t1)
)
= z1
)
=
b1 a app1 app2 env
s1
ζ−11 (z1)
t1
s2
ζ−12 (z2)
t2
= (251)
[the “env” column is equal to 1, and using that b1 is isolated from a ∪ app1 ∪ app2]
=
b1 a app1 app2
s1
ζ−11 (z1)
t1
s2
ζ−12 (z2)
t2
=
b1 a app1 app2
s1
ζ−11 (z1)
t1
s2
ζ−12 (z2)
t2
= (252)
[introducing the abbreviation = ]
=
a app1 app2
s1
ζ−11 (z1)
t1
s2
ζ−12 (z2)
t2
= (253)
[changing the order of the columns]
=
app1 a app2
s1
ζ−11 (z1)
t1
s2
ζ−12 (z2)
t2
= (254)
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[using that app1 is isolated from a ∪ app2 after t1]
=
app1 a app2
s1
ζ−11 (z1)
t1
s2
ζ−12 (z2)
t2
=
app1 a app2
s1
ζ−11 (z1)
t1
s2
ζ−12 (z2)
t2
=
a
s1
z1
t1
s2
z2
t2
= trC2,z2 ◦S
a
[t1,s2) ◦ C1,z1(ρ) , (255)
which is what we wanted to show, as it agrees with (137).
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