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0. Introduction
Thewell-knownmeeting-place of Linear Algebra and Lie Algebra is the classicalmatrix groups. This
paper is not a survey of that theory, but is about a more speciﬁc conﬂuence, that brings to light a novel
characterization of square complex matrices.
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For want of a standard name we designate as the Ritz values of a matrix the eigenvalues of all its
leading principal submatrices, from 1 to n. In [6,7], Kostant and Wallach studied the structure of the
set (“ﬁbre”) of matrices with given Ritz values. The essence of their work was to deﬁne a “classical”
analogue of the Gelfand–Zeitlin algebra and Gelfand–Kirillov theorem (these are results concerning
the structure of the enveloping algebra associated to the group of matrices). They constructed a certain
commutative Lie group,whichacts on the spaceofmatrices andwhoseactionpreservesRitz values; the
second paper culminates by showing that this naturally leads to a particularly nice set of coordinates
on the space of those matrices whose Ritz values satisfy some disjointness condition.
Inspired by this work, Parlett and Strang [13] studied such problems using bona ﬁde matrix theory
and linear algebra. Later one of us (BNP) showed quite explicitly how to parameterize the space
of matrices with given generic Ritz values, without invoking any Lie theory or algebraic geometry.
However, hiding away the symmetry of the problemdoes have somedrawbacks:while the coordinates
are easy to deﬁne, it is not clear what they mean, or that they satisfy any natural properties. Thus the
extra structure of Lie theory can give depth to the matrix theory.
Kostant andWallach’s group, and their parameterization of generic ﬁbres, do appear as such in the
matrix-theoretic approach, but the properties (such as their version of the Gelfand–Kirillov theorem—
more on which later) that mark them as nice can only be seen by considering the global geometry of
the space of matrices, rather than a single ﬁbre at a time.
Thepurposeof thepresentwork is twofold. Theprimarypurpose is expository.Weneed to introduce
enough of the language of Lie theory to be able to state and apply some of Kostant and Wallach’s
results. We hope the reader will be convinced that geometrical intuition, using the machinery of
Lie/algebraic group theory and algebraic geometry, while on the surface very abstract, can not only
suggest the rightway to think about a problem in linear algebra, but, in fact, tell us how to do the actual
computation.
We show how to recover BNP’s construction using the language and results of Kostant andWallach,
and prove that the two sets of coordinates are, in fact, identical.
1. Matrix picture
1.1. Notation and basic facts
In contrast tomost papers onmatrix theory, certainmatrices will be denoted by lower-case Roman
letters, such as x, for compatibility with the notation used in [6,7]. However, sometimes lower-case
Roman letters, such as b and c, denote vectors, and sometimeswewill use them to denote scalars, such
as t, etc.; the type of object will always be unambiguous. For a square matrix x, the leading principal
submatrix of ordermwill be denoted by xm; in Matlab notation xm = x(1 : m, 1 : m).
Let E(x) denote the multiset of eigenvalues of x. The object of study is Cn×n for a ﬁxed natural
number n, but, since it will be endowed with extra (e.g., Lie) structure, we use the standard notation
M(n). What is not standard isR(x), x ∈ M(n).
Deﬁnition. The set of Ritz values of x ∈ M(n) is the tupleR(x) = (E(x1), E(x2), . . . , E(xn)).
This name was chosen because, in numerical linear algebra, when x is Hermitian E(xm), form < n,
is regarded as an approximation to a subset of E(xn), and, independently, Rayleigh and Ritz showed
that the former are optimal approximations (in various senses) from the subspace spanned by the ﬁrst
m columns of the identity matrix (see [12, Chapter 11]).
For Hermitian matrices there are interlacing conditions connecting E(xm−1) and E(xm). However,
for M(n), there are no constraints on R(x); any set of
(
n + 1
2
)
complex numbers is R(y) for some
y ∈ M(n). Moreover, sharing Ritz values determines an equivalence relation onM(n), and we have
M(n) = ∐
R
MR(n), (1.1.1)
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where MR(n) = {x ∈ M(n)|R(x) = R}. (The coproduct symbol∐ here just means the set-theoretic
disjoint union.) In geometric theory the equivalence classMR(n) is called a ﬁbre,1 andwewill use this
terminology. We have the following
Problem 1.1.2. GivenR, describe the ﬁbreMR(n).
The ﬁrst observation is thatR determines the diagonal entries uniquely:
xmm =
∑
E(xm) −
∑
E(xm−1).
Thus all members ofMR(n) share the same diagonal.
Elementary conjugations. Formatrix theorists it seems a challenge to generate the ﬁbre for a givenR.
In the generic case all elements are similar to each other, and yet the diagonal is ﬁxed.What mappings
x → gxg−1, with g ∈ GL(n), preserveR?
A little reﬂection suggests two types which we will call elementary conjugations:
(i) transposition (not conjugate transpose), x → xT,
(ii) diagonal similarity, x → dxd−1, d ∈ GL(n) diagonal.
These two are far too weak to generate the ﬁbre; the effect of elementary conjugations upon the dual
coordinates swhich parameterize the ﬁbre will be shown later.
To state the ﬁrst signiﬁcant result of Kostant and Wallach, we need the notion of a Hessenberg
matrix.
Deﬁnition. Amatrix H ∈ M(n) is upper Hessenberg if Hij = 0 for i > j + 1. H is said to be unreduced
if Hi+1, i /= 0, 1 i n − 1. H is said to be unit upper Hessenberg if Hi+1,i = 1, 1 i n − 1.
The result of Kostant and Wallach is that upper Hessenberg matrices serve as a natural set of
representatives of eachMR(n). Formally,
Theorem 1.1.3 [6, Theorem 0.1 and Remark 0.3]. For any R, MR(n) contains exactly one unit upper
Hessenberg matrix.
Remark. A matrix-oriented proof was given in [13].
Another result of Kostant and Wallach, also established by elementary means in [13], is that when
R is generic (deﬁned below in Deﬁnition 1.2.1) then the strictly lower triangular part of x ∈ MR(n)
determines uniquely the strictly upper triangular part, and vice versa. Thus it is tempting to think of
the strictly lower part as a suitable set of coordinates for x that is dual, or complementary, to R. The
parameter count
(
n
2
)
is exactly right. For reasons that will be made clear below, this temptation must
be resisted.
The major result of [7] was to ﬁnd a “nice” set of coordinates to specify the members ofMR(n) for
genericR. They are given by tuples s = (s(1), . . . , s(n−1)), with s(m) ∈ Cm, but no entry can vanish, so
we invoke C×, the multiplicative group C \ {0}, and have s(m) ∈ (C×)m. Thus Kostant and Wallach
present a coordinate system (R, s) for the generic elements of M(n) that is not familiar to matrix
theorists. The goal of this paper is to show the geometric meaning of those coordinates. In some sense
this is an instance of the Darboux coordinates (q, p) in the Hamilton–Jacobi theory of mechanics.2
1.2. Eigenvalue disjointness
The simplest version of the theory, on which we will focus and for reasons we will explain, occurs
in the “generic” case. Consider the following conditions on an n × nmatrix x:
1 Speciﬁcally, a ﬁbre of the map x → R(x) which assigns to each matrix its Ritz values.
2 The coordinates (R, s) will be action-angle coordinates arising from an integrable system; see Section 3.
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(G1m) The elements of E(xm) are distinct.
(G2m) E(xm) ∩ E(xm+1) = ∅.
The signiﬁcance of these conditions will be discussed in Section 1.5.
Deﬁnition 1.2.1. We call (G1m) and (G2m) the “eigenvalue disjointness conditions.” If both (G1m),
1m n, and (G2m), 1m n − 1, hold for x ∈ M(n), we will call x generic.
MΩ(n) = {x ∈ M(n)|x is generic}.
Deﬁnition.
The complement ofMΩ(n) inM(n) breaks up into pieces speciﬁed by how badly conditions (G1m)
and (G2m) are violated. Each such violation translates into the vanishing of some polynomial in the
entries of x, e.g., (G21) is false exactlywhen x12x21 = 0, and (G12) is false exactlywhen (x11 − x22)2 +
4x12x21 = 0. The setMΩ(n) is, therefore, a (nonempty, therefore dense) Zariski-open subset ofM(n).3
For this reason we sometimes say that a matrix x ∈ MΩ(n) has generic Ritz values. Often the term
“generic” refers to any dense open subset. For example, one would say the condition that a matrix be
diagonalizable is a generic condition. It is somewhat confusing to refer to “generic” matrices, because
there are many dense open subsets. In fact, since M(n)∼= Cn2 is an algebraic variety, in the Zariski
topology any nonempty open subset is dense. In this paper, for the sake of brevity, “generic” will refer
to the speciﬁc eigenvalue disjointness conditions just described.
What is wrong with eigenvalues? A given set R of Ritz values may be designated in various ways
by a matrix theorist. We could write down the eigenvalues E(x1), E(x2), . . . , E(xn) in some speciﬁc
order for each m. We could write down the set {P1, P2, . . . , Pn} of monic characteristic polynomials
of x1, x2, . . . , xn. We could write down the coefﬁcients of each Pm other than the dominant one. The
descriptions are equivalent. Life is not so carefree for Lie theorists because there is no natural global
meaning to “the ith eigenvalue of x.” For example, let
x = x(t) =
(
0 e2π it
1 0
)
.
As t goes from 0 to 1, x(t) describes a smooth family of generic matrices. We may diagonalize x(0) =(
0 1
1 0
)
via
(
1 −1
1 1
)−1 (
0 1
1 0
)(
1 −1
1 1
)
=
(
1 0
0 −1
)
.
Extending this to the family, we have(
eπ it −eπ it
1 1
)−1
x(t)
(
eπ it −eπ it
1 1
)
=
(
eπ it 0
0 −eπ it
)
=: Λ(t).
However, Λ(0) /= Λ(1) despite the fact that x(0) = x(1). Hence there is no consistent smooth global
way to order the eigenvalues of a matrix. But Lie algebra is committed to smooth maps.
In fact, Kostant andWallach do give a global deﬁnition of “ith eigenvalue” by means of a “covering”
MΩ(n, e) of MΩ(n). This extra technicality is not needed for a description of the ﬁbres (it is only
introduced in the second part [7] of their paper which establishes a classical analogue of the Gelfand–
Kirillov theorem forM(n)). We avoid this complication by considering a single ﬁbreMR(n)with some
ordering of each E(xm) already given.
3 If the appellation “Zariski” is intimidating, do not fret. Our exposition eschews further mention of it.
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1.3. The complementary coordinates
Nowwe describe the complementary coordinates s =
⎛
⎝s1, . . . , s(n
2
)
⎞
⎠ for a generic ﬁbre. Consider
a matrix x with generic Ritz values. Write R(x) = (E(x1), . . . , E(xn)) with a ﬁxed ordering for each
E(xm). We will denote by
Λm = diag
(
μ
(m)
1 , . . . ,μ
(m)
m
)
the diagonal matrix with the elements of E(xm) placed along the diagonal. For 1m n − 1, (G1m)
implies that xm is similar to Λm. Hence there exists a matrix gm ∈ GL(m) such that
xm = gmΛmg−1m , (1.3.1)
and it becomes unique if the last row of gm consists of ones. (Note that the last entry of an eigenvector
of xm must not vanish, since (λIm − xm)
(
u
0
)
= 0 implies (λIm−1 − xm−1)u = 0, but xm−1 and xm are
assumed to have no eigenvalues in common.) Then we deﬁne bTm and cm by
xm+1 =
(
gm 0
0 1
)(
Λm cm
bTm δm+1
)(
g−1m 0
0 1
)
=
(
xm gmcm
bTmg
−1
m δm+1
)
(1.3.2)
(we consistently write rows as transposed columns), and our dual coordinates appear in (1.3.2) as the
entries of bTm. We call the pair (b
T
m, cm) the “arrow coordinates” of xm+1.
Claim 1.3.3. bTm is identical with Kostant and Wallach’s coordinates s
(m).
A proof is given in Section 3.1.
Notation. diag(v), v ∈ Cm, denotes the diagonal matrix diag(v1, v2, . . . , vm) ∈ M(m).
It is a consequence of the generic conditions (G1m) and (G2m) that diag(bm)diag(cm) is invertible.
Recall that Pj is the characteristic polynomial of xj .
Theorem 1.3.4. diag(bm)diag(cm) = −Pm+1(Λm) (P′m(Λm))−1 =: Σm.
The matrix Σm reappears later and clearly depends only onR, not on bm.
Proof. By (1.3.2),
Pm+1(λ) = det(λIm+1 − xm+1)
= det
(
λIm − Λm −cm
−bTm λ − δm+1
)
= Pm(λ)
[
(λ − δm+1) − bTm(λIm − Λm)−1cm
]
(1.3.5)
= Pm(λ)(λ − δm+1) − bTmdiag
(
P〈1〉m (λ), . . . , P〈m〉m (λ)
)
cm,
where
P〈i〉m (λ) =
∏
μ∈E(xm)\{μ(m)i }
(λ − μ), P〈i〉m
(
μ
(m)
i
)
= P′m
(
μ
(m)
i
)
.
Evaluating (1.3.5) at λ = μ(m)1 ,μ(m)2 , . . . ,μ(m)m gives
Pm+1(Λm) = 0 − diag(bm)P′m(Λm)diag(cm),
and diagonal matrices commute. 
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The next step is to describe the eigenvector matrices gm in (1.3.1). Given all b
T
m, m = 1, . . . , n − 1,
we show how to construct a unique x ∈ MR(n). First, a useful lemma that speciﬁes the eigenvector
matrix Z−1 of a (down) arrow matrix:
Lemma 1.3.6. Consider a (down) arrow matrix
A =
(
D p
qT δ
)
∈ M(m + 1),
where D = diag(di) and A is similar to Λ = diag(λj), and di and λj are all distinct. It is convenient to
deﬁne the (rectangular and skew) matrix Cauchy(D,Λ),
Cauchy(D,Λ)ij = (di − λj)−1
(usually Cauchy matrices are deﬁned as (di + λj)−1 with same-sized parameter sets). Also, deﬁne ones
to be an array all of whose entries are 1’s; the shape of ones is dictated by the context. Then the spectral
factorization of A is given by
A = Z−1ΛZ ,
where
Z−1 =
[−diag(p) Cauchy(D,Λ)
ones
]
, Z = Π−1 [Cauchy(Λ,D) diag(q), ones] ,
Π = −Cauchy(Λ,D) diag(q) diag(p) Cauchy(D,Λ) + ones,
Πij = 0 if i /= j, Πjj = 1 +
∑
i
piqi
(λj − di)2 = 1 −
∑
i
∏
m(di − λm)
(λj − di)2∏k /=i(di − dk) ,
(thus Π is independent of p and q)
i.e., we have found the eigenvectors of A.
Proof. As shown just after (1.3.1), the distinctness of the di and λj implies that the last entry of an
eigenvector of Amust be non-zero. If μ is an eigenvalue of A, the equations
(μI − A)
(
u
1
)
= 0,
(
vT 1
)
(μI − A) = 0
imply
u = (μ − D)−1p,
v = (μ − D)−1q. (1.3.7)
Using (1.3.7) for each eigenvalue λi of A in turn yields
Z−1 =
column eigenvectors︷ ︸︸ ︷[−diag(p) Cauchy(D,Λ)
ones
]
, ΠZ =
row eigenvectors︷ ︸︸ ︷[
Cauchy(Λ,D) diag(q) ones
]
. (1.3.8)
The product of the matrices in (1.3.8) is not I, but it must be diagonal since the λj are simple eigenval-
ues.4
Π = ΠZZ−1 = [row eigenvectors][column eigenvectors]
= [Cauchy(Λ,D) diag(q) ones] [−diag(p) Cauchy(D,Λ)
ones
]
= −Cauchy(Λ,D) diag(q) diag(p) Cauchy(D,Λ) + ones.
4 If Au˜ = λi u˜ and v˜TA = λj v˜T for some u˜, v˜ /= 0 with λi /= λj , then v˜T u˜ = 0.
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By Theorem 1.3.4, qipi = ∏m(di − λm)/∏k /=i(di − dk), and inserting it into the line above yields the
given formula for Π . 
Now we are ready to specify the dual coordinates. Lemma 1.3.6 in our case gives(
Λm cm
bTm δm+1
)
=
(−diag(cm) Cauchy(Λm,Λm+1)
ones
)
Λm+1
(−diag(cm) Cauchy(Λm,Λm+1)
ones
)−1
.
Substituting this in (1.3.2) gives
xm+1 = gm+1Λm+1g−1m+1
with
gm+1 =
(
gm 0
0 1
)(−diag(cm) Cauchy(Λm,Λm+1)
ones
)
.
Using Theorem 1.3.4, diag(cm) = −Pm+1(Λm)P′m(Λm)−1diag(bm)−1, and so we get the g-recurrence
g1 = (1),
gm+1 =
[−gmdiag(cm) Cauchy(Λm,Λm+1)
ones
]
(1.3.9)
=
[
gmPm+1(Λm)P′m(Λm)
−1
diag(bm)
−1 Cauchy(Λm,Λm+1)
ones
]
, (1.3.10)
and we ﬁnd x = gnΛng−1n .
The recurrence (1.3.9) shows explicitly how Λm and Λm+1, i.e., E(xm) and E(xm+1), determine the
eigenvectors. Clearly (1.3.9) is simpler than (1.3.10), but we give preference to bm over cm to align our
results with those of Kostant and Wallach.
We can put the parameters bm together and deﬁne an invertible diagonal
(
n
2
)
×
(
n
2
)
matrix
b = diag(b1, . . . , bn−1) ∈ D
(
n
2
)
,
where D
(
n
2
)
is the group of invertible diagonal
(
n
2
)
×
(
n
2
)
matrices. The recurrence (1.3.10) constructs
a matrix gn = g(b) ∈ GL(n) given any b ∈ D
(
n
2
)
, and we have proved that
MR(n)  x ↔ {gn ∈ GL(n)|x = gnΛng−1n ∈ MR(n) and eTngn = ones} ↔ b
are bijections. Formally we can use these bijections to deﬁne an action of D
(
n
2
)
onMR(n) by
D
(
n
2
)
× MR(n) → MR(n),
b′ · x = g(bb′)Λn(g(bb′))−1 with x = g(b)Λn(g(b))−1.
We leave it as an exercise to show thatwhen b = ones then x is the unique upper Hessenbergmember
ofMR(n). For this reason we used (1.3.10) instead of the simpler (1.3.9), i.e., bTm rather than cm, for the
dual coordinates. This action is a description of Kostant andWallach’s group action in [7, Theorem 5.9],
which is revisited in Section 3 (see Remark 3.16) from a more geometric point of view.
The conclusion (remember that we are still in the generic case) is that each choice of non-zero
s = (bT1, bT2, . . . , bTn−1) will determine a member of MR(n), and different s’s yield different matrices
in MR(n). For each ﬁxed s as R ranges over all generic R’s we get a transverse slice of MΩ(n). It
seems a blemish that our dual coordinates bm had to be non-zero; this will be removed naturally in
the Lie format. The canonical coordinates will be angle coordinates q, while the non-zero coordinates
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will essentially appear as eq. The non-zero coordinates do have the advantage of being single-valued
on the ﬁbres, though.
1.4. Complementary coordinates for the elementary conjugations
For completeness’s sake, we describe the dual coordinates that correspond to the elementary
conjugations for genericR.
Transposition. Let bT =
(
bT1, b
T
2, . . . , b
T
n−1
)
be the dual coordinates of x ∈ MR(n) ⊆ MΩ(n). To ﬁnd
the dual coordinates of xT, it is necessary to invoke the special diagonal matrices
Σm = −Pm+1(Λm)
(
P′m(Λm)
)−1
, 1m n − 1,
relating bm to cm which are given in Theorem 1.3.4, and also the diagonal matrices Πm (appearing
as Π in Lemma 1.3.6) which relate row and column eigenvectors. The diagonal matrices Σm and Πm
depend only onR, not on bm.
Lemma 1.4.1. Let the dual coordinates of xT be b˜T = (b˜T1, b˜T2, . . . , b˜Tn−1). Then, for 1m n − 1,
diag
(
b˜m
)
= Πmdiag(bm)−1Σm.
Proof. The correct normalization on the eigenvector matrix of xTm is needed to identify b˜m. The last
row must be ones. With xm = gmΛmg−1m then xTm = (g−1m )TΛmgTm but the last row of (g−1m )T is not
ones. Associate g−1m with ΠmZm in (1.3.8) to see that (g−1m )TΠm has the correct form. Since Πm and
Λm are diagonal and commute we have
xTm = (g−1m )TΠmΛmΠ−1m gTm
is the appropriate spectral factorization and
xTm+1 =
(
(g−1m )TΠm 0
0 1
)(
Λm c˜m
b˜Tm δm+1
)(
Π−1m gTm 0
0 1
)
=
(
(g−1m )T 0
0 1
)(
Λm Πmc˜m
b˜TmΠ
−1
m δm+1
)(
gTm 0
0 1
)
.
Transpose (1.3.2) to see that b˜TmΠ
−1
m = cTm or diag(b˜m) = Πmdiag(cm). By Theorem 1.3.4, diag(bm)
diag(cm) = Σm, and the result follows. 
Diagonal similarity. Let xˆ = dxd−1. As usual, dm denotes the leading principal submatrix of d, and
so we denote the (m,m)th entry by d(m). Let bˆT = (bˆT1, bˆT2, . . . , bˆTn−1) denote the dual coordinates of
dxd−1 = gˆnΛngˆ−1n . We note immediately that all g’s in (1.3.1) are normalized to have ones in the last
row, so we cannot have gˆm = dmgm. To rectify this we deﬁne ◦dm = dm/d(m). In particular,
dmxmd
−1
m =
◦
dmxm
◦
d
−1
m .
Lemma 1.4.2. For genericR,
bˆm = bmd(m + 1)/d(m), 1m n − 1.
Proof. We have
xˆm = ◦dmxm◦d
−1
m =
◦
dmgmΛmg
−1
m
◦
d
−1
m ,
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so we calculate
(g−1m
◦
d
−1
m ⊕ 1)xˆm+1(
◦
dmgm ⊕ 1)
= (g−1m
◦
d
−1
m ⊕ 1)dm+1xm+1d−1m+1(
◦
dmgm ⊕ 1)
= d(m)
(
g−1m
◦
d
−1
m 0
0 1
)⎛⎝◦dm 0
0
d(m+1)
d(m)
⎞
⎠ xm+1
⎡
⎣d(m)
(
g−1m
◦
d
−1
m 0
0 1
)⎛⎝◦dm 0
0
d(m+1)
d(m)
⎞
⎠
⎤
⎦−1
=
(
d(m)Im 0
0 d(m + 1)
)(
g−1m 0
0 1
)
xm+1
[(
d(m)Im 0
0 d(m + 1)
)(
g−1m 0
0 1
)]−1
=
(
d(m)Im 0
0 d(m + 1)
)(
Λm cm
bTm δm+1
)(
d(m)−1Im 0
0 d(m + 1)−1
)
=
⎛
⎝ Λm d(m)d(m+1) cm
d(m+1)
d(m)
bTm δm+1
⎞
⎠ ,
so that
cˆm = cm
(
d(m)
/
d(m + 1)
)
and
bˆm = bm
(
d(m + 1)
/
d(m)
)
,
as claimed. 
We digress brieﬂy to ask what exactly is preserved by elementary conjugations, and the answer is
not Ritz values but rather all principal minor determinants. More precisely, a result due to Loewy [10,
Theorem 1] is that under some non-degeneracy conditions two matrices have equal corresponding
principal minors if and only if they are equivalent under an elementary conjugation.
There are 2n − 1 non-trivial principal minors, but only n2 − n + 1 of them are independent, so the
minors satisfy many relations, in contrast to what happens for Ritz values. While a full analysis of the
problem is outside the scope of this article (see also [11]), we emphasize that this subject is again a
prime example of the applicability of Lie- and representation-theoretic and geometric methods to a
problem in matrix theory by exploiting its symmetry.
1.5. Genericity conditions
Consider the following problem: let Bm ∈ M(m) be any matrix, and suppose we wish to ﬁnd
Bm+1 =
(
Bm c
bT δ
)
∈ M(m + 1)
such that
det(λIm+1 − Bm+1) =
∏
1 im+1
(λ − λi) (1.5.1)
for given λ1, . . . , λm+1 ∈ C. (Recall that δ = tr(Bm+1) − tr(Bm) is ﬁxed.) Eq. (1.5.1) is an algebraic
constraint on the 2m coordinates of b and c. The 2m coordinates must satisfym polynomial equations,
therefore under sufﬁciently general conditions we expect an m-dimensional set of solutions, while
under degenerate conditions the dimension may increase, or there may be no solutions at all. Let us
give several interpretations of this problem, and examine the role of each genericity condition. This
will introduce useful notions from linear systems theory; this is another ﬁeld not generally known to
matrix theorists. These sections show why the strictly lower triangular part of x is not a viable choice
of coordinates for x complementary toR.
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1.6. Observability and controllability
Now we move out from strictly matrix-theory considerations. Consider the system of ordinary
differential equations given by
x˙(t) = Bmx(t) + cu(t),
y(t) = bTx(t) + δu(t). (1.6.1)
This represents a continuous time-invariant linear system (SISO)5 with state x(t) ∈ Cm, control u(t) ∈
C, and output y(t) ∈ C. Possibly abusing language,
The pair
(
Bm
bT
)
is observablewhen rank(b, BTmb, . . .) = m,
The pair
(
Bm c
)
is controllablewhen rank(c, Bmc, . . .) = m.
The algebraic signiﬁcance of observability and controllability will become clearer if we introduce
the following terminology. Let Cm be the space of column vectors. A vector v ∈ Cm is called a cyclic
vector for a matrix Bm if for anyw ∈ Cm there exists a polynomial f (x) ∈ C[x] such that f (Bm)v = w.
In this language, the system (Bm c) is controllable if and only if c is a cyclic vector for Bm, and
(
Bm
bT
)
is observable if and only if b is a cyclic vector for BTm. Matrix theorists would say that c is a cyclic vector
for Bm if the minimal polynomial of c for Bm has (maximal) degree m: f (Bm)c = 0 for a non-zero
polynomial f only if deg f m. The centralizer of an element x of a Lie algebra g is the set of elements
{y ∈ g|xy = yx} that commutewith x. (Lie algebras are brieﬂydiscussed elsewhere. Here onemay read
g = M(n) and ignore the appellation. Those familiar with functional analysis or operator algebras will
also recognize this as the deﬁnition of the commutant of {x} ⊆ M(n) = End(Cn).)
Theorem 1.6.2. Amatrix Bm has a cyclic vector if and only if the centralizer of Bm coincideswith the algebra{f (Bm)|f ∈ C[x]} of polynomials in Bm.
This property is known to Lie theorists as regularity (not to be confused with the property of
being invertible—a matrix with only zero eigenvalues may well be regular in our sense). For matrix
theorists, it is equivalent tobeingnon-derogatory, i.e., theminimalpolynomial equals the characteristic
polynomial. Clearly the identity element is far from regular; a diagonal matrix is regular if and only if
its diagonal entries are distinct.
Let Pm(λ) = det(λIm − Bm) and Pm+1(λ) = det(λIm+1 − Bm+1). Block elimination yields
Pm+1(λ) = Pm(λ)
(
λ − δ − bT(λIm − Bm)−1c
)
. (1.6.3)
Assume (1.5.1), that is, that Bm+1 has the speciﬁed eigenvalues.
Theorem 1.6.3. Givenb, there exists a unique c such that (1.5.1) is satisﬁed if and only if
(
Bm
bT
)
is observable.
Given c, there exists a unique b such that (1.5.1) is satisﬁed if and only if (Bm c) is controllable.
Proof. This is a variation on a standard problem in control theory. Re-write (1.6.3) as
bT(λIm − Bm)−1c = λ − δ − Pm+1(λ)
Pm(λ)
.
By construction (recall that δ is determined by δ = tr(Bm+1) − tr(Bm)), the right-hand side is holo-
morphic at λ = ∞, and expanding both sides into power series gives
5 SISO = Single Input, Single Output.
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∞∑
k=1
λ−kbTBk−1m c =
∞∑
k=1
λ−kgk
for some numbers gk ∈ C. Equate powers of λ to see that b and c must satisfy the (inﬁnite) system of
equations
bTBk−1m c = gk , k = 1, 2, . . .
The left-hand sides are called the Schwarz constants in Linear Systems Theory. The condition that there
exist a unique solution c is exactly that
(
bT bTBm · · ·
)T
have full column rank, i.e., observability.
The proof considering controllability is analogous. 
Note. Condition (G2m) holds exactly when Pm+1(λ) and Pm(λ) are relatively prime, in which case the
right-hand side of
∞∑
k=1
λ−kbTBk−1m c = bT(λIm − Bm)−1c = λ − δ −
Pm+1(λ)
Pm(λ)
is a rational function of degreem. In that case, if b and c constitute a solution, the Hankel matrix
⎛
⎜⎜⎝
bTc bTBmc · · ·
bTBmc b
TB2mc · · ·
...
⎞
⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎝
bT
bTBm
bTB2m
...
...
⎞
⎟⎟⎟⎟⎠
(
c Bc · · ·)
has rankm and so the system must be both observable and controllable.
Remark. If Bm is an unreduced upper Hessenberg matrix, then the row (0, . . . , 0, 1) always yields an
observable system.
Example 1.6.5. Consider thecasewhenBm is a regulardiagonalmatrix (thus (G1m)holds, and (G2m)by
assumption;we are not assuming (G1m+1)). Then (1.5.1) has solutions if and only if
(
Bm
bT
)
is observable,
if and only if (Bm c) is controllable, if and only if all the entries of b and of c are non-zero (see Theorem
1.3.4).
If Bm is regular and semi-simple (=diagonalizable), but not diagonal, then it is still true that
(
Bm
bT
)
is observable if and only if (Bm c) is controllable: if g−1m Bmgm is diagonal, then this happens when
bTgm, resp. g
−1
m c, has non-zero entries. (This is relevant to the matrix in (1.3.2).)
A matrix Bm has a cyclic vector (if and only if B
T
m has a cyclic vector), if and only if Bm is regular.
So if Bm is not regular (in our sense), then the system
(
Bm
bT
)
is never observable, nor is (Bm c) ever
controllable.
1.7. Beyond the generic case
The criterion in Example 1.6.5, that the entries of the row/column be non-zero, may be readily
generalized to the case when Bm is regular, but (G1m) fails to hold.
Lemma 1.4.3. Suppose that Bm is in the form
Bm = diag (Jm1(d1), . . . , Jmt (dt)) ,
where each Jordan block
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Jmi(di) =
⎛
⎜⎜⎜⎝
di 0 . . .
1 di . . .
0 1 . . .
...
⎞
⎟⎟⎟⎠ ∈ M(mi)
and d1, . . . , dt are distinct. Then a row (y1, . . . , ym) is observable if and only if each of the entries ym1 ,
ym1+m2 , . . . , ym is non-zero, namely the last entry in each segment.
Sketch of proof. The matrix BTm is block-diagonal; let us write
BTm = Jm1(d1)T ⊕ · · · ⊕ Jmt (dt)T,
(y1, . . . , ym)
T = y(1) ⊕ · · · ⊕ y(t), y(i) = (yki+1, . . . , yki+mi )T , ki = ∑
t′<i
mt′
so that
BTm(y1, . . . , ym)
T =
m⊕
i=1
Jmi(di)
Ty(i).
We claim that (y1, . . . , ym)
T is a cyclic vector for BTm if and only if y
(i) is a cyclic vector for Jmi(di)
T
for each 1 i t. One way to see this is to recall that a vector y is cyclic for any matrix Bm if and only if
B′y = 0 implies B′ = 0, for every B′ in the centralizer of Bm. Because our BTm is regular, its centralizer
just consists of block-diagonal matrices B′ = J′m1 ⊕ · · · ⊕ J′mt , where each J′mi commutes with Jmi(di)T.
This veriﬁes our claim. This reduces the problem to calculating cyclic vectors for a Jordan block, which
is straightforward. 
Hence, if somegeneralizedeigenvalueofa regularBm hasmultiplicity, thesetof rowsmakingthesys-
tem observable, and also the set of columnsmaking the system controllable, is isomorphic to (C×)t ×
Cm−t . (Andwe recall that neither observability nor controllability is possible when Bm is not regular.)
We concludewith the observation that the geometric structure of the set of solutions for b and c sat-
isfying (1.5.1), at least for regularBm, dependsonlyonhowmanyRitzvalues coincide, andnoton theRitz
values themselves. This explains why transverse slices are possible when we restrictR to belong to a
subsetofRitzvaluesofﬁxedcombinatorial type, suchasthegenericRitzvalues introducedinSection1.2.
2. Lie theory
For the reader who is not familiar with Lie theory and geometric terminology, we include an
overview of the concepts necessary to present the results. Our purpose is not to give formal or abstract
deﬁnitions, although we do so as necessary, but to paint a clear picture of the construction and how it
relates to several important areas of mathematics. This section is independent of the rest of the paper,
and may be ignored by the cognoscenti.
2.1. Basic geometry: integral curves on a vector ﬁeld
This concept is constantly used in Section 3, every time a formula contains an expression like
“exp(qξ).” It also paves the way for our discussion of integrable systems.
Start with a vector ﬁeld ξ on M. (For concreteness, think of M as a smooth manifold, although
everything goes through for complex or algebraic varieties, and, in particular, when we work with
M = M(n) our scalars will be in C.) We have a tangent vector at each point of M. Starting at some
x ∈ M, we may look for a curve that passes through x and is everywhere tangent to the vector ﬁeld ξ :
φ(0) = x,
d
dt
(φ(t)) = ξ (φ(t)) . (2.1.1)
By the theory of ordinary differential equations, there exists a unique solution for all t in some open
interval containing 0, but there is, in general, no reason to expect a solution for all t ∈ R.
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Deﬁnition. If (2.1.1) does have a solution for all x ∈ M and all t ∈ R, one says, variously, that the ﬂow
deﬁned by ξ is complete, or that ξ is complete, or that ξ is (globally) integrable.
For obvious reasons, the ﬂowdeﬁnedby (2.1.1) is called exp(tξ), i.e., exp(tξ)(x) = φ(t), whereφ(t)
is deﬁned as above. One can check that solutions to (2.1.1) satisfy exp ((s + t)ξ) = exp(sξ) exp(tξ).
The word “ﬂow” is meant to suggest that as t changes all the points ofM are smoothly displaced from
their positions, like particles in a ﬂuid.
Example. Since the vector ﬁeld ξ has no singularities, intuitively there should be no obstruction to
integrating it. If M is compact, then any vector ﬁeld is complete (since there exists some ε > 0 such
that a solution to (2.1.1) exists for |t| < ε for any x ∈ M, and these patch together).
Example. As an example of what can happen when M is not compact, let M = R with coordinate x,
and let ξ = x2 d/dx. Then an integral curve of ξ through any point would satisfy (d/dt)φ(t) = φ(t)2,
whose solutions blow up. (The previous example shows that nothing bad happens as long as the
integral curve remains bounded. If φ(0) /= 0, what happens is that we fall off the “end” ofM in a ﬁnite
amount of time. The same phenomenon may be seen with ξ = d/dx andM = (0, 1).)
Example. It may be argued that the last example is misleading: if we consider R ⊆ P1 = R ∪ {∞},
then
d
dt
φ(t) = φ(t)2  φ(t) = 1
φ(0)−1 − t
becomes a perfectly good ﬂow, with a ﬁxed point at x = 0. No such trick will enable one to integrate
x3 d/dx, though. The vector ﬁeld x3 d/dx has a pole at x = ∞, and there is no way to embed R as a
subset U of somemanifoldM and have a complete ﬂow onM whose inﬁnitesimal action on the subset
U is x3 d/dx.
2.2. Classical mechanics and Poisson geometry
The evolution of a mechanical system can be seen as the orbit of a point (initial state) under the
action of time. In classical mechanics, the evolution of the system in time is determined by Hamilton’s
equations
dqi
dt
= ∂H
∂pi
,
dpi
dt
= − ∂H
∂qi
(2.2.1)
(for a particle in Rn), where q ∈ Rn is position and p ∈ Rn is momentum, and the “Hamiltonian”
function H is the energy of the particle.
Wemust keep track of time. Let f = f (q, p)be a classical observable,whichmeans any smooth func-
tionR2n → R. The function f does not dependon time, but let uswrite f (t) = f (q(t), p(t)) :R2n → R
for the observable resulting from picking a point, waiting for time t to elapse, and only thenmeasuring
the value of f . (In particular, f (0) = f = f (q, p).)
Instead of considering just position or just momentum, we can re-write Hamilton’s equations as
d
dt
(f (t)) = {H, f }(t), (2.2.2)
The right-hand side is the value at time t of the Poisson bracket
{H, f } = ∑
i
∂H
∂pi
∂ f
∂qi
− ∂H
∂qi
∂ f
∂pi
. (2.2.3)
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Physicists have concluded from staring at (2.1.1) and (2.2.2) that the Hamiltonian H generates time
evolution: if themap f → {H, f } is thought of as deﬁning a vector ﬁeld ξH = ∑i ∂H∂pi ∂∂qi − ∂H∂qi ∂∂pi , then
Hamilton’s equations are satisﬁed if and only if the state of the system follows the ﬂow of ξH:
f (t) = f ◦ exp(tξH). (2.2.4)
Therefore, time and time-evolution naturally appear as soon as onewrites down the Hamiltonian. Any
function H (thought of as “energy”) generates a complementary coordinate t (thought of as “time”),
such that the system evolves in “time” so that energy is conserved. This is the essence of Hamiltonian
geometry.
This formalism also goes through for any spaceM with a Poisson bracket, not just R2n. The appro-
priate generalization of (2.2.3) is
Deﬁnition. A manifoldM is a Poisson manifold if the algebra O(M) of functionsM → R has a Poisson
structure, i.e., there is a bracket
{ , }:O(M) ⊗ O(M) → O(M)
making O(M) into a Lie algebra ({ , } is bilinear, antisymmetric, and satisﬁes the Jacobi identity) and
satisfying the Leibniz identity
{f , gh} = {f , g}h + g{f , h}.
Classical mechanics takes place on Poisson manifolds.
For us, the Poisson manifold will be the space of matrices. Studying the Poisson manifold M(n),
rather than theuniversal envelopingalgebraassociated toGL(n), is the reason forKostant andWallach’s
use of the term “classical.”
2.3. Integrable systems
Joseph Liouville concerned himself with characterizing those cases when explicit solutions to Eqs.
(2.2.1)mayactuallybe found.Heproved this is the casewhen there are sufﬁcientlymany (independent)
commuting Hamiltonians; this is known as complete integrability in the sense of Liouville. The idea is
that for a completely integrable system we can (explicitly) ﬁnd canonical coordinates.
We have seen in (2.2.4) that every function (“Hamiltonian”) on a phase space has a complementary
coordinate associatedwith it, given by following someﬂow. Eq. (2.2.2) says that a function f is constant
along the ﬂow of ξH if and only if {H, f } = 0. (In classical mechanics, such functions are called (ﬁrst)
integrals.) So, if f1, . . . , fn are functions such that {H, fi} = 0 and {fi, fj} = 0 for all i and j, then the
trajectory of the system is contained in a level set of (f1, . . . , fn). (Commutativity with respect to the
Poisson bracketmeans that the ﬂow corresponding to each function conserves all the other functions.)
Not every system has sufﬁciently many independent integrals of motion. (“Independent” means
that their differentials are linearly independent (on a dense open subset of the phase space).) If there
are enough independent ﬁrst integrals which are simultaneously observable (≡ commutativity with
respect to { , }), then if the associated ﬂows are complete we get a system of coordinates on the entire
phase space given by the values of each of the functions together with the dual coordinates along the
level sets (ﬁbres!) given by following the ﬂows. (This is what happens in the Hamilton–Jacobi theory.)
Integrable systems are commonly deﬁned in the case whenM is a symplecticmanifold, rather than
in themore general case of a Poissonmanifold. (A symplecticmanifold is amanifoldwhich has a closed
non-degenerate 2-form; it is a very special kind of Poisson manifold.) Since we will later assert that
Kostant and Wallach’s Gelfand–Zeitlin algebra deﬁnes an integrable system6 on M(n), which is not
symplectic, we give the more general deﬁnition.
First of all, what is the maximum possible number of independent commuting Hamiltonians? (For
a symplectic M, this is 1
2
dimM.) Let M be a Poisson manifold. The rank of the Poisson structure is
6 This system, and its complete integrability, was already known to Thimm [14] and Guillemin–Sternberg [5] in the 1980s.
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deﬁned to be the maximum possible number of linearly independent Hamiltonian vector ﬁelds at a
point, i.e.,
rank{ , } = max
x∈M dim〈(ξf )x | f ∈ O(M)〉.
One can show that any Poisson-commutative algebra of functions has dimension at most dimM −
1
2
rank{ , }.
Deﬁnition 2.3.1. A Poisson manifoldM of rank r together with a maximal Poisson-commutative alge-
bra A ⊆ O(M) is a (completely) integrable Hamiltonian system if and only if
dim A = dimM − r
2
.
Liouville showed [8] how to construct canonical coordinates for an integrable system and solve
Hamilton’s equations. (A modern treatment may be found in [1]; for the generalization to the Poisson
case, see, for example, [9].)
The coordinates dual to the functions are called angle coordinates.7 Denote them by ϕi; we remark
that once the angle coordinates are known, the system (2.2.1) is equivalent to
d
dt
fi(t) = 0,
d
dt
ϕi(t) = constant,
which is trivial to integrate.
Note that the “canonical” coordinates do depend on the choice of Hamiltonians. Also, the comple-
mentary coordinates are measured from a basepoint, whichmust be speciﬁed (note that the level sets
may not even be connected).
Example 2.3.2. An interesting system is a Lax pair
d
dt
L(t) = [A, L],
where A and L are matrices. This differential equation describes an isospectral ﬂow
L(t) = g(t)L(0)g(t)−1
(g(t) and A(t) are related via dg/dt = Ag), i.e., the eigenvalues of L are invariant over time. It follows
that any functional f such that f (gLg−1) = f (L) is conserved; e.g., the coefﬁcients of det(λ − L(t)), or,
alternatively, the functions tr(Lm), are conserved quantities. Therefore, writing a system as a Lax pair
exposesmany integrals ofmotion (in fact, any completely integrable systemcanbewritten as a Laxpair,
although constructing Lax pairs equivalent to integrable systems, and vice versa, is a far-from-trivial
subject).
Not only is this an enormously successful method for actually solving various integrable systems
(including various non-linear partial differential equations, such as KdV8), Lax pairs bring in Lie theory
and geometry in a natural way. While no discussion of integrable systems can be complete without
mentioning Lax pairs, the subject is too great to attempt a thorough treatment here; see [2] for an
overview. For an application of Lax pairs to the topic of this paper, see [3].
We adduce that Kostant and Wallach’s theory should be thought of in this framework. There the
phase space will be the space of all matrices, and the Hamiltonians—the conserved quantities—will be
7 Beware that the corresponding action coordinates are not usually the same as the particular functions used to specify an
integrable system. In the case of generic Ritz values, the Ritz values themselves will be action coordinates (cf. [7, Theorem
5.23]), but this point is not needed in this paper and we will not pursue it.
8 vτ = 6vvz + vzzz .
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(certain symmetric functions of) the Ritz values; the ﬁbres MR(n) will be their level sets. Taking all
of the Ritz values gives a maximal Poisson-commutative algebra of observables, and their number is
exactly enough to make the system completely integrable.
3. Kostant–Wallach theory
The algebra of matricesM(n) has a Poisson structure: let αij be the linear functional deﬁned so that
αij(x) = xij , and let Eij be thematrixwith a 1 in the (i, j)th position and 0 elsewhere (soαij(Ekl) = δij, kl
in terms of Kronecker’s δ). Then
[Eij , Ekl] = δjkEil − δilEkj ,
which speciﬁes the Poisson structure as
{αij ,αkl} = δjkαil − δilαkj.
This extends naturally to deﬁne the Poisson bracket of any two polynomial, or even holomorphic,
functionsM(n) → C, because all such may be written in terms of the αij . The Leibniz rule yields
{f , g} = ∑
ij,kl
{αij ,αkl} ∂ f
∂αij
∂g
∂αkl
.
Keeping this Poisson structure in mind, motivation for Kostant and Wallach’s theory may be found in
the theory of completely integrable Hamiltonian systems.
The immediate goal of Kostant andWallach is to establish a classical analogue of theGelfand–Zeitlin
and Gelfand–Kirillov theories, both of which concern the universal enveloping algebra U = U (gl(n))
associated to GL(n). The original Gelfand–Zeitlin algebra is a maximal commutative subalgebra of U,
and theoriginalGelfand–Kirillov theoremproves that starting fromU(whichhasan intricate structure),
and passing to its algebra of quotients,we get aWeyl algebra (the idea is that a complicated ringmay be
studied by passing to its ring of quotients, whichmay be isomorphic to somethingmore concrete. This
is analogous to studying algebraic varieties up to birational equivalence: they appear more uniform if
we are willing to throw away some ﬁne structure by passing to a dense open subset, allowing rational
functions rather than just polynomials.) The classical space associated to U is M(n) with its Poisson
structure, and Kostant and Wallach prove analogous “classical” results which involve M(n) and its
algebra of functions instead of U.
Kostant andWallach do not use any general theory in their original paper; themain actors there are
the familiar algebra M(n) of all n × n matrices, and the Lie group GL(n) of invertible n × n matrices,
which acts onM(n) via the adjoint representation9
Ad(g)x := gxg−1. (3.1)
Recall that we are interested in quantities conserved under the action of some group, and that we
should look in advance for functions M(n) → C that Poisson-commute. Even if we did not know
about Ritz values, we might be led to consider them as follows.
If we were interested in studying n × n matrices up to similarity, we would be studying adjoint
orbits, in other words, equivalence classes of matrices under similarity. A classical problem is to ﬁnd
numerical invariants of these adjoint orbits, namely all polynomial functions f :M(n) → C (e.g., tr,
det) such that f (gxg−1) = f (x) for all x ∈ M(n) and g ∈ GL(n). The set of such functionals may be
denoted by
Pol (M(n))GL(n) = {f ∈ Pol (M(n)) |f is GL(n)invariant}.
Thesolution to this classical problemis that any such function is a symmetricpolynomial in the roots
of the characteristic polynomial, therefore is equal to apolynomial in tr(xk), k = 1, . . . , n.10 Since these
9 The Lie algebra (≡ tangent space at the identity) of GL(n) can be identiﬁed with the space of matrices. The differential of Ad
(at the identity), dAd(x) = adx, is the map ad(x)y = [x, y] = xy − yx.
10 As remarked in Example 2.3.2, any isospectral ﬂow naturally conserves these quantities. To see that any Ad-invariant poly-
nomial is a symmetric function of the roots of the characteristic polynomial, a quick way is to observe that any such polynomial
is determined by its value on diagonal matrices.
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functions are constant on adjoint orbits, not only do they Poisson-commute, but the corresponding
vector ﬁelds are identically zero. However, using this observation, it follows by induction downwards
onm that
{
tr(xm1)
k1 , tr(xm2)
k2
}
= 0 for anym1, k1,m2, k2 (cf. [6, Proposition 2.1]).
Example. Let us write
{
tr(x2), tr(x3)
2
}
out in coordinates.We can compute everything in terms of the
linear functionals αij:{
tr(x2), tr(x3)
2
}
=
{
α11 + α22,α211 + α222 + α233 + 2α12α21 + 2α13α31 + 2α23α32
}
.
If we use the Leibniz rule repeatedly and expand, we ﬁnd that
{α11 + α22,α211 + 2α12α21 + · · ·} = {α11,α211} + 2{α11,α12α21} + · · ·
= 2α11{α11,α11} + 2{α11,α12}α21 + 2α12{α11,α21} + · · ·
= 0 + 2α12α21 − 2α12α21 + · · ·
then we see that all terms cancel.
So all of the functions Poisson-commute, but the functions tr(xm)
k form < n are not Ad-invariant
and their associated vector ﬁelds onM(n) are non-zero. Someone looking for a Poisson-commutative
algebra of functions on M(n) might perhaps stumble upon Ritz values as a way to greatly enlarge
Pol (M(n))GL(n). 11
In any case, Kostant and Wallach begin by considering the algebra
J(n) = Pol (M(1))GL(1) Pol (M(2))GL(2) · · · Pol (M(n))GL(n) ⊆ Pol (M(n)) , (3.2)
which is generated by the functions tr((xm)
k) for m = 1, . . . , n.12 To make this notation clear, let us
enumerate
f1 = tr(x1), f2 = tr(x2), f3 = tr(x2)2, etc. (3.3)
Then a typical element of J(n) looks like∑
μi  0
cμ1,μ2,...f
μ1
1 f
μ2
2 · · · ,
which maps M(n) → C. Since the fi turn out to be algebraically independent, and they commute,
J(n) is isomorphic to a polynomial algebra C
⎡
⎣f1, . . . , f(n + 1
2
)
⎤
⎦ in the variables fi.
Proposition 3.4 [6, Theorem 0.4]. J(n) is a (maximal) commutative subalgebra of Pol (M(n)). Further-
more, for any f ∈ J(n), theHamiltonian vector ﬁeld ξf associated to f is globally integrable onM(n),deﬁning
an action of C on M(n).13
This richer structure (considering the set of all Ritz values of x simultaneously) now stands a chance
of deﬁning an integrable system onM(n).
11 Kostant and Wallach explicitly mention in the abstract of [6] that they regard the algebra J(n) generated by all the tr(xm)
k
as a classical analogue of the Gelfand–Zeitlin algebra, which is a commutative (in the usual sense) subalgebra of the universal
enveloping algebra ofM(n).
12 Taking linear combinations of products of functions on the submatrices may be new tomany readers. A point of notation: we
are implicitly using the truncationmap x → xm to embed each Pol(M(m)) into Pol(M(n)), so each factor in (3.2) is a subalgebra
of Pol (M(n)). This construction of a commutative algebra starting from a system of inclusions of subalgebras is associated with
Gelfand–Zeitlin (a.k.a. Gelfand–Tsetlin), and is not meant to be intuitively obvious.
13 Moreover, this action is given by a nice, explicit formula; see (3.7).
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Proposition 3.5. Let Ox ⊆ M(n) be an adjoint orbit14 consisting of regular15 elements. Then the Hamil-
tonians fi, 1 i
(
n
2
)
, form a completely integrable system on Ox. Moreover, the algebra J(n) forms an
integrable system on M(n) in the sense of Deﬁnition 2.3.1.
This has a chance of being true because we have exhibited the right number of commuting Hamil-
tonians: dimOx = n2 − n for regular x, and the number of Hamiltonians is 1 + 2 + · · · + (n − 1) =
n(n − 1)
/
2. Similarly, the Poisson rank ofM(n) is n2 − n, and the total number of commuting Hamil-
tonians including also f(n
2
)
+1, . . . , f
(
n + 1
2
) ∈ Pol (M(n))GL(n) is (n + 12 ) = n2 − (n2 − n)/2. (Things
do not work out this nicely if, for instance, we replaceM(n) by the Lie algebra of symplectic matrices;
see [4, Remark 1.7.2].)
Complete integrability requires that the Hamiltonians Poisson-commute and that they be indepen-
dent.We have alreadymentioned the ﬁrst condition; the question of independence leads to the notion
of strong regularity. Kostant and Wallach give many equivalent characterizations of strong regularity.
The ones relevant now are given by their Theorem 2.7 and the deﬁnition immediately preceding it:
Deﬁnition/Theorem. Amatrix x is strongly regular if and only if the differentials (dfi)x , 1 i
(
n + 1
2
)
,
are linearly independent, if and only if the tangent vectors (ξfi)x , 1 i
(
n
2
)
, are linearly independent.
(The missing vector ﬁelds ξf(n
2
)
+1
, . . ., corresponding to the elements of (PolM(n))GL(n), are zero,
as explained before. Functions whose associated Hamiltonian vector ﬁelds are zero are called Casimir
functions. One has to take them into account when dealing with integrable systems on a Poisson
manifold, rather than the more familiar case of a symplectic manifold.)
In other words, a “strongly regular” matrix is a regular point of the function x →⎛
⎝f1(x), . . . , f(n + 1
2
)(x)
⎞
⎠. It does not mean what is sometimes called complete (or strong) regularity,
that each xm be invertible.
Kostant and Wallach prove [6, Theorem 2.3] that unit upper Hessenberg matrices are strongly
regular, and, therefore, that the set of strongly regular matrices is a dense open subset of M(n). This
proves independence of the “Hamiltonians” fi.
We are thus in the situation described before: anymatrix will be described by its Ritz values, which
specify a ﬁbre MR(n), and the complementary coordinates associated to the Ritz values (measured
from a point on the ﬁbre, which must be speciﬁed). The complementary coordinates will be angle
coordinates for the integrable system.
The Gelfand–Zeitlin group A, central to their theory, is just the group obtained by integrating the
vector ﬁelds corresponding to the functions tr(xm)
k ∈ J(n) for 1m n − 1 and 1 km. This Lie
group turns out not to be somysterious; it is a commutative group, isomorphic toC
(
n
2
)
. If (3.3) are our
chosen generators of J(n), then a typical element of A can be written
a = exp(q1ξf1) exp(q2ξf2) · · · exp
⎛
⎜⎜⎜⎝q(n
2
)ξf⎛⎜⎝n
2
⎞
⎟⎠
⎞
⎟⎟⎟⎠ , (3.6)
where qi ∈ C. The reader unfamiliar with Lie groups may regard this expression as a rather formal
way of keeping track of the coordinates qi; the group multiplication is given by
14 We keep coming back to adjoint orbits. Their importance is that M(n) is Poisson but not symplectic; the adjoint orbits are
the symplectic leaves.
15 An element x ∈ M(n) is regular if and only if dimOx = n2 − n. If x is not regular then dimOx is strictly lower, and the
Hamiltonians fi have no chance of being independent there. Hence the hypothesis here that x be regular.
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⎛
⎝∏
i
exp(qiξfi)
⎞
⎠
⎛
⎝∏
i
exp(q′iξfi)
⎞
⎠ = ∏
i
exp(qi + q′i)ξfi .
The signiﬁcance of the exponential map in Lie theory is that it relates maps on Lie groups with maps
on Lie algebras. In this speciﬁc case, given anymatrix x ∈ M(n) and any a ∈ A, thematrix a · x ∈ M(n)
is deﬁned, and it is deﬁned in terms of the vector ﬁelds ξfi (which span a Lie algebra). This action is
computed in [6], and we will use the results. In particular, we have the result, in compact form,
exp
(
qξtr(xm)k
)
· x = Ad
(
exp
(
−qk(xm)k−1
)
⊕ ones
)
x, (3.7)
giving an A-action on matrices.16 The key feature is that elements of A act by similarity transforma-
tions, and that those similarity transformations involve powers of leading principal submatrices of x.
Moreover,R(a · x) = R(x) (“A stabilizes the ﬁbresMR(n)”).
When x is sufﬁciently generic, the ﬁbre is a single A-orbit, that is, we have
MR(x)(n) = {a · x|a ∈ A}.
The
(
n
2
)
parameters deﬁning a ∈ A, together with the initial choice of x, induce a set of coordinates
along the ﬁbre, namely the qj in (3.6).
In general, in view of (3.7), the orbit is given explicitly in terms of certain subgroups of GL(n). To
see which subgroups, note that the matrix exp
(
(xm)
k−1) buried on the right-hand side of (3.7) is
invertible and is a polynomial in xm, and that successively applying (3.7) with various q and k, but
keeping m ﬁxed, results in Ad (exp (p(xm)) ⊕ ones) (x), where p(xm) can be any polynomial in xm.
Deﬁne
Gx,m = {g ∈ GL(m)|g is a polynomial in xm}.
It will be convenient to consider Gx,m ⊆ GL(m) as a subgroup of GL(n) via the embedding g →
diag(g, ones).
Theorem 3.8 [6, Theorem 3.7]. The orbit A · x of (an arbitrary, not necessarily generic) matrix x is the
image of the mapping
Gx,1 × Gx,2 × · · · × Gx,n−1 → M(n)
(g(1), . . . , g(n − 1)) → Ad (g(1)) · · · Ad (g(n − 1)) (x). (3.9)
This means that a general element in the A-orbit is obtained by performing a series of similarity
transformations of a particular kind. Therefore, to describe MR(n), we need to understand how it
decomposes into A-orbits, and, to describe an A-orbit, we need to understand the kernel of (3.9).
These considerations lead to another characterization of strong regularity. The condition is that
dim A · x =
(
n
2
)
(the maximum possible).
Theorem 3.9 [6, Theorem 3.14]. Let x be strongly regular. Then the map
Gx,1 × · · · × Gx,n−1 → A · x
is an algebraic isomorphism, so
A · x∼= Gx,1 × · · · × Gx,n−1,
where Gx,m is the centralizer of xm in GL(m).
This reduces the description of the orbit of any strongly regular matrix to the description of the
groups Gx,m, which can be done explicitly for any matrix. The only issue left is in picking a set of
16 The stated formula is an application of [6, Theorem 3.3]. Note the minus sign on the right side of (3.7).
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coordinates for Gx,m that are somehow natural. (The group A was originally deﬁned starting from
particular symmetric functions of the Ritz values, but, for generic matrices, it will be more convenient
to use instead the Ritz values themselves.)
Example 3.11. Let xm be a regular semi-simple matrix, and suppose xm = gmΛmg−1m , where Λm is
diagonal. Then its centralizer is Gx,m = {gmDg−1m | D is diagonal with non-zero entries }∼= (C×)m. The
parameters are the diagonal entries.
Example 3.12. Let xm be any regular matrix, and suppose xm = gmJmg−1m , where Jm is in Jordan canon-
ical form. Then Gx,m = {gmD′g−1m }, where D′ is a block-diagonal matrix whose blocks are invertible
triangular Toeplitz matrices, one for each Jordan block. If the Jordan blocks are of sizes mi with
m1 + · · · + mt = m, then Gx,m ∼= (C×)t × Cm−t .
In integrable systems language, our Hamiltonians are independent, but
⎛
⎝f1, . . . , f(n + 1
2
)
⎞
⎠ still has
critical points—where the matrix is not strongly regular. Kostant and Wallach give even more criteria
for strong regularity, but we shall not need them. The point is that if x is not strongly regular, then
describing A · x involves more than just calculating the groups Gx,m and applying Theorem 3.9, even if
each xm happens to be regular.
Note. Even when x is strongly regular, if (G2m) is violated, meaning E(xm) ∩ E(xm+1) /= 0, then the
description of MR(x)(n) is complicated by the fact that A does not act transitively on the (strongly
regular partM
sreg
R(x)(n) of the) ﬁbre, which breaks up into several (isomorphic) orbits. For example,⎛
⎜⎜⎜⎝
0 . . . . . .
1 0 · · ·
0 1 · · ·
...
⎞
⎟⎟⎟⎠
and its transposebelong todistinct orbits. Apoint inM
sreg
R(x)(n) canbe speciﬁedby indicating anelement
of A, the discrete data needed to specify a particular A-orbit, and a point in that orbit. Then, to deﬁne
coordinates along the ﬁbre, one needs to pick a representative of each orbit (note that there is a upper
Hessenberg matrix in only one of the orbits); for example, the caseR ≡ 0 is worked out in [13,4].
When x is generic, a more natural choice of functions would be the Ritz values rj(x) themselves.
These are not globally deﬁned functions, even restricted to the set of genericmatrices (they are deﬁned
only on a covering). However, for any generic x, along with an ordering of each E(xm), it is possible to
deﬁne vector ﬁelds ηj , 1 j
(
n
2
)
, such that the action of C onMR(x)(n) corresponding to the jth Ritz
value is given by the action of exp(qηj), q ∈ C.What follows is the explicit expression of the associated
similarities [see the proof of [7, Theorem 5.5]].
Theorem 3.13.
exp(qηj) · x = Ad
(
γj(e
−q)
)
(x),
where
γj(e
−q) = diag
(
gmδl(e
−q)g−1m , ones
)
,
where, for j =
(
m
2
)
+ l, 1 lm, gm ∈ GL(m) is any matrix such that xm = gmΛmg−1m and δl(e−q) is
the m × m diagonal matrix
diag(1, . . . , 1, e−q︸ ︷︷ ︸
l
, 1, . . . , 1).
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Next we put together the similarities associated to all the eigenvalues of a submatrix xm:
Corollary 3.14. Let 1m n − 1 and
a(m) = ∏(
m
2
)
+1 j
(
m + 1
2
) exp(qjηj), qj ∈ C.
Then
a(m) · x = Ad
⎛
⎜⎜⎝
⎛
⎜⎜⎝gmdiag
⎛
⎜⎜⎝e
−q⎛⎜⎝m
2
⎞
⎟⎠+1
, . . . , e
−q⎛⎜⎝m + 1
2
⎞
⎟⎠
⎞
⎟⎟⎠ g−1m
⎞
⎟⎟⎠⊕ ones
⎞
⎟⎟⎠ x, (3.15)
where gm ∈ GL(m) is any matrix such that xm = gmΛmg−1m .
Proof. Apply Theorem 3.13, noting that the same gm works for each j =
(
m
2
)
+ 1, . . . ,
(
m + 1
2
)
. 
Remark 3.16. A generic ﬁbreMR(n) is a single orbit, and the element exp(q1η1) · · · exp
⎛
⎝q(n
2
)η(n
2
)
⎞
⎠
of A acts as the identity on the ﬁbre if and only if each qj ∈ 2π iZ (see [7, Theorem 5.9]). Corollary 3.14
shows that the entries of the diagonal matricesD in Example 3.11 are, in fact, the coordinates e−qj dual
to the Ritz values. The condition that the coordinates bTm and cm not vanish is ﬁlled automatically here
by the exponentials. Geometrically, a generic ﬁbre is an
(
n
2
)
-dimensional torus, because it is isomorphic
to a product of
(
n
2
)
copies of the multiplicative group C×.
Remark. The coordinates introduced in Example 3.12 are a direct generalization, but it would be
interesting to check whether they satisfy some nice properties analogous to the generic case.17
Finally, Kostant andWallach deﬁne the coordinates sj on a genericMR(n) by picking an initial point.
Recall (Theorem1.1.3) thatMR(n) contains a unique unit upperHessenbergmatrix y. Then sj is deﬁned
by
sj
⎛
⎜⎜⎝exp(q1η1) · · · exp(q(n
2
)η(n
2
)) · y
⎞
⎟⎟⎠ = e−qj
(so sj(y) = ones).
3.1. Relation to arrow coordinates
We now prove Claim 1.3.3, that (sj) above are identical to the arrow coordinates
(
bT1, . . . , b
T
n−1
)
deﬁned in Section 1.3, at the end of the matrix development.
Claim. If
x = a˜(1) · · · a˜(n − 1) · y
17 In the generic case the “nice property” is that the diagonal entries in D in Example 3.11 are exponentials of angle coordinates.
This says something about the symplectic geometry of generic matrices. Generalizing this invokes the geometry of certain less
generic strata of the space of strongly regular matrices, where the eigenvalues are allowed to coalesce.
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with
a˜(m) = ∏(
m
2
)
+1 j
(
m + 1
2
) exp(−qjηj),
then (1.3.2) holds with bTm =
⎛
⎝e
q(m
2
)
+1
, . . . , e
q(m + 1
2
)⎞
⎠ .
Proof. Let gm ∈ GL(m), 1m n − 1, be the special matrices deﬁned by applying the procedure
described in Section 1.1 to the unit Hessenberg matrix y. We shall need the fact
ym = gmΛmg−1m (3.1.1)
as well as the normalization
eTmgm = ones, eTm = (0, . . . , 0, 1), (3.1.2)
i.e., the last row of gm is ones.
By Corollary 3.14, x = Ad (g(1)) · · · Ad (g(n − 1)) ywith
g(m) = gmdiag(bm)−1g−1m ⊕ ones ∈ Gy,m. (3.1.3)
Observe that conjugation by an element of Gy,m leaves ym ﬁxed, so
(Ad (g(n − 1)) y)n−1 = yn−1,
(Ad (g(n − 2)) Ad (g(n − 1)) y)n−2 = Ad (g(n − 2)n−2) yn−2 = yn−2,
etc., and we have
xm = Ad (g(1)m · · · g(m − 1)m) ym, (3.1.4)
xm+1 = Ad (g(1)m+1 · · · g(m)m+1) ym+1. (3.1.5)
But (3.1.1) and (3.1.5) imply that xm = ZmΛmZ−1m with
Zm = g(1)m · · · g(m − 1)mgm, (3.1.6)
whence
(Z−1m ⊕ 1)xm+1(Zm ⊕ 1)
= Ad
(
(Z−1m ⊕ 1)g(1)m+1 · · · g(m)m+1
)
ym+1
= Ad
(
(g−1m ⊕ 1)g(m)m+1
)
ym+1, by substituting (3.1.6),
= Ad
(
(g−1m ⊕ 1)(gm ⊕ 1)(diag(bm)−1 ⊕ 1)(g−1m ⊕ 1)
)
ym+1, by (3.1.3),
= (diag(bm)−1 ⊕ 1)(g−1m ⊕ 1)ym+1(gm ⊕ 1)(diag(bm) ⊕ 1). (3.1.7)
Due to our normalization of gm, we have (suppressing irrelevant entries)(
g−1m 0
0 1
)
ym+1
(
gm 0
0 1
)
=
(
g−1m 0
0 1
)(
ym ∗
eTm ∗
)(
gm 0
0 1
)
=
(
g−1m ymgm ∗
eTmgm ∗
)
=
(
Λm ∗
ones ∗
)
,
therefore (3.1.7) becomes(
diag(bm)
−1 0
0 1
)(
Λm ∗
ones ∗
)(
diag(bm) 0
0 1
)
=
(
Λm ∗
bTm ∗
)
. 
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3.2. Coordinates along a non-generic ﬁbre
As an illustration that the ideas of Section 3 can be generalized to describe any ﬁbre, we consider
a case studied by Mark Colarusso [4]. He suggests looking at the set of matrices satisfying
• xm is regular, 1m n.• (G2m), 1m n − 1.
Any suchmatrix is strongly regular, and,moreover, the second condition further implies thatM
sreg
R(x)(n)
is a single A-orbit. (This is the largest set of matrices that can be speciﬁed by naming a ﬁbre and an
element of A.)
The disadvantage of relaxing (G1m) is that there will no longer be a global set of complementary
coordinates, because thegeometryof theﬁbrewill varywhen themultiplicityof aneigenvalue changes.
ApropergeneralizationofKostant andWallach’s results in [7]wouldconsider thegeometryof the space
of strongly regular matrices (satisfying (G2m), for simplicity) such that the generalized eigenvalues
of xm have given multiplicity. However, since we avoided the technical complication of constructing
global coordinates by considering the ﬁbres individually, we can allow ourselves to examine a single
ﬁbre in this slightly less generic case.
The answer is given by Example 3.12, and the corresponding arrow coordinates may be computed
as follows. Recall that any eigenvector of xm has non-zero last entry.
Claim 3.2.1. If the Jordan form of xm is Jm1(μ1) ⊕ · · · ⊕ Jmt (μt), where each Jml(μl) is a lower Jordan
block, then there exists gm ∈ GL(m) such that xm = gmJmg−1m and the last row of gm is
(0, 0, 0, . . . , 1︸ ︷︷ ︸
m1
, 0, . . . , 1︸ ︷︷ ︸
m2
, . . .). (3.2.2)
Givenm, let gm be as in Claim 3.2.1. Then the arrow coordinates b
T
m are given by the ﬁrstm entries
of the bottom row of diag(g−1m , 1)xm+1diag(gm, 1). The coordinates of a unit upper Hessenbergmatrix
are (3.2.2), and this coincides with the previous construction in case x is a generic matrix.
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