The dramatic increase in oil and gas production from shale formations has led to intense interest in its impact on local area economies. Exploration, drilling and extraction are associated with direct increases in employment and income in the energy industry, but little is known about the impacts on other parts of local economies. Increased energy sector employment and income can have positive spillover effects through increased purchases of intermediate goods and induced local spending. Negative spillover effects can occur through rising local factor and goods prices and adverse effects on the local area quality of life. Therefore, this paper examines the net economic impacts of oil and gas production from shale formations for key shale oil and gas producing areas in Arkansas, North Dakota and Pennsylvania. The synthetic control method (Abadie and Gardeazabal 2003; Abadie et al., 2010) is used to establish a baseline projection for the local economies in the absence of increased energy development, allowing for estimation of the net regional economic effects of increased shale oil and gas production.
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Introduction
Following decades of concerns with U.S. dependence on energy imports, a new combination of horizontal drilling and hydraulic fracturing during the previous decade led to dramatic increases in U.S. energy production. The percentage of all wells drilled horizontally increased from around ten percent at the beginning of 2005 to over fifty eight percent by the end of 2011, and to over sixty seven percent by the middle of 2014 (Baker Hughes, 2014) . Production of natural gas increased over thirty five percent from 2005 to 2013, while production of oil increased nearly forty four percent from 2005 to 2013. 1 In its 2013 Annual Energy Outlook, the U.S. Energy
Information Administration (U.S. Energy Information Administration, 2013) projects a one hundred thirteen percent increase in U.S. shale gas production by 2040, raising its share of total natural gas production from thirty four to fifty percent. EIA projects tight oil production, which includes oil produced from "very low permeability shale, sandstone, and carbonate formations" (U.S. Energy Information Administration, 2013, page 82), to peak in 2021 at nearly triple the 2011 level. The dramatic increase and projected growing importance of unconventional oil and gas extraction has spawned intense interest in both its potential economic benefits and potential adverse impacts on local populations.
A study by IHS (2012) that was supported by the American Petroleum Institute, the Institute for 21st Century Energy, the American Chemistry Council, and the Natural Gas Supply Association, estimated the number of U.S. jobs associated with unconventional oil and gas production to be 1.7 million jobs in 2012, projecting them to reach 3.5 million by 2035. The study was based on the use of IMPLAN, a widely used input-output economic impact modeling system. However, in a review of several studies sponsored by the gas industry that use similar methodology, Kinnaman (2011) finds the studies of economic impacts to be based on questionable assumptions that likely overstate the economic benefits of shale gas extraction: e.g., assumptions of excess supply in the economy that ignore potential crowding-out effects and a lack of economy-wide consistency in attributing exogenous impacts that lead to over counting economic impacts of energy development. Others contend that adverse effects on the local environment and quality of life may negatively affect agriculture and tourism (White, 2012; Lydersen, 2013) . Reduced quality of life also may inhibit in-migration of households, reducing population and employment growth. Input-output models and standard econometric models used in the industry-sponsored studies do not account for these potential adverse effects. Kinnaman (2011) notes the paucity or near absence of relevant studies that have gone through the peer review process of an economic journal.
2 Therefore, this study examines the net economic impacts of oil and gas production from shale formations for key energy producing areas. The areas chosen are located in the states of Arkansas, North Dakota and Pennsylvania; all three states were ranked in the top-ten oil and gas producing states by IHS (2012), but had more limited energy sector employment prior to the shale oil and gas boom, unlike states like Oklahoma and Texas. The synthetic control method (Abadie et al., 2010 ) (SCM) is used to establish a baseline projection for the local economies in the absence of increased shale-based energy extraction, allowing for estimation of its net regional economic effects. The estimated effects reveal the balance of potential positive economic impacts versus negative economic impacts, making SCM preferred over input-output-based studies, which by design only capture potential increases in local spending.
An advantage of SCM is transparency in constructing the counterfactual. It is a weighted-average of comparison/control units based on demonstrated affinities. In SCM no single match with all the comparable characteristics to the shale oil and gas areas is required as it is in case studies or some matching approaches. We employ permutations or randomization tests for inference which, given the problem in hand, is an improvement over standard-error-based inference in regression models. Regional economic variables examined include total employment, wage and salary employment, per capita personal income, population and the poverty rate. Wage and salary employment also is examined for the sectors Accommodation and Food Services, Construction and Retail. Because of geographic spillovers aggregates of counties are examined. The impacts also are only estimated for nonmetropolitan counties to avoid potential confounding influences in metropolitan areas given their economic size. The impacts are first estimated for all nonmetropolitan oil and gas counties in each state. Then to capture potential broader geographic spillovers the impacts are estimated for all nonmetropolitan counties in each state.
The next section discusses the potential channels of influence, both positive and negative, of unconventional oil and gas extraction on the regional economy. In so doing, key findings of related studies are presented and critiqued. Section 3 presents the empirical approach, including a description of the use of the synthetic control method, variable selection, and data sources. The results are presented and discussed in Section 4. The results suggest there are significantly positive benefits across nonmetropolitan North Dakota oil and gas counties for a wide range of regional economic measures. There are limited geographic spillovers, however, from the oil and 4 gas counties into other North Dakota nonmetropolitan counties. Significantly positive effects are found in some of the employment measures for only a subset of Arkansas oil and gas producing counties, while no effects are found for Pennsylvania, including for subsets of its oil and gas producing counties. Back of the envelope calculations of likely wage and salary employment multipliers suggest that actual multiplier effects of shale oil and gas extraction likely fall well below estimates produced by input-output models. Section 5 contains summary statements and conclusions.
Unconventional Gas and Oil Development and the Local Economy
Exploration, drilling and extraction of unconventional gas and oil are associated with direct increases in employment and income in the industry. Increased energy sector activity can have positive local spillover effects through increased firm purchases of locally-produced goods and services from other sectors (intermediate goods and services) and increased local spending by energy sector workers. Yet, negative spillover effects can occur through rising local factor and goods prices associated with increased local demand and adverse effects on the local area quality of life (White, 2012; Lydersen, 2013) .
Industry sponsored studies of the economic impacts of unconventional gas and oil activities focused on the positive spillover effects, using tools that are designed to solely capture the positive spending effects (Kinnaman, 2011 Using the IMPLAN model and adjusting it with survey data, Considine et al. (2009) estimate that over 29 thousand jobs were created in Pennsylvania during 2008 by unconventional oil and gas activity. Considine et al. (2010) updated the earlier study to estimate that over 44
thousand Pennsylvania jobs were created in 2009 by unconventional oil and gas activity. Kinnaman (2011) questions the assumptions of the study: 1) that all lease and royalty payments are made in Pennsylvania; and 2) that 95 percent of all direct expenses occur in Pennsylvania. It also is not clear whether the payments should be entered in the input-output model as direct payments, as it appears from the descriptions in the studies, because the IMPLAN SAM may already account for them when the energy sector is directly stimulated, which would lead to double counting.
To be sure, Kelsey et al. (2009) reported that 37 percent of workers in shale gas development in Pennsylvania were out-of-state residents, while landowners saved about 55 percent of their royalties/lease payments. Thus, the total job impacts were estimated to be in the Employment multipliers across the years were in the range of 2.5-2.64.
Other research suggests that input-output models overstate the economic impacts of export-based activity in general. For example, Edmiston (2004) finds that input-output models 6 overstated the multiplier effects of large new manufacturing plants. Computable general equilibrium (CGE) analysis of Harrigan and McGregor (1989) and Rickman (1992) suggest that the general overstatement of multiplier effects by input-output models relates to the absence of prices in the models and implicit assumptions of perfectly elastic supply. In CGE models with less than perfectly elastic supply, increased direct economic activity places upward pressure on prices, making other industries less competitive and reducing demand. This offsets the positive spillover effects from increased intermediate purchases and induced spending captured by inputoutput models. This is a phenomenon often noted in the resource curse literature (see footnote 2) and is very possible in some areas where unconventional oil and gas extraction is occurring.
Adverse effects on the natural environment and local quality of life also can offset economic gains associated with energy development, both to area resident well-being and to economic growth through negative feedback effects on tourism and migration. A number of potential risks to the local areas have been identified in the literature (Lipscomb et al., 2012; Rahm, 2011 , White, 2012 Atkin, 2014) : contamination of ground water, accidental chemical spills, reduction in air quality (e.g., dust, diesel fumes), noise, land footprint of drilling activities, earthquake frequency, pipeline placement and safety and the volume of water used in unconventional energy extraction.
Evidence of the adverse economic effects of these can be found in studies of housing values near unconventional energy producing sites. Gopalakrishan and Klaiber (2014) real personal income and wages in counties with increased natural gas production relative to those with declining production and with no production. He estimates an employment multiplier of 1.7, well below those reported in the input-output studies. Employment in construction, transportation and services had positive relative employment growth in counties with increased natural gas production, while there were not any relative employment effects in manufacturing and retail. Yet, the study faces the same limitation of others in ignoring potential geographic spillovers in specifying treatment counties versus control counties. As with Weber (2012) , the use of counties with long standing energy development in the control set can confound the separate effects of unconventional oil and gas extraction.
Empirical Approach
We examine the nonmetropolitan oil and gas counties in Arkansas, North Dakota, and Pennsylvania, counties that experienced unconventional drilling in the Bakken, Fayetteville and Marcellus shale plays. These counties had limited or stable energy activity prior to the emergence of unconventional drilling, making it easier to identify a treatment effect. They also 9 have been subjects of prior studies using simple impact analysis tools. The counties examined for each state are listed in Table 1 .
Only nonmetropolitan counties are examined because it is more likely that the effects of energy extraction can be detected given the overall smaller size of nonmetropolitan local economies and greater relative size of the energy sector (Weinstein and Partridge, 2011) .
Because of potential geographic spillovers across county lines we examine the aggregate of the oil and gas counties in each state. Potential heterogeneity in effects within a shale play, and difficulties in detecting oil and gas shale impacts in larger economies, lead us to also consider sub-groupings of oil and gas counties in Arkansas and Pennsylvania. Finally, to detect geographic spillovers more broadly we examine all nonmetropolitan counties together as an aggregate in each state.
Regional economic variables examined include total employment, wage and salary employment, per capita personal income, population and the poverty rate. Wage and salary employment also is examined for the sectors Accommodation and Food Services, Construction, and Retail. Employment data for the non-oil and gas sectors are used to assess possible positive or negative spillovers on other sectors. A variety of outcome measures are chosen for the analysis because general well-being in an area may not necessarily be reflected by a single variable (Partridge and Rickman, 2003) .
We use the synthetic control method (SCM) (Abadie and Gardeazabal 2003; Abadie et al., 2010) to estimate the counterfactual -a baseline projection for the local economies in the absence of unconventional drilling (the intervention) -for each of the exposed/treatment states Arkansas, North Dakota, and Pennsylvania. The counterfactual in each case is a weighted average of the donor pool (the set of unexposed/control units) consisting of the aggregate 10 nonmetropolitan portions of the states that have not been exposed to unconventional drilling. A comparison of the counterfactual and the actual outcome provides an estimate of the net regional economic impact of unconventional oil and gas activities in Arkansas, North Dakota, and Pennsylvania. We estimate the impact on each outcome for regions of each of the three exposed states separately. Below is a detailed description of the method and its advantages.
Synthetic Control Method (SCM)
There are a number of advantages to using SCM in this study. Secondly, when aggregate data are employed (as the case is in this paper) the uncertainty remains about the ability of the control group to reproduce the counterfactual outcome that the affected unit would have exhibited in the absence of the intervention. This type of uncertainty is not reflected by the standard errors constructed with traditional inferential techniques for comparative case studies. As Buchmueller et al. (2011) explain, in a 'clustering' framework,
11
inference is based on the asymptotic assumption, i.e., the number of units grows large. Naturally, this does not apply in our case as our focus is one state at a time. The comparison of a single state against all other states in the control group collapses the degrees of freedom and results in much larger sample variance compared to the one typically obtained under conventional asymptotic framework and can seriously overstate significance of the intervention Lang, 2007, Buchmueller et al., 2011) . In other words, it becomes difficult to argue that the observed conditional difference in measured outcome is entirely due to the intervention. Bertrand et al. (2004) also emphasize that regression-based difference-in-difference analyses tend to overstate the significance of the policy intervention. We, therefore, apply the permutations or randomization test (Bertrand et al., 2004 , Abadie et al., 2010 , Buchmueller et al., 2011 , Bohn et al., 2014 ) that the SCM readily provides.
Finally, because the choice of a synthetic control does not require access to postintervention outcomes, SCM allows us to decide on a study design without knowing its bearing on its findings (Abadie et al., 2010) . The ability to make decisions on research design while remaining blind to how each particular decision affects the conclusions of the study is a safeguard against actions motivated by a 'desired' finding (Rubin 2001) .
The Synthetic Control
The following exposition is based on Abadie and Gardeazabal (2003) and Abadie et al. (2010) 
T t  , and
it  is the effect of the intervention for state i at time t . We restrict the donor pool based on an absence of proven reserves and/or a lack of oil and gas employment over the periods T t ,..., 1  , though we experiment with this in sensitivity analysis. We assume that the intervention had no effect on the outcome in the exposed state before it took place, and that the outcome of the donor pool states were not affected by the intervention in the exposed state.
We want to estimate ) ,..., (
. From equation (1) we note that Y is given by the model,
where, t  is an unknown common factor constant across states, t Z is a 
Inference
Once an optimal weighting vector  W is chosen, the "synthetic" is obtained by calculating the weighted average of the donor pool. The post-intervention values of the synthetic control serve as our counterfactual outcome for the treatment state. The post-intervention gap between the actual outcome and the synthetic outcome, therefore, captures the impact of the intervention.
To begin, we follow Bohn et al. (2014) and calculate a difference-in-difference estimate for the treatment state, (4) makes sure that the estimate is neutral to the direction of change.
14 To formally test the significance of this estimate, we apply the permutations or randomization test -as suggested by Bertrand et al. (2004) , Buchmueller et al. (2011) , Abadie et al. (2010) and Bohn et al. (2014) -on this difference-in-difference estimator. Specifically, for each state in the donor pool, we estimate the difference-in-difference as specified in equation (4) as if these states were exposed to unconventional drilling in time 0 T (i.e., apply a fictitious intervention). The distribution of these "placebo" difference-in-difference estimates then provides the equivalent of a sampling distribution for TR  . To be specific, if the cumulative density function of the complete set of  estimates is given by
, the p-value from a onetailed test of the hypothesis that Bohn et al. 2014) . Note that this answers the question, how often would we obtain an effect of shale mining of a magnitude as large as that of the treatment state if we had chosen a state at random, which is the fundamental question of inference (Bertrandet al., 2004 , Buchmueller et al. 2011 , Abadie et al. 2010 ).
We carry out a second test following Abadie et al. (2010) . We calculate what we call DID rank, which is the ranking of the absolute value of the magnitude of the difference-in-difference of the treatment state against all the placebo difference-in-difference magnitudes. For example, if DID rank is 1 then the estimated impact of the intervention in the treatment state is greater than any of the estimated placebo impacts.
Data and Selection of Predictors
All data for the outcome variables are collected beginning with 2001 to establish a period prior to unconventional oil and gas drilling in the areas of interest, and ending in 2011, the last period available at the time of the study for the outcome variables and energy production data used for identification. Annual data for the outcome variables, total employment, wage and 3 Employment in Oil and Gas extraction was used to identify the counties with oil and gas drilling and extraction. We use wage and salary employment for identification because total employment counts individuals receiving investment income as employees, making it less likely to be correlated with the location of energy extraction. Energy extraction activity used in identification is provided by county-level oil and gas production data for 2000-2011 from
Economic Research Services of the U.S. Department of Agriculture (USDA, 2013a).
Several variables were used as predictors to construct the synthetic control for each grouping of oil and gas counties. First, variables were included to reflect industry composition of the counties. Whether the county was heavily dependent on farming, manufacturing, or mining was included, all from the ERS (USDA, 2013b). Industry dependence of the county is based on the shares of earnings during the period of 1998 to 2000, making industry dependence pre-determined to the intervention periods. We also use an industry mix employment growth measure over the period 2002 to 2007. Industry mix employment growth is the growth expected over the period based on an area's initial composition of fast-and slow-growing industries nationally and has a long history of use in regional science. The measure was calculated at the county level using four-digit NAICs data by Dorfman et al. (2011) and aggregated to nonmetropolitan portions of states by Rickman and Guettabi (forthcoming) . 4 Because the industry mix measure uses beginning period county employment shares and sector employment growth at the national level, it is predetermined to the intervention periods at the sub-state level.
Because of their importance for growth and income levels (Partridge et al., 2008; Partridge et al., 2009) , we also include measures of urbanization and urban proximity. The ruralurban continuum code from ERS is included, which is based on population and contiguity to a metropolitan area (USDA, 2013b). More refined measures of urban proximity are provided by measures of county distances to metropolitan areas in different tiers of the urban hierarchy.
Included is the distance from a nonmetropolitan county to the nearest metropolitan areas, while also included are variables representing the incremental distances to reach metropolitan areas with population of at least 250 thousand, 500 thousand and 1.5 million (see Partridge et al., 2008 for details).
The natural amenity attractiveness of the county is included because of its importance for regional employment and population growth (Deller et al., 2001, Rickman and Guettabi, forthcoming) . Amenity attractiveness is measured by a ranking from 1 to 7 reported by ERS (USDA, 2013b). The ranking reflects the following characteristics of the county and their relationships to population growth during 1970 to 1996 (McGranahan, 1999 : (1) average January temperature; (2) average January days of sun; (3) a measure of temperate summers; (4) average July humidity; (5) topographic variation; and (6) water area as a proportion of total county area. We also include whether a county is a retirement destination, designated so by ERS if the number of residents over 60 years of age increased by more than 15 percent between 1990
and 2000 (USDA, 2013b). Retirement migration may reflect amenity attractiveness not reflected in the ERS natural amenity measure, such as the presence of man-made amenities (e.g., health care facilities in the county). 
Results and Discussion
Two sets of predictor variables are employed. First, we perform the analysis with all the predictor variables discussed above included, plus pre-intervention per capita income to capture convergence effects, and the pre-intervention outcome variable (Abadie et al., 2010) . Second, for parsimony given the limitations on the number of donor states we reduce the number of 18 predictors based on their importance and pre-intervention fits. Using the smaller set of predictor variables produces good pre-intervention fits (the absolute pre-intervention prediction error is typically below 1 percent of the pre-intervention mean of the outcome). The parsimonious set of predictor variables includes: percent of college graduates, proportion of farm dependent counties, proportion of manufacturing dependent counties, industry mix growth rate, natural amenity ranking, incremental distances to metropolitan areas of 500 thousand and 1.5 million people, per capita income in 2001, and the pre-intervention outcome variable. Therefore, the parsimonious runs serve as our base results.
Full SCM results for total employment in Arkansas, North Dakota and Pennsylvania appear in Tables 3, 5 and 6. Each table contains the weights that the donor state nonmetropolitan portions contribute in the construction of the synthetic control for total employment in the oil and gas county aggregate. Each table also includes the statistical results of the permutations or randomization tests; i.e., the difference in the post-and pre-intervention mean gap between actual and synthetic outcomes of the treatment units are ranked and statistically compared to those from placebo runs for each of the donor non-metropolitan portions. Table 4 contains these statistical tests for all other variables, where for brevity the weights are not shown. 
Arkansas
As shown in Table 2 , relative to all nonmetropolitan counties in the state, oil and gas counties in Arkansas had a slightly larger share of the adult population with a college degree, were slightly further from the nearest metropolitan area and further down the urban hierarchy, were more likely to be a retirement destination, less likely to be dependent on farming or manufacturing, had slightly lower poverty, and comparable per capita personal income.
We identified 2006 as the year of intervention because oil and gas wage and salary employment dramatically rose afterwards. As shown in the middle column of Panel B, the primary contributors to the synthetic control for total employment in Arkansas oil and gas counties were Mississippi, Virginia and Nebraska, with Mississippi receiving approximately half of the weight. Mississippi is the primary synthetic control contributor to all regional labor market measures for the Arkansas oil and gas counties, with the weights ranging from 0.43 to 0.52 (not shown).
The middle column of Panel B of Table 3 shows that the post-intervention total employment level for Arkansas oil and gas counties falls below the synthetic control estimates, though statistically insignificant based on the placebo analysis. The top half of Figure 1 shows the pre-and post-intervention comparisons of actual to synthetic control total employment estimates. Also shown are the pre-and post-intervention comparisons for personal income, the poverty rate and population. Post-intervention actual per capita income exceeds the synthetic control estimate, while the actual poverty rate lies below. However, Table 4 shows that the 20 differences are not statistically significant. Therefore, shale oil and gas development does not appear to have significantly affected the aggregate economy of Arkansas's oil and gas counties.
To examine whether there were positive spillovers extending statewide beyond the borders of the oil and gas counties we re-ran the synthetic control analysis for the entire nonmetropolitan portion of Arkansas as the treated unit. The first column of Panel A in Table 3 shows that Mississippi became even more the dominant contributor to the synthetic control estimates, with over ninety percent of the weight, with Nebraska the only other state to significantly contribute. As for the Arkansas oil and gas counties, Tables 3 (Panel B) and 4 show that there were not any statistically significant regional labor market effects for nonmetropolitan
Arkansas. This suggests that the lack of effect found for the oil and gas counties was not because of neglecting broader positive geographic spillovers.
Because the lack of effect could be attributable to difficulties in detecting the oil and gas activity within the broader aggregate of counties, where oil and gas activity may be too small of an economic component in many counties, we next more narrowly focus on the counties containing the most energy extractive activities. Most shale drilling has occurred in the counties north of Little Rock, running eastward from Conway to White Counties.
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Therefore, we examine the aggregate of the top four natural gas producing counties in 2011, which were responsible for over eighty percent of natural gas production in Arkansas during the year:
Cleburne, Conway, Van Buren and White (USDA, 2013a).
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Relative to all Arkansas oil and gas counties, these counties are less remote given their proximity to Little Rock, have lower adult population shares of college graduates, more likely to be retirement destinations, less likely to be manufacturing or farm dependent counties, and slightly less amenity attractive. The difference in characteristics led to different contributors to the synthetic control estimates. For total employment, the third column of Panel A in Table 3, shows that the non-metropolitan portion of New York, which has almost no nonmetropolitan oil and gas wage and salary employment, served as the primary contributor to the synthetic control for the four county aggregate, followed by Arizona and Florida with smaller weights.
The bottom half of Figure 1 shows that post-intervention actual total employment, per capita income and population are higher than the synthetic control estimates, while the actual poverty rate is lower. Tables 3 (Panel B) and 4 show that only total wage and salary employment, along with employment in Construction and Accommodation and Food Services, are statistically significant at or below the 0.10 level, though per capita income and population were close with the fifth largest DID ranking. In 2011, total wage and salary employment is predicted to be 8.2 percent higher than it otherwise would be without oil and gas development Although insignificant, the differences are 7.8 and 3.6 percent higher for per capita income and population.
Because of the significance of the wage and salary employment effect, and because the EMSI employment data for the oil and gas sector are wage and salary, we calculate an estimated wage and salary employment multiplier for energy extraction activity in these four counties. The estimated SCM difference in total wage and salary jobs in 2011, calculated as the difference between the actual and synthetic control estimate is 3,615 (not shown). Using EMSI data for the four counties, the change in the total number of wage and salary jobs in the mining sector attributable to increased oil and gas activity is 2,045.6, which produces a wage and salary Brown (2014) for several states that had counties involved in natural gas production.
To assess whether the difference in results for the top-four oil and gas producing counties versus the larger areas in Arkansas is because of differences in donor states in the SCM, where
Mississippi has one nonmetropolitan county that experienced increased oil and gas employment during the treatment period, we re-ran the SCM for the larger areas. However, with one exception, there were not any changes in results. Only for the poverty rate in the aggregate of oil and gas counties was there estimated to be a statistically significant economic benefit from shale gas activity. With Mississippi removed from the donor pool, the states contributing the most to the total employment synthetic control estimate in the oil and gas aggregate, in order, were North Carolina, Nebraska, and New York (they were correspondingly Nebraska and Tennessee for the nonmetropolitan area aggregate); these are states with little or no oil and gas employment during the treatment period.
North Dakota
Compared to the rest of nonmetropolitan North Dakota, its oil and gas counties have a higher share of college graduates, are more remote, had negative natural population growth 7 The EMSI data estimates we purchased indicate a change of 340.4 oil and gas extraction wage and salary jobs from 2006-2011 in the four counties. Using an estimated change in support jobs in the mining sector of 1,705.2 over the period, the total change in mining sector wage and salary jobs associated with increased energy activity in the four counties equals 2,045.6. Total employment in mining support for the four counties was obtained from Dorfman (2011) and was scaled to reflect the statewide ratio of wage and salary employment to total employment in the sector. The change in mining support jobs is almost exclusively believed to support oil and gas extraction because prior to 2006 mining support jobs was virtually nonexistent, despite non-oil and gas mining activity in the counties (in Nonmetallic Mineral Mining and Quarrying). For a list of support activities for oil and gas operations see http://www.naics.com/censusfiles/ND213112.HTM (accessed July 26, 2014).
(likely reflecting an older population), are more natural amenity-attractive, and are less farm dependent. We identified 2007 as the intervention year as oil and gas wage and salary employment significantly rose in 2008, after having been fairly steady in previous years.
As shown in the second column of Panel A in Table 5 The second column of Panel B in Table 5 shows that the post-intervention actual employment level rises above the synthetic control estimate. From the bottom half of Figure 2 , it can be seen that in the absence of oil and gas activity, total employment in the North Dakota oil and gas counties would have been expected to fall slightly during the Great Recession and rise back to the pre-recession level by 2011, whereas, it actually increased dramatically throughout the post-intervention period. The difference is statistically significant below the 0.001 level, with the DID ranking 1.
Also shown in the bottom half of Figure 2 , post-intervention, per capita income and population rise above the synthetic control estimates, while the poverty rate falls below. To be sure, from Dakota's oil and gas counties were related to oil and gas extraction (Dorfman, 2011) , suggesting they were responsible for 28,973 of the SCM estimate of 31,752 wage and salary jobs. 9 Using EMSI wage and salary data for North Dakota oil and gas counties, the total change in the number of wage and salary jobs in Mining sector attributable to increased oil and gas activity is 8,592, which produces an estimated wage and salary multiplier of 3.37. 10 This is considerably higher than the multiplier estimated above for Arkansas, but less than the national average of five reported by IHS (2012) . But the oil and gas counties in North Dakota are much more isolated than those in Arkansas and had considerably fewer other types of economic activity prior to the boom, reducing the likelihood of crowding out. North Dakota primarily extracts oil, while
Arkansas primarily extracts natural gas.
To examine whether there were broader positive or negative spillover effects we next examine all North Dakota nonmetropolitan counties as a treated aggregate unit. Compared to the oil and gas counties in the state, all nonmetropolitan counties are more farm dependent, are less amenity attractive, and are less remote ( Table 2 ). The composition of the synthetic control group for the nonmetropolitan aggregate also differs. Possibly reflecting the much greater farm dependence of all of nonmetropolitan North Dakota, the primary contributor is Iowa, followed by Nebraska, and then South Dakota.
The first column of Panel B in Table 5 shows that total employment significantly increased in the entire nonmetropolitan portion of North Dakota. The top half of Figure 2 shows similar patterns as those for the oil and gas counties, except that population did not increase.
Total employment increased 17 percent, while wage and salary employment increased nearly 19
percent. This translates into additional total employment of 38,475, and additional wage and salary employment of 29,884 (not shown). The larger total employment estimate suggests additional spillovers to other counties outside of the oil and gas boundaries, while no net additional wage and salary employment is estimated to have occurred. Total employment includes those receiving payments but not actively working in the industry, so there likely are many of those individuals living in non-oil and gas nonmetropolitan North Dakota counties. For comparable total employment for both 2007 and 2011, producing an estimated increase of oil and gas related mining support jobs of 7,823.3.
wage and salary employment, any positive spending spillovers may be offset by drawing labor from other counties, which is suggested by the absence of a population effect for the nonmetropolitan counties as a whole, or crowding out effects through increased factor costs.
Among all the labor market measures, only Accommodation and Food Services, and population are not statistically significant at or below the 0.10 level.
Pennsylvania
Pennsylvania oil and gas counties have lower than the U.S. nonmetropolitan average share of population with a college degree but a greater high school completion rate, much greater manufacturing dependence, and are less remote from urban agglomeration economies (Table 2 ).
Relative to all of nonmetropolitan Pennsylvania, the oil and gas counties are less likely to be a retirement destination, have slightly larger natural population growth and are slightly less likely to be manufacturing dependent.
The intervention year is identified as 2006 because yearly oil and gas wage and salary employment increases become much more significant afterwards. For total employment, the primary donors to the synthetic control in order of importance are Illinois, Oregon, Virginia, and New York (Table 6 , middle column of Panel A). The same ordering of contributors is found for aggregate wage and salary employment, where Illinois is the top contributor for all variables, except for poverty where Virginia is the top contributor; all total employment contributors are found to be major contributors to the SCM estimates of the other variables.
Although actual total employment in 2011 lies 1.6 percent above the synthetic control estimate (top half of Figure 3 ), the differences over the post-intervention period are not statistically significant. Of all the regional labor market measures, only Retail wage and salary employment is significant at or below the 0.10 level (Table 4) , though the actual value lies below 27 the synthetic control estimate (not shown). This may reflect the loss of tourism dollars in these counties from oil and gas activity (White, 2012; Lydersen, 2013) . Employment in Construction and Accommodation and Food Services appeared positively affected, but the differences are not statistically significant. Not surprisingly then, overall wage and salary employment was statistically unaffected.
The results also suggest that the absence of significant regional labor market effects was not from ignoring broader geographic spillovers. For the total nonmetropolitan area of Pennsylvania, total employment (Table 6 , Panel B, first column) and all other regional variables (Table 4) were not statistically affected by oil and gas activity. The composition of the synthetic control for total employment changed somewhat, with New York as the largest contributor, followed by Virginia, Tennessee and Oregon with weights greater than ten percent in order of importance.
As we did for Arkansas, we also examine the most shale energy active counties in the nonmetropolitan portion of Pennsylvania as a group. The five counties of Bradford, Clinton, Potter, Susquehanna and Tioga in the northeast part of the state comprise forty nine percent of natural gas production in 2011, where production in each county increased dramatically in the immediately preceding years (USDA, 2013a). The counties also mostly did not have any oil production during the period.
From Tables 4 and 6 , we see there are not any statistically significant effects at the 0.10 level or below. Actual total employment and wage and salary employment in 2011 are higher but the employment effect only becomes noticeably positive after 2009. Per capita income is 2.7 percent higher and population 1.2 percent lower in 2011, though both are statistically insignificant. The pattern may occur because oil and gas extraction wage salary employment 28 only exceeds one hundred in 2010, doubling to over two hundred in 2011; this corresponds to the boom in production that began in 2009. Possibly, if the boom in production and oil and gas employment continues in future years, significant effects could be found.
We also ran the SCM for ten counties (indicated in Table 1) 
Results for the Full Set of Predictor Variables
We next re-run the SCM for all regional labor market measures and all areas examined above using the complete set of predictor variables. The results are not shown for brevity but are available from the authors upon request. The additional variables are: the percent of the population with only a high school degree; the percent of the adult population with only an associate college degree; ERS rural-urban influence; distance to the nearest metropolitan area; incremental distance to a metropolitan area with over 250 thousand people; Wharton Residential
Land Use Regulatory Index, and retirement destination status of counties in the area.
As before, no significant regional labor market effects were found for the Arkansas oil and gas county aggregate or for the Arkansas nonmetropolitan aggregate. For the four county aggregate, not only are the wage and salary employment variables statistically significant as before, but so is the poverty rate, while total employment remains insignificant. For North Dakota, all regional labor market measures continue to be statistically significant for the nonmetro and the oil and gas county aggregates. Only Retail wage and salary employment and population are insignificant for the nonmetropolitan county aggregate for North Dakota, where before it was population and Accommodation and Food Services employment that were insignificant. For Pennsylvania, again only Retail wage and salary employment is statistically significant in the oil and gas county aggregate SCM. In contrast to the previous SCM's for the five-county Pennsylvania aggregate, the poverty effect is statistically significant (p-value=0.1), while the other variables remain insignificant.
Summary and Conclusions
In this study, we examined the regional economic effects of unconventional oil and gas production in the Bakken, Fayetteville and Marcellus shale plays. Because of potential spillovers across local area economies we examined the effects for aggregates of counties, including the entire metropolitan portions of Arkansas, North Dakota and Pennsylvania, aggregates of the oil and gas producing counties in the states, and subsets of the states' oil and gas counties. To broadly gauge the effects on economic well-being (Partridge and Rickman, 2003) , we examined a wide range of local economic indicators: total employment, wage and salary employment, per capita income, the poverty rate, and population. Wage and salary employment in Accommodation and Food Services, Construction and Retail also were examined to identify possible positive or negative spillover effects of unconventional energy production on other local industries.
We use the synthetic control method (SCM) (Abadie and Gardeazabal 2003; Abadie et al., 2010) to predict economic activity that would occur in the absence of increased unconventional energy development, which can then be compared to actual outcomes, where the differences are the estimated effects of increased shale oil and gas production. We find large and statistically significant positive effects for the oil and gas counties in North Dakota across the entire wide range of regional labor market measures, as well as for the entire nonmetropolitan portion of the state (except for population). The only statistically significant positive effects found for Arkansas are for the four counties most intensive in shale gas production, suggesting mostly localized positive economic benefits of unconventional oil and gas production. No statistically significant positive effects were found for any aggregation of counties in Pennsylvania.
In addition, back of the envelope calculations with the results where, significantly positive wage and salary employment effects were found, suggest that actual multiplier effects on local economies in shale plays are smaller than commonly reported by the use of input-output 31 models. The absence of reported effects for Pennsylvania could at least partly be because of the more recent, or slow pace of, development in key nonmetropolitan portions of the state compared to Arkansas and North Dakota. But the lack of effects for Pennsylvania contrasts with the large predicted effects by Considine et al. (2009; that should show up in our analysis and are more in line with the findings of Weinstein and Partridge (2011) .
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The less sanguine findings for the regional economic benefits of unconventional oil and gas development caution that it may not be the panacea for what ails many local area economies.
Areas that contain significant levels of other types of economic activity such as agriculture, retiree migration, tourism, may more likely experience offsetting adverse economic effects. The isolation of counties in the Bakken area mitigates some of these but energy activity in and near more populated areas may come with greater economic costs. To be sure, the analysis in this paper is short run, more likely emphasizing the positive effects, such as those related to exploration and initial construction (White, 2012) , but may not cover a time span of sufficient length to capture most of the long-term adverse effects that may arise from, for instance, contamination of groundwater or increased frequency of earthquakes in areas with fault lines.
State and local area residents and policy makers must weigh the balance of both the potential benefits and costs in the permitting and taxation of unconventional energy extraction to ensure it enhances regional overall economic well-being. 
