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a b s t r a c t
Fuzzy set theory, soft set theory and rough set theory are mathematical tools for dealing
with uncertainties and are closely related. Feng et al. introduced the notions of rough soft
set, soft rough set and soft rough fuzzy set by combining fuzzy set, rough set and soft set
all together. This paper is devoted to the further discussion of the combinations of fuzzy
set, rough set and soft set. A new soft rough set model is proposed and its properties are
derived. Furthermore, fuzzy soft set is employed to granulate the universe of discourse
and a more general model called soft fuzzy rough set is established. The lower and upper
approximation operators are presented and their related properties are surveyed.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
To solve complicated problems in economics, engineering, environmental science and social science,methods in classical
mathematics are not always successful because of various types of uncertainties presented in these problems. While
probability theory, fuzzy set theory [1], rough set theory [2,3], and other mathematical tools are well known and often
useful approaches to describing uncertainty, each of these theories has its inherent difficulties as pointed out in [4,5]. In
1999, Molodtsov [4] introduced the concept of soft sets, which can be seen as a new mathematical tool for dealing with
uncertainties. This so-called soft set theory is free from the difficulties affecting existing methods.
Presently, works on soft set theory are progressing rapidly. Maji et al. [6] defined several operations on soft sets and
made a theoretical study on the theory of soft sets. Aktas and Cagman [7] compared soft sets to the related concepts of fuzzy
sets and rough sets. They also defined the notion of soft groups and derived some related properties. Jun [8] introduced the
notion of soft BCK/BCI-algebras. Jun and Park [9] discussed the applications of soft sets in ideal theory of BCK/BCI-algebras.
Feng et al. [10] applied soft set theory to the study of semirings and initiated the notion of soft semirings. Furthermore,
based on [6], Ali et al. [11] introduced some new operations on soft sets and improved the notion of complement of soft set.
They proved that certain De Morgan’s laws hold in soft set theory. Qin and Hong [12] introduced the notion of soft equality
and established lattice structures and soft quotient algebras of soft sets.
With the establishment of soft set theory, its application has boomed in recent years. In [13], Maji et al. introduced
the notion of reduct-soft-set and described the application of soft set theory to a decision-making problem using rough sets.
Chen et al. [14] presented a newdefinition of soft set parameterization reduction, and compared this definition to the related
concept of attributes reduction in rough set theory. Kong et al. [15] introduced the notion of normal parameter reduction of
soft sets and constructed a reduction algorithm based on the importance degree of parameters.
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In soft set theory, in most cases the parameters are vague words or sentences involving vague words. Considering
this point, Maji et al. [16] introduced the notion of fuzzy soft sets by combining fuzzy sets and soft sets. Roy and
Maji [17] presented a fuzzy soft set theoretic approach towards a decision making problem. Xiao et al. [18] proposed a
combined forecasting approach based on fuzzy soft set theory. Yang et al. [19] introduced the concept of interval-valued
fuzzy soft set and a decision making problem is analyzed by the interval-valued fuzzy soft set.
Soft set theory, fuzzy set theory and rough set theory are all mathematical tools to deal with uncertainty. It has been
found that soft set, fuzzy set and rough set are closely related concepts [7]. Feng et al. [20] provided a framework to
combine fuzzy sets, rough sets and soft sets all together, which gives rise to several interesting new concepts such as rough
soft sets, soft rough sets and soft rough fuzzy sets. This study presents a preliminary, but potentially interesting research
direction. However, some basic problems still need further investigation. Firstly, the soft rough fuzzy set presented in [20]
is a generalization of Dubois and Prade’s rough fuzzy set. Is it a generalization of soft rough set? Secondly, the key point
in the soft rough fuzzy set model is that a soft set, rather than an equivalence relation, is used to granulate the universe of
discourse. Now we wonder what will happen if we use a fuzzy soft set to granulate the universe of discourse. This paper is
devoted to solving these problems. The paper is organized as follows: In Section 2, we recall some notions and properties
of soft sets and fuzzy sets. In Section 3, we point out that rough soft set is an extension of rough fuzzy set. In Section 4, we
present some properties of soft rough approximation operators, and introduce a new soft rough fuzzy set model, which is
an improvement of Feng’s model. In Section 5, we use a fuzzy soft set to granulate the universe of discourse and establish a
more general model called soft fuzzy rough set. The paper is completed with some concluding remarks.
2. Preliminaries
This section presents a review of some fundamental notions of fuzzy sets and soft sets. We refer to [1,4,5] for details.
The theory of fuzzy sets initiated by Zadeh provides an appropriate framework for representing and processing vague
concepts by allowing partial memberships. Let U be a nonempty set, called universe. A fuzzy set µ in U is defined by a
membership function µ : U → [0, 1]. For x ∈ U , the membership value µ(x) essentially specifies the degree to which x
belongs to the fuzzy set µ. In what follows, the family of all subsets of U (resp. all fuzzy sets in U) is denoted by P(U) (resp.
F(U)).
There are many different definitions for fuzzy set operations. With the min–max system proposed by Zadeh, fuzzy set
intersection, union, and complement are defined componentwise as follows:
(µ ∩ ν)(x) = µ(x) ∧ ν(x),
(µ ∪ ν)(x) = µ(x) ∨ ν(x),
µc(x) = 1− µ(x),
where µ, ν ∈ F(U) and x ∈ U . By µ ⊆ ν, we mean that µ(x) ≤ ν(x) for all x ∈ U . Clearly, µ = ν if both µ ⊆ ν and ν ⊆ µ,
i.e. µ(x) = ν(x) for all x ∈ U .
In 1999,Molodtsov [4] introduced the concept of soft sets. LetU be the universe set and E the set of all possible parameters
under consideration with respect to U . Usually, parameters are attributes, characteristics, or properties of objects in U .
Molodtsov defined the notion of a soft set in the following way:
Definition 1 ([4]). A pair (F , A) is called a soft set over U , where A ⊆ E and F is a mapping given by F : A→ P(U).
In other words, a soft set over U is a parameterized family of subsets of U . For e ∈ A, F(e)may be considered as the set of
e-approximate elements of the soft set (F , A). For illustration, Molodtsov considered several concrete examples of soft sets.
Example 2 ([4]). Suppose that there are six houses in the universe U given by U = {h1, h2, h3, h4, h5, h6} and E =
{e1, e2, e3, e4, e5} is the set of parameters. Where e1 stands for the parameter ‘expensive’, e2 stands for the parameter
‘beautiful’, e3 stands for the parameter ‘wooden’, e4 stands for the parameter ‘cheap’ and e5 stands for the parameter ‘in
green surroundings’.
In this case, to define a soft set means to point out expensive houses, beautiful houses, and so on. The soft set (F , E)
may describe the ‘attractiveness of the houses’ which Mr. X is going to buy. Suppose that F(e1) = {h2, h4}, F(e2) =
{h1, h3}, F(e3) = {h3, h4, h5}, F(e4) = {h1, h3, h5}, F(e5) = {h1}. Then the soft set (F , E) is a parameterized family
{F(ei); 1 ≤ i ≤ 5} of subsets of U and gives us a collection of approximate descriptions of an object. F(e1) = {h2, h4}
means ‘houses h2 and h4’ are ‘expensive’.
Example 3 ([4]). Zadeh’s fuzzy set may be considered as a special case of the soft set. Letµ be a fuzzy set. For α ∈ [0, 1], let
F(α) = {x ∈ U;µ(x) ≥ α} (1)
be the α-level set. If we know the family {F(α);α ∈ [0, 1]}, we can calculate µ(x) by means of the formulae µ(x) =
supx∈F(α)α. That is µ = ∪α∈[0,1] α · F(α). This observation is usually summarized by a representation theorem in fuzzy set
theory, which establishes a one-to-one correspondence between a fuzzy set and a family of crisp sets satisfying certain
conditions. Thus, fuzzy set µmay be considered as the soft set (F , [0, 1]).
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3. Rough soft sets
Rough set theory was proposed by Pawlak [2]. It provides a systematic method for dealing with vague concepts caused
by indiscernibility in situations with incomplete information or a lack of knowledge.
Let U be a universe of discourse, and R an equivalence relation on U . The pair (U, R) is called a Pawlak approximation
space. Rwill generate a partition U/R = {[x]R; x ∈ U} on U , where [x]R is the equivalence class with respect to R containing
x. These equivalence classes are referred to as R-elementary sets which are the basic building blocks (concepts) of our
knowledge about reality. For each X ⊆ U , the upper approximation R(X) and lower approximation R(X) of X with respect
to (U, R) are defined as [2,21]
R(X) = {x ∈ U; [x]R ∩ X ≠ ∅} (2)
R(X) = {x ∈ U; [x]R ⊆ X}. (3)
X is called definable in (U, R) if R(X) = R(X); otherwise X is called a rough set.
Dubois and Prade [22] introduced the lower and upper approximations of fuzzy sets in a Pawlak approximation space,
and obtained a new notion called rough fuzzy sets.
Definition 4 ([22]). Let (U, R) be a Pawlak approximation space andµ ∈ F(U). The lower and upper rough approximations
of µ in (U, R) are denoted by R(µ) and R(µ), respectively, which are fuzzy subsets in U defined by:
R(µ)(x) = ∧{µ(y); y ∈ [x]R}, (4)
R(µ)(x) = ∨{µ(y); y ∈ [x]R}, (5)
for all x ∈ U . The operators R and R are called the lower and upper rough approximation operators on fuzzy sets. µ is called
definable in (U, R) if R(µ) = R(µ); otherwise µ is called a rough fuzzy set.
Clearly, rough fuzzy sets are natural extensions of rough sets. By replacing the equivalence relation by an arbitrary relation
or fuzzy relation, different kinds of generalizations of Pawlak rough set model were obtained [23–26].
Motivated by Dubois and Prade’s original idea about rough fuzzy sets, Feng et al. [20] introduced the lower and upper
approximations of soft sets in a Pawlak approximation space.
Definition 5 ([20]). Let (U, R) be a Pawlak approximation space and S = (F , A) be a soft set over U . The lower and upper
rough approximations ofS in (U, R) are denoted by R∗(S) = (F∗, A) and R∗(S) = (F∗, A), which are soft sets overU defined
by:
F∗(x) = R(F(x)) = {y ∈ U; [y]R ⊆ F(x)} (6)
F∗(x) = R(F(x)) = {y ∈ U; [y]R ∩ F(x) ≠ ∅} (7)
for all x ∈ A. The operators R∗ and R∗ are called the lower and upper rough approximation operators on soft sets. If
R∗(S) = R∗(S), the soft setS is said to be definable; otherwiseS is called a rough soft set.
This definition provides an approach to consider rough approximations of soft sets. Some properties of operators R∗ and
R∗ are derived in [20]. By Example 3, fuzzy sets may be considered a special case of soft sets. Now we want to ask what will
happen, in Definition 5, ifS is a fuzzy set.
Theorem 6. Let (U, R) be a Pawlak approximation space and µ ∈ F(U). Then we have
(1) R∗(µ) = R(µ),
(2) R∗(µ) = R(µ).
Proof. By Example 3, µ ∈ F(U) is a soft set µ = (F , [0, 1]), [0, 1], is the set of parameters and F(α) = {x ∈ U;µ(x) ≥ α}
for each α ∈ [0, 1].
(1) For every α, β ∈ [0, 1], α ≤ β implies F(β) ⊆ F(α) and F∗(β) = R(F(β)) ⊆ R(F(α)) = F∗(α). Hence, R∗(µ) =
(F∗, [0, 1]) can be seen as a fuzzy set in U and R∗(µ) = ∪α∈[0,1] α · F∗(α). For each x ∈ U and α ∈ [0, 1], x ∈ F∗(α) implies
F∗(α)(x) = 1 and x ∉ F∗(α) implies F∗(α)(x) = 0. It follows that
R∗(µ)(x) =

α∈[0,1]
α ∧ F∗(α)(x) =

x∈F∗(α)
α =

x∈R(F(α))
α.
If α ∈ [0, 1] such that x ∈ R(F(α)), then [x]R ⊆ F(α). Hence we have µ(y) ≥ α for all y ∈ [x]R and consequently
α ≤ ∧{µ(y); y ∈ [x]R} = R(µ)(x). It follows that R∗(µ)(x) ≤ R(µ)(x).
On the other hand, let β = R(µ)(x) = ∧{µ(y); y ∈ [x]R}. Then µ(y) ≥ β for all y ∈ [x]R. It follows that
[x]R ⊆ F(β), x ∈ R(F(β)) and consequently
R(µ)(x) = β ≤

x∈R(F(α))
α = R∗(µ)(x).
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(2) For every α, β ∈ [0, 1], α ≤ β implies F(β) ⊆ F(α) and F∗(β) = R(F(β)) ⊆ R(F(α)) = F∗(α). Hence, R∗(µ) =
(F∗, [0, 1]) can be seen as a fuzzy set in U and R∗(µ) = ∪α∈[0,1] α · F∗(α). Then for each x ∈ U , we have
R∗(µ)(x) =

α∈[0,1]
α ∧ F∗(α)(x) =

x∈F∗(α)
α =

x∈R(F(α))
α.
If α ∈ [0, 1] such that x ∈ R(F(α)), then [x]R ∩ F(α) ≠ ∅. It follows that there exists y ∈ [x]R such that y ∈ F(α), that is
µ(y) ≥ α and hence α ≤ ∨{µ(y); y ∈ [x]R} = R(µ)(x). Consequently, we have R∗(µ)(x) ≤ R(µ)(x).
On the other hand, y ∈ F(µ(y)) for each y ∈ [x]R it follows that [x]R ∩ F(µ(y)) ≠ ∅, x ∈ R(F(µ(y))) and µ(y) ≤
∨x∈R(F(α)) α = R∗(µ)(x). Consequently, we have R(µ)(x) = ∨{µ(y); y ∈ [x]R} ≤ R∗(µ)(x). 
This theorem shows that the notion of rough soft sets is a generalization of the notion of rough fuzzy sets.
4. Soft rough sets and soft rough fuzzy sets
In [20], Feng introduced the notions of soft rough sets and soft rough fuzzy sets. The key point is that a soft set instead of
an equivalence relation is used to granulate the universe of discourse.
Definition 7 ([20]). Let S = (f , A) be a soft set over U . The pair S = (U,S) is called a soft approximation space. Based on
S, we define the following two operations:
apr
S
(X) = {u ∈ U; ∃a ∈ A(u ∈ f (a) ⊆ X)}, (8)
aprS(X) = {u ∈ U; ∃a ∈ A(u ∈ f (a), f (a) ∩ X ≠ ∅)}, (9)
assigning to every subset X ⊆ U two sets apr
S
(X) and aprS(X) called the lower and upper soft rough approximations of X
in S, respectively. If apr
S
(X) = aprS(X), X is said to be soft definable; otherwise X is called a soft rough set.
Clearly, apr
S
(X) and aprS(X) can be expressed equivalently as:
apr
S
(X) =

a∈A
{f (a); f (a) ⊆ X}, (10)
aprS(X) =

a∈A
{f (a); f (a) ∩ X ≠ ∅}. (11)
Definition 8 ([20]). A soft setS = (f , A) over U is called a full soft set if ∪a∈A f (a) = U .
Definition 9 ([20]). Let S = (f , A) be a full soft set over U and S = (U,S) be a soft approximation space. For a fuzzy set
µ ∈ F(U), the lower and upper soft rough approximations of µ with respect to S are denoted by sap
S
(µ) and sapS(µ),
respectively, which are fuzzy sets in U given by:
sap
S
(µ)(x) = ∧{µ(y); ∃a ∈ A({x, y} ⊆ f (a))}, (12)
sapS(µ)(x) = ∨{µ(y); ∃a ∈ A({x, y} ⊆ f (a))}, (13)
for all x ∈ U . The operators sap
S
and sapS are called the lower and upper soft rough approximation operators on fuzzy sets.
If sap
S
(µ) = sapS(µ), µ is said to be soft definable; otherwise µ is called a soft rough fuzzy set.
In [20], it is pointed out that if {f (a); a ∈ A} forms a partition of U , then
sap
S
(µ)(x) = ∧{µ(y); y ∈ [x]R}, (14)
sapS(µ)(x) = ∨{µ(y); y ∈ [x]R}, (15)
where µ ∈ F(U), x ∈ U, R is the equivalence relation induced by {f (a); a ∈ A}. That is to say, soft rough fuzzy set is a
generalization of rough fuzzy set. Now we wonder, in Definition 9, what will happen if µ = X is a crisp set. Is soft rough
fuzzy set a generalization of soft rough set?
In this section, we pay our attention to these questions.
Theorem 10. Let S = (f , A) be a full soft set over U, S = (U,S) and µ ∈ F(U). Then we have
(1) sap
S
(µ)(x) = ∧x∈f (a) ∧y∈f (a) µ(y),
(2) sapS(µ)(x) = ∨x∈f (a) ∨y∈f (a) µ(y).
Proof. (1) Let a ∈ A and x ∈ f (a). For each y ∈ f (a), we have {x, y} ⊆ f (a) and hence
µ(y) ≥ ∧{µ(z); ∃a ∈ A({x, z} ⊆ f (a))} = sap
S
(µ)(x).
Consequently, ∧y∈f (a) µ(y) ≥ sapS(µ)(x) and hence ∧x∈f (a) ∧y∈f (a) µ(y) ≥ sapS(µ)(x).
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Conversely, we suppose that a ∈ A such that {x, z} ⊆ f (a). It follows that x ∈ f (a), z ∈ f (a) and hence µ(z) ≥
∧x∈f (a) ∧y∈f (a) µ(y). Consequently, we have
sap
S
(µ)(x) = ∧{µ(z); ∃a ∈ A({x, z} ⊆ f (a))} ≥

x∈f (a)

y∈f (a)
µ(y).
(2) Let a ∈ A and x ∈ f (a). For each y ∈ f (a), we have {x, y} ⊆ f (a) and hence
µ(y) ≤ ∨{µ(z); ∃a ∈ A({x, z} ⊆ f (a))} = sapS(µ)(x).
Consequently, ∨y∈f (a) µ(y) ≤ sapS(µ)(x) and hence ∨x∈f (a) ∨y∈f (a) µ(y) ≤ sapS(µ)(x).
Conversely, we suppose that a ∈ A such that {x, z} ⊆ f (a). It follows that x ∈ f (a), z ∈ f (a) and hence µ(z) ≤
∨x∈f (a) ∨y∈f (a) µ(y). Consequently, we have
sapS(µ)(x) = ∨{µ(z); ∃a ∈ A({x, z} ⊆ f (a))} ≤

x∈f (a)

y∈f (a)
µ(y). 
Theorem 11. Let S = (f , A) be a full soft set over U, S = (U,S) and µ ∈ P(U) be a subset of U. Then we have
(1) sap
S
(µ) ⊆ apr
S
(µ),
(2) sapS(µ) = aprS(µ).
Proof. (1) Let x ∈ U . Since S = (f , A) is a full soft set over U , there exists a0 ∈ A such that x ∈ f (a0). Suppose that
x ∈ sap
S
(µ). It follows that 1 = sap
S
(µ)(x) = ∧x∈f (a) ∧y∈f (a) µ(y) and hence ∧y∈f (a0) µ(y) = 1. Consequently, f (a0) ⊆ µ
and x ∈ ∪a∈A{f (a); f (a) ⊆ µ} = aprS(µ).
(2) Let x ∈ U . It follows that x ∈ sapS(µ), if and only if: sapS(µ)(x) = 1, if and only if: there exist a ∈ A and y ∈ U such
that x ∈ f (a), y ∈ f (a) and y ∈ µ, if and only if: there exist a ∈ A such that x ∈ f (a) and f (a) ∩ µ ≠ ∅, if and only if:
x ∈ aprS(µ). Consequently, we have sapS(µ) = aprS(µ). 
The following example shows that the inclusion in Theorem 11(1) may hold strictly.
Example 12. Suppose that U = {x, y, z}, A = {a, b} and S = (f , A) is a full soft set over U given by f (a) = {x, y}, f (b) =
{x, z}. For X = {x, y} ⊆ U , we have
apr
S
(X) = ∪{f (t); f (t) ⊆ X} = f (a) = {x, y}.
On the other hand, by {x} ⊆ {x, y} ⊆ f (a), {x, z} ⊆ f (b), we have
sap
S
(X)(x) = ∧{X(u); ∃t ∈ A({x, u} ⊆ f (t))} = X(x) ∧ X(y) ∧ X(z) = 0,
that is x ∉ sap
S
(X).
By Theorem 11 and Example 12, the operator sapS is a generalization of aprS , whereas sapS is not a generalization of aprS .
Now, we propose a new definition of lower and upper soft rough approximations of fuzzy sets in a soft approximation space.
Definition 13. Let S = (f , A) be a full soft set over U and S = (U,S) be a soft approximation space. For a fuzzy set
µ ∈ F(U), the lower soft rough approximation sap′
S
(µ) and upper soft rough approximation sap′S(µ) of µ are fuzzy sets in
U given by:
sap′
S
(µ)(x) =

x∈f (a)

y∈f (a)
µ(y), (16)
sap′S(µ)(x) =

x∈f (a)

y∈f (a)
µ(y), (17)
for all x ∈ U .
Theorem 14. Let S = (f , A) be a full soft set over U, S = (U,S) and µ ∈ P(U) be a subset of U. Then sap′
S
(µ) = apr
S
(µ).
Proof. Let x ∈ U . It follows that x ∈ sap′
S
(µ), if and only if: sap′
S
(µ)(x) = 1, if and only if: there exists a ∈ A such
that x ∈ f (a) and ∧y∈f (a) µ(y) = 1, if and only if: there exists a ∈ A such that x ∈ f (a) and f (a) ⊆ µ, if and only if:
x ∈ ∪a∈A{f (a); f (a) ⊆ µ} = aprS(µ). Hence we have sap′S(µ) = aprS(µ). 
This theorem shows that the operator sap′
S
is a generalization of apr
S
.
Theorem 15. Let S = (f , A) be a full soft set over U, S = (U,S) and µ ∈ F(U). Then sap
S
(µ) ⊆ sap′
S
(µ) ⊆ µ ⊆ sap′S(µ) ⊆
sapS(µ).
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Proof. sap
S
(µ) ⊆ sap′
S
(µ) and sap′S(µ) ⊆ sapS(µ) are straightforward.
Let x ∈ U . If a ∈ A such that x ∈ f (a), then ∧y∈f (a) µ(y) ≤ µ(x). It follows that sap′S(µ)(x) = ∨x∈f (a) ∧y∈f (a) µ(y) ≤ µ(x)
and consequently sap′
S
(µ) ⊆ µ.
Similarly, if a ∈ A such that x ∈ f (a), then ∨y∈f (a) µ(y) ≥ µ(x). It follows that sap′S(µ)(x) = ∧x∈f (a) ∨y∈f (a) µ(y) ≥ µ(x)
and consequently µ ⊆ sap′S(µ). 
By this theorem, operators sap′
S
and sap′S are more precise than sapS and sapS . Thus the soft rough fuzzy set model
presented in Definition 13 can be seen as an improvement of the model presented in Definition 9.
Theorem 16. Let S = (f , A) be a full soft set over U, S = (U,S) and µ, ν ∈ F(U).
(1) sap′
S
(∅) = ∅ = sap′S(∅),
(2) sap′
S
(U) = U = sap′S(U),
(3) µ ⊆ ν ⇒ sap′
S
(µ) ⊆ sap′
S
(ν),
(4) µ ⊆ ν ⇒ sap′S(µ) ⊆ sap′S(ν),
(5) sap′
S
(µc) = (sap′S(µ))c, sap′S(µc) = (sap′S(µ))c ,
(6) sap′
S
(µ ∩ ν) ⊆ sap′
S
(µ) ∩ sap′
S
(ν),
(7) sap′
S
(µ ∪ ν) ⊇ sap′
S
(µ) ∪ sap′
S
(ν),
(8) sap′S(µ ∩ ν) ⊆ sap′S(µ) ∩ sap′S(ν),
(9) sap′S(µ ∪ ν) ⊇ sap′S(µ) ∪ sap′S(ν).
Proof. (1)–(4) are straightforward.
(5) Let x ∈ U . By the definition, we have
(sap′S(µ))
c(x) = 1−

x∈f (a)

y∈f (a)
µ(y)
=

x∈f (a)

1−

y∈f (a)
µ(y)

=

x∈f (a)

y∈f (a)
(1− µ(y))
= sap′
S
(µc)(x).
Hence sap′
S
(µc) = (sap′S(µ))c . The other equality can be proved similarly.
(6) By (3), sap′
S
(µ ∩ ν) ⊆ sap′
S
(µ), sap′
S
(µ ∩ ν) ⊆ sap′
S
(ν) and hence sap′
S
(µ ∩ ν) ⊆ sap′
S
(µ) ∩ sap′
S
(ν).
The proof of (7),(8) and (9) is similar to that of (6). 
The following example shows that the inclusions in (6)–(9) of Theorem 16 may hold strictly.
Example 17. Suppose that U = {x, y, z}, A = {a, b} and S = (f , A) is a full soft set over U given by f (a) = {x, y}, f (b) =
{x, z}. Letµ, ν be fuzzy subsets in U defined byµ = 0.3/x+0.8/y+0.2/z and ν = 0.8/x+0.1/y+0.7/z. By the definition,
we have
sap′
S
(µ)(x) =

x∈f (t)

y∈f (t)
µ(y) =
 
u∈f (a)
µ(u)

∨
 
u∈f (b)
µ(u)

= 0.3 ∨ 0.2 = 0.3.
sap′
S
(ν)(x) =

x∈f (t)

y∈f (t)
ν(y) =
 
u∈f (a)
ν(u)

∨
 
u∈f (b)
ν(u)

= 0.1 ∨ 0.7 = 0.7.
Byµ∩ν = 0.3/x+0.1/y+0.2/z, µ∪ν = 0.8/x+0.8/y+0.7/z, similarly, we have sap′
S
(µ∩ν)(x) = 0.2, sap′
S
(µ∪ν)(x) =
0.8. It follows that
sap′
S
(µ ∩ ν) ≠ sap′
S
(µ) ∩ sap′
S
(ν),
sap′
S
(µ ∪ ν) ≠ sap′
S
(µ) ∪ sap′
S
(ν).
Buy the duality, (8) and (9) may hold strictly.
5. Soft fuzzy rough sets
Maji et al. [16] initiated the study on hybrid structures involving both fuzzy sets and soft sets. The notion of fuzzy soft
sets was introduced as a fuzzy generalization of soft sets. In this section, we use a fuzzy soft set to granulate the universe
D. Meng et al. / Computers and Mathematics with Applications 62 (2011) 4635–4645 4641
of discourse, and obtain a new hybrid model called soft fuzzy rough sets, which can be seen as an extension of soft rough
fuzzy sets.
Definition 18 ([16]). Let U be the universe set and E the set of all possible parameters under consideration with respect to
U . A pair (F , A) is called a fuzzy soft set over U , where A ⊆ E and F is a mapping given by F : A→ F(U).
In the definition of a fuzzy soft set, fuzzy sets in the universe U are used as substitutes for the crisp subsets of U . Hence,
every soft set may be considered as a fuzzy soft set.
Definition 19. LetS = (f , A) be a fuzzy soft set over U . The pair SF = (U,S) is called a soft fuzzy approximation space. For
a fuzzy setµ ∈ F(U), the lower and upper soft fuzzy rough approximations ofµwith respect to SF are denoted by Apr
SF
(µ)
and AprSF (µ), respectively, which are fuzzy sets in U given by:
Apr
SF
(µ)(x) =

a∈A

(1− f (a)(x)) ∨

y∈U
((1− f (a)(y)) ∨ µ(y))

, (18)
AprSF (µ)(x) =

a∈A

f (a)(x) ∧

y∈U
(f (a)(y) ∧ µ(y))

, (19)
for all x ∈ U . The operators Apr
SF
and AprSF are called the lower and upper soft fuzzy rough approximation operators on
fuzzy sets. If Apr
SF
(µ) = AprSF (µ), µ is said to be soft fuzzy definable; otherwise µ is called a soft fuzzy rough set.
Theorem 20. Let S = (f , A) be a full soft set over U, SF = (U,S) and µ ∈ F(U).
(1) Apr
SF
(µ) = sap
SF
(µ),
(2) AprSF (µ) = sapSF (µ).
Proof. (1) Let x ∈ U and a ∈ A. f (a) is a crisp subset of U . It follows that f (a)(x) = 0 if x ∉ f (a) and f (a)(x) = 1 if x ∈ f (a).
Hence we have
Apr
SF
(µ)(x) =

a∈A

(1− f (a)(x)) ∨

y∈U
((1− f (a)(y)) ∨ µ(y))

=

a∈A,x∈f (a)

(1− f (a)(x)) ∨

y∈U
((1− f (a)(y)) ∨ µ(y))

∧

a∈A,x∉f (a)

(1− f (a)(x)) ∨

y∈U
((1− f (a)(y)) ∨ µ(y))

=

x∈f (a)

y∈U
((1− f (a)(y)) ∨ µ(y))
=

x∈f (a)
 
y∈f (a)
((1− f (a)(y)) ∨ µ(y))

∧
 
y∉f (a)
((1− f (a)(y)) ∨ µ(y))

=

x∈f (a)

y∈f (a)
µ(y) = sap
SF
(µ)(x).
It follows that Apr
SF
(µ) = sap
SF
(µ).
(2) Let x ∈ U .
AprSF (µ)(x) =

a∈A

f (a)(x) ∧

y∈U
(f (a)(y) ∧ µ(y))

=
 
x∈f (a)

f (a)(x) ∧

y∈U
(f (a)(y) ∧ µ(y))

∨
 
x∉f (a)

f (a)(x) ∧

y∈U
(f (a)(y) ∧ µ(y))

=

x∈f (a)

y∈U
(f (a)(y) ∧ µ(y))
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=

x∈f (a)
 
y∈f (a)
(f (a)(y) ∧ µ(y))

∨
 
y∉f (a)
(f (a)(y) ∧ µ(y))

=

x∈f (a)

y∈f (a)
µ(y) = sapSF (µ)(x).
It follows that AprSF (µ) = sapSF (µ). 
This theorem shows that operators AprSF and AprSF are extensions of operators sapS and sapS respectively.
Theorem 21. Let S = (f , A) be a fuzzy soft set over U, SF = (U,S) be a soft fuzzy approximation space andµ, ν ∈ F(U). Then
we have
(1) Apr
SF
(U) = U,AprSF (∅) = ∅,
(2) µ ⊆ ν ⇒ Apr
SF
(µ) ⊆ Apr
SF
(ν),
(3) µ ⊆ ν ⇒ AprSF (µ) ⊆ AprSF (ν),
(4) AprSF (µ ∪ ν) = AprSF (µ) ∪ AprSF (ν),
(5) Apr
SF
(µ ∩ ν) = Apr
SF
(µ) ∩ Apr
SF
(ν),
(6) Apr
SF
(µ ∪ ν) ⊇ Apr
SF
(µ) ∪ Apr
SF
(ν),
(7) AprSF (µ ∩ ν) ⊆ AprSF (µ) ∩ AprSF (ν),
(8) Apr
SF
(µc) = (AprSF (µ))c,AprSF (µc) = (AprSF (µ))c ,
(9) if for each x ∈ U, there exists a ∈ A such that f (a)(x) = 1, then Apr
SF
(µ) ⊆ µ ⊆ AprSF (µ).
Proof. (1)–(3) are straightforward.
(4) For every x ∈ U , we have
AprSF (µ ∪ ν)(x) =

a∈A

f (a)(x) ∧

y∈U
(f (a)(y) ∧ (µ(y) ∨ ν(y)))

=

a∈A

f (a)(x) ∧

y∈U
((f (a)(y) ∧ µ(y)) ∨ (f (a)(y) ∧ ν(y)))

=

a∈A

f (a)(x) ∧

y∈U
(f (a)(y) ∧ µ(y)) ∨

y∈U
(f (a)(y) ∧ ν(y))

=

a∈A

f (a)(x) ∧

y∈U
(f (a)(y) ∧ µ(y))

∨

a∈A

f (a)(x) ∧

y∈U
(f (a)(y) ∧ ν(y))

= AprSF (µ)(x) ∨ AprSF (ν)(x)
= (AprSF (µ) ∪ AprSF (ν))(x).
It follows that AprSF (µ ∪ ν) = AprSF (µ) ∪ AprSF (ν).
(5) It is similar to the proof of (4).
(6) Since µ ∪ ν ⊇ µ, we deduce from (2) that Apr
SF
(µ ∪ ν) ⊇ Apr
SF
(µ). Similarly we have Apr
SF
(µ ∪ ν) ⊇ Apr
SF
(ν),
and so Apr
SF
(µ ∪ ν) ⊇ Apr
SF
(µ) ∪ Apr
SF
(ν).
(7) It is similar to the proof of (6).
(8) For every x ∈ U , we have
(AprSF (µ))
c(x) = 1−

a∈A

f (a)(x) ∧

y∈U
(f (a)(y) ∧ µ(y))

=

a∈A

(1− f (a)(x)) ∨

1−

y∈U
(f (a)(y) ∧ µ(y))

=

a∈A

(1− f (a)(x)) ∨

y∈U
((1− f (a)(y)) ∨ (1− µ(y)))

= Apr
SF
(µc)(x).
It follows that Apr
SF
(µc) = (AprSF (µ))c .
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The other equality can be proved similarly.
(9) For every x ∈ U , we suppose a0 ∈ A such that f (a0)(x) = 1. Hence we have
Apr
SF
(µ)(x) =

a∈A

(1− f (a)(x)) ∨

y∈U
((1− f (a)(y)) ∨ µ(y))

≤ (1− f (a0)(x)) ∨

y∈U
((1− f (a0)(y)) ∨ µ(y))

=

y∈U
((1− f (a0)(y)) ∨ µ(y))
≤ (1− f (a0)(x)) ∨ µ(x) = µ(x).
AprSF (µ)(x) =

a∈A

f (a)(x) ∧

y∈U
(f (a)(y) ∧ µ(y))

≥ f (a0)(x) ∧

y∈U
(f (a0)(y) ∧ µ(y))

=

y∈U
(f (a0)(y) ∧ µ(y))
≥ f (a0)(x) ∧ µ(x) = µ(x).
It follows that Apr
SF
(µ) ⊆ µ ⊆ AprSF (µ). 
In what follows, we consider the generalizations of operators sap′S and sap′S .
Definition 22. Let S = (f , A) be a fuzzy soft set over U and SF = (U,S) be a soft fuzzy approximation space. For a fuzzy
set µ ∈ F(U), the lower soft fuzzy rough approximation Apr′
SF
(µ) and upper soft fuzzy rough approximation Apr
′
SF (µ) of µ
with respect to SF are fuzzy sets in U given by:
Apr′
SF
(µ)(x) =

a∈A

f (a)(x) ∧

y∈U
((1− f (a)(y)) ∨ µ(y))

, (20)
Apr
′
SF (µ)(x) =

a∈A

(1− f (a)(x)) ∨

y∈U
(f (a)(y) ∧ µ(y))

, (21)
for all x ∈ U .
Theorem 23. Let S = (f , A) be a full soft set over U, SF = (U,S) and µ ∈ F(U). Then we have
(1) Apr′
SF
(µ) = sap′
SF
(µ),
(2) Apr
′
SF (µ) = sap′SF (µ).
Proof. (1) Let x ∈ U . By definition, we have
Apr′
SF
(µ)(x) =

a∈A

f (a)(x) ∧

y∈U
((1− f (a)(y)) ∨ µ(y))

=

x∈f (a)

y∈U
((1− f (a)(y)) ∨ µ(y))

=

x∈f (a)

y∈f (a)
µ(y) = sap′
SF
(µ)(x).
It follows that Apr′
SF
(µ) = sap′
SF
(µ).
(2) Let x ∈ U . By definition, we have
Apr
′
SF (µ)(x) =

a∈A

(1− f (a)(x)) ∨

y∈U
(f (a)(y) ∧ µ(y))

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=

x∈f (a)

y∈U
(f (a)(y) ∧ µ(y))
=

x∈f (a)

y∈f (a)
µ(y) = sap′SF (µ)(x).
It follows that Apr
′
SF (µ) = sap′SF (µ). 
This theorem shows that operators Apr
′
SF and Apr
′
SF
are extensions of operators sap′S and sap′S respectively.
Theorem 24. Let S = (f , A) be a fuzzy soft set over U, SF = (U,S) be a soft fuzzy approximation space andµ, ν ∈ F(U). Then
we have
(1) Apr′
SF
(U) = ∪a∈A f (a),Apr′SF (∅) = ∩a∈A f c(a),
(2) µ ⊆ ν ⇒ Apr′
SF
(µ) ⊆ Apr′
SF
(ν),
(3) µ ⊆ ν ⇒ Apr′SF (µ) ⊆ Apr′SF (ν),
(4) Apr′
SF
(µ ∩ ν) ⊆ Apr′
SF
(µ) ∩ Apr′
SF
(ν),
(5) Apr
′
SF (µ ∪ ν) ⊇ Apr′SF (µ) ∪ Apr′SF (ν),
(6) Apr′
SF
(µ ∪ ν) ⊇ Apr′
SF
(µ) ∪ Apr′
SF
(ν),
(7) Apr
′
SF (µ ∩ ν) ⊆ Apr′SF (µ) ∩ Apr′SF (ν),
(8) Apr′
SF
(µc) = (Apr′SF (µ))c,Apr′SF (µc) = (Apr′SF (µ))c .
Proof. The proof is similar to the proof of Theorem 21. 
6. Concluding remarks
Fuzzy set theory, soft set theory and rough set theory are all mathematical tools for dealing with uncertainties. This
paper is devoted to the discussion of the combinations of fuzzy set, rough set and soft set. Based on the models presented
in [20], a new soft rough set model is proposed and its properties are derived. Furthermore, fuzzy soft set is employed to
granulate the universe of discourse and amore general model called soft fuzzy rough set is established. The lower and upper
approximations of fuzzy sets are presented and their related properties are surveyed.
In further research, the axiomatization of the approximation operators is an important and interesting issue to be
addressed.
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