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ABSTRACT OF DISSERTATION

Stellar Parameter Determination for the MaStar Stellar Library
In order to make use of empirical spectroscopic libraries in stellar population
synthesis, accurate atmospheric parameter estimates are required. Here, I present
a parameter catalog that was developed to accompany the MaNGA stellar library
(MaStar), a comprehensive collection of empirical, medium-resolution stellar spectra.
This catalog was constructed using a χ2 fitting approach to match the MaStar spectra
to models generated by interpolating the ATLAS9-based BOSZ model spectra. The
total χ2 for a given model is defined as the sum of components constructed to characterize narrow-band features of observed spectra and continuum shape separately.
Extinction and systematics due to flux calibration are taken into account with each
fitting. The χ2 distribution in the model space is sampled using a Markov Chain
Monte Carlo (MCMC) algorithm, and is then used to extract atmospheric parameter
estimates (Tef f , log g, [Fe/H], and [α/Fe]), uncertainties, and extinction measurements (AV ). Two methods are used to extract parameters and uncertainties, the
results from which are referred to as the “BestFit” and “Bayesian” parameter sets.
The resulting parameter distributions are compared with each other, and the BestFit
set is deemed more reliable for external use. The results are evaluated for internal
consistency using repeated observations, and for consistency with external data sets.
This spectral-fitting exercise reveals possible deficiencies in current theoretical model
spectra, illustrating the value of MaStar for helping to improve the models.
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Chapter 1 Introduction

1.1

Steller Classification and Stellar Populations

When observing the night sky, the overwhelming majority of the visible light that
one sees is produced by stars. Most stars visible to the naked eye lie within our own
galaxy, the Milky Way, and a great deal of information can be gathered by observing
them closely. By measuring any star’s light output as a function of wavelength or
frequency, one can observe that its spectrum tends to follow a close approximation
of the typical black-body curve that can be understood from rudimentary quantum
mechanics. The general shape of this distribution usually consists of a distinguishable
peak in energy output followed by an elongated tail stretching out to longer (or redder)
wavelengths. The position of this peak depends on the star’s surface temperature,
similar to the way a black body’s energy output adheres to Wien’s displacement law.
This describes the wavelength of maximum energy output, λmax , as a function of the
radiating body’s surface temperature, T :
2898µm · K
,
(1.1)
T
This phenomenon is demonstrated using theoretical black-body curves in Figure 1.1.
Similarly, in the hottest stars, the spectrum peaks at short wavelengths, typically in
the ultraviolet regime, causing them to appear bluish-white when viewed in visible
light (as with the naked eye). For cooler stars, the peak drifts toward higher wavelengths, resulting in a progressively redder appearance. This relationship between a
star’s surface temperature and its color represents one of the simplest possible connections between a star’s intrinsic qualities and what can be observed from Earth. In
the early days of modern astronomy, this became an important feature of the systems
of stellar spectral classification that are still used today. The Morgan-Keenan (MK)
system, consisting of the standard O-B-A-F-G-K-M sequence of spectral types (sometimes remembered with the saying, “Only Bad Astronomers Forget Generally Known
Mnemonics”), is an example of this, with temperature decreasing and color progressing from blue to red with each successive spectral type. The MK sequence of spectral
types is sometimes indicated on the horizontal axis of the standard HertzsprungRussell (H-R) diagram, with luminosity or absolute magnitude often being used on
the vertical axis. The H-R diagram is an extremely useful way of visualizing what
evolutionary stage a star is in. An example H-R diagram is shown in Figure 1.2, with
all of its most prominent features labeled. As astronomers have come to understand
over the past century, the ability to classify stars by spectral type in this way is
important for understanding the co-evolution of groups of stars that are associated
with each other in specific ways (e.g., spatially or in their time of formation), broadly
referred to as a stellar populations.
When looking at a group of stars, such as a galaxy or a globular cluster, essentially
all of the visible light it emits is the combined light of the individual constituent stars.
λmax =

1

Figure 1.1: Behavior of a perfect black body’s spectrum for decreasing surface temperature, according to Planck’s law. The λ-position of the distribution’s peak as a
parametric function of temperature is indicated by a dashed line.

This can include a wide variety of different spectral types, and the resulting integrated
spectrum is typically very different from what one would expect to see from an individual star. The light output from different types of stars contributes to different
wavelength regimes in varying capacities (with various complicating factors taking
effect, such as dust attenuation), producing a unique composite spectral shape that
depends on the proportions of different spectral types contained within the population. Therefore, with a good enough understanding of how each constituent spectral
type contributes to the combined light of a group of stars, it should be possible to
observe naturally occurring stellar populations and deduce a lot of information about
them. If one has a large collection of realistic stellar spectra of many types, whether
they be artificially generated or collected from actual stars, it should be possible to
combine them in various ways to reproduce realistic integrated population spectra.
This can ultimately help us to gain a better understanding of how the behavior of
natural stellar populations relate to there constituent stars. This is essentially the
main idea behind stellar population synthesis (SPS).
In its simplest form, stellar population synthesis involves the use of three key
2

Figure 1.2: Hertzsprung-Russell diagram displaying absolute magnitude (and
luminosity) as a function of spectral class (and temperature).
Prominent
features, such as the main sequence and red giant branch stars are labeled.
Image adopted from the Chandra X-ray Observatory’s web page:
chandra.harvard.edu/edu/formal/variable stars/bg info.html

ingredients to produce a model of a simple stellar population (SSP), which describes
the time-evolution of the spectrum of a single population of stars that all formed under
identical conditions at the same time. The three key inputs required to build an SSP
are stellar evolutionary information (given in the form of isochrones), an initial mass
function (IMF) to describe the distribution of mass along the zero-age main sequence
of the population, and a library of stellar spectra that are representative of the types
of individual stars present within the population. This thesis will focus primarily on
topics relating to the third input, stellar libraries.
1.2

Stellar Libraries

Stellar libraries come in a variety of forms, but can generally be divided into two
categories: empirical and theoretical. Theoretical stellar libraries, as their name
implies, are constructed synthetically using on our current understanding of stellar
physics from a set of input parameters. This requires the use of sophisticated models
and comprehensive line lists containing information about atomic and molecular ab3

sorption/emission features known to be present in real spectra. There are numerous
advantages to this approach. For example, theoretical spectra can be generated at
arbitrarily high spectral resolutions for a wide variety of spectral types. However, because this depends on our present theoretical understanding of stellar atmospheres,
it is unsurprising that theoretical spectra are in a perpetual state of revision and
refinement. There are many atmospheric processes that are notoriously difficult to
model, such as line-blanketing, non-radiative heating, and non-local-thermodynamicequilibrium (non-LTE) effects, to name a few. Our understanding of how to simulate
stellar spectra has come a long way throughout the history of modern astronomy,
but it is not yet adequate for accurately reproducing everything that is observed in
actual stellar spectra.
Empirical stellar libraries, on the other hand, are built using observational data
collected from actual stars in our own galaxy. As such, they face a number of obstacles
in their construction. These include observational constraints, such as the availability
of the desired types of stars in sufficient quantity, instrumental constraints, such as
spectral resolution and flux calibration, and natural complicating factors, such as
interstellar reddening and effects due to stellar motion. Naturally, large amounts of
telescope time are needed to build an adequate library of empirical spectra. Empirical
libraries, however, have the overwhelming advantage of containing direct depictions
of how stars actually behave in the real world. This is beneficial for SPS, since the
spectral data being used to model the natural stellar populations is, itself, obtained
directly from real-world sources, thus mitigating the immediate need for a complete
understanding of stellar atmospheres. For this reason, provided that one is able
to adequately address the observational constraints involved with using real stellar
spectra, empirical stellar libraries are currently the best available choice for modeling
stellar populations.
While empirical stellar libraries have a significant advantage over theoretical libraries, some critical extra steps are required in order to properly make use of them.
As stated previously, the input spectra have to be used alongside isochrone data in the
process of SPS. Isochrones are often presented as curves on the H-R diagram, along
which stars of equal age lie. The purpose of isochrones is to specify the relationships
between a star’s various characteristics for a given age. Thus, in order for it to be
possible to use the input spectra and the isochrones together, one has to know where
those spectra lie on the H-R diragram. In other words, it is necessary to have a set
of accurate atmospheric parameter estimates to accompany the spectra. An example
of a set of isochrones from the Padova working group (Girardi et al. (2000)) can be
seen in Figure 1.3.
1.3

Stellar Parameters

Dividing stars into broadly defined spectral types can only get us so far in describing
the variety of different stars that are important for stellar population synthesis. The
M-K system discussed previously correlates well with temperature, but does not tell
us much about a star’s other properties. In order to build a more comprehensive
framework for describing individual stars, it is necessary to define a standardized
4

Figure 1.3: Example of stellar isochrones from the Padova group for log10 (age/yr)
= 7.8 to 10.2 (0.0631 to 15.85 Gyr) with solar chemical composition, plotted in terms
of luminosity (left) and surface gravity (right).

set of intrinsic stellar properties. Some of the most fundamental choices for this
could include the star’s luminosity, L, its mass, M , and its radius, R. However,
these parameters pose problems for observational astronomers, since they are often
not convenient to measure using observational techniques. Luminosity (a star’s total
energy output), for example, requires accurate distance measurements in order to
be accurately measured, which are notoriously difficult to obtain. For these reasons,
it is common to instead use parameters that correlate more readily with observable
properties, such as color or finer spectroscopic features. One such parameter, which
has already been briefly discussed, is effective temperature, Tef f , defined as:

Tef f =

L
4πR2 σ

1/4
,

(1.2)

where σ is the Stefan-Boltzmann constant. Technically speaking, this is the temperature of a black body that emits the same total energy per unit area as a star, but
is the most useful measure of a star’s surface temperature that is readily obtainable.
As can be seen in Equation (1.2), Tef f relates to both luminosity and stellar radius
through the surface area in the denominator. Tef f is also very strongly correlated
with color, as discussed previously.
Another common observation-oriented parameter is surface gravity, g, which relates to a star’s mass and radius according to Equation (1.3):
g=

GM
,
R2
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(1.3)

where G is the gravitational constant. Surface gravity is often given in the form
log10 g, with g given in units of cm/s2 . This is often written in shorthand as log g,
where the base of 10 is implied. For stars undergoing their main life cycle, log g is
usually measured to be a number between −1.0 and 5.5.
The quantities Tef f and log g give us a meaningful way of representing the same
information contained in the more fundamental parameters, and they build a fairly
informative 2-dimensional parameter space on their own. Plotting Tef f and log g
together gives a diagram that is analogous to the traditional Hertzsprung-Russell (HR) diagram, which is often plotted using a color-index and absolute magnitude. For
this reason, the Tef f -log g diagram is sometimes referred to as the “observer’s H-R
diagram,” as a star’s position in Tef f -log g parameter space can similarly indicate
where it is in its life cycle at the time of observation. While this is useful, these
fundamental parameters and their observation-oriented counterparts are still limited
in the amount of information that they can provide on their own.
To obtain a more detailed understanding of stellar evolution at an individual
and population level, it is necessary to consider chemical composition. The quantity
that is most often used to characterize a star’s overall chemical composition is its
metallicity. This is usually measured as the abundance of metals present in a star’s
atmosphere relative to that of hydrogen (where the term “metal” is used in astronomy
to refer to any element with an atomic mass greater than that of helium). It is
common to adopt iron abundance, [Fe/H], as a proxy for a star’s overall metallicity,
out of convenience of measurement. The convention of using of square brackets in
[Fe/H] indicates that the metallicity is being given as the log10 of the ratio of the star’s
raw iron abundance, (F e/H), to that of the Sun, (F e/H)⊙ . Metallicity measurements
are critical for understanding chemical abundance patterns in stellar populations and
how they evolve over time.
In addition to the overall metallicity, it is often useful to have an accurate measurement of the abundance of α-elements in a star’s atmosphere, denoted by [α/Fe].
The name “α-elements” refers to elements whose most common isotopes contain an
even number of proton-neutron pairs, and hence, have nuclei that are made up of
α-particles (or helium-4 nuclei). Some of the most commonly cited examples of these
are O, Ne, Mg, Si, Ca, and Ti. [α/Fe] measurements are desirable in stellar population research because they can be a useful indicator for star formation histories. This
is because α-elements are mostly created by high-mass stars undergoing core-collapse
supernovae, whereas iron is more commonly produced by low-mass stars undergoing
type Ia supernovae (Zheng et al. (2019)). Hence, the presence of α-enhanced stars in
a stellar population (or the lack thereof) can give important hints about the nature of
its IMF. The quantity [α/Fe] follows a similar convention to that of [Fe/H], where the
square brackets denote log10 [(α/F e)star /(α/F e)⊙ ]. Individual elemental abundances
are sometimes used as tracers for overall α-abundance due to ease of measurement.
A good example of this is [M g/F e], which can often be measured from magnesium b
absorption lines, even in low-resolution spectra (Osorio et al. (2015)).
This thesis will focus primarily on the four observational atmospheric parameters
discussed here (Tef f , log g, [Fe/H], and [α/Fe]), and an approach that I have developed to measure them for a large set of observed stellar spectra. While many other
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parameters exist and are helpful for various aspects of SPS, these four parameters
represent the quintessential 4D parameter space that is often used, and will be referred to throughout this work. As discussed previously, all of these parameters have
the advantage of being relatively straightforward to measure using directly observable spectral features and photometric data while still, in the case of Tef f and log g,
relating closely to more fundamental stellar parameters.
1.4

Methods for Measuring Stellar Parameters

A variety of traditional methods for estimating the four atmospheric parameters
discussed in Section 1.3 have been developed since the late 19th century. The majority
of these methods can be thought of as falling into two broad categories: photometric
methods, and spectroscopic methods, with each having numerous subcategories of
techniques that build on the same basic principles. Both categories make use of the
same fundamental information, namely, the amount of light of a particular color or
wavelength range that is collected at the telescope.
Photometric techniques involve the use of traditional magnitude systems and
wavelength bandpasses. These bandpasses can be constructed with varying widths
and placed at strategic locations along the electromagnetic spectrum. Photometric
analysis typically involves the use of color indices, which are constructed by measuring
a star’s magnitude through two different bandpasses and comparing them. In effect,
one is making a rough measurement of the broadband behavior of a star’s spectrum
when doing this. Many photometric systems exist, and several examples are shown
in Figure 1.4 in the form of their filter curves. Empirical color-parameter relationships can then be used to obtain parameter estimates. This is especially effective for
temperature (which correlates most strongly with color), and moderately effective for
surface gravity in certain parameter regimes. However, obtaining accurate elemental
abundance measurements using photometric techniques alone is often not possible.
The main advantage of photometry is that the measurements are usually easier and
cheaper to make than more sophisticated spectroscopic measurements, making the
accumulation of large photometric catalogs significantly simpler.
Spectroscopic methods of estimation usually involve examining narrow-band spectral features, such as atomic absorption and emission lines. The strengths of such
features often have well-defined relationships with chemical abundances, making spectroscopy extremely effective for estimating parameters like [Fe/H] and [α/Fe]. Other
effects, such as absorption line broadening, correlate strongly with log g. Provided
that the spectroscopic data being used has sufficiently good flux calibration, a spectrum’s broadband behavior can also make constraining Tef f simple. Despite these
advantages, spectroscopic analysis has historically been difficult to carry out on a
large scale. If one has a large number of stellar spectra that require parameter estimates, rather than relying on meticulous direct measurement, it is more common
to compare the empirical spectra with a set of theoretical templates constructed for
a wide range of atmospheric parameters. If this is done after removing the continuum shape of the spectra (a process called continuum-normalization), complicating
factors like extinction and imperfect flux can be mostly eliminated, and it is usually
7

Figure 1.4: Normalized filter curves for the Johnson-Cousins UBVRI photometric
bandpasses (top), the SDSS ugriz bandpasses (middle), and the Gaia DR3 bandpasses
(bottom).

straightforward to determine which model spectra best fit the data. This represents
a less direct use for the of the theoretical stellar libraries that were discussed previously, though it is important nonetheless. Since this model-driven approach has some
dependency on theory, it suffers from some of the same problems with theoretical libraries that were discussed in Section 1.2. However, these issues are typically much
easier to recognize and address in the context of parameter estimation, as opposed
to SPS.
A subcategory of spectroscopic techniques that is worth mentioning here is the
variety of data-driven approaches that have been developed in recent years. These
techniques often employ sophisticated machine-learning algorithms trained on sets of
stellar spectra whose atmospheric parameters are presumed to be known accurately.
The training set is usually made up of empirical spectra that have been matched with
stellar parameters from previously established data sets, but the training set can also
be constructed partially or completely from theoretical spectra. One advantage of
the data-driven approach is that it allows for the end result to be one step further
removed from the aforementioned issues with theoretical templates. However, a major
drawback with this is that the reliability of the output parameters is generally limited
to the regions of the parameter space spanned by the training set. For example, a
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training set containing spectra with temperatures ranging from 3, 500 K to 7, 000
K generally cannot be expected to produce reliable estimates for stars with real
temperatures closer to 12, 000 K. In other words, the final parameter estimates can
only be guaranteed to be as good as those of the training set used, both in accuracy
and in the limits of its parameter space coverage.
1.5

Thesis Outline

In this thesis, I will give a detailed report and analysis of a method for atmospheric
parameter determination for the MaNGA Stellar Library, better known as MaStar.
This is an approach that has been developed over the past several years with the help
of my advisors, Professors Renbin Yan and Ronald Wilhelm, and with additional help
from the rest of the MaStar research team.
Chapter 2 will be devoted to discussing the data at the center of this project. I
will begin by giving a brief overview of the Sloan Digital Sky Survey (SDSS) and the
Mapping Nearby Galaxies at Apache Point Observatory (MaNGA) project, which
can be viewed as parent surveys to the MaStar stellar library project. Following
this, I will discuss MaStar in itself in greater detail. This will include an overview of
MaStar’s data collection and observing strategy. Much of this chapter will be devoted
to discussing my direct contributions to improving MaStar’s target selection strategy,
which include expanding it to include selection based on [α/Fe] measurements from
preexisting spectroscopic surveys. Lastly, this chapter will give a brief overview of
MaStar’s data reduction procedure.
Chapter 3 will give a detailed overview of the methodology used in our parameterdetermination effort. This will include some discussion about the general philosophy
behind the method, a detailed description of the theoretical spectra that were used
for the parameter fitting, and how various complicating factors had to be addressed
throughout the procedure. These latter topics will include important factors inherent
to the collection of observational data in astronomy, such as interstellar reddening and
flux-calibration systematics. This chapter will also include a detailed description of
the fitting methodology itself, which was based on a standard reduced-χ2 approach, as
well as a description of the Markov Monte Carlo Chain (MCMC) algorithm that was
used to identify the best-fitting model spectra, and extract the parameter estimates
with their corresponding uncertainties.
In Chapter 4, I will discuss the raw parameter results and the distributions of
uncertainty estimates associated with them. I will also discuss an exercise that was
conducted in order to evaluate the internal consistency of the uncertainty estimates.
Next, I will discuss how the parameter results compare with external parameters
provided by the APOGEE stellar survey. I will also evaluate the performance of the
MCMC fitting algorithm in certain critical regions of parameter space, the accuracy
of the extinction estimates associated with the spectra in comparison with measurements performed using state-of-the art 3D dust maps, quality-control measures that
were imposed on the final parameter set prior to publication, and a calibration technique that could potentially be used to improve the [Fe/H] parameter estimates.
Lastly, this chapter will include a brief comparison between the results obtained us9

ing our methodology and three previously published sets of parameters developed
concurrently using the same MaStar spectra.
In Chapter 5, I will discuss some of the most pressing issues that were encountered with the model spectra and the identifiable effects they had on the parameter
estimates. This discussion will focus primarily on the presence of an anomalous gap
in our final atmospheric parameter distribution around 9, 250 K. This analysis will
serve as a powerful example of how accurate parameter catalogs, such as MaStar, can
be useful for improving theoretical models by identifying such inaccuracies.
In Chapter 6, I will summarize the work discussed in this thesis and end with
my conclusions. This chapter will also include some speculation about the future of
projects that could make use of this parameter determination methodology and the
MaStar data.

Copyright© Daniel J. Lazarz, 2022.
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Chapter 2 Data collection

2.1

SDSS and MaNGA

The Sloan Digital Sky Survey (SDSS; York et al. (2000)), one of the world’s largest
astronomical surveys, began operations in 2000 using the Sloan Foundation 2.5-meter
Telescope at Apache Point Observatory (APO; Gunn et al. (2006)) in Sunspot, New
Mexico. At time of writing, SDSS has completed four iterations, and is currently undergoing its fifth phase, SDSS-V Kollmeier et al. (2017). The data collected since the
beginning of SDSS includes optical imaging and optical/near-infrared spectroscopy
for over 4 million stars, galaxies, and quasars, as well as photometric measurements
for nearly 1 billion objects using its own specially designed ugriz photometry system (Fukugita et al. (1996)). This thesis will focus on the fourth generation of the
survey, SDSS-IV (Blanton et al. (2017)), which ran from 2014 to late 2020. SDSSIV encompassed three major spectroscopic surveys: the second generation of the
Apache Point Observatory Galactic Evolution Experiment (APOGEE-2; Majewski
et al. (2016)), the extended Baryon Oscillation Spectroscopic Survey (eBOSS; Dawson et al. (2016)), and the Mapping Nearby Galaxies at Apache Point Observatory
project (MaNGA; Bundy et al. (2015)). APOGEE-2, a continuation of the first
APOGEE survey of SDSS-III, is a medium-resolution spectroscopy survey that was
built by targeting within the Milky Way galaxy in the infrared wavelength regime.
It has two components: one containing data collected at APO (APOGEE-2N), and
one with data collected at the Las Campanas Observatory in Chile (APOGEE-2S),
using the 2.5-meter du Pont Telescope to target stars in the Southern hemisphere.
The eBOSS project, also a continuation from SDSS-III, is a spectroscopic survey of
distant galaxies and quasars, which was executed with primary science goals relating
to cosmology.
MaNGA, the survey most relevant to this project, is a galaxy survey that was
conducted using integral field unit (IFU) spectroscopy to map the visible surfaces of
approximately 10, 000 nearby galaxies covering a wavelength range of 3, 622–10, 354
Å at R ∼ 2, 000. MaNGA’s target footprint covers approximately 2, 700 deg2 and
includes galaxies at redshift around z ∼ 0.03. It was designed with the study of
galaxy formation and evolution in mind, seeking to understand the mechanisms that
drive phenomena such as the growth of galactic disks, the shutdown (or “quenching”)
of star formation, and how mass and angular momentum are distributed across the
bound components of a galaxy. MaNGA’s use of IFU fiber optic bundles (Drory et al.
(2015)) to obtain spatially resolved spectroscopic data from a sample of thousands
of galaxies presented a unique opportunity to investigate these processes, which all
take place throughout the spatial extent of galaxies. This represented a major leap
forward in SDSS observations, building on previous galaxy surveys that relied on
single-fiber spectroscopy to obtain data in its first three iterations.
All three of the SDSS-IV surveys described here used the plug-plate system of
observation, characteristic of the first four generations of SDSS. This system involved
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the use of fiber optic cables (or bundles) plugged into aluminum plates specially
designed according to the positions of each survey’s selected targets on the focal
plane of the telescope. Fibers dedicated to MaNGA and eBOSS both connected to the
Baryon Oscillation Spectroscopic Survey (BOSS) spectrographs (Smee et al. (2013)),
and the APOGEE fibers connected to their own dedicated infrared spectrograph. The
use of multiple spectrographs allowed for observations for up to two of the three main
surveys to be conducted simultaneously at any given time (APOGEE-2 and eBOSS,
or APOGEE-2 and MaNGA).
2.2

MaStar: The MaNGA Stellar Library

In Section 1.2, I discussed the basics of what stellar libraries are, what they are useful
for, and some of the challenges faced by the current state-of-the-art libraries, both
theoretical and observational. With the development of MaNGA as one of the most
comprehensive collections of galaxy spectra to date, a clear motivation presented
itself: when studying and attempting to model the phenomena that are observed
in MaNGA’s data, it would be extremely useful to have a stellar library specifically
designed with MaNGA in mind. This was the initial motivation behind MaStar, the
MaNGA Stellar Library. It would be a large, comprehensive collection of empirical
stellar spectra with extensive and uniform parameter coverage. In addition, since
it would be conducted alongside MaNGA using the same instrumentation, the end
result would be a library of uniform data quality that is ideal for modeling MaNGA
galaxies. Additionally, MaStar would be extremely valuable to SPS research outside
of MaNGA and SDSS.
Since MaStar’s data collection was conducted as a part of SDSS-IV, it had several
immediate advantages over previous stellar libraries. For one, the SDSS strategy of
observing many targets simultaneously through the use of plug plates was obviously
advantageous for building a large data set, as it was far less demanding than collecting spectra one-by-one. Additionally, MaNGA’s development alongside APOGEE-2,
which carried out infrared observations at APO when observing conditions were insufficient for collecting galaxy data, presented the opportunity to collect additional
stellar spectra using the out-of-use BOSS spectrographs without significantly impacting any of the other ongoing surveys. With this arrangement, it would prove possible
to build a spectral library in excess of 10, 000 dedicated science spectra. To provide context for the scale of the improvement that this represented in comparison
to previous empirical libraries, Table 2.1 provides a summary of several other stellar
libraries contemporary to MaStar. These libraries include MILES (Sánchez-Blázquez
et al., 2006; Falcón-Barroso et al., 2011), STELIB (Le Borgne et al., 2003), Lick/IDS
(Worthey et al., 1994), INDO-US (Valdes et al., 2004), ELODIE (Soubiran et al.,
1998; Prugniel and Soubiran, 2001, 2004; Prugniel et al., 2007), HST-NGSL (Gregg
et al., 2006), the X-Shooter Stellar Library (XSL, Chen et al. 2014; Verro et al. 2022),
the NASA Infrared Telescope Facility (IRTF) Library (Rayner et al., 2009), and the
Extended IRTF library (Villaume et al., 2017).
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Table 2.1: Comparison between MaStar’s survey specifications and those of other
commonly used empirical stellar libraries contemporary to MaStar.
Empirical
Library

No. of Stars

λ Coverage (Å)

Approx. R (λ/∆λ)

MILES

985

3525-7500

2100

STELIB

249

3200-9500

1600

LICK/IDS

425

4100-6300

500

INDO-US

1273

3460-9464

5000

ELODIE

1388

4100-6800

50000

HST-NGSL

374

1675-10250

1000

X-shooter Library

683

3000-25000

10000

IRTF Library

210

8000-25000
(-52000)a

2000

Extended
IRTF Library

284

7000-25000

2000

MaStar

11,931
(12,406 Standards)

3622-10354

1800

a

2.3

Subset extending to 52000 Å Included.

MaNGA/MaStar Instrumentation and Observing Strategy

MaStar observations were carried out using the same instrumentation that was used
for MaNGA observations. The data was collected using the Sloan 2.5m telescope
at APO, which is a Cassegrain telescope with an altitude-azimuth mount design.
Observations were done using the same precision-drilled plug plate setup that was
used in other SDSS-IV surveys. These plates were drilled with holes corresponding to
MaNGA, MaStar, and APOGEE targets, as observations for the latter survey were
typically executed simultaneously with either MaNGA or MaStar. For MaNGA, each
plate could be plugged with a set up to 17 IFU fiber bundles ranging in size from
19 to 127 fibers. These larger bundles were designed for use with MaNGA for the
purpose of mapping galaxies of varying angular sizes on the plane of the sky using a
series of dithered 15-minute exposures. Each plate could also be plugged with up to
12 7-fiber mini-bundles (designed for standard stars used for MaNGA/MaStar flux
calibration), and 92 sky fibers dedicated to sky subtraction. While this setup was
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Figure 2.1: MaNGA/MaStar IFU optical fiber bundles ranging in size from 7 (far
right) to 127 (far left). Image adopted from Drory et al. (2015) (Figure 7).

designed primarily with galaxy observations in mind, it could still be used for singlestar MaStar observations by positioning the target within a single central fiber on
the IFU. This meant that spectra from up to 29 individual stars (17 science targets
and 12 standards) could be collected simultaneously on a given plate.
When ready for observation, the fiber/plate assemblies would be installed in a set
of cylindrical cartridges that could be easily mounted to the telescope and replaced as
needed throughout observing runs. A total of six cartridges were installed with both
MaNGA IFUs and APOGEE fibers, along with three additional APOGEE-only cartridges. Since SDSS-IV observations were executed nightly during normal operations,
pre-drilled plates would be selected each morning to be observed the following night.
Plugging technicians would then install the selected plates into the desired cartridges
and plug in the IFU bundles and fibers according to instructions generated automatically during plate design. Since each cartridge was installed semi-permanently
with its own set of MaNGA IFUs, the status of each fiber had to be monitored for
quality control daily. This involved checking the throughput status of each bundle
being used to identify dirty and broken fibers. Permanently damaged fibers had to be
avoided when possible. While this was particularly important for MaNGA observations, throughput issues generally did not impact MaStar data collection significantly,
provided the central fibers of the bundles were clean and intact.
One of the main keys to MaStar’s practicality was the fact that MaNGA observations could not be carried out during certain times throughout each month, while
the moon was present in the sky and sufficiently bright as to contaminate the galaxy
data. This was referred to as “bright time,” and it would encompass varying portions of each night, according to the Moon’s phase. Bright time would encompass
approximately two weeks out of each month, with 4-7 nights being totally affected,
and the remainder only being partially affected. Fortunately, this did not impact
stellar observations significantly, so APOGEE-2 observations could continue mostly
unimpeded during bright time, with the only caveat being that targets dangerously
close to the moon had to be avoided. The other key to MaStar’s practicality was
the fact that APOGEE used its own dedicated infrared spectrograph, leaving the
BOSS spectrograph unused during this time, as mentioned previously. This meant
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that during bright time, MaStar could “piggyback” on APOGEE observations, using
the otherwise out of service MaNGA fibers across the six cartridges shared between
MaNGA/MaStar and APOGEE. This shared observing routine came with a number of constraints relating specifically to target selection for MaStar, which will be
discussed in further detail in Section 2.4.
Since MaStar observations were conducted while piggybacking on APOGEE-2
observations (with few exceptions), MaStar’s observing strategy had to be designed
to accommodate APOGEE’s plan (Zasowski et al. (2013)), which had priority during
bright time. Several hundred APOGEE-2N fields were designed to be observed at
APO over the course SDSS-IV. Since many of the fields contained more stars than
could be covered by a single plate, the fields often corresponded to multiple plate
designs. Each design would have a set of targets associated with holes to be drilled
on a corresponding plug plate. Furthermore, a single design could also correspond to
multiple physical plates, with each unique plate being slightly modified to allow for
observations at different hour angles. This would entail offsetting holes slightly to
accommodate atmospheric refraction effects. Consequently, it was common for some
designs to be observed with multiple visits (i.e., multiple sets of 15-exposures taken on
separate nights), sometimes across multiple plates. With MaStar co-designing plates
with 17 stars per plate across approximately 700 planned designs (corresponding to
approximately 370 APOGEE fields in total), this meant that MaStar, at its outset,
could be expected to obtain spectra from a total of around 12, 000 unique stellar
targets, along with spectra from about 8, 400 unique standard targets, in addition to
several thousand obtained through dedicated MaNGA observing. This very promising
assessment showed that building a spectroscopic library much larger than what had
been attempted previously was not only possible, but also very practical through
bright time observations using the already existing MaNGA instrumentation.
Over the course of MaStar’s operations from Spring of 2015 to the Summer of 2020,
a total of 25, 930 spectra from 11, 931 unique science targets were obtained, along with
33, 711 spectra from 12, 406 unique standard stars (including those obtained during
core MaNGA observations).
2.4

MaStar Target Selection

Due to the observing constraints that come as a result of MaStar piggybacking off of
APOGEE observations, as described in Section 2.3, developing a carefully considered
target selection scheme was critical for MaStar. The primary goal for this was to use
the stars available in the planned APOGEE fields to sample the parameter space in
Tef f , log g, [Fe/H], and [α/Fe] as thoroughly, widely, and uniformly as possible. In
this sense, MaStar differs from many previous spectroscopic libraries, which sought
to obtain a statistically unbiased sample. The reasoning behind this was to place
additional emphasis on obtaining spectra from stellar types that exist in the most
extreme regions of parameter space, such as those with very low metallicities, or very
high temperatures, for example. If one were to pursue a statistically unbiased sample, the final library would end up with a greater number of average stars, by virtue
of the fact that they are simply more common, and the unique spectroscopic cases
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that contribute in important ways to integrated population spectra would be mostly
left out. If the goal was to simply present a sample of stars that was statistically
representative of what is available in the nearby Milky Way, then this would be sufficient, but a healthy sample of rarer stellar targets is extremely helpful for population
synthesis. Aiming to obtain as broad of a parameter range as possible with uniform
coverage would allow users more freedom to choose how they want their sample of
spectra to be distributed throughout parameter space, while also “filling in the gaps”
in parameter space that have historically been poorly sampled by stellar libraries.
As a first-order target selection criterion, the instrumentation required that stars
be selected within certain magnitude limits to avoid saturation or underexposure.
MaStar mostly targeted stars that were at least as bright as 17.5 mag in either the gband or the i-band (referring to the SDSS ugriz photometry bands), and fainter than
12.7 mag in both the g-band and i-band. For a subsample of stars, this upper limit
on brightness was relaxed by allowing for exposure times shorter than 900 seconds
(the standard exposure time for MaNGA and MaStar plates), and in a small number
of cases, by positioning target stars between IFU fibers to limit the amount of light
received at the spectrograph. This allowed for some stars as bright as 8.1 mag in the
g- or i-band to be observed.
preexisting photometry catalogs had to be used to ensure that candidate targets
satisfied MaStar’s brightness criteria. A seemingly obvious choice for this would be
to use previously compiled SDSS photometry catalogs to select targets. However, because MaStar targets were predominantly selected using preexisting spectroscopic parameter catalogs like APOGEE-2, which have little overlap with SDSS’s original imaging footprint, other photometry catalogs were needed. To this end, the Panoramic
Survey Telescope and Rapid Response System-1 (Pan-STARRS1; Chambers et al.
(2016)) and the American Association of Variable Star Observers (AAVSO) Photometric All-Sky Survey (APASS 1 ) suited MaStar’s photometry-based selection needs.
A customized version of Pan-STARRS1 was used, which included everything provided in DR1, but with slightly modified photometric calibration (Yan et al. (2019)).
This modified catalog includes grizy photometry for stars that meet MaStar’s 17.5
mag requirement in either the g- or i-band. However, this catalog is limited to stars
fainter than 14.0, 14.4, 14.4, 13.8, and 13.0 mag in the g-, r-, i-, z-, and y-bands
respectively. APASS was used to select brighter candidates, since it provides all-sky
BVgri photometry for all stars between 7 and 17 mag. In addition to photometry,
these catalogs were also used for astrometry in MaStar’s target selection. Candidate
targets with previously estimated parameters would be matched to the the combined
Pan-STARRS1/APASS catalog, whose reported coordinates would then be used for
targeting. This combined catalog was also used for selecting standard stars, and PanSTARRS1 was used for selecting empty-sky locations on which to position sky fibers
for measurements to be used in sky subtraction.
For the sake of obtaining accurate flux calibration, most targets were selected
to be relatively spatially isolated to avoid contamination from surrounding stars.
Specifically, this required that there be no significant contamination in the six IFU
1

https://www.aavso.org/apass
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fibers surrounding the central fiber being used for the target. This was important
because the flux ratios between the central fiber and its six surrounding fibers would
be used later on for aperture correction. Exceptions to this rule were sometimes
made for binary stars, which were not universally rejected. Close binary systems
were deemed permissible, as long as the individual stars were not photometrically
resolved and did not differ dramatically from each other in magnitude.
The primary component of MaStar’s target selection was based on spectroscopic
parameter estimates from preexisting catalogs. If a candidate target was verified to
be within the magnitude limits described previously, then a reasonably accurate parameter measurement was very helpful for further determining whether or not that
star was a desirable target. Three such parameter sets were used for this purpose: the
APOGEE Stellar Parameter and Chemical Abundance Pipeline (ASPCAP) catalogs
(Holtzman et al. (2015); Garcı́a Pérez et al. (2016)) from SDSS Data Releases 13 and
14 (Albareti et al. (2017); Abolfathi et al. (2018)), the Sloan Extension for Galactic Understanding and Exploration (SEGUE; Yanny et al. (2009)) Stellar Parameter
Pipeline (SSPP) catalog (Lee et al. (2008); Allende Prieto et al. (2008)) from SDSS
DR12 (Alam et al. (2015)), and the Large Sky Area Multi-Object Fiber Spectroscopic
Telescope (LAMOST, Cui et al. (2012); Zhao et al. (2012); Deng et al. (2012)) Experiment for Galactic Understanding and Exploration (LEGUE) DR2 AFGK catalog
(Luo et al. (2015)).
A considerable amount of care had to be taken when selecting targets based on parameters from the spectroscopic input catalogs, APOGEE, SEGUE, and LAMOST.
Each of these catalogs provided at least three of the four desired atmospheric parameters (Tef f , log g, and [Fe/H]) for a large number of stars located within APOGEE-2’s
planned observing footprint. Both APOGEE and SEGUE provided [α/Fe] estimates
for a large subset of entries from the outset. Beginning in 2017, a catalog of [α/Fe]
estimates for a subset of LAMOST targets that was constructed using the machinelearning algorithm, the Cannon (Ho et al. (2017)) was used.
Before use in target selection, these catalogs had to undergo a homogenization
process. This involved removing quality-flagged entries from each sample, while considering which quality flags represented issues that would be likely to have an impact
on MaStar’s data. This process also involved directly comparing the catalogs with
each other to identify systematic offsets between parameter samples, and removing
such offsets to bring them into rough consistency in the regions of parameter space
where they overlapped. It is important to emphasize that when carrying out these
steps, the goal was not to arrive at the most “correct” merged sample; only to obtain
a self-consistent target selection pool free of any major systematic abnormalities that
could lead to undesired selection effects in MaStar. More details regarding this homogenization process, as well as other aspects of MaStar’s target selection cireteria,
can be found in Yan et al. (2019).
In general, APOGEE parameters were regarded as being the most reliable out of
the three spectroscopic input catalogs, since they were derived from high-resolution
spectra (R ∼ 22, 500), far exceeding those used for SEGUE and LAMOST, which
both used resolutions comparable to that of MaNGA/MaStar (R ∼ 1, 800). However,
since APOGEE’S primary focus was targeting red giants and cool dwarfs in the
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Figure 2.2: Spectroscopic parameter catalogs used for MaStar target selection: LAMOST (top-left), APOGEE (top-right), and SEGUE (bottom-left). MaStar’s combined spectroscopic-parameter-based targeting footprint is shown in the bottom-right,
color-coded by density. All catalogs shown have undergone quality-control cuts and
homogenization.

nearby Milky Way, SEGUE and LAMOST were still useful for expanding the target
selection footprint to meet MaStar’s coverage goals. Figure 2.2 shows the separate
and combined parameter space footprints covered by all three spectroscopic input
catalogs.
In regions of parameter space that were not adequately sampled by the input
spectroscopic catalogs, parameter estimates obtained using photometric techniques
had to be used as a secondary component to MaStar target selection. These assisted
in extreme regions of parameter space, such as the extreme hot and cool main sequence and the tip of the red giant branch. Tef f estimates were made for these by
generating a grid of theoretical PARSEC spectral energy distributions (Bressan et al.
(2012)) using the available photometric data and selecting the best-fitting models using a χ2 method. While this provided estimates for Tef f , log g, [Fe/H], age, and total
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extinction (Av ), it was determined through comparison with a set of cross-matched
LAMOST parameters that only the Tef f estimates were reliable for the majority of
these stars. For this reason, only temperature was used for the photometry-based
selection. Since the information available from these “photometry-only” target candidates was generally less reliable, they were given lower priority, and were typically
only selected in cases where no previous spectroscopy-based estimates were available.
This collection of photometric parameters consisted of a “hot” set, containing stars
determined to be hotter than 8, 000 K, and a “cool” set with stars cooler than 3, 981
K.
In addition to the photometry-based hot and cool parameter sets, the LAMOST
team also provided several catalogs containing desirable stellar types. These include
an OB star catalog (Liu et al. (2015)), a Carbon star catalog (Ji et al. (2016)), an M
giant star catalog (Zhong et al. (2015)), and an M dwarf catalog (Guo et al. (2015)).
These were considered to be more reliable for target selection than the aforementioned
estimates made using the SED-fitting, and hence, were prioritized over other stars
with photometrically determined parameters.
MaStar’s plate design procedure had to be carried out roughly once per month, in
preparation for future APOGEE-2 dark runs. The APOGEE team would provide a
list of fields that they intended to cover in the coming round of plate design. This list
would include the fields’ names, their central RA/Dec coordinates, and the number of
designs that were to be made in association with each field. Typically, a single design
run would consist of 4-8 fields, but could occasionally cover more than a dozen fields.
From here, a semi-automated target selection pipeline would be used to evaluate
candidate targets according to MaStar’s needs.
Several important target selection criteria, in addition to the magnitude limits
described previously, had to be taken into account when selecting targets based on
preexisting spectroscopic and photometric parameters. These include:
1. Local Parameter Space Density: The number of comparable targets available in nearby {Tef f , log g, [Fe/H]} parameter space.
2. Proximity of Past Targets in Parameter Space: Stars that had already
been targeted or had many neighbors in parameter space that had already been
targeted would be rejected or given low priority.
3. Source Catalog of Parameter Data: Targets with valid APOGEE parameters would be prioritized over other targets. SEGUE would receive second
priority, and LAMOST would receive third priority. Where no spectroscopybased parameters were available, targets from photometric catalogs would be
considered.
4. Availability of [α/Fe] Data and Degree of α-Enhancement: Targets with
valid [α/Fe] parameters would be prioritized over those without them. Whether
candidate targets were α-poor or α-rich was also taken into account with the
goal of obtaining a roughly even sample of both.
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MaStar’s target selection procedure chose targets from the candidate pool using
random selection influenced by selection weights that were assigned to each candidate.
Candidate targets would initially be assigned selection weights inversely proportional
to the density of available targets in local 3-dimensional parameter space, as indicated
by targeting criterion 1. The purpose of this step is to give higher priority to underdense regions of parameter space in order to obtain a more uniform final distribution.
The local parameter space density could be computed using a simple“brute-force”
approach by performing N 2 distance calculations in parameter space to evaluate the
local density, but this would be too computationally expensive. To avoid this, the
local density was evaluated much more efficiently using chaining mesh algorithm.
This approach essentially involved evaluating the number of neighbors that a given
candidate target had in parameter space by efficiently determining which members
of the candidate pool fell within a specified 3D volume around the candidate being
considered. This local volume was defined as a box with edge-lengths 0.1 in temperature (represented by the dimensionless Θ parameter defined in Equation (2.1)), 0.6
in log g, and 0.6 in [Fe/H].
Θ=

5, 040K
,
Tef f

(2.1)

The number of neighbors present within the volume centered on a given candidate
target would be calculated by first dividing the parameter space into 0.05×0.05×0.05
cubic mesh bins (or “cells”). Each potential neighbor could then be more efficiently
referenced by its associated cell, rather than its position in 3D parameter space. Then,
to calculate the local density around the candidate target, the algorithm would simply
check which cells overlap with the 0.1 × 0.6 × 0.6 local volume surrounding it, greatly
reducing the number of distance calculations needed to only the stars associated with
those cells. The number of neighbors in the vicinity of the candidate target would
then be inverted, and used to assign a normalized selection weight to each candidate
target inversely proportional to the local density, as desired. Mathematically, this is
described by:
Pi ∝

1
1
= X ,
ρi
n

(2.2)

volume

where Pi represents the probability with which target i is selected, and ρi represents the local parameter space density in the vicinity of target i, measured within
a local volume containing
P n neighbors. These selection probabilities would then be
normalized such that
Pi = 1.0.
The selection weight for each target candidate would be further modified according to the number of candidates in nearby parameter space that had already been
observed, as indicated in targeting criterion 2. Candidate targets with any previouslytargeted stars lying sufficiently close in parameter space would have their selection
weights decreased. The purpose of this was to avoid continuously re-sampling regions
of parameter space that had already been extensively covered.
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Targeting criterion 3 would be addressed by further adjusting the selection weights
according to the source catalogs of the spectroscopic parameters being used. As
stated previously, stars with APOGEE parameters were given first priority, stars with
SEGUE parameters were given second priority, and stars with LAMOST parameters
were given third priority.
Finally, the selection weights would have to be adjusted according to [α/Fe] measurements to address targeting criterion 4. Target selection based on α-abundance
was not implemented until mid-2016, approximately one year after the beginning of
MaStar operations. This was largely due to time constraints during the initial development of MaStar’s target selection pipeline. The main challenge involved with
implementing this upgrade was due to the fact that [α/Fe] measurements were only
available for a subset of candidate targets, making it too difficult to properly incorporate into the local-density calculation discussed with targeting criterion 1. Instead, it
was more convenient to treat [α/Fe] as a special parameter, rather than a complete
fourth dimension in parameter space. After selection weights had been assigned and
adjusted according to all other selection criteria, the candidate targets with valid
[α/Fe] would be considered separately. Similar to Tef f , log g, and [Fe/H], the goal
was to obtain a final distribution that was as uniform as possible in [α/Fe]. This
required careful consideration, because the [α/Fe] distribution of the target pool for
a given plate run would typically be biased in favor of α-deficient stars. This is due
to the bimodal distribution of stars in the [α/Fe] dimension in the nearby Milky Way,
which contains an α-enhanced and a slightly larger α-deficient component. This is
particularly noticeable when plotting [α/Fe] as a function of [Fe/H], which shows that
metal-poor stars tend to be α-enhanced, whereas the majority of solar-metallicity and
metal-rich stars are α-deficient. In order to avoid oversampling the α-deficient side of
the distribution, it was necessary to adjust the selection weights of each target candidate on a cell-by-cell basis. This could be done by examining each individual mesh
cell (as defined during the local density calculation step of this process) and defining
a straight line of demarcation to distinguish α-enhanced stars from α-deficient stars.
The weights of the target candidates in each cell would then be adjusted such that
the combined weight of the α-enhanced candidates would be equal to that of the
α-deficient candidates. This was done to flatten the probability distribution across
the [α/Fe] range within the cell, ensuring that α-enhanced candidates would not be
under-represented in the final selection.
Figure 2.3 shows an example of MaStar’s target selection for candidates with
spectroscopically determined parameters for a test run containing 30 APOGEE fields.
In the left panel, showing selected targets in the Tef f -log g plane, it is clear that the
algorithm succeeds in selecting targets that lie outside of the densest regions of the
candidate footprint. There are several high-density clumps of selected targets present
at the base and tip of the red giant branch. These are largely made up of targets that
had [α/Fe] parameters available, leading to them being prioritized. In the right panel,
which shows the same targets in the [Fe/H]-Tef f plane, a similar pattern is visible.
As desired, the under-dense regions of the candidate footprint have been sampled,
ensuring that metal-poor stars are not excluded.
Figure 2.4 shows an example of MaStar’s [α/Fe]-based target selection. This figure
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Figure 2.3: Example of MaStar target selection using spectroscopically determined
parameters shown in three parameter dimensions for 30 fields. The pool of candidate
targets available for this particular set of fields is shown in both panels, color-coded
by density, with selected targets over-plotted.

shows targets with valid [α/Fe] parameters selected from the same 30 fields used in
Figure 2.3. In this example, the numbers of α-enhanced and α-deficient targets that
were selected are comparable (Nlow = 525; Nhigh = 495). This demonstrates that the
cell-by-cell weight adjustment scheme was successful in ensuring that α-rich targets
are not under-represented in the final sample.
After completing the normal semi-automated selection of science targets for MaStar according to the list of fields provided by APOGEE, several additional subroutines
would be carried out as needed. For every plate design run, a list of standard targets for flux calibration would also be selected. These would be chosen from the
aforementioned Pan-STARRS-1 and APASS catalogs. In general, preference would
be given to Pan-STARRS-1 stars for fields at high galactic latitude, and APASS for
lower latitudes, but this was not a strict rule. If a given field had an insufficient
number of standard targets available from one catalog, the other would be used. In
fields where desirable white dwarf standards were known to be available, they would
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Figure 2.4: Example of MaStar’s [α/Fe]-based target selection for 30 fields. The
pool of candidate targets available for this particular set of fields is shown in the top
panel, color-coded by density. The line of demarcation used to separate α-deficient
and α-enhanced target candidates is shown as a red dashed line in both panels.

sometimes be manually selected over the typical main sequence standards, which
were predominantly F stars. In addition to standards, special science targets would
sometimes be manually selected during each plate design run. Throughout the first
several years of the survey, these were typically selected using information available
on Simbad. When Gaia DR2 (Gaia Collaboration et al. (2018)) became available
in 2018, its parallax data, accurate photometry, and high-resolution imaging made
it significantly easier to select special targets in extreme parameter regimes. As a
result, Gaia DR2 was regularly used to select special targets from mid-2019 onward.
Additionally, the decision to allow shorter exposure times for MaStar targets, as mentioned previously, made targeting very luminous hot stars more practical. However,
since exposure times could not vary across a single plate, this meant that very careful
manual selection was required for each design run. For example, hot, luminous stars
exceeding MaStar’s normal brightness limits could generally not be targeted on the
same plates as cool, faint stars.
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After MaStar’s target selection procedure was complete, the list of selected targets
for each field would be passed to the APOGEE team for verification. Since the plates
being drilled were APOGEE-led plates, APOGEE would be given priority for stars
that were targeted by both surveys. Additionally, the width of the MaNGA IFU
bundles being used for MaStar would sometimes make them impossible to plug into
holes that were drilled too close together. This meant that proposed MaStar targets
would occasionally have to be rejected for lying too close to APOGEE targets in the
field. Fortunately, this was easily detectable during the plate design process. In such
cases, it would be necessary to rerun the target selection code for the particular field
in question to generate a new arrangement of holes to be drilled for MaStar’s targets.
2.5

MaStar Data Reduction

MaStar’s data reduction was conducted as a part of MaNGA’s Data Reduction Pipleine (DRP; Law et al. (2016)). This pipeline operated in two stages; one that was
shared between MaNGA and MaStar, and one that was designed specifically to handle
MaStar data. In the shared stage, the incoming raw data frames would be processed
into sky-subtracted, flux-calibrated, camera-combined spectra for every individual
IFU fiber for every exposure. For MaNGA, an image reconstruction procedure would
be used to process the individual fiber spectra into a final data cube containing all
of the spectral information collected for the target galaxy. Since MaStar would generally only collect spectroscopic data through a single central fiber on a given IFU
bundle, the pipeline would simply use this data to generate a single 1D spectrum for
each MaStar target.
While these topics will not be discussed in great detail here, a large amount
of effort was put into optimizing MaNGA/MaStar’s flux calibration and line spread
function (LSF) calibration. The flux calibration is considered to be accurate to within
3.9% in g-r, 2.7% in r-i, and 2.2% in i-z, when compared with photometry ((Yan et al.,
2019, Figure 5)), but it varies slightly between spectra. The instrumental LSF, while
having been acquired to similar accuracy (Law et al. (2021)), also varies as a function
of wavelength. As a result, this must be considered when conducting any comparison
between MaStar spectra and high-resolution models, as was the case with the work
presented in this thesis.
The MaStar-specific data reduction process undertaken by the DRP involved four
main steps: aperture-correction, radial velocity correction, the stacking of spectra,
and quality flagging. In addition, a post-reduction round of visual inspection was
implemented to catch any quality issues missed by the pipeline. These steps are
briefly summarized here, but are discussed in greater detail in Yan et al. (2019).
The first key step in the MaStar-specific part of the DRP involved aperturecorrecting the camera-combined, single-fiber spectra generated during the shared data
reduction process. This was necessary because the individual fibers were not large
enough to fully cover the point spread function (PSF) of a stellar target. To address
this, the pipeline would take the flux ratios between the data collected at the central
fiber and the six surrounding fibers to determine the position of the star relative to the
fiber aperture. This information would then be used, along with PSF data collected
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by guider images during observation, to obtain the total flux in the PSF. This step was
also critical because the position of each target relative to its fiber aperture would
always differ due to multiple factors. These would include mechanical error when
drilling the plates, guider error, and atmospheric refraction, among other factors.
The second step involved correcting the incoming spectra for effects due to the
heliocentric radial velocity of their associated stars. This was done by comparing
the MaStar spectra with a set of model spectra to find the best-fitting radial velocity
using a χ2 fitting. The models used for this step had to be convolved to the resolution
of each MaStar spectrum that was being fitted. The approach used here to bring these
models into the correct resolution is very similar to the process used in the stellar
parameter pipeline discussed in the remainder of this thesis. This method, along
with the specifications of the model spectra used in both processes will be discussed
in greater detail in Sections 3.2 and 3.3. The velocity-fitting process was carried out
separately for all exposures associated with a given target star, and then the velocity
estimates were compared for consistency to derive a final radial velocity measurement
and error. All spectra deemed to have reliable velocity estimates were then corrected
to the rest frame accordingly. Problematic cases were noted and flagged appropriately
in the final data files.
With the single-exposure spectra processed, the next task was to combine them
to construct stacked, “per-visit” spectra, representing the data collected from a single
target on a single night. This process would involve taking the 3-4 single-exposure
spectra from a given target taken over a single night and computing the differences
between their low-order broadband shapes. The difference between each spectrum
and the inverse-variance-weighted mean spectrum would then be fitted with a 4thorder polynomial, which would then be divided out of each spectrum to bring them
all into agreement in their broadband shapes. Finally, a B-spline fitting would be
performed while taking inverse variance into account at each flux point across the
individual spectra to generate a single combined nightly spectrum. Since the LSF
would typically be very similar across exposures taken on the same night, the final
LSF of the combined spectrum would be cited as the average if the individual LSFs.
From this point forward in this thesis, any discussion relating to a “single MaStar
spectrum” associated with a given target will be referring to this combined per-visit
spectrum constructed from multiple exposures with the same associated modified
Julian date (MJD) indicating the night that they were taken. All files containing
these per-visit spectra were labeled with the goodspec keyword.
In addition to these per-visit stacked spectra, a set of stellar spectra associated
with each individual target was also produced. This involved using a stacking process
similar to the one described previously, and also required bringing the spectra into
uniform resolution across visits. This was done by dividing the spectra into four
resolution bins, corresponding to the 60th, 75th, 90th, and 99.5-percentiles among
all good spectra, according to their LSFs. For each bin, a minimum-resolution curve
was generated and used to smooth all of the spectra within the bin accordingly. The
procedure used to do this is described in greater detail on the SDSS webpage for DR17
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. The final result is a set of files containing one combined spectrum for each unique
MaNGA ID (i.e., one spectrum per star), labeled with the “combspec” keyword and
the LSF percentile of the spectra contained within.
The final steps in the MaStar DRP involved quality flagging. This was done
using a bitmasking scheme to indicate problems that could affect spectra at any level
(single-exposure, single-visit, or single-target). Such problems could include issues
like poor flux calibration, low fiber throughput, and bad radial velocity calculations,
among others. Flags also existed for cases that were not necessarily problematic,
but were worth noting nonetheless. Examples of such cases include the presence of
emission lines in a given target’s spectra. The automated quality flagging pipeline
was supplemented by an extensive visual inspection campaign performed by a total
of 28 volunteers from across the MaNGA collaboration. This was done using an
interface designed with the help of the Zooniverse3 platform. With this arrangement,
all per-visit spectra were inspected by at least three volunteers for various known
problems. In each case, the median decision among the three or more inspectors
was taken and recorded in the bitmask scheme under its own category dedicated to
manual inspection.

Copyright© Daniel J. Lazarz, 2022.
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https://www.sdss.org/dr17/mastar/mastar-spectra/
https://www.zooniverse.org/

26

Chapter 3 Methods

3.1

Overview

In Chapter 1, I discussed the necessity of empirical spectroscopic libraries in stellar
population synthesis. Now that I have discussed the details behind MaStar’s construction and its status as a major improvement on previous stellar libraries, the
rest of this thesis will focus on the parameter-determination effort that stands as my
primary contribution to the MaStar project. This method was developed over approximately 3.5 years, from its beginning in the Summer of 2018 to the finalization of
the resulting set of atmospheric parameters in 2022. The central contributors to this
effort include myself, and my doctoral committee members, Renbin Yan and Ronald
Wilhelm. In addition, members of the international MaStar collaboration contributed
greatly by offering advice and feedback.
At the outset, the aim of this approach was to supplement traditional continuumnormalized spectroscopic fitting using theoretical templates with a form of photometric parameter determination. As discussed in Section 1.4, both of these individual
approaches sometimes fail to perform optimally in certain parameter regimes. For
spectroscopic fitting, problems arise at moderately high temperatures, for stars exceeding 7, 000 − 8, 000 K, at which point the narrow-band spectral features necessary
for constraining chemical abundances begin to lose their parameter dependencies.
For photometric techniques, which essentially make use of the broadband shape of a
spectrum to constrain parameters, difficulties also arise at moderately high temperatures, where color-parameter relationships become degenerate. The core philosophy
of this effort proposes that the spectroscopic data can be decomposed into multiple
parts, including a “high-frequency” component, characterized by small-scale spectral features (e.g., absorption lines), and a “low-frequency” component, characterized
by the overall shape of the spectral continuum and its large-scale features (e.g., the
Balmer discontinuity). In this context, the term “frequency” is used to refer to the
wavelength scale of the features, and not their positions along the electromagnetic
spectrum. Through the strategic use of both of these parts, it is possible to extract
robust parameter estimates for stars covering a wide range in parameter space. For
the high-frequency component, this method relies on a traditional form of continuumnormalized spectroscopic fitting. For the low-frequency component, an initial effort
was made using makeshift photometric bandpasses to construct color indices, similar
to the commonly used U − B and B − V indices in the Johnson-Cousins system of
photometry. However, through a series of attempts incorporating an increasing number of bandpasses, this quickly evolved into a more novel approach that involves the
use of an inverse-variance-weighted mean-smoothing technique to approximate the
continuum shape directly.
In its finalized form, the parameter determination pipeline that was developed to
apply this method works by comparing the MaStar spectra with a set of theoretical
templates, and using a reduced-χ2 fit to determine the best-fitting models and the
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parameters associated with them. A multicomponent χ2 fitting technique was used,
in which the total χ2 to be the weighted sum of three separately determined parts.
This allowed for us to adjust the extent to which each component contributed to the
final result as needed. These components can be described as follows:
1. High-Frequency Component (χ2HF ): Computed by directly comparing the
continuum-normalized MaStar spectrum with the continuum-normalized model
spectrum.
2. Low-Frequency Component (χ2LF ): Computed by comparing the continuum
shape of the MaStar spectrum with that of the model spectrum with foreground
extinction applied.
3. Flux-Calibration Component (χ2F ): Computed by evaluating the polynomial correction needed to account for flux-calibration residuals. This typically
amounts to only a small addition to the total χ2 .
These three components add together to give χ2T otal , which was used to quantify a
given model’s overall agreement with the MaStar spectrum being examined. With
χ2T otal properly defined, an optimization process could be used to find the model minimizing χ2T otal . In general, this model could then be assumed to have the correct
atmospheric parameters. The procedure was performed for each MaStar spectrum
individually, with all necessary computations being carried out within a main “loop”
over the entire set of spectra. While this was a simple process in theory, several
additional complicating factors had to be taken into account in practice, including
the need to strategically deweight certain components of χ2T otal , and the need reduce
or mask the influence of certain spectroscopic features that are believed to be inaccurately represented by the models. In addition, factors inherent to the data, such
as extinction, also needed to be addressed.
The rest of this chapter will be laid out as follows. In section 3.2, I will provide a
detailed description of the model grid used in this parameter pipeline. In Section 3.3,
I will explain the pre-processing that had to be performed on the model grid to make
it compatible with the MaStar data. In Section 3.4, I will describe the continuum
approximation technique used to generate the continuum-normalized spectra and
characterize the broadband shape of the spectra (applicable to both the data and the
models). In Section 3.5, I will provide explicit definitions of χ2HF and χ2LF , and explain
the adjustments needed to appropriately combine them into χ2T otal . In Sections 3.6
and 3.7, I will explain the approach used to correct for extinction and flux-calibration
systematics respectively. In Section 3.9, I will discuss the Markov Chain Monte Carlo
(MCMC) algorithm that was used to sample the χ2 distribution and minimize χ2T otal .
In section 3.8, I will explain some further adjustments to the weighting of the separate
components of χ2T otal that were deemed necessary, in order to account for discrepancies
found between the data and the models. In Section 3.10, I will explain how the final
parameter estimations and uncertainties were extracted from the data provided by
the MCMC. Finally, in Section 3.11, I will describe how all of these procedures were
combined into a multi-phase parameter determination pipeline.
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3.2

BOSZ Model Spectra

The model grid that was used for the multicomponent χ2 fitting was constructed using
the ATLAS9-based model atmosphere database presented in Mészáros et al. (2012),
and will hereafter be referred to as the “BOSZ” models. These models were originally
generated specifically for use in MaNGA and MaStar flux calibration, making them
an excellent choice for use in parameter-determination efforts for MaStar. The line
lists adopted for these models are the same as those described in Bohlin et al. (2017),
but the grid used in this work was updated to have a finer parameter sampling for
use in parameter determination. The model spectra cover a wavelength range of
3, 000 − 11, 000 Å using vacuum wavelengths, with a resolution R = 10, 000. The
spectra contain no rotational broadening, and the micro-turbulent velocity is set at
2 km/s.
The grid was constructed to cover the vast majority of MaStar’s expected parameter footprint, with maximum limits of 3, 500 K to 30, 000 K in temperature, 0 to 5.0
in log g, −2.5 to +0.5 in [Fe/H], and −0.25 to +0.5 in [α/Fe]. While the parameter
limits in [Fe/H] and [α/Fe] are uniform, forming a rectangular grid, the upper limit
in temperature is variable in log g, decreasing to 20, 000 K for 3.0 < log g < 4.0,
12, 000 K for 2.0 ≤ log g < 3.0, 8, 000 K for 1.0 < log g < 2.0, and 6, 000 K for
log g < 1.0. These nonuniform limits were chosen for the purpose of efficiently covering the regions of parameter space that are actually needed. The main sequence
stars in MaStar’s footprint are expected to extend from Tef f ∼ 3, 500 K to very
high temperatures while being limited to high surface gravity. Red giant branch
stars, on the other hand, are expected to be limited to relatively low temperatures
(Tef f ≲ 7, 000), while extending across the entire log g range. The model grid’s staggered temperature limits in the middle of the log g range is important for ensuring
coverage of the horizontal branch, which represents a stage of stellar evolution following the main red giant branch for near-solar-mass stars. In Tef f -log g parameter
space, the horizontal branch extends from the middle of the red giant branch toward
the hot main sequence, with the two overlapping near log g = 3.75. Stars with both
extremely high temperature and extremely low surface gravity (e.g., Tef f = 30, 000
K; log g = 0.0), essentially do not exist. For this reason, including models extending
across the whole temperature range for all values of log g would be unnecessary and
computationally expensive. The shape of the BOSZ model grid is shown in Figure
3.1, in which every point represents an individual model spectrum corresponding to
the given atmospheric parameters.
Since the model set was provided in the form of discrete grid points, it was critical
to have some method for interpolating between individual model spectra. The interpolation method we used will be discussed in Section 3.9, but this necessity means
that results can vary substantially depending on the density of the grid being used.
The grid used in this work is moderately dense, having spacings of 0.4 dex in log g
(with the exception of the two highest bins, 4.8 and 5.0), 0.2 dex in metallicity, and
0.25 dex in α-abundance. The temperature grid spacing, however, is nonuniform,
giving denser coverage at lower temperatures (with 100 K spacing below 6, 000 K),
and becoming less dense at higher temperatures (200 K spacing between 6, 000 K and
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Table 3.1: Atmospheric parameters of ATLAS9-based BOSZ model spectra.
Parameter

Min

[Fe/H]
[α/M]
Tef f
Tef f
Tef f
Tef f
Tef f
Tef f

−2.5
−0.25
3,500
6,200
8,200
12,200
16,000
21,000

a

Max

Step

0.5
0.2
0.5
0.25
6,000
100
8,000
200
12,000 200
15,000 200
20,000 1,000
30,000 1,000

Parameter

Min

Max

Stepa

log g
log g
log g
log g
log g
log g

0.0
1.2
2.0
3.2
3.2
4.0

5.0
5.0
5.0
5.0
5.0
5.0

0.4
0.4
0.4
0.4
0.4
0.4

log g bins 0.0 - 4.8 have uniform step size of 0.4, and the highest bin is 5.0.

15, 000 K, and 1, 000 K spacing above 15, 000 K). For computational convenience, we
found it necessary to modify the step sizes above 10, 000 K and in the log g, making
the final grid slightly less dense than the original one that was provided. One could,
in principle, use a denser grid if desired. This would come with the advantage of
making interpolation between the models less prone to inaccuracies, but would come
with the cost of being more computationally expensive.
The BOSZ models are also capable of representing a range of carbon abundances,
but for the purpose of this work, keeping [C/M]= 0 was deemed sufficient. However,
the inclusion of carbon abundance as an additional dimension in parameter space
is one potential improvement that could be implemented in this work in the future.
The BOSZ grid in its final form consisted of 52, 096 model spectra, and its layout in
parameter space is summarized Table 3.1.
Based on the source parameters used for MaStar target selection, it is understood
that some stars in MaStar’s parameter footprint may, in reality, extend beyond the
parameter limits imposed by the BOSZ model spectra. This is most likely to occur
at low temperatures. In the cool main sequence, some stars in MaStar’s sample
may be cooler than 3, 500 K or have higher surface gravity than 5.0. Similarly,
some giant stars at the tip of the red giant branch may have log g < 0. There
are several possible ways of mitigating this problem. Namely, supplementing the
model set with a secondary grid that extends the parameter ranges, or allowing
for some limited extrapolation beyond the model grid could address this. However,
both of these solutions come with a number of potential problems. In the former
case, supplementary models would have to be obtained from an alternate source, so
the possibility of the models disagreeing at the boundary between grids could be
problematic. The latter case would come with the risk of introducing inaccuracies
in the extrapolation. In light of these issues, we made the decision to keep the
boundaries imposed by the BOSZ model grid as they were, without allowing for any
extrapolation or supplementing the grid with additional models.
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Figure 3.1: Atlas9-Based BOSZ model grid used for multicomponent χ2 -fitting.

3.3

LSF Model Correction

The BOSZ model spectra were provided at a spectral resolution of R = 10, 000, which
is much higher than that of the observed MaStar spectra (R ∼ 1, 800). Therefore, in
order for it to be possible to perform a pixel-by-pixel comparison between the data
and the models (i.e., a comparison at every point along the wavelength array), some
key modifications had to first be made. Since the extremely high resolution of the
models causes spectral features to appear much more prominently than they would
at a lower resolution when observed by real-world instrumentation, it would not have
been sufficient to simply re-sample the models according to MaStar’s wavelength array and proceed. First, it was necessary to convolve the model spectra with MaStar’s
instrumental broadening kernel in order to properly bring the models into the correct resolution and account for MaStar’s instrumental line spread function (LSF).
Neglecting this step would have lead to many problems, such as disagreement in line
profiles and different degrees of blending between unresolved lines.
One of the main challenges involved with this task is related to the fact that
MaStar’s LSF varies both in wavelength and between visits. Since this is the case,
31

the LSF convolution had to be done on a pixel-by-pixel and spectrum-by-spectrum
basis. That is, for each input MaStar spectrum, the entire model set had to be
adjusted according to its unique, wavelength-dependent LSF. The LSF associated
with each per-visit MaStar spectrum is provided with the data table in the form
of a column labeled PREDISP, which gives the instrumental broadening dispersion
(σ) at each wavelength in Angstroms. The “PRE-” prefix indicates that the σ was
generated prior to pixel integration. Since the LSF correction code written for this
work has a pixel integration step built into it, it was not necessary to use the postpixel-integration dispersion values, which are also made available.
MaStar’s wavelength-dependent broadening is indicated in Figure 3.2, which shows
the distribution of spectral resolutions as a function of wavelength for all MaStar spectra. This is displayed in two different forms. The top panel shows the instrumental
broadening FWHM (full width at half maximum) is shown in units of Angstroms,
and the bottom panel shows it in units of km/s.
If MaStar had a wavelength-independent LSF kernel, correcting the model spectra
would have been a matter of simply performing a single convolution per model. In
early iterations of this parameter pipeline, this is essentially what was done, treating
the kernel as having a sigma that was approximately constant. However, the problem
becomes more complicated when properly accounting for wavelength dependence.
The procedure developed to accommodate the wavelength-dependent LSF kernel went
as follows. For a single data/model pair of spectra:
1. Compare the resolution vector of the model spectrum with the resolution vector
of the data and measure the difference in resolution at each wavelength.
2. Build a set of kernels with widths covering the range from the smallest resolution
difference to the largest resolution difference.
3. Convolve the model spectrum with all of the kernels and store the resulting
flux in a 2D array (one dimension corresponding to wavelength, and the other
corresponding to the varying kernel widths).
4. Given the resolution difference at each wavelength, interpolate the 2D flux array
along both the kernel-width and wavelength dimensions. This yields a convolved
model spectrum with a wavelength-dependent convolution kernel, resampled
according to MaStar’s wavelength array.
The resolution vector referenced in Step 1 was computed from the aforementioned
instrumental broadening σ array by converting it from units of Angstroms to units
of wavelength pixels. For a given spectrum, this array could contain values ranging
from a minimum of 0.6 to a maximum of approximately 1.72 pixels, depending on
the case. In Steps 2 and 3, we constructed a set of 17 model grids convolved with
broadening kernels ranging from the smallest needed to the largest needed, running
from σ = 0.6 to σ = 1.72 in steps of 0.07. In principle, one could make this grid as
dense as desired at the expense of increasing memory usage, but for the purposes of
this work, we found this density to work well. In Step 4, this 2D (nλ,model × nσ ) grid
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Figure 3.2: Distribution of MaStar’s spectral resolution as a function of wavelength
among all good per-visit spectra, in units of Å (top panel) or km/s (bottom panel).
The white lines indicate the median resolution. The three different gray scales, from
darkest to lightest, represent zones of 68.3, 95, and 99.7 percentiles around the median,
respectively. Image adopted from Yan et al. (2019) (Figure 10)
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Figure 3.3: Example of LSF smoothing performed on two BOSZ model spectra before LSF convolution (black) and after (red). The two right panels show zoomed-in
views of small-scale spectral features (the Hβ Balmer absorption line and the calcium
triplet) to demonstrate the effects of the smoothing.

was interpolated in σ and wavelength simultaneously to give a model that had been
appropriately smoothed according to the resolution vector of the MaStar spectrum
being processed and resampled at MaStar wavelengths.
In practice, it would have been too time consuming to perform the LSF convolution on all 52, 096 model spectra on command for every new MaStar spectrum that
needed to be processed. The solution to this was to generate the grid containing the
models convolved at all 17 values of σ for the entire model set upfront, resulting in
a 3D array of size nλ,model × nσ × nmodel . This very large array would then be stored
as a data file and read in during the code’s initialization. The array could then be
interpolated on a per-spectrum basis to give a full copy of the BOSZ model grid that
had been smoothed according to the wavelength-dependent LSF associated with the
MaStar spectrum in question. Figure 3.3 shows two examples of BOSZ model spectra
in their raw state, compared with the same model spectra after the LSF convolution.
In these images, it is easy to see that prominent absorption lines (in this case, the
Hβ and the calcium triplet absorption lines, shown in the two panels on the right as
examples) are made shallower by the convolution. Likewise, many smaller features
are almost completely smoothed over. In every run of the parameter determination
pipeline, this procedure was carried out immediately upon isolating the MaStar spectrum that was to be processed within the main loop of the code, prior to any direct
comparison with the models.
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3.4

Continuum Approximation and Normalization

In the present day, most spectroscopy-based parameter determination methods involve a process of continuum-normalizing the observed stellar spectra prior to parameter fitting. Naturally, this requires some method for characterizing the largescale, broadband shapes of stellar spectra. This has become common practice, partly
because imperfect flux calibration can have a major impact on the overall spectral
shape. Entirely removing the low-frequency spectral features that are susceptible
to flux-calibration issues helps to mitigate this. In certain regards, this also applies
to the approach discussed here, which is why the decision was made to include the
χ2HF component in the fitting calculations, which was computed using the continuumnormalized spectra, as described briefly in Section 3.1. However, we assert that the
low-frequency component of a stellar spectrum still contains information that can be
used for constraining atmospheric parameters. One of the goals in this effort was to
make the best possible use of this information, which many previous efforts have disregarded entirely. Throughout this thesis, the term “continuum” will often be used to
refer to the broadband shape of a stellar spectrum, as opposed to the high-frequency
features such as atomic and molecular lines. This is not necessarily the same as the
physical continuum that one would observe in a spectrum with very high resolution,
but rather, just a characterization of the general shape of the spectrum as it appears at MaStar’s resolution, which would ordinarily be thrown out upon continuum
normalization in more conventional approaches.
An important point to emphasize when describing this approach is that, in order
for us to be able to make a fair comparison between representations of the continua
shape of the data and the model spectra, it was critical that the data and models be
treated identically. Furthermore, this methodology is less concerned with accurately
representing the true physical continuum of any given spectral type than it is with
adequately quantifying the information contained in the low-frequency component of
the spectra. With that being said, as long as the same continuum approximation
method is used between the data and the models, the information contained therein
can be used to help constrain atmospheric parameters.
To isolate the low-frequency component of a spectrum, we used a relatively simple
mean-filter smoothing routine that was weighted by the pixel-by-pixel inverse variance
provided with the data. This method was preferred over other common approaches,
such as the use of B-splines or high-order polynomial functions to fit the continuum
shape. This is because it was generally more computationally efficient than the use of
complicated B-spline functions and more accurate than using polynomial functions.
In addition, since the smoothing was weighted by the pixel-by-pixel uncertainty that
is unique to each individual observed spectrum, it was easy to perform an identical
smoothing on all of the model spectra using the same inverse variance vector as
the weight function, resulting in an unbiased comparison between the data and the
models, as desired. This represents a considerable advantage over other continuumdetermination methods.
The inverse variance associated with each spectrum is provided with the MaStar
data table in a column labeled IVAR, which gives the uncertainty in the flux at every
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entry in the wavelength array. The smoothing was done using a boxcar running
mean calculation, in which the mean flux was computed over a window of 300 pixels
(a range between roughly 260 Å and 690 Å, depending on the wavelength regime) at
each point in the wavelength array. This running mean function is represented by
RM in Equation (3.1):
RM (Fλ /σ 2 )
,
Fe(λ) =
RM (1/σ 2 )

(3.1)

where Fλ is the original per-pixel flux of the MaStar spectrum, Fe(λ) is the meansmoothed flux, and σ 2 is the spectrum’s unique pixel-by-pixel variance. An analogous
running mean was also performed on the IVAR array itself, giving the appropriate
smoothed inverse variance at each pixel, which was needed for the subsequent χ2
fitting.
The window size used in the running mean essentially sets an upper limit on the
width of the features that are allowed to remain in the normalized spectra. As such,
a width of 300 pixels was selected in an ad hoc manner to isolate the broadband spectral features, while leaving narrow-band features intact in the continuum-normalized
spectra. Further work would be needed to determine whether using a different window size would have any significant impact on the final parameter results, or whether
this procedure could be improved by optimizing the window size for different regions
of parameter space. For hotter stars, with Tef f ≥ 6, 000 K, this method was found to
typically give a very accurate representation of the continuum shape. It also remained
fairly effective at lower temperatures, even where molecular features are present in
the spectra, although the smoothed spectra in cooler regimes become less representative of the true physical continua. However, this does not impact the ability of
the routine to find a reasonable match between the data and the models, since their
continua are treated identically.
Figure 3.4 shows several examples of how this representation of the continuum
shape behaves for a variety of spectral types. It is worth noting that higher-frequency
spectral features, such as prominent hydrogen absorption lines, metal lines, and line
blanketing can be prone to producing small wiggles in the continuum. This is especially obvious in the spectrum for the moderately hot star, third from the top in
the figure (MaNGA ID: 3-158716881). In this case, the hydrogen absorption features
are particularly wide. Similar to the previous example of cool stars, since the data
and the models were treated in exactly the same way, features such as these are not
believed to have biased the fitting at all.
Once we had obtained a representation of the continuum shape, we could then extract the continuum-normalized flux (F̄ (λ)) by simply dividing the original spectrum
by the smoothed spectrum.
F̄ (λ) = Fλ /Feλ

(3.2)

This normalized spectrum would then be used for fitting the high-frequency component of the spectra, and the continuum would be used for fitting low-frequency
component separately.
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Figure 3.4: Examples of observed stellar spectra (black) with their inverse-varianceweighted mean smoothed counterparts (red). The latter is used for continuum normalization and for direct comparison with model continua. Temperatures range from
hottest to coolest from top to bottom.
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3.5

Defining the Primary Components of χ2T otal

As described in Section 3.1, this approach characterizes the agreement between a given
MaStar spectrum and a model spectrum using χ2T otal , which is defined as the sum of
three components: χ2HF , χ2LF , and χ2F . Here, I will be focusing on the first two parts,
which are considered to be the main components of the fitting. Discussion relating to
χ2F will be saved for Section 3.7. These primary components, χ2HF and χ2LF , have been
defined to measure the agreement between a given data/model pair of spectra on a
pixel-by-pixel basis. As stated previously, χ2HF quantifies the agreement between the
continuum-normalized spectra (the high-frequency component), and χ2LF quantifies
the agreement between the representations of the spectral continua (the low-frequency
component). These quantities are defined in Equations (3.3) and (3.4):
N

χ2HF

1 X (fi − fm,i )2
=
N − 1 i=0
σi2

(3.3)

N

χ2LF

1 X (Ci − Cm,i )2
=
,
2
N − 1 i=0
σC,i

(3.4)

where N is the number of pixels in the wavelength array, fi and fm,i are the continuumnormalized flux for the data and the model, respectively, and Ci and Cm,i are the data
and model continuum, respectively. σi2 represents the variance at pixel i provided with
2
the data, and σC,i
represents the variance associated with the continuum, obtained
via the inverse-variance-weighted mean-smoothing routine discussed in Section 3.4.
Despite the similarity in their construction, the values of χ2HF and χ2LF can differ
greatly in certain cases. In practice, it is typical for χ2LF to be significantly larger
than χ2HF , sometimes exceeding it by an order of magnitude or more. This represents
a possible pitfall in our approach to comparing the continuum shapes, as it puts
χ2LF in danger of dominating χ2HF . If left unaddressed, this could sometimes lead to
inaccurate parameter estimates in certain parameter regimes. This discrepancy in
scale indicates to that the formulation for χ2LF as described by Equation 3.4 does not
properly take into account the covariance introduced by the mean-smoothing routine
2
used to obtain Ci . This typically results in σC,i
being significantly underestimated,
2
leading to χLF being large. This problem was addressed by introducing a corrective
scaling factor, given by the ratio of the minima of χ2HF and χ2LF as shown in Equation
(3.5):
χ̄2LF = χ2LF

min(χ2HF )
,
min(χ2LF )

(3.5)

where χ̄2LF refers to the scaled χ2 measurement associated with the low-frequency
component of a particular model’s spectral shape. This was implemented to prevent
the low-frequency fitting from dominating the high-frequency fitting, thus preventing
the final results from being driven to an incorrect part of parameter space in areas
where the continuum data may be less reliable when unconstrained.
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To obtain the values of min(χ2HF ) and min(χ2LF ) for use in Equation 3.5, the code
makes use of the the optimization function scipy.optimize, which is built into the
SciPy python package (Virtanen et al. (2020)). This package is designed for very
quickly optimizing (or in our case, minimizing) the output of any python function,
given a specified range of input values to sample (e.g., test points in parameter space).
In our parameter pipeline, this package is only used for calculating the χ2LF scaling
factor, and not for finding the final best-fitting parameters. In the later stage of actually minimizing χ2T otal , an entirely different algorithm was used, as will be discussed
in Section 3.9. The decision to do this was made primarily to ensure a thorough
understanding of how the final minimization is being handled, as opposed to treating scipy.optimize as a “black box,” of sorts. Additionally, the scipy.optimize
algorithm was found to have a tendency to occasionally become inexplicably trapped
within local minima, which would ultimately lead to grid-like artifacts when used to
produce the final distribution. However, this effect isn’t problematic for the task at
hand, since the χ2LF scaling factor only requires a rough estimate of what the scale
of the uncorrected minimum χ2LF should be in relation to that of the minimum χ2HF .
To reiterate, the aim of implementing this correction was to place χ2HF and χ2LF on
approximately equal footing, in order to avoid a continuum-dominated parameter
solution.
In a number of cases, it was found that the mitigating scaling factor alone was
not sufficient for addressing the problem of χ2T otal being dominated by χ2LF . This
was particularly common in the cool main sequence (Tef f < 4, 000 K) and at the tip
of the red giant branch (log g < 1). We believe that the causes for this were some
fundamental discrepancies between the data and the models in the molecular features
present in cool stellar spectra. In such cases, min(χ2LF ) could be found to easily exceed
min(χ2HF ) by a factor of 20 or more, leading to a tendency for the algorithm to
underestimate log g in cool dwarfs. To mitigate this problem, a minimum permissible
scaling factor of 1/15 was imposed. That is, if min(χ2LF ) exceeds min(χ2HF ) by more
than a factor of 15, then the code disregards all continuum-related components of
χ2T otal entirely, limiting the final spectroscopic fitting to χ2HF alone.
(
χ2HF + χ2LF + χ2F , min(χ2LF )/ min(χ2HF ) ≤ 15
χ2T otal =
(3.6)
χ2HF ,
min(χ2LF )/ min(χ2HF ) > 15
In such cases, the only point at which the continuum was still used was in the
continuum-normalization step. It is important to note here that this effect is not due
to a shortcoming of the fitting technique. Rather, it suggests an overall disagreement
between the data and the models at low temperatures that impacts the low-frequency
component of the fitting disproportionately. I will discuss this disagreement in more
detail in Section 3.8.
3.6

Extinction Fitting

When dealing with any observational data, one of the most critical factors to consider is the potential presence of interstellar extinction, or reddening. This refers to
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a phenomenon in which incoming light from the target of observation is attenuated
by dust lying along the line of sight through a combination of absorption and scattering. Since both scattering and absorption effects are typically stronger at bluer
wavelengths, this results in a signal that is redder than the original output at the
target. From our observational vantage point within the disk of the Milky Way, any
target outside of the solar system is likely to have some degree of reddening due to
interstellar dust. Extinction is generally much stronger at low galactic latitudes, at
which the line of sight lies within the disk of the Milky Way. At high galactic latitudes, much less dust is likely to be present along the line of sight, making extinction
less of a problem.
In a large observational sample like MaStar, the degree of extinction can also
correlate with spectral type. Since very hot stars are likely to be young, they tend
to be located in star-forming regions of the galaxy, where they’re still surrounded by
the remains of the dust clouds from which they formed. As such, they are more likely
to exhibit high extinction. Conversely, cool dwarfs are generally very faint, meaning
that they need to have been selected at relatively short distances in order to satisfy
Mastar’s magnitude requirements. This leaves relatively little distance for dust along
the line of sight to have a significant impact. As a result, cool dwarfs tend to have
much lower extinction.
Accounting for the reddening effect of interstellar extinction is critical for the
continuum-supplemented approach discussed in this work, as it can have a dramatic
effect on the broadband shape of a spectrum. As a result, conducting our parameter
fitting on any given MaStar spectrum, it was necessary to consider the possibility
that its overall shape could have been significantly altered. One possible approach to
accounting for extinction involves the use of 3D dust maps (such as those presented
in Green et al. (2019)) to estimate the line-of-sight extinction. This usually gives a
reliable extinction estimate, provided the distance and the distribution of dust in the
vicinity of the star are sufficiently well known. The number of MaStar targets that
satisfy this condition is quite large, thanks to projects like the Gaia mission (Gaia
Collaboration et al. (2018)), which can provide accurate distance estimates using parallax measurements, especially for relatively nearby stars (Bailer-Jones et al. (2018)).
However, this dust-map-based approach becomes less reliable for distant stars and
hot stars. Distant stars are problematic for this process because uncertainties in the
distance estimates grow as the fractional uncertainties in their parallax measurements
become larger. Hot stars are also problematic for the aforementioned reason relating
to their tendency to be located in star-forming regions. In these regions, the line-ofsight extinction can vary greatly over short distances. As a result, a small error in
distance could translate to a very large error in extinction. Since hot main sequence
stars make up an important portion of MaStar’s target set, the decision was made to
not directly rely on 3D dust map information for extinction fitting.
Rather than trusting literature values for the extinction, this pipeline instead employs a new method of direct extinction estimation using extinction curves available
in the literature. In this sense, extinction was essentially treated as a free parameter.
For a given data/model pair, implementing this involved computing the extinction
that would need to be applied to the model in order to provide a reasonable match
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to the data. To illustrate how this was done, consider the usual expression used to
compute the extincted flux, FE , given an extinction value, AV :
A

−0.4 A λ AV

FE,λ = QFλ 10

V

,

(3.7)

In principle, there is a proportional constant that depends on the normalization differences between the data and the model, which is represented here by Q. In our
analysis, the fraction Aλ /AV was provided by the Fitzpatrick extinction curves (Fitzpatrick et al. (2019)) for RV = 3.1, and is assumed to be known here. By rearranging
Equation 3.7, one obtains an expression that is linear in AV :
log(Fλ /FE,λ ) = 0.4

Aλ
e
AV − Q.
AV

(3.8)

If we substitute FE,λ and Fλ with the flux arrays of our data/model pair (FM aStar and
FM odel , respectively, and then plot log10 (FM odel /FM aStar ) as a function of 0.4×Aλ /AV ,
this typically yields a nearly straight curve. This can then be fitted using a linear
function with a slope that can be extracted as an AV estimate, along with a formal
error estimate on AV , corresponding to the quality of the fit. This linear function also
e which can be discarded, since the slope of the line provides
has a vertical offset, Q,
the only relevant information for estimating the extinction. Within the pipeline,
this procedure was carried out every time a model spectrum was compared with the
MaStar spectrum being processed. That is, the code would measure the AV that the
Mastar spectrum would have to be subject to in order to make the model in question
provide a reasonable fit. The measured reddening would then be applied to the model
prior to performing the χ2 measurements.
When applying this method, it was necessary to limit the range of the fitting to
a wavelength range in which the data typically exhibits a high signal-to-noise (S/N)
ratio, and is free of any other data-related issues. In some MaStar spectra, the upper
and lower ends of the wavelength range can be subject to excessive noise and data
artifacts, which had to be avoided to prevent them from influencing the extinction
fitting. To accomplish this, the linear fit was performed over the wavelength range,
4, 775 − 9, 500 Å. This range was also chosen because it is a region in which the
flux ratio is approximately linear and less sensitive to model mismatch. This was a
sensible choice here, since the goal of this step is to extract the slope of the flux ratio,
and not to evaluate the higher-order discrepancies between the data and the model.
This process is summarized by Figure 3.5, which shows an example of a data/model
pair before and after extinction correction. In this case, it is clear that if the appropriate reddening had not been applied to the model spectrum, the low-frequency
component of the χ2 fitting undoubtedly would have failed due to the continua of the
unaltered spectra disagreeing dramatically for reasons unrelated to the star’s parameters. The middle panel helps to further illustrate part of the reason that the linear
fit is performed over a limited wavelength range. The linearity of the log-flux ratio
begins to break down at low wavelengths, around the Balmer break. This wavelength
regime corresponds to large values of 0.4 × Aλ /AV , located on the right side of the
plot.
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Figure 3.5: Extinction fitting using a linear fit of the log10 of the flux ratio of a given
data/model pair. The fitting is limited to a wavelength range that is linear and free
of data artifacts. The Fitzpatrick extinction curves for RV = 3.1 are used for Aλ /AV .
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It is important to note that this technique faces a disadvantage at low temperatures. For cool dwarf and cool giant stars, any deviation seen in log10 (FM odel /FM aStar )
from a linear function is often dominated by deviations due to significant discrepancies between the data in the models, which occur frequently for cool stars. This is
partly due to the fact that the models don’t always accurately represent the large
molecular bands in cool spectra, as mentioned previously. Because of this, we recommend that the extinction estimates provided in the final parameter catalog be used
with caution at low temperatures. Such problematic cases can usually be identified
by their large formal error estimates in AV . This will be discussed in greater detail
in Section 4.6.
3.7

Accounting For Flux-Calibration Systematics

While MaStar’s flux calibration is considered to be very accurate, the presence of even
small systematics can have a significant impact on low-frequency spectral features. As
a result, imperfect flux calibration can lead to inaccuracies that lie in the overall shape
of the spectrum. In practice, this means that for any given MaStar spectrum, while
the flux at individual pixels relative to the observed continuum may be correct, the
continuum shape itself may be off by some amount. Figure 3.6 shows the fractional
uncertainty in MaStar’s flux calibration relative to the flux at 5, 450 Å as a function
of wavelength. This was calculated by comparing spectra collected from repeated
observations of MaStar targets (further details can be found in Yan et al. (2019), from
which Figure 3.6 was adopted). This measurement suggests that the continuum shape
of any given MaStar spectrum could potentially be inaccurate by some percentage,
with the effect usually being at its strongest in the far red and blue ends of the
spectrum. As a result, it was necessary adjust our approach to fitting the lowfrequency component accordingly in the development of the parameter pipeline.
In order to account for this possible deviation from a star’s true spectral shape
when comparing a given data/model pair of spectra, it was necessary to evaluate
the extent to which the flux calibration would have to be off in order to account for
any large discrepancy. This can be characterized by the ratio of the data and model
continua, CM aStar /CBOSZ , plotted as a function of wavelength. In this representation
of the flux-calibration residual, a ratio that is equal to 1 at every wavelength would
correspond to a perfect fit of the continuum component, and no inaccuracy in flux
calibration would be suggested. However, in some cases, this ratio could possibly
deviate by 10 − 20% in certain wavelength regimes, while still corresponding to an
acceptable parameter fit. To mitigate this effect prior to the χ2 -fitting, the pipeline fits
a fifth-order polynomial to the continuum ratio to approximate the flux-calibration
residual vector. The model spectrum is then divided by this fifth-order polynomial.
In effect, this removes the flux-calibration residuals present, allowing for a more fair
comparison between the data and model continua. An example of this fifth-order
polynomial fit of the continuum ratio is shown in Figure 3.7.
A potential concern with this procedure would be the possibility that the pipeline
could be “forcing” poorly-fitting models to fit the data. To avoid this, it was necessary
to impose some limitation on what level of disagreement could be considered to be
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Figure 3.6: Fractional uncertainty in the MaStar spectra due to flux- calibration
systematics, relative to 5, 450 Å, derived using repeated observations targets. Image
adopted from Yan et al. (2019) (Figure 6)

Figure 3.7: Example of the fifth-order polynomial fit used to remove flux-calibration
systematics. The ratio of the broadband spectral components for the data and model
(CM aStar /CBOSZ ) is fitted with a fifth-order polynomial to approximate the residual
vector, which is then divided out of the model spectrum.
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explainable by flux-calibration systematics. For example, if a data/model pair has
a continuum ratio that deviates significantly from 1.0, it is useful to have a way of
deprioritizing that model as a reasonable choice. To do this, we characterize the
“extremeness” of the fifth-order polynomial correction with its own component of
χ2T otal , which is referred to as χ2F . This component has the form:
χ2F =

ln(PBlue )2 + ln(PRed )2
,
2 ln(1.21)2

(3.9)

where PBlue and PRed represent the corrective fifth-order polynomial, evaluated at the
points of maximum absolute deviation from 1.0 in the blue end (λ < 6, 980 Å) and red
end (λ > 6, 980 Å), respectively. This typically amounts to a very small correction to
χ2T otal near the minimum of its distribution in parameter space, but this formulation
of χ2F was chosen to ensure that models requiring an unreasonable correction (e.g.,
those with a maximum continuum deviation much greater than ∼ 20% from the data)
would be likely to have high value for χ2T otal , making them less preferable to the fitting
algorithm.
3.8

Wavelength Regime Weighting

Through multiple trials, it was found that the BOSZ model grid faces difficulties
fitting intermediate-scale spectral features for cool stars with Tef f < 4, 000 K (e.g.,
TiO molecular bands). The scale of these features is problematic, as it is large enough
to affect the broadband χ2 fitting as well as the narrow-band component. The former
issue is partially addressed by the continuum rejection discussed in Section 3.5, in
which χ2LF and χ2F are excluded from χ2T otal when certain conditions are met. However,
the impact on χ2HF directly proved to be strong enough to still affect final parameter
estimations for cool stars, even when the continuum data was rejected. A simple
solution to this problem could have be to mask the most problematic features and
exclude them from the χ2HF fitting entirely. However, this would run a major risk of
discarding useful data in regions of parameter space where molecular bands are not
a problem.
The solution we adopted was to de-weight pixels below 7, 800 Å universally, forcing
them to have a smaller contribution to χ2HF than those at the red end of the spectra
by a factor of C, as shown in Equation (3.10). This can be viewed as a further
decomposition of χ2HF into blue and red parts.
χ2HF = Cχ2Blue + χ2Red

(3.10)

The decision to adopt this strategy was based on trial and error, as we allowed
the final distribution and its agreement with external calibration sets to determine
which value of C was to be used. Based on a series of tests, it was found that
C = 0.1 produces satisfactory results in low-temperature regimes such as the cool
main sequence and the tip of the red giant branch. The reason for choosing 7, 800 Å
as the wavelength cutoff for this weighting scheme is the presence of large molecular
bands that are common in cool dwarfs below this limit. An example case exhibiting
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some of these features is shown in Figure 3.8, in which major discrepancies are visible
below λ ∼ 7, 800 Å. This wavelength weighting procedure was incorporated into
every χ2HF calculation throughout the entirety of the pipeline.
The effect that this weighting had on the parameter distribution in the cool main
sequence and the red giant branch can be seen in Figure 3.9, which shows a preview
of the final parameter space distribution of cool stars compared with the parameter
distribution from an earlier iteration of the pipeline. For the cool main sequence,
surface gravity measurements appear to be substantially improved, with fewer instances of log g having been underestimated. Other notable changes include the split
in the upper red giant branch near Tef f = 4, 500 K being filled in, and the line of
metal-rich giants continuing to the tip of the red giant branch, instead of stopping
abruptly at log g ∼ 1.8. We will see in Section 4.3 that this has some impact on log g
determination on the warm side of the giant branch, as suggested by comparison with
literature values. Nevertheless, we believe that the improved performance in the cool
main sequence justifies this modification.
In addition to the deweighting described above, the pipeline also entirely masks
out the χ2 contributions of the sodium D-lines present near wavelengths 5, 890 Å and
5, 896 Å. This was chosen because the strengths of these features are understood
to correlate with extinction along the line of sight. Since the continuum-normalized
fitting is handled separately from the extinction fitting procedure covered in Section
3.6, any features that may be significantly impacted by extinction should be excluded
here.
3.9

Markov Chain Monte Carlo (MCMC) Algorithm

With all of the components of χ2T otal properly defined, the remaining task was to
devise a way of sampling the 4D parameter space, in search of the model that gives the
minimum value for χ2T otal when compared with the MaStar spectrum being processed.
The approach we adopted involves the use of a Markov Chain Monte Carlo (MCMC)
algorithm. The MCMC algorithm is a well known tool for sampling multidimensional
parameter spaces of various types, and it has the advantage of being relatively easy to
understand and construct. There are many variations of MCMC and other Markov
chain algorithms in existence, as well as other sophisticated optimization algorithms
that could also be used for these purposes, but what follows is a description of the
version of the MCMC algorithm that was found to be sufficient specifically for this
parameter-determination effort.
At the core of the MCMC algorithm is what is often referred to as a “walker,”
which is given a starting point in the parameter space that one wishes to sample.
The function of the walker is to locate vicinity of the point in parameter space that
minimizes χ2T otal , and thoroughly sample the values of χ2T otal associated with points in
that region, all through a series “steps” that are randomly drawn from a distribution,
and accepted or rejected based on a set of pre-determined criteria relating to the
quality of the fit provided by the model spectrum associated at the new location.
The data collected from these steps are compiled in a “step chain.” After a sufficient
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Figure 3.8: Example of a cool dwarf spectrum with prominent molecular bands below
7, 800 Å, which the BOSZ models struggle to represent accurately. The raw spectrum,
along with its corresponding best-fitting model is displayed in the top panel, and
the continuum-normalized spectra are displayed in the middle panel. The absolute
residuals from this fit are displayed in the bottom panel, and show significantly better
agreement in the 7, 800 − 9, 900 Å range.
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Figure 3.9: Comparison between MaStar’s parameter distribution at low temperatures after implementing wavelength weighting (right) and a similar distribution
from an earlier iteration of the parameter pipeline, prior to the introduction of wavelength weighting (left).

number of steps have been accepted into the chain, the step chain can be used to
extract the desired parameter and uncertainty estimates.
In developing a version of this algorithm that suited our needs, there were five
key operating parameters that had to be set strategically, in order for the MCMC to
run as intended:
1. Starting Point: A point must be selected for the walker’s initial position
in parameter space. If the χ2 distribution being sampled has multiple local
minima, the choice of starting point can sometimes have a significant impact
on the final results.
2. Step Selection: Each proposed new step is drawn randomly from a distribution of some form.
3. Step Acceptance Criteria: Each proposed step is accepted into the step
chain with some probability determined by the value of χ2T otal associated with
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the proposed new position in parameter space. If the proposed step is accepted,
then the walker is moved to the new location.
4. Step Size Adjustment: The distribution used to generate proposed steps can
be adjusted to influence the most likely step sizes. Such adjustments can be
made to ensure a thorough sampling of the χ2T otal distribution is obtained near
the minimum.
5. Completion Criteria: At some point, the walker is considered to have taken
a sufficient number of steps and converged on a region of parameter space that
contains the point that minimizes χ2T otal .
For the first operating parameter, the algorithm was written to select a starting
point for the walker based on an initial global grid search for the discrete grid point
that provides the minimum χ2HF , out of the 52, 096 points contained in the model
grid. This initial search does not make any direct use of continuum information,
and is solely based on the direct fitting of the continuum-normalized data and model
spectra. Hence, effects due to extinction and imperfect flux calibration do not have to
be considered for this step. This minimum-χ2HF grid point is adopted as the walker’s
starting position.
The second operating parameter is handled in the pipeline using a 4D Gaussian
distribution, from which proposed steps are drawn at random. The initial dimensional
standard deviations of the distribution in the Tef f dimension are set according to the
grid spacing in the vicinity of the starting point, as shown in Equation (3.11):


100 K, Tstart ≤ 6, 000 K
(3.11)
σTef f = 200 K, 6, 000 K < Tstart ≤ 15, 000 K


1000 K, Tstart > 15, 000 K,
and the initial standard deviations in the three remaining parameter dimensions are
shown in Equation (3.12):
σlogg = 0.2 dex
σ[F e/H] = 0.2 dex
σ[α/F e = 0.25 dex.

(3.12)

The decision to use a Gaussian (or normal) distribution meant that the majority of
proposed steps would be relatively small. However, the possibility of a large step being
proposed is important for sampling a wide enough region of the χ2 distribution around
the absolute χ2 minimum, and for preventing the walker from becoming trapped
within a local minimum.
The third operating parameter determines how the algorithm decides whether
to accept or reject a proposed step. Each new proposed step corresponds to a new
position in parameter space, which has a corresponding model with an associated
value for χ2T otal . Since the proposed steps are not selected to coincide with nearby
discrete grid points, this required us to employ some method of interpolating between
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the points. This is a topic that will be discussed shortly. For now, if we consider
the value of χ2T otal associated with the model at the walker’s location at a given step
in the procedure, χ2old , and the value associated with the model at the location of a
proposed step, χ2new , the new step is accepted into the step chain with probability:
( 2
2
eχold −χnew , χ2old − χ2new < 0
P =
(3.13)
1,
χ2old − χ2new ≥ 0
That is, if χ2new ≤ χ2old (i.e., if the model at the proposed location fits the data at
least as well as the one at the current location), then the proposed step is accepted
outright (P = 1), and the walker is moved to the new location. If χ2new is greater
than χ2old , corresponding to a worse fit, then the probability that the step will be
accepted into the step chain is a function of the difference in χ2 , with the probability
becoming small if the model at the proposed location is significantly worse. However,
the nonzero probability that a higher-χ2 model may be accepted (a defining feature
of the MCMC) is necessary for allowing the walker to jump outside of the vicinity of
a local minimum, as described previously.
The fourth operating parameter pertains, again, to how the proposed steps are
selected. Rather than maintaining a static distribution from which the proposed steps
are drawn, our algorithm was written to adjust the dimensional standard deviations
throughout the walk, in order to maintain an optimal acceptance rate. The primary
reason for adopting this approach was to ensure that the walker always obtains a
sufficiently thorough sampling of the χ2 distribution in the vicinity of the minimum,
rather than repeatedly jumping away from it unnecessarily. To do this, the algorithm
monitors the rate of acceptance by calculating a “running” acceptance rate after
every 100 proposed steps. The running acceptance rate is then compared with 0.234,
which is considered to be optimal for n-dimensional MCMC algorithms (Gelman
et al. (1997)). If, as the code is running, the acceptance rate is determined to be
too high, the step selection function can be broadened to lower the rate. Likewise, if
the acceptance rate is too low, the the step selection function can be made narrower
to raise the acceptance rate. Mathematically, this adjustment can be described as
follows:
r=

ln(A/0.234)
ln(2)

σ̄i = σi 1.4r ,

(3.14)
(3.15)

where A is the running acceptance rate computed after every 100 proposed steps,
while σi and σ̄i represent the dimensional standard deviations of the step selection
function before and after adjustment, respectively. The quantity 1.4 in Equation
(3.15) was chosen in an ad hoc manner, following a series of test runs, to specify how
aggressive each adjustment should be. We found this procedure to be very effective
for ensuring that each run of the MCMC reached an optimal acceptance rate quickly
and successfully maintained it throughout the walk.
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The fifth operating parameter requires a set of specified criteria that have to be
met in order for the walk to be considered complete. This requires us to consider
how many steps a walker must take to converge on a localized region of parameter
space surrounding the point that minimizes χ2T otal . Under typical circumstances,
a walker must take several hundred initial steps to ensure that it has successfully
located and begun sampling the area around the absolute minimum. This initial
series of steps, which is often called the “burn-in period,” must be discarded before
the step chain can be treated as a proper, uncontaminated sampling of the χ2T otal
distribution. Taking this into consideration, for our purposes, a step chain of 2000
accepted steps following a burn-in period of 500 steps was considered to provide a
sufficient sample. When this goal is met, the algorithm is allowed to terminate. This
condition was chosen after many trials, which led us to conclude that requiring more
steps did not improve results in any discernible way. To improve efficiency, we also
chose to include an early stopping condition, which depends on the number of points
that the MCMC has encountered that are within a certain range in χ2T otal of the
running minimum. At each step, the algorithm checks to see how many points have
been accepted that have χ2T otal ≤ min(χ2T otal ) + 1. If 1000 such points have been
reached (again, following the burn-in period), then the step chain is permitted to
stop early. Prioritizing this subset of points near the minimum of the distribution
also proved helpful for extracting parameter and error estimates, as will be discussed
in Section 3.10. Finally, we specified a third stopping condition to terminate the
algorithm if the MCMC takes longer than 20 minutes compiling a single step chain.
The MCMC occasionally has difficulty finding a sufficiently well-defined χ2 minimum,
and the problem can usually be traced back to an artifact in the data. In practice,
this was a rare occurrence, and did not affect any of the entries included with the
final parameter set.
The final topic that I wish to address here is how the algorithm was written
to allow the walker to sample the regions of parameter space located between the
discrete model grid points. It is clear that the MCMC would not be able to function
without some method of allowing this, since, for any given observed spectrum, we
would be extremely unlikely to find an unmodified model spectrum associated with
a precise grid point that fit the data particularly well. Addressing this requires the
use of some form of interpolation to generate a model spectrum for an arbitrary
point in parameter space, given the set of discrete points provided by the model
grid. To do this, the algorithm constructs a set of interpolation tables, using the
python module, RegularGridInterpolator, included with the scipy.interpolate
package. This module generates a callable n-dimensional interpolation function, given
a regular parameter grid. The function can then be called for any arbitrary set
of parameter space coordinates (provided they lie within the grid boundaries) to
generate a new model spectrum associated with that point using linear interpolation
at each wavelength pixel. However, the fact that this module can only operate using a
regular model grid required a workaround, given that the BOSZ grid has temperature
limits that vary in log g, as was discussed in Section 3.2. To accommodate this, the
code generates multiple interpolation functions, corresponding to regular subgrids
contained within the whole model grid, as depicted in Figure 3.10. Each of these
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Figure 3.10: Layout of regular subgrids used to generate interpolation functions for
fine parameter space sampling. An arbitrary point in parameter space is provided
as input, and the appropriate subgrid is chosen to generate an interpolated model
spectrum corresponding associated with the given parameters.

subgrids covers a singular defined range in both Tef f and log g, while covering the
entire model range in [Fe/H] and [α/Fe].
Our scheme for decomposing the model grid into multiple subgrids allows the
code to use the efficient interpolator built into scipy, while still allowing the walker
to freely traverse any part of the entire model grid. For any given input point in
parameter space, the algorithm defaults to the interpolation function corresponding
to the right-most subgrid that encloses that point, as they are shown in Figure 3.10.
For example, if one wished to generate a model corresponding to a point with 1.8 ≤
log g < 3.2 and 6, 000 K < Tef f ≤ 8, 000 K, Grid 2 would be used, rather than Grid
3.
While the RegularGridInterpolator function is capable of performing extrapolation beyond the grid boundaries, this is not permitted in our fitting routine, for fear
that it could produce unreliable model spectra. As a result, any proposed MCMC
steps that fall outside of the boundaries of the whole BOSZ grid have to be clipped,
so that they fall on the boundary in whichever dimensions exceed the limits. This
choice was made specifically to allow the walker to sample the model space on the
grid boundary, but not beyond it. Our reason for not rejecting these steps outright
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is that there are bound to be cases in which the ideal model needed to fit the data
would lie outside of the parameter ranges covered by the model grid being used. This
means that the best fitting model available from our grid could easily lie directly on
the boundary. This is particularly likely to have occurred in the cool main sequence,
where many of MaStar’s targets were selected based on APOGEE ASPCAP parameters, meaning that it is possible for their true parameters to extend to temperatures
lower than 3, 500 K and log g greater than 5.0. In such cases, the most accurate parameters that our methodology could possibly report may be Tef f = 3, 500 K and/or
log g = 5.0. It would not be desirable to discount this possibility by prohibiting the
walker from sampling directly on the edge. To do so would be to implicitly assume
that the correct parameter result must lie somewhere within the model grid, which
we understand may not always be the case. I refer to the occurrence of a walker
spending some of its run sampling the points along the grid boundary, producing a
distribution with one or more flat edges, as “edge-clipping.”
Figure 3.11 shows the MCMC walker’s 1D trajectory in each of the four parameter
dimensions for three example cases: a warm main sequence star, a mid-giant-branch
star, and a cool main sequence star. The histograms in the panels on the right side
of the figure show that in each case, the walker successfully converged on a localized
region of parameter space, which it spent most of the run sampling. The first case,
a warm main sequence star, experienced no issues with edge-clipping, and converged
very neatly in all dimensions. The second case, a giant branch star, experienced some
edge-clipping in the [α/Fe] dimension only, where it repeatedly ran into the upper
grid boundary. In this case, this does not seem to be enough to strongly suggest that
the star’s true α-abundance is higher than 0.5 in reality, but the final distribution is
clipped, nonetheless. The final case, being a very cool main sequence star, lies in one
corner of our grid in two dimensions, and experienced edge-clipping in both Tef f and
log g as a result. Given the heavily clipped final distribution in log g, it is possible
that a more ideal model for this case would lie at slightly higher surface gravity, and
potentially with Tef f < 3, 500 K. Some minor edge-clipping occurred in the [α/Fe]
dimension, as well.
To better visualize the MCMC’s step chain, Figure 3.12 shows an example corner
plot displaying the χ2 sample in 4D for a warm main sequence star. As can be seen
from the χ2T ot -color-coded scatter plots and the corresponding density histograms, the
MCMC has successfully converged in all four parameter dimensions.
3.10

Extracting Parameters and Uncertainties

For each MaStar spectrum that was processed by our parameter pipeline, two separate
methods were used to extract the desired atmospheric parameters, Tef f , log g, [Fe/H],
and [α/Fe], using the data collected by the MCMC. The simpler method adopted the
parameters associated with the best-fitting model encountered by the MCMC (that
is, the one with the minimum χ2T otal ), and computed errors based on the sample
contained in the MCMC’s step chain. These parameters are referred to simply as the
“BestFit” parameters. As an alternative method, the MCMC step chain was used
to compute a set of likelihood-weighted mean parameters. Since this technique more
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Figure 3.11: Examples of MCMC behavior in each parameter dimension for three
illustrative cases.
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Figure 3.12: Corner plot displaying the MCMC step sample in 4D parameter space
for a warm main sequence star. The step chain is shown in six 2D representations
color-coded by χ2T otal , and corresponding density histograms are also provided.
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closely resembles the standard Bayesian approach to parameter and error estimation,
we refer to this set of results as the “Bayesian” parameters. At the outset of this
project, the original intention was to develop a method similar to the approach used
to obtain the Bayesian parameters, since it is based on Bayesian statistics, which
has a great deal of historical merit, and has been used for many similar projects.
While it is appealing in this regard, we found that this particular application of the
Bayesian approach has several major shortcomings, which will be discussed in further
detail in Chapter 4. Nevertheless, it is still informative to discuss the details of both
approaches used to extract parameter estimates here.
Both approaches to parameter extraction make use of the statistical likelihood,
which can be calculated directly from the χ2T otal distribution sampled by the MCMC:
2

Li = e−χT otal,i ,

(3.16)

where Li represents the value of the likelihood function associated with a single
model i, according to comparison with the MaStar spectrum in question. This acts
as a statistical weight when computing the weighted mean of the distribution in each
parameter dimension. As such, models that yield high χ2T otal contribute very little
to the final result, and the opposite is true for models that yield low χ2T otal . The
likelihood function is used to construct the first, second, and third order moments to
be used in subsequent calculations:
X
I0 =
Li ,
i

I1 =

X

xi L i ,

(3.17)

i

I2 =

X

x2i Li ,

i

where we use the symbol x to represent whichever atmospheric parameter is being
evaluated (Tef f , log g, [Fe/H], or [α/Fe]). These moments are summed over the entries
of the MCMC step chain (indexed by i).
As described previously, the BestFit parameters were determined by simply adopting the parameters associated with the lowest χ2T otal encountered by the MCMC step
chain:
(Tef f )BestF it = Tef f |min(χ2T otal )
(log g)BestF it = log g|min(χ2T otal )
([F e/H])BestF it = [F e/H]|min(χ2T otal )
([α/F e])BestF it = [α/F e]|min(χ2T otal ) .
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(3.18)

The variances associated with the BestFit parameters are then calculated using the
moments given in Equation (3.17). These are computed as the likelihood-weighted
mean squared deviation of the sample:
P
(xi − xBestF it )2 Li
2
P
σx,BestF it = i
i Li
P
P 2
xi L i
xi L i
i
− 2xBestF it Pi
+ x2BestF it
= P
L
L
i
i
i
i
=

(3.19)

I2
I1
− 2xBestF it + x2BestF it ,
I0
I0

2
where σx,BestF
it can be easily converted to the formal uncertainty, σx,BestF it , by taking
the square root.
The Bayesian parameters and variance measurements can also be calculated using
the moments given in Equation (3.17).

xBayesian = ⟨xi ⟩ =

I1
I0

2
σx,Bayesian
= x2i − ⟨xi ⟩2

I2
=
−
I0



I1
I0

(3.20)

2

In the calculations described above, it is important to note that the set of χ2T otal
values from the MCMC step chain were limited to those with χ2T otal ≤ min(χ2T otal )+1.
In effect, this means that we limited the sample to the roughly symmetrical “valley”
surrounding the model that minimized χ2T otal . This is a precautionary measure that
was taken to ensure that the results would not be artificially influenced by any outlying entries in the step chain, and to mitigate effects due to edge-clipping. This was
particularly important in regions of parameter space that lie close to the boundaries
of the model grid, as performing the above calculations using a significantly asymmetrical distribution could lead to inaccurate estimates for σx,BestF it , xBayesian , and
σx,Bayesian . Since the BestFit parameters themselves only rely on the single minimumχ2 point within the step chain, they were not impacted by these effects.
3.11

Procedure

With our general approach to parameter estimation having been outlined in Section
3.1, and all necessary subroutines described in subsequent sections of this chapter, we
can now lay out the procedure in its entirety, from initialization to the extraction of
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our final parameter estimates. The procedure that was used operates in four phases,
summarized below:
Phase 1: Initialization – Prepare the set of model spectra according to the
given MaStar spectrum’s unique instrumental line spread function, approximate
the continua, and generate continuum-normalized spectra for both the data and
the models using an identical procedure.
Phase 2: Global Grid Search – Find the best-fitting discrete model grid
point from the continuum-normalized spectral fitting to use as an initial parameter estimate for the next phase.
Phase 3: Interpolator Search – Use the MCMC algorithm to sample the
distribution of χ2T otal corresponding to the interpolated model spectra, beginning
in the vicinity of the initial estimate generated in Phase 2.
Phase 4: Parameter Extraction – Derive parameter values and corresponding error estimates from the MCMC data.
These phases were performed for each individual MaStar spectrum, and diagnostic
data were recorded where appropriate for use in debugging and post-processing.
Figure 3.13 gives an overview of these four phases in the form of a flowchart. All
procedures involving the initial preparation of the data and models were performed
in Phase 1. This includes generating the approximate MaStar continua through the
inverse-variance-weighted mean-smoothing routine described in Section 3.4. Phase
1 also includes procedures performed on the model spectra at the beginning of the
main loop, including generating the LSF-corrected models based on the individual
MaStar’s unique IVAR array (described in Section 3.3), and generating the set of
mean-smoothed model spectra (also according to the unique IVAR array). All raw
model and MaStar spectra would also be “midpoint-normalized” in Phase 1, according to their flux at the approximate midpoint of MaStar’s wavelength array (6, 980
Å). While irrelevant for the continuum-normalized fitting, this step was done to place
the spectra on the same flux scale prior to the continuum comparison and extinction
fitting to be done in the later phases. Phase 2 encompasses only the global grid search
step, in which the algorithm identifies the discrete, non-interpolated model spectrum
that best fits the data according to the continuum-normalized full-spectrum fitting
alone (no continuum-related information is used for this step). Phase 3 encompasses
most of the procedures that were described throughout this chapter, including making the decision of whether or not to reject the use of χ2LF and χ2F , and the running of
the MCMC. Throughout this phase, all calculations of χ2LF and χ2F were carried out
following extinction correction and the removal of flux-calibration residuals, as described in Sections 3.6 and 3.7. Phase 4 encompasses the final steps of the procedure,
including the calculation of final parameters and their associated error estimates.
Figure 3.14 depicts the subroutine dedicated to performing all χ2T otal calculations
necessary throughout Phase 3. The function of the subroutine was very simple. The
input would include four atmospheric parameter values (e.g., the point in parameter
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space currently being examined by the MCMC), and the output would be the value of
χ2T otal corresponding to the model spectrum with the input parameters. The various
modules written to compute extinction and correct for flux-calibration systematics
would be called as needed throughout the subroutine.
The parameter pipeline code was written using python and was set up to run on
the Morgan Computer Cluster (MCC) at the HPC in the University of Kentucky’s
Center for Computational Sciences. Using 16 nodes, the pipeline took approximately
72 hours to process all ∼ 60, 000 good-quality, single-visit MaStar spectra using the
procedures described in this chapter. To shorten this time, more nodes could easily
be used when available.

Copyright© Daniel J. Lazarz, 2022.
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Figure 3.13: Flowchart depicting the main steps of the parameter-determination procedure. An additional subroutine dedicated to computing χ2T otal values following the
global rid search is called throughout Phase 3.
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Figure 3.14: Flowchart depicting the steps carried out within the χ2 subroutine. The
χ2 subroutine is called every time a model is compared with the data throughout
Phase 3. This includes every step chain entry during the SciPy minimization step
and the MCMC run.
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Chapter 4 Parameter Results

4.1

Parameter Space Distributions

The latest official run of the parameter pipeline was completed for MaStar’s final
data release in March of 2022. This includes all good, per-visit spectra. The final
distributions of the BestFit parameters computed for MaStar’s science targets are
shown in Figures 4.1 and 4.2, and the distribution of final Bayesian parameters for
the same spectra are shown in Figures 4.3 and 4.4. Both parameter sets are shown
here in their entirety, without any quality-control cuts having been applied.
Looking first at the BestFit parameters, the plot showing log g versus Tef f in the
top panel of Figure 4.1 is analogous to the standard Hertzsprung-Russell diagram,
as discussed previously. As such, it displays many of the features that we would
expect from the wide variety of stars in MaStar’s targeting footprint, with some
limitations having been imposed by the parameter range of the model grid. The
distribution has a distinct main sequence that stretches across the temperature range
at high surface gravity (log g ≳ 3.5). The red giant branch is also visible, running
upward and to the right on the diagram, across the log g range at relatively low
temperatures (Tef f ≲ 7, 000 K). The giant branch also has a discernible metallicity
gradient, with [Fe/H] generally decreasing from its cool side to its hot side. The
horizontal branch is also distinguishable, running diagonally above the upper main
sequence in the diagram (at lower log g) and overlapping with it near Tef f = 10, 000
K and log g = 3.75. This feature’s name comes from the fact that it generally appears
as a horizontal strip of stars extending from the red giant branch when presented in a
standard color-magnitude diagram. The horizontal branch represents a stage of stellar
evolution in which roughly solar-mass stars have begun undergoing helium fusion in
their cores near the end of their main life cycle, prior to entering the asymptotic giant
branch. The bottom panel of Figure 4.1 shows [Fe/H] plotted against Tef f to give
a view of the parameter set’s coverage in metallicity. While most of the spectra are
concentrated at metallicities greater than -1.0, it is evident that MaStar succeeded
in obtaining a strong sample of stars at lower metallicities.
Several noteworthy artificial features are visible throughout Figure 4.1. The model
grid’s limits in temperature and surface gravity both appear to have had an impact
on the general shape of the cool main sequence. As discussed previously, in Section
3.9, it is very likely that some of the stars in this region extend to log g > 5.0 and
Tef f < 3, 500 K. At the very cool end, where Tef f < 4, 000 K, the model spectra’s
misrepresenation of the molecular bands present in cool dwarf spectra (as discussed in
Section 3.8) also becomes a complicating factor. This, combined with the MCMC’s
inability to find a better-fitting model at or beyond the grid boundaries, has the
effect of driving points to slightly lower log g, producing the upturn that we see in
the diagram. The grid boundaries seem to have had a similar effect near the tip of
the giant branch, where some stars are likely to have Tef f < 3, 500 K or log g < 0.0.
This is the cause of the artificial feature that is visible on the upper-right side of
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Figure 4.1: Distribution of BestFit parameters in Tef f -log g parameter space (top)
and Tef f -[Fe/H] parameter space (bottom). Standard stars have been excluded.
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Figure 4.2: Distribution of BestFit parameters in [Fe/H]-[α/Fe] parameter space.
Standard stars have been excluded.
the diagram between the tip of the red giant branch and the cool main sequence. In
reality, no stars should be located in this region of parameter space, and these are all
most likely to be spectra from giant branch tip stars.
Perhaps the most significant artifact is the gap in the upper main sequence, positioned at approximately 9, 250 K, and visible in both plots shown in Figure 4.1.
Based on external verification using Gaia color data, this feature is almost certain
not to be due to any target selection effects on the part of MaStar, and is most likely
an indication of the models’ incorrect handling of the hydrogen absorption line profiles in this region of parameter space. The cause of this feature will be discussed in
greater detail in Chapter 5.
The distribution of [α/Fe] versus [Fe/H] shown in the subsequent Figure 4.2 looks
generally reasonable in its shape. The significant under-density of metal-poor stars
at the low-[α/Fe] end and metal-rich stars at the high-[α/Fe] end is as expected.
The α-abundance distribution displays a hint of the expected bimodality described
thoroughly in works relating to the “chemical cartography” of the Milky Way’s disk,
such as Hayden et al. (2015), and mentioned previously in this work in Section 2.4.
However, our distribution of [α/Fe] parameters is smoother than expected. This
indicates some difficulty in constraining [α/Fe], resulting in vertical scatter in the
[Fe/H]-[α/Fe] plane. An obvious artifact containing stars clustered around [Fe/H] =

64

0, with purportedly high [α/Fe], is present. This cluster coincides with the artifact
extending from the tip of the red giant branch that was discussed previously. Similarly, stars should generally not exist in this region of the [Fe/H]-[α/Fe] plane in any
great numbers.
Looking next at the Bayesian parameter distributions, all of the features described
previously are still present in Figure 4.3, with all large-scale features taking the same
general shapes that were seen before. The strongest departure from what we saw in
the BestFit results is in the cool main sequence, which now appears slightly lifted
off of the log g = 5.0 boundary. This is an artificial effect that is related to how the
Bayesian parameter estimates are calculated. Most spectra in the cool main sequence
have edge-clipped MCMC samples that run up against the grid boundary. This was
not inherently problematic for the BestFit parameters, which were selected based
on the single least-χ2T otal model encountered by the MCMC, but since the Bayesian
parameters were computed by taking a likelihood-weighed average of the models in
the vicinity of the χ2 minimum, the final Bayesian parameter result is likely to depend
strongly on the shape of the shape of the region sampled by the MCMC. In the case
of a cool main sequence star, where the sample is very likely to be asymmetrical for
any given case, the Bayesian result often ends up being pulled away from the grid
boundary slightly. This effect seems to have been stronger in regions of parameter
space where the models show some degree of discrepancy with the data, which we
know to be the case for cool dwarf stars. When this occurs, it often leads to the
MCMC having difficulty constraining the parameters in one or more dimensions. A
more extreme example of this phenomenon can be seen in the subset of approximately
300 cool dwarf spectra visible as a loose cluster of purportedly metal-poor entries to
the right of the red giant branch in Figure 4.3. The BestFit parameters placed these
stars in the cool main sequence, near log g = 5.0, but from the highly discrepant
Bayesian parameters, we can see that log g was very poorly constrained for these
spectra.
The same artifacts that we noted previously are still present in the distribution
of Bayesian parameters. The upturn in the cool main sequence and the red giant
branch tip artifact appear mostly unchanged. The gap in the warm main sequence,
while still quite prominent, has more points scattered within the gap. This is also
due to the nature of the Bayesian parameters and how they are related to the shape
of the MCMC sample. In cases near the warm main sequence gap, it is clear that the
χ2 -fitting tended to prefer either a temperature slightly higher or lower than 9, 250
K, with very few minimum-χ2T otal models having been found in the middle. For some
such spectra, this corresponds to an MCMC sample containing two competing local
χ2 -minima on either side of the gap. Again, since the Bayesian parameters were
calculated as likelihood-weighted means, this would often lead to the final Bayesian
temperature falling somewhere between the local minima, leading to the gap appearing partially filled in in the final distribution. This is an artificial effect, and should
not be viewed as indicating that the Bayesian approach was effective in addressing
the gap.
Figure 4.4 shows the distribution of [α/Fe] versus [Fe/H] for the Bayesian parameter set. While the distribution of cool stars is generally similar to what can be seen
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Figure 4.3: Distribution of Bayesian parameters in Tef f -log g parameter space (top)
and the Tef f -[Fe/H] plane (bottom). Standard stars have been excluded.
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Figure 4.4: Distribution of Bayesian parameters in [Fe/H]-[α/Fe] parameter space.
Standard stars have been excluded.
in the BestFit parameters, some new features are present. Most notably, a subset of
hot stars is clustered around [α/Fe] ∼ 0.125 at metallicities between -2.0 and -1.0.
These points represent cases in which [α/Fe] was essentially unconstrained, resulting
in the weighted mean [α/Fe] falling close to the midpoint of the range spanned by
the model grid. The large discrepancy between the BestFit and Bayesian parameters
for these cases supports our understanding that our setup has a particularly difficult
time constraining [α/Fe] in hot stars. This was expected, since stellar spectra lose
their [α/Fe]-dependent features at higher temperatures (the same is generally true of
[Fe/H]). In addition, some cooler stars (Tef f ≲ 7, 000 K) that previously fell on the
lower boundary of the [Fe/H] range have migrated to slightly higher metallicities.
Figure 4.5 shows the BestFit and Bayesian parameter distributions for MaStar’s
selection of standard stars, included here for the sake of completion. These are
predominantly F-type main sequence stars with a wide range in metallicity. Their
parameters were generally very well-constrained, but were subject to some of the
same effects described above, given their proximity to the warm main sequence gap.
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Figure 4.5: Distribution of BestFit and Bayesian parameters in Tef f -log g parameter
space with standard star spectra highlighted.
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4.2

Error Estimates and Internal Consistency

Figure 4.6 shows the distributions of uncertainty estimates for the BestFit and Bayesian
parameters with median uncertainties displayed for both sets. For the BestFit parameters, the majority of error estimates appear reasonable, with median uncertainties
being comparable to the minimum model grid spacing in each dimension. Two anomalous bumps are visible in the error distribution for [α/Fe], lying near σα ∼ 0.3 dex
and σα ∼ 0.5 dex. Both of these peaks are made up of cases in which the MCMC had
difficulty constraining [α/Fe], much like we saw in the raw parameter distributions.
The clumping near 0.3 dex and 0.5 dex is due to the fact that the final parameters
in such cases are most likely to be placed either on the grid boundaries, where σα
can be as large as the total width of the grid in the most extreme cases, or near
the middle of the grid’s range, where uncertainties cannot exceed roughly half the
width of the grid. This is due to the way that σi,BestF it is defined in Equation (3.19),
which depends on the sum over the parameter difference between all entries in the
MCMC step chain and the minimum-χ2 entry. The Bayesian error distributions are
very similar, with the only notable difference being the cut-off in the tail of the σα
distribution at 0.375. This is due to the “edge avoidance” effect exhibited by many
of the Bayesian parameters, which pushes edge-of-grid cases toward the middle of the
model range, where the greatest possible error estimate is limited.
The fact that many of MaStar’s targets were observed more than once, and hence
have more than one spectrum associated with them, it is possible to evaluate the
internal consistency of the parameter and error estimates. By comparing parameter
results between visits, we can measure the scatter in each dimension between repeated
observations and evaluate whether or not it is consistent with the uncertainties that
were calculated for the BestFit and Bayesian parameters. A good metric to use for
this is the pairwise difference between the parameter estimates obtained for a given
pair of observations, scaled by the quadratic sum of the errors associated with those
estimates. This quantity is referred to as δxij , defined as follows:
xi − xj
.
δxij = q
σx2i + σx2j

(4.1)

This dimensionless quantity was calculated for each unique pair of MaStar spectra,
indexed by i and j, that are associated with the same target. Again, x is used here
to represent whichever of the four parameters is being evaluated. Targets with only
one visit were excluded from this analysis.
Figure 4.7 shows a set of histograms representing the distribution of δxij for the
BestFit and Bayesian parameters. A Gaussian fit for each δxij distribution is shown in
red in each panel. It is important to note that cases in which one or both parameter
measurements in the pair fell on the edge of the model grid (resulting in δxij = 0)
have been excluded in this analysis. This was done to avoid exaggerating the degree
of consistency between repeated observations. For example, if a pair of spectra both
returned the same temperature result, Tef f = 3, 500 K (implying that the correct
result might be beyond the grid boundary), this would not necessarily mean that the
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Figure 4.6: Histograms showing error distributions for BestFit and Bayesian parameter estimates for Tef f , log g, [Fe/H], and [α/Fe] (σT , σG , σF , and σα respectively).
Standard star spectra have been excluded.

results were perfectly consistent. Rather, it would imply that both cases may have
suffered from the same constraints due to the limited range of the models. Including
such δxij = 0 cases would result in a sharp peak in the center of the distribution,
artificially narrowing the Gaussian fit.
Comparing the top and bottom portions of Figure 4.7, we see that both parameter
sets obtained roughly the same degree of internal consistency, with all δxij histograms
yielding Gaussian fits with standard deviations (σF it ) near 0.40. From the way that
δxij was constructed in Equation (4.1), we can see that a standard deviation of 1
in all fits would indicate perfect consistency between the error estimates produced
by the MCMC algorithm and the scatter between repeated observations. Likewise,
a standard deviation of less than 1 would imply that the MCMC-based errors were
overestimated by a factor of 1/σF it . Therefore, according to the δxij metric, the errors
provided by the MCMC for both the BestFit and Bayesian parameter sets appear
to be overestimated by an approximate factor of 2.5. It is important to emphasize
that this is a broad statistical statement about the internal consistency of our error
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Figure 4.7: Histograms showing the distribution of δxij parameters Tef f , log g, [Fe/H],
and [α/Fe] (abbreviated T, G, F, and α). δxij values corresponding to the BestFit
parameters are shown in the top four panels, and those corresponding to the Bayesian
parameters are shown in the bottom four panels. Cases in which one or both pair
members fell on the edge of the model grid were omitted to avoid exaggerating consistency.
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estimates, and cannot be used to apply a definite correction to them.
This section and the previous section have been devoted to evaluating both the
BestFit and Bayesian parameter sets on essentially equal footing. While it is apparent that the Bayesian parameter set contains many elements that offer valuable
information when it comes to evaluating the behavior of the algorithm in certain regions of parameter space, we believe that it exhibits too many problems to be treated
as a reliable set of parameters on its own. This is primarily due to the nature of
the Bayesian parameter estimates as likelihood-weighted mean calculations, which
are too often forced to rely on asymmetrical samples from the MCMC as a result of
our model grid’s limitations. In Section 4.1, we saw the impact of this most strongly
in the log g measurements in the cool regions of the parameter distribution, and in
the [α/Fe] measurements in warmer regions. For these reasons, we made the decision
to adopt the BestFit parameters as our definitive parameter set, intended for publication in Lazarz et al. (2022, forthcoming), while agreeing to provide the Bayesian
parameter set upon request. In light of this decision, subsequent sections of this work
will focus primarily on further evaluating the BestFit parameter set.
4.3

Comparison with External Parameters

When it comes to evaluating the accuracy of a set of parameters, it is ideal to use one
or more external sources for verification. Fortunately, given the nature of MaStar’s
target selection, which we covered in Chapter 2.4, MaStar’s final footprint shares
some overlap with the APOGEE-2 catalog. Since APOGEE is a stellar survey that
uses near-infrared spectroscopy, it uses an entirely different approach for parameter
determination in its ASPCAP pipeline (Garcı́a Pérez et al. (2016)). This makes it an
ideal source for verification, at least for many of our most critical targets at relatively
low temperature. Additionally, since APOGEE uses a much higher spectral resolution
than MaStar, with R ∼ 22, 500, its parameters can generally be expected to be very
accurate in most cases. Perhaps the only significant drawback of using APOGEE for
comparison is that it contains relatively few hot stars. Since APOGEE is a survey
primarily focused on cool main sequence and red giant branch stars, it shares few
targets with MaStar that extend beyond approximately 8, 000K. This means that
we must rely on other sources of verification for stars in the hot main sequence and
the horizontal branch.
Figure 4.8 shows a direct comparison between cross-matched APOGEE-2 calibrated parameters from DR17 and our MaStar BestFit parameters, color-coded according to APOGEE’s temperature measurements. The agreement in temperature
is generally quite good, with our results diverging for some hot stars above 8, 000
K. There are some slight systematics present across the temperature range, with the
distribution crossing the one-to-one line around 5, 000 K, suggesting a slight linear
offset.
The comparison in log g shown in Figure 4.8 demonstrates decent agreement at
high surface gravity with a slight positive offset, and a slightly larger negative offset
at low surface gravity. The clump of stars visible in the APOGEE parameters just
below log g = 2.5, shows a considerable amount of scatter in our BestFit parameters.
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Figure 4.8: Direct comparison between the calibrated APOGEE ASPCAP parameters
(DR17) and MaStar BestFit parameters for all shared targets.

This feature represents what is often referred to as the “red clump,” which contains
cool horizontal branch stars that have begun undergoing core helium fusion. Due
to the scatter, this feature is not distinguishable in the BestFit parameter set. This
disagreement in the lower half of the range in surface gravity is related to our decision
to de-weight wavelengths below 7, 800 Å (as discussed in Section 3.8), which limits
the influence of certain spectral features that are useful for constraining log g in giant
stars. This was a calculated trade-off made in favor of obtaining better performance
for the cool main sequence, and the improvement we see from this was partially
demonstrated in Figure 3.9. Figure 4.9 further demonstrates this improvement at the
high-log g end, where we see that some very cool main sequence stars were brought
into better agreement with APOGEE parameters. Performance was also improved
for warmer stars with log g > 3.0, where the scatter was slightly reduced.
Figure 4.8 also demonstrates good agreement in [Fe/H], though some nonlinear
systematics are present. This mostly affects entries near the upper-middle of our
metallicity range, between -1.0 and 0.0. Referring back to Figure 4.9, we see that our
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Figure 4.9: Direct comparison between the MaStar BestFit parameters and the
APOGEE parameters shown with and without wavelength weighting applied. Comparison is shown for log g (top) and [Fe/H] (bottom).

[Fe/H] estimates also benefited substantially after implementing wavelength weighting. This was particularly true for particularly for cool stars around the middle of
the metallicity range.
Lastly, agreement with APOGEE in α-abundance is also reasonable, especially
when considering the relatively narrow parameter range in this parameter dimension.
The APOGEE parameters have more distinct high and low α-abundance populations,
whereas our distribution shows some overlap between the two, as was noted when
discussing Figure 4.2. This further demonstrates the difficulty of constraining [α/Fe].
This increased scatter is more apparent for hot stars, whose spectra are largely αindependent.
Figure 4.10 shows histograms representing the distributions in xM aStar − xAP OGEE
parameter differences for each parameter. This demonstrates a slight negative bias
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Figure 4.10: Distributions of parameter differences between MaStar BestFit parameters and APOGEE parameters.

in the temperature differences for some spectra due to systematics, with relatively
little overall scatter. The distribution of log g differences shows the disparity in performance between the high and low-log g regimes, with the former having a slight
positive bias, and the latter having a more dramatic negative bias. The differences in
[Fe/H] show a slight negative bias overall, due to the aforementioned systematics in
metallicity. Lastly, the distribution in [α/Fe] differences, despite having a relatively
small negative bias, has the largest overall scatter of the four parameters.
Another useful source of comparison data is provided with second data release of
Gaia (Gaia Collaboration et al. (2018)). Gaia provides accurate parallax and photometric measurements in their own specially constructed G, GBP , and GRP bandpasses.
Combining this photometry data with the Gaia-based distance estimates presented in
Bailer-Jones et al. (2018), and the Bayestar19 3D dust map presented in Green et al.
(2019), it was possible to derive extinction-corrected GBP − GRP color measurements
(Yan et al. (2022, in prep)) to go along with Gaia’s absolute G-band magnitude
measurements. This allowed us to construct color-magnitude diagrams analogous to
our Tef f versus log g diagram for targets shared between MaStar and Gaia, as shown
in Figure 4.11. It is important to note here that the Gaia CMD is not a perfect
one-to-one analog to the Tef f versus log g diagram, though most large features are
distinguishable in both. Given this fact, the CMD serves primarily as a guide for
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evaluating our performance in broad regions of parameter space, rather than a data
source for direct one-to-one comparison.
The CMDs shown in Figure 4.11 are color-coded by each atmospheric parameter. Each panel has the same spatial distribution, complete with a well-defined main
sequence and red giant branch. The horizontal branch, however, is mostly not distinguishable, with the exception of what may be some extreme-horizontal-branch stars
present in the sample below the warm main sequence. This is because most of the
horizontal branch overlaps with the hot main sequence in color-magnitude space. The
top-left panel demonstrates that the BestFit temperature estimates are very consistent with Gaia’s GBP − GRP measurements for the vast majority of stars. A small
number of exceptions to this are visible below the hot main sequence. These may
be horizontal branch stars that were misidentified by our pipeline as cooler giants or
main sequence stars. A small number of white dwarfs is also visible far below the
main part of the distribution. While the BestFit temperature estimates for these are
likely to be reasonable, these stars most likely have surface gravities extending well
beyond the limits of the model grid.
The top-right panel in Figure 4.11 is color-coded by log g. This also shows good
overall consistency with Gaia color and magnitude measurements over the entire
parameter space, except for the tip of the red giant branch. Here, a small group of
targets have been assigned higher log g values than the Gaia data would suggest. This
is due to a combination of factors that have already been discussed, including the
models’ misrepresentation of some spectral features present in cool stars, and their
limited range in log g. This feature is related to the artifact extending from the tip
of the red giant branch that was discussed previously, and will be further addressed
in Section 4.5.
The bottom-left panel of Figure 4.11 is color-coded by [Fe/H]. The most interesting
feature of this diagram is the metallicity gradients visible in the middle of the red giant
branch and cool main sequence. This is expected, and indicates good consistency
between the BestFit [Fe/H] measurements and the Gaia color data throughout most
of parameter space. The hotter region (bluer on the CMD) appears to display more
scatter in metallicity, but this is partially due to the aforementioned overlapping
between the hot main sequence and the horizontal branch, and is also due to the
difficulty of constraining abundances in hot stars.
The bottom-right panel of Figure 4.11 is color-coded by [α/Fe]. Similar to the
previous panel color-coded by overall metallicity, abundance gradients are visible here
in the red giant branch and the cool main sequence. The red giant branch tip also
shows an anomalously high α-abundance, similar to what we saw in the panel colorcoded by log g. This is due to the same cool-spectrum mismatch effect described
previously, and also coincides with the red giant branch tip artifact.
4.4

MCMC Performance Throughout Parameter Space

To evaluate the MCMC’s performance, it is useful to inspect the distribution of
points sampled by the MCMC for a number of illustrative cases in various regions of
parameter space. Figure 4.12 shows several examples of MCMC step chains selected to
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Figure 4.11: Gaia color-magnitude diagrams, made using Gaia MG and extinctioncorrected GBP − GRP colors. Each panel is color-coded according to the MaStar
BestFit parameter estimates.

illustrate the algorithm’s behavior in certain cases. Each row displays the step chain
compiled for a given MaStar spectrum, plotted in Tef f -log g parameter space (left
column) and in [Fe/H]-[α/Fe] parameter space. From top to bottom, the examples
shown are a star from near the middle of the red giant branch, a warm main sequence
star, a metal-poor giant star, a cool dwarf, a very hot main sequence star, and a
moderately hot main sequence star falling near the 9, 250 K gap that was discussed
previously. In each case, the step chain is shown in its entirety, with all steps for
which χ2T otal > min(χ2T otal ) + 1 shown in gray to indicate their exclusion from the
error calculation, as described in Section 3.10. Steps that were not excluded are
color-coded by χ2T otal .
The first three examples shown in Figure 4.12 all exhibit excellent performance,
demonstrating clear convergence in all four parameter dimensions. The fourth case
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Figure 4.12: Several examples of the MCMC’s behavior in 4D parameter space. The
portions of the MCMC step chains used for error calculations are color-coded by χ2T ot ,
and all excluded entries are displayed in gray. The positions of the final adopted
parameters are indicated by the black dashed lines.
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(a cool M-dwarf), having fallen very close to the edge of the model grid in both
Tef f and log g, exhibits the edge-clipping effect discussed in section 4.1, despite the
exclusion of the higher-χ2 entries in the step chain. The fifth case (the hot main
sequence star) appears well constrained in Tef f -log g space, but [F e/H] and [α/F e]
are essentially unconstrained. This is due to fact that spectral features generally
lose their dependence on metal abundances at higher temperatures. The final case
is an example of a star whose MCMC step chain contained two distinguishable local
minima lying on either side of the 9, 250 K gap, although one was clearly preferred
by the algorithm. Both [F e/H] and [α/F e] are almost completely unconstrained in
this case.
4.5

Quality-Control Flagging

As it has been discussed throughout this chapter, there is a limited number of specific
instances in which the BestFit parameters are not necessarily reliable. These include
cases in which the routine experienced some critical problem, such as the failure to
converge in one or more parameter dimensions. There are also some artifacts in the
final distribution of BestFit parameters that are not consistent with in anything that
one would expect to find in nature. Leaving the parameter set in its raw state could
present problems for its intended use in stellar population modeling. To address this,
we have introduced quality-control flags that the user can apply to eliminate the most
problematic entries. These flags fall into two categories:
Category 1: low-Temperature Artifact – Points making up the red giant
branch tip artifact and the tip of the cool main sequence upturn at temperatures
near the lower limit of the model grid. These entries were identified by selecting
spectra with Tef f < 3540 K and 0.5 < log g < 4.0.
Category 2: [α/Fe] Edge Cases – Points that have been assigned [α/Fe]
values lying at the very top or bottom of the model grid’s range. This occurrence
indicates the routine’s failure to constrain α-abundance in these cases. These
entries were identified by selecting spectra with [α/Fe] < −0.22 or [α/Fe] >
+0.47.
The data points that make up Category 1 are visible in Figure 4.1 at low temperatures. Applying this flag removes the entries that make up the red giant branch
tip artifact and some points located at the tip of the cool main sequence upturn.
The decision to recommend omitting these entries is based primarily on the fact that
stars should not generally exist in this region of parameter space. The giant branch
artifact, as discussed previously, is made up predominantly of stars that are believed
to belong at the tip of the red giant branch, whereas the cool main sequence upturn is
made up of stars that most likely belong at higher surface gravities. We believe that
both of these features resulted from a combination of the BOSZ models’ incorrect
handling of the large molecular bands in very cool stars, and the limited parameter
range of our model grid.

79

Figure 4.13: Distribution of final BestFit parameters for science targets in Tef f log g parameter space (top) and Tef f -[Fe/H] parameter space (bottom), with flagged
entries excluded.
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Figure 4.14: Distribution of final BestFit parameters for science targets in [Fe/H][α/Fe] parameter space, with flagged entries excluded.

The data points in Category 2 are visible in Figure 4.2 at the top and bottom
of the left panel. These are predominantly cases in which the MCMC had excessive
difficulty constraining [α/Fe]. While it is possible that some of MaStar’s targets, in
reality, have α-abundances that lie outside of the range spanned by the model grid,
we do not expect this to have been a common occurrence. As a result, all edge cases
are flagged, and we urge caution when using any of the flagged [α/Fe] parameter
entries without independent verification.
An important distinction between these categories is that, for Category 1, all four
stellar parameters subject to flagging, and their use is not generally recommended.
Category 2, on the other hand, is addressed by a flag applied to the [α/Fe] parameters
only. That is, despite our considering the α-abundance values to be invalid in these
cases, we consider the remaining three atmospheric parameters to still be trustworthy.
The final parameter space distributions in the Tef f -log g plane and the Tef f [Fe/H] plane after applying these quality flags are shown in Figure 4.13. Here, we
see that the Category 1 flagging does away with the red giant branch artifact and
some of the worst-offending points in the cool main sequence upturn. Figure 4.14
shows the [Fe/H]-[α/Fe] parameter distribution, with all flags applied. The [α/Fe]edge cases are successfully removed by the Category 2 flagging, and we also see that
the Category 1 flagging has removed the vertical artifact that was previously present
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near solar metallicity in the high-[α/Fe] regime. Since this feature corresponds to the
the red giant branch tip artifact addressed by the Category 1 flagging, no additional
flagging was necessary to remove it.
In addition to the parameter-based quality flags described here, the final release
of the BestFit parameters also includes flags that are to be applied to the extinction
estimates in a limited number of cases for which they are deemed unreliable. These
will be discussed in further detail Section 4.6.
4.6

Accuracy of Extinction Estimates

As was discussed in section 3.6, extinction estimation and correction played an important role in the parameter determination process for all cases in which the continuum
data was used. While it did not have any significant influence in the cases for which
χ2LF and χ2F were excluded from the calculation, we conducted the same extinction
fitting procedure for every spectrum, regardless. The end result is a full set of extinction estimates (given in the form of AV ), which is included with the final release of
the BestFit parameters. In general, we believe these extinction measurements to be
at least as reliable for warm and hot stars (Tef f ≳ 5, 000 K) as those calculated from
the most up-to-date 3D dust map data using the Bailer-Jones distance estimates provided by Gaia. To evaluate this, a direct comparison between our AV estimates and
reddening estimates given by 3D dust map data (given in the form of a 2D histogram
to represent density) is shown in Figure 4.15. Here, it is important to note that the
3D dust map reddening is given by the arbitrary reddening coefficient, E (as opposed
to E(B −V ), for example). Because of this, a perfect one-to-one relationship with AV
is not to be expected. The comparison shown in Figure 4.15 demonstrates a strong
correlation, with the majority of entries falling along a straight line, as indicated by
the shading. Performing a linear fit on this distribution gives a slope of 3.37, though
this is slightly influenced by outlying entries. For a number of stars that the 3D dust
map places at near-zero AV , our fitting returned much higher extinction estimates.
We can better understand this discrepancy by looking at both the temperature and
formal error on AV associated with these entries.
Figure 4.16 shows the formal AV uncertainty estimates as a function of AV , colorcoded by temperature. Here, it is obvious that the error estimates for many cool
stars show a strong positive correlation with AV itself, which should not be the
case. These problematic AV estimates result from molecular bands interfering with
the linear fitting described in Section 3.6. These points can be easily excluded by
rejecting entries for which the formal AV error exceeds 0.005 mag.
In addition to the uncertainty-based cut, a lower-limit cut on AV is also necessary. In a number of cases, our method was found to yield a negative slope in the
linear fit described in Figure 3.5. This corresponds to a negative AV value, which is
non-physical. However, for the majority of such cases, the degree to which AV was
found to be negative was determined to be consistent with the expected uncertainty
in flux calibration. This suggests that the AV fitting routine was sometimes forced
to adopt slightly negative AV measurements in order to offset the effect of the MaStar spectrum’s imperfect flux calibration. This issue affected approximately 8, 000
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Figure 4.15: 2D histogram showing the distribution of MaStar AV estimates compared
with external reddening measurements, with a linear fit shown in red. Estimates
shown on the x-axis were made using recent 3D dust maps combined with BailerJones distance estimates, and are given as the arbitrary reddening coefficient E.

spectra, whose negative AV estimates have a root-mean-square deviation from 0 of
σ = 0.138 mag. To eliminate outlying cases, entries for which AV < −3σ are flagged
in the final set. This leaves approximately 7, 000 spectra for which AV is permitted
to be slightly negative, while not being flagged. In general, it is believed that the
parameter estimates associated with these entries are still reliable, but the decision
of whether or not to exclude them is left to the user.
Figure 4.17 shows the same 2D histogram comparing the MaStar AV estimates
and those from the 3D dust map data after applying the 0.005 mag error cut and
removing the flagged negative AV values. This yields a much more uniform agreement
at low extinction than what was shown previously. Performing a new linear fit on this
distribution gives the following empirical relationship between AV and the reddening
coefficient, EDustM ap :
AV = 3.31EDustM ap − 0.076.

(4.2)

This relationship is consistent with the one derived in Green et al. (2019) between
E(g − r) and the independently derived AV estimates that were used for testing in
that work. This further suggests strong consistency between our AV estimates and
those provided by the 3D dust maps.
The formal uncertainties in AV included with the BestFit parameter set are given
by the standard error on the linear fit described in Section 3.6. Due to flux-calibration
systematics, we believe these uncertainties to be significantly underestimated. To ob83

Figure 4.16: Formal AV errors plotted as a function of AV estimates, color-coded by
Tef f .

Figure 4.17: 2D histogram showing the distribution of MaStar AV estimates compared
with external reddening measurements after quality cuts have been applied.
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tain a better estimate of typical true uncertainties in AV , we again used repeated
observations to calculate a median absolute deviation (MAD) in AV associated with
each target. The MAD can then be normalized to have the same metric as σ by dividing by 0.6745, giving a quantity that is more representative of the true uncertainty, as
described in Beers et al. (1990). Computing this corrected MAD suggests that stars
with Tef f ≳ 5, 000 K have a typical uncertainty in AV of 0.049 mag. To evaluate
how this compares with uncertainties associated with 3D Dust Map estimates, we
analyzed the residuals associated with the AV versus EDustM ap comparison shown in
Figure 4.17. This gives a median scatter of σResid = 0.205, with respect to the linear
fit. We expect the relative contributions to this scatter from both the MaStar data
and the 3D Dust Map data to combine in the form of a quadratic sum, such that:
q
2
2
(4.3)
σResid = (3.31)2 σE,
Dustmap + σAv, M aStar .
Taking σAv, M aStar = 0.049 and solving this equation gives σE, Dustmap = 0.06. This
estimate of the typical uncertainty associated with EDustM ap is roughly consistent
with the systematic error floor of 0.08 that is placed on the uncertainty in E(g − r)
(Green et al., 2019, Figure 16). With the slope of 3.31, the uncertainty from the
3D dust map measurements contributes 0.20 mag to the vertical scatter in Figure
4.17, which is much larger than the contribution by the uncertainty of our MaStarbased extinction estimates. Thus, we conclude that our AV estimates are, in general,
superior in their precision.
Similar to the internal consistency test described in Section 4.2, it is important
to clarify that the analysis described here does not imply that a flat error estimate
of 0.049 mag is applicable to all AV entries included with the final parameter release.
Rather, this is only intended to provide an estimate of the typical true uncertainty
associated with the unflagged AV estimates. Bearing this in mind, we did not choose
to impose any correction on the formal AV errors provided by the linear fitting used
to determine AV .
4.7

Metallicity Calibration using APOGEE Parameter Estimates

Throughout this chapter, we have looked at direct comparisons between our pipeline’s
BestFit parameters and external estimates from APOGEE’s ASPCAP parameter
pipeline. Since APOGEE’s estimates are generally considered to be quite accurate,
it may be desirable to use them to calibrate the BestFit parameters, in certain cases.
This practice is not uncommon, as we recognize that the ASPCAP parameters themselves have been calibrated using a number of more sophisticated techniques (Holtzman et al. (2015)). However, any such calibration efforts should be handled with
caution. This is particularly true when corrections may result in dramatic departures
from the initial parameter distributions, so as to make the natural coupling between
different parameters a concern. For this reason, some discretion is necessary when
considering which parameters it may be appropriate to calibrate.
Looking back to Figure 4.8, we consider the [Fe/H] measurements to be the best
candidate for APOGEE-based calibrations, since the disagreement with APOGEE
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follows a relatively simple, monotonic trend. The agreement is at its best at the high
and low ends of the [Fe/H] range, with the BestFit measurements appearing to be
biased low in the middle. This trend could easily be fitted with a simple polynomial,
and any resulting correction would not be overly drastic. As for the remaining three
parameter dimensions, we do not deem calibrations to be appropriate for this sort of
calibration. No correction seems to be necessary for Tef f , for which our agreement
with APOGEE is already quite good. Furthermore, We do not think that log g
calibration would be advisable, since the disagreement with APOGEE would most
likely require a more complicated polynomial fit to correct. Additionally, such a
correction would involve making a large adjustment to the BestFit parameters at
low surface gravity, which could prove to be problematic. Lastly, we do not think
that such calibrations would be appropriate for the [α/Fe] dimension either, since
the disagreement in α-abundance appears to be due to random scatter in our [α/Fe]
distribution, rather than systematic error.
To apply a correction to our [Fe/H] estimates, we look again at the direct comparison with the APOGEE measurements. To model this trend, we perform a secondorder polynomial fit, as shown in the left panel of Figure 4.18. To avoid influence
from outlying entries, this fit is performed using only points that satisfy a 2σ-cut,
where σ represents the standard deviation of the residual from the direct comparison
with APOGEE measurements (σ = 0.211 dex). The resulting polynomial fit can be
used to correct the BestFit [Fe/H] estimates, according to Equation (4.4):
[F e/H]i,

calibrated

= β0 [F e/H]2i + β1 [F e/H]i + β2 ,

(4.4)

β0 = −0.1183
β1 = 0.7000
β2 = 0.0694.

(4.5)

with fit coefficients:

The post-correction comparison with the ASPCAP [Fe/H] measurements can be
seen in the right panel of Figure 4.18. This shows that the polynomial correction
brings the BestFit [Fe/H] measurements into very good agreement with those from
APOGEE, with mostly uniform scatter across the parameter range. This calibration
slightly limits the total range in [Fe/H] spanned by the BestFit measurements, lowering the most metal-rich cases, and raising the most metal-poor cases by a small
amount. This effect is very small, however.
In the final release of the parameter results, we do not directly provide any such
calibrated version of the BestFit parameters. However, the calibration procedure
described above was used to construct a set of median parameters based on the four
main parameter-determination efforts undertaken by the MaStar working group. In
addition to the work presented here, these efforts include Hill et al. (2021), Imig et al.
(2022), and Chen et al. (2022, in prep). Prior to constructing the median parameter
set, similar calibrations were applied to all four subsets. Further details relating to
this will be covered in the final MaStar overview paper, Yan et al. (2022, in prep).
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Figure 4.18: Demonstration of calibrations that can be applied to [Fe/H] estimates. A
second-order polynomial fit is performed on the points following a 2σ cut (left panel).
The polynomial coefficients are then used to derive corrected [Fe/H] estimates (right
panel), according to Equation (4.4).

4.8

Comparison with Other MaStar Parameter-Determination Efforts

In recent years, several parameter-determination efforts have proceeded in parallel
within the MaStar collaboration. Here, I give a brief assessment of the consistency
between this work and three such alternate parameter efforts for MaStar that have
been published.
The left hand column of Figure 4.19 shows a comparison with the parameters
presented in Imig et al. (2022). These parameters were derived using a flexible datadriven approach that uses a combination of empirical and theoretical spectra to train
a neural network. The training set was made up of a subset of MaStar spectra with
corresponding APOGEE ASPCAP parameters available to cover parameter space at
lower temperatures (Tef f < 7, 000 K), supplemented with a set of theoretical spectra
that were generated using the ATLAS9 model atmospheres (similar to the BOSZ
models) to cover higher temperatures. This set shows very good agreement with our
BestFit parameters at low and high temperatures, with a significant amount of scatter
surrounding the 9, 250 K gap, which both sets exhibit quite prominently. Since both
methodologies make use of similar theoretical templates, this further suggests that
the gap is due to issues with the models in this temperature regime. The comparison
in log g, [Fe/H], and [α/Fe] all bear a close resemblance to the comparison with
APOGEE shown in Section 4.3. This is very much expected, since the majority of
the Imig et al. parameters were derived using APOGEE as a training set.
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The middle column of Figure 4.19 shows a comparison with parameters presented
in Hill et al. (2021). These parameters were generated using a version of the penalized
pixel-fitting method (pPXF, Cappellari and Emsellem 2004; Cappellari 2016) for fullspectrum fitting, with a Bayesian approach for parameter estimation with priors based
on Gaia photometry (Gaia Collaboration et al., 2018). The Hill et al. parameters also
used the BOSZ models, supplemented with MARCS models (Decin et al. (2004)) to
slightly extend the upper and lower limits in log g and the lower limits in Tef f . The
key differences between this approach and the one presented in this work are its use of
statistical priors in the χ2 fitting, and the lack of any explicit use of continuum data.
The separate approaches show very good agreement in temperature, though the Hill
et al. parameters do not contain the 9, 250 K gap, primarily due to the use of priors.
Agreement in log g is reasonable at the high end, with the lower end reflecting our
method’s poorer performance in the upper red giant branch. Agreement in [Fe/H]
is generally good. At the time of writing, [α/Fe] measurements conducted using the
method discussed in Hill et al. have not yet been published.
The right column of Figure 4.19 shows a comparison with parameters presented
in Chen et al. (2020). This is an early parameter set based on 7, 503 of the 8, 646
spectra contained in MaStar’s first data release as part of SDSS-IV DR15. It was
constructed using an empirical interpolator based on the MILES stellar library, as
implemented by the University of Lyon Spectroscopic analysis Software (Koleva et al.
(2009), ULySS) package. Despite providing a much more limited sample than the previous two examples, it still spans a large enough portion of MaStar’s final parameter
space footprint to make a comparison worthwhile. The agreement in temperature is
good, although most available points are concentrated at lower temperatures. Agreement in log g is consistent with what we have previously, with the performance of
the BestFit parameters being at its best at the high end. Agreement in [Fe/H] is
generally good, except for a small number of points that our effort places near solar
metallicity, which Chen et al. places slightly lower. No [α/Fe] measurements are
included with this parameter set.
From comparison with these three external parameter sets that were constructed
using MaStar spectra, it is clear that our results are, overall, quite consistent with
those found using other methods. There are some regions of disagreement, with the
most notable cases being the region around the 9, 250 K gap and the low-log g side
if the distribution. The former instance is understood to be related to the ATLAS9based templates having difficulty modeling the hydrogen line profiles near 9, 250 K,
as I will discuss further in Chapter 5. The latter issue is related to our decision to
de-weight the χ2 contribution of wavelengths below 7, 800 Å, reducing the influence
of some surface-gravity-dependent features in red giant branch spectra, in pursuit of
better performance in the cool main sequence.

Copyright© Daniel J. Lazarz, 2022.
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Figure 4.19: Comparison between MaStar parameters presented in this work and
three other MaStar parameter sets, presented in Imig et al. (2022), Hill et al. (2021),
and Chen et al. (2020).
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Chapter 5 The Main Sequence Gap and Inaccuracies in The Model
Spectra

A promising application of large stellar libraries like MaStar comes with the largescale comparison between empirical spectroscopic data and model spectra. While
parameter-determination efforts have a tendency to place the most emphasis on maximizing the number of cases in which the model fitting performs as intended, cases in
which the fitting performs in unexpected ways can be equally informative. We have
discussed several such examples of unexpected behavior throughout this work, and
some of them present an important opportunity to gather information that can be
used to improve future iterations of the model spectra.
The previously mentioned gap in the warm main sequence at approximately 9, 250
K is one of the most prominent examples of anomalous behavior. It raises questions
about the BOSZ models and their representation of certain spectral features that
show up in warm main sequence stars. For stars in this temperature regime, some
of the most prominent features present are the Balmer series of hydrogen absorption
lines, which occur due to the absorption of outgoing radiation by hydrogen atoms in
the stellar atmosphere, causing their electrons to transition out of the n = 2 energy
level to higher excited states. An example of a spectrum from a warm main sequence
star with these absorption lines easily visible can be seen in Figure 5.1. Through

Figure 5.1: Typical MaStar spectrum from a warm main sequence star, with the
best-fitting model over-plotted. The first four Balmer lines are labeled.
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close inspection of these absorption lines, we can conclude that that the cause of
the gap is related to the equivalent widths (EW) of the Balmer lines reaching their
maxima near this temperature, before starting to decrease. The presence of these
EW maxima can have a significant impact on the data/model comparison done in
the continuum-normalized fitting. Stated simply, if the models at the EW peak do
not accurately represent the Balmer line profiles found in nature, then the resulting
temperature estimates are likely to be biased to one side of the peak or the other,
where the models’ line profiles match the data better. In the case of this effort,
the end result is a gap in the main sequence where models were very unlikely to
be selected. To test this claim, it is useful to look at the lower-order Balmer line
equivalent widths as a function of color, for both the data and the models. As we
have discussed throughout this work, color correlates with temperature, providing an
alternate view of how we should expect the Balmer lines to behave as stars become
progressively hotter in this part of the main sequence. To take advantage of this,
we measured the synthetic GBP − GRP colors for both the data and models using
the response curves made available by the Gaia team with Gaia DR3. These are
the same response curves shown in the bottom panel of Figure 1.4. We could then
measure the Balmer line equivalent widths associated with the MaStar spectra and
their corresponding best-fitting models, and plot them as a function of the synthetic
GBP − GRP colors to see if they exhibit any obvious disagreement.
Figure 5.2 shows a comprehensive comparison between the Balmer line equivalent
widths measured from the models with those measured from the data. This is shown
for the first four lines in the Balmer series: Hα (6562.8 Å), Hβ (4861.3 Å), Hγ (4340.5
Å), and Hδ (4101.7 Å). The four panels on the left side show the mean Balmer line
EW behavior of the uninterpolated models as a function of synthetic GBP −GRP color.
This is represented by solid lines color-coded according to log g bin. The right side
shows the same EW measurements performed on the best-fitting models, according
to our fitting procedure. Both sets of model EW measurements are over-plotted on
top of a set of gray points representing the EW measurements taken directly from the
MaStar spectra in this temperature/color regime. All color measurements shown were
performed on the spectra after de-reddening, using our adopted AV measurements.
In the left column, we immediately see that the models with the largest equivalent
widths (residing in the two maximum-log g bins) stretch far above the maximum-EW
gray points for Hβ, Hγ, and Hδ, except for a small number of outliers. This effect is
milder for Hα, but is still present. Looking at the right column, we see that points
close to the EW peak for each Balmer line are essentially never chosen for stars with
log g ≳ 3.2. This implies that, in order to accommodate the lower equivalent widths
present in the data, the fitting routine is forced to select slightly bluer and slightly
redder spectra from either side of the peak, where the model line profiles provide a
better match. Since this primarily impacts stars with higher log g, the result is a gap
in the upper main sequence, leaving the horizontal branch mostly unaffected, as can
be observed in the final BestFit parameter distribution.
Figure 5.3 shows several specific examples of this equivalent width discrepancy
for the Hγ absorption line, for which this effect seems to be the strongest. Here,
we compare the Hγ line profiles from three MaStar spectra with interpolated models
91

Figure 5.2: Relationship between the equivalent width (EW) of the first four Balmer
lines and Gaia GBP − GRP color for the uninterpolated model grid (left, solid curves)
and the interpolated BestFit models corresponding to each MaStar spectrum (right,
points color-coded by log g). The EW-color distribution of the set of MaStar spectra,
with extinction effects removed, is shown in the background of each panel in gray.
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selected in two different ways. The first, shown in red, correspond to the BestFit
parameters given by our fitting routine. The alternate models, shown in magenta,
correspond to entries in the MCMC step chain that fall inside the gap. These step
chain entries were chosen to agree closely with temperatures estimated based on the
Gaia color data, using a color-temperature relationship described in Mucciarelli and
Bellazzini (2020). These color-based models are not meant to represent rigorous
alternative solutions, but rather, are intended to illustrate the discrepancy in the line
profiles between the data and the models within the gap. From this, we can see that
the alternate models from inside the gap provide a considerably worse match to the
Hγ profiles that we see in the data. In most cases, the BestFit models provide a very
good fit to the Balmer line profiles, despite being at temperatures that we understand
may be underestimated or overestimated. For any given spectrum, this discrepancy
could occur for one or more of the hydrogen lines.
The implication of these results is that the way that the models represent the line
profiles of the most prominent hydrogen lines is not consistent with what is observed
in the data. This suggests some fundamental inaccuracy in the BOSZ models for these
particular features. Through communication with one of the creators of the model
set, it has been suggested that this could be caused by the spectral synthesis code
used for this version of the BOSZ models, SYNTHE, handling radiation damping
incorrectly for the hydrogen lines (Szabolcs Mészáros, 2022, priv. comm.). It is
possible that this problem could be mitigated by employing newer spectral synthesis
software in future iterations of the BOSZ models. This is a very good example of
how stellar libraries can be used to improve our understanding of how to accurately
simulate individual stellar spectra.
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Figure 5.3: Three examples showing the performance of the continuum-normalized
fitting of Hγ for the BestFit parameter solutions (shown in red) compared with the
Hγ line profiles of alternate models selected from the MCMC step chains to match
temperatures computed using Gaia GBP − GRP colors (shown in magenta). Both sets
of model spectra are compared with the original MaStar spectrum, shown in black.
The position of each model in parameter space is shown in the three panels on the
right.
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Chapter 6 Summary and Conclusions

In this work, I began by providing a broad overview of the construction of the MaStar library of empirical stellar spectra, including its place within the larger SDSS-IV:
MaNGA survey, its science goals, its observing strategy, and its data reduction procedure. This overview also covered MaStar’s target selection strategy, including my
direct contributions in the implementation of [α/Fe]-based targeting using previously
obtained spectroscopic parameter measurements from external sources.
The majority of this thesis focused on providing a detailed description of a set
of stellar atmospheric parameters that I constructed to accompany the MaStar spectroscopic stellar library, and the methodology that was developed to perform the
parameter measurements. These parameters include Tef f , log g, [Fe/H], and [α/Fe],
which are considered to be some of the most commonly used atmospheric parameters
that are directly obtainable through observation. The parameter determination approach that we employed utilized full-spectrum fitting using the state-of-the-art BOSZ
model spectra, assisted by a novel form of continuum fitting that used the inversevariance-weighted mean-smoothed spectra to characterize the broadband shape of
both the data and the models. I also covered the approach that was developed for
sampling the χ2 distribution in model space and extracting the desired parameter
and uncertainty estimates using a Markov chain Monte Carlo algorithm. I also discussed the numerous modifications that had to be made to the core routine, in order
to obtain results that were sensible and consistent with external work. These include
adjustments made to the various components of χ2T otal , the consideration of imperfect
flux calibration in the data, and the direct measurement of interstellar extinction
(in the form of AV ) associated with MaStar’s targets using a unique method. In
addition, I provided an extensive analysis of the parameter results obtained using
the method described, which involved comparison with external data sets (APOGEE
and Gaia) and alternate parameter sets constructed using the MaStar spectra from
other efforts within the MaStar research group. I also discussed the accuracy of our
extinction measurements through comparison with estimates obtained using 3D Dust
Maps and Gaia-based distance measurements. Lastly, I presented an analysis of one
of the most prominent artifacts in our parameter results, the warm main sequence
gap, which could readily be traced back to apparent inaccuracies in the BOSZ models’
representation of the Balmer absorption lines.
The parameter set presented here demonstrates the wide, comprehensive, and
relatively uniform coverage of parameter space that the MaStar project set out to
obtain. This has been demonstrated to the greatest extent possible, using our modeldriven approach with the available BOSZ model spectra, and without the use of any
supplementary priors (e.g., isochrone data, or Gaia color data). The parameter set
shows strong overall consistency with numerous external data sets in three of its
parameter dimensions, Tef f , log g, and [Fe/H]. It also demonstrates consistency in
[α/Fe], but its success in this regard is more limited, given the degree of scatter present
in the α-abundance distribution. The AV measurements, obtained as a byproduct
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of our approach to accounting for extinction effects in the continuum fitting, show
very strong consistency with literature measurements, with the exception of a limited
number of easily-identifiable cases. As such, we hope that these measurements will
serve as a source of independent verification of AV in future projects.
Notable limitations of our parameter set include the systematics present in its
log g estimates, particularly in the log g < 2.5 regime. This affects the mid-to-upper
red giant branch most strongly, and is responsible for the red clump not being distinguishable in the final BestFit parameter distribution. This is understood to be
related to our decision to deweight spectroscopic data below λ = 7, 800 Å, in an
effort to achieve better performance in the cool main sequence. Other limitations
include those set by the model spectra adopted for the fitting. The BOSZ models,
while incredibly accurate in many important respects, appear to suffer from problems in their representation of molecular features that are prominent in cool dwarf
spectra and in their representation of the Balmer absorption lines near their peak in
equivalent width that occurs near Tef f = 9, 250 K. Through communication with one
of the creators of the models, we understand that the BOSZ team recognizes these
problems, and currently has plans to attempt to address them in future iterations of
the models. When new models are made available, the parameter pipeline developed
here could serve as a valuable tool for assessing the results of any such changes to
the models, and potentially help to improve them further. Furthermore, to address
limitations imposed by the parameter space coverage of the BOSZ model grid, one
potential avenue for improvement of this approach could be to supplement the grid
with additional models. These could extend to temperatures below 3, 500 K, and to
surface gravity greater than 5.0 and less than 0.0.
In conclusion, our attempt to derive a set of robust parameter measurements
using the multicomponent fitting method presented here was an overall success, and
the parameter set shows potential as a valuable resource for future projects involving
stellar population synthesis. At the time of writing, stellar population models making
use of the parameters presented here are in development by our colleagues in the
MaStar research group at the University of Portsmouth. Work presenting population
models using early MaStar parameter sets from Chen et al. (2020) has already been
published in Maraston et al. (2020), and these models are currently in the process
of being updated to make use of our BestFit parameter set. This upcoming work
will present results from multiple tests, likely including the use of population models
to attempt to derive ages and metallicities for Milky Way globular clusters. Since
many such globular clusters have ages and metallicities that can be independently
verified using their CMDs, this is an excellent way of evaluating the performance of
the models, and hence, the parameters used to construct them. We believe that these
tests will demonstrate the efficacy of the parameter set presented here, and continue
to demonstrate the value of the MaStar library as a whole.
The MaStar parameter catalog containing the BestFit parameter estimates discussed throughout this work will be made available on the SDSS-IV DR17 website as
part of version 2 of the MaStar stellar parameter value-added catalog.1
1

https://www.sdss.org/dr17/mastar/mastar-stellar-parameters/
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