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Density-dependent potentials are frequently used in materials simulations due to their approxi-
mate description of many-body effects at minimal computational cost. However, in order to apply
such models to multi-component systems, an appropriate definition of total local particle density is
required. Here, we discuss two definitions of local density in the context of many-body dissipative
particle dynamics. We show that only a potential which combines local densities from all particle
types in its argument gives physically meaningful results for all composition ratios. Drawing on the
ideas from metal potentials, we redefine local density such that it can accommodate different inter-
type interactions despite the constraint to keep the main interaction parameter constant, known
as Warren’s no-go theorem, and generalise the many-body potential to heterogeneous systems. We
then show via simulation how liquid-liquid and liquid-solid coexistence can arise just by tuning the
interaction parameters.
I. INTRODUCTION
Coarse-graining is a widely used approach across all
scales to eliminate fast or unimportant degrees of free-
dom, speed up simulations and understand the most rel-
evant physics. In electronic structure theory, core elec-
trons are often coarse-grained into pseudopotentials; in
classical atomistic simulations, all electrons are reduced
to effective potentials between atoms; in soft matter,
whole atoms and molecules can be collapsed into par-
ticles. These “blobs” interact via effective pair poten-
tials, which differ from classical, all-atom pair potentials
in that they are parametrised only for a specific ther-
modynamic state. Thus, these potentials do not neces-
sarily reproduce material properties at temperatures or
pressures other than the one for which they were defined,
which is commonly known as the transferability problem.
A dependence on the local density (LD) of particles
can be added to increase predictive abilities, motivated
by the observation that some material properties cannot
be captured purely by pair potentials [1, 2]. In the solid
state, LD is used to improve the description of metals and
alloys. Coarse-graining electrons into an effective local
electronic density significantly improves the description
of fracture and the role of impurities. Examples of such
metal potentials are the embedded atom method [3, 4],
Finnis-Sinclair model [5] or Sutton-Chen potential [6].
The general form of the energy in these metal poten-
tials is:
U =
∑
i<j
V (rij) +
∑
i
u(ρ¯i), (1)
where u(ρ¯i) is the self-energy of ith atom embedded in a
local density ρ¯i and rij = |ri−rj | is the distance between
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the ith and jth atom at positions ri and rj , respectively.
The local density accounts for neighbouring particles via
weight functions wρ which decrease with distance:
ρ¯i =
∑
j 6=i
wρ(rij). (2)
For the Finnis-Sinclair and Sutton-Chen potentials,
u(ρ¯i) = −A√ρ¯i, where the square root is motivated by
the tight binding approximation. The force on ith atom
is:
Fi = −∂U
∂ri
= −
∑
j
∂U
∂rij
rˆij , (3)
where rˆij = (ri − rj)/rij is a unit vector.
In soft matter, potentials with LD terms have been
used either with a form defined a priori in many-body
dissipative particle dynamics (MDPD), or coarse-grained
from the bottom-up, as with an application to mixing of
water and benzene [7, 8]. Building on standard dissipa-
tive particle dynamics (DPD) [9], MDPD is suitable for
describing mesoscale systems with heterogeneous densi-
ties. This force field was introduced by Pagonabarraga
and Frenkel [10] in general terms as a potential for non-
ideal fluids and further developed by Trofimov et al. [11]
and Warren [12, 13]. MDPD was recently parametrised
by the present authors for solvent mixtures [14].
In the past decades, a significant body of research
has been generated by applying standard or many-body
DPD. The Karniadakis group investigated a range of ap-
plications including blood [15–17], block copolymers [18]
and membranes [19]. Ghoufi and Malfreyt explored ex-
tensively the vapour-liquid coexistence in MDPD [20–
22]. Merabia et al. investigated wetting of liquid on a
solid substrate with a model similar to the present def-
inition of MDPD [23–25]. Another, related branch of
research is smoothed-particle hydrodynamics accounting
for thermal fluctuations and transport by discretising the
Navier-Stokes equations [26–29].
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2Standard DPD has a purely repulsive pair potential
with a cutoff yielding a force between two coarse-grained
particles of the form:
Fij = Aw(rij)rˆij , (4)
where A is an interaction parameter and w(r) a weight
function with a linear taper: w(r) = 1 − r/rc for r < rc
and 0 elsewhere. Together with the many-body term
with self-energy u(ρ¯), it can be shown via eq. (3) that
the force from the MDPD potential is:
Fij = Aw(rij)rˆij − [u′(ρ¯i) + u′(ρ¯j)]w′ρ(rij)rˆij . (5)
This weight function has a cutoff and is normalised, such
that
∫
4pir2wρ(r)dr = 1.
The simplest form of self-energy is u(ri) = Bρ¯
2
i /2, with
an interaction parameter B and wρ(r) ∼ (1− r/rd)2 for
r < rd and 0 elsewhere [30]. Setting A < 0, B > 0
and the many-body cutoff rd < rc results in a poten-
tial that can produce a liquid-vapour coexistence, which
makes MDPD applicable to systems containing interfaces
between different phases.
A. Multicomponent systems
The generalisation of self-energy in MDPD to multi-
component systems has so far been ambiguous; the form
of the LD proposed in the literature has been assumed
without justification of the reasoning. For the ith parti-
cle, single-component LDs can be defined separately by
particle type α:
ρ¯
(α)
i =
∑
j,j∈α
wρ(rij). (6)
So, for n-component systems there are n different LDs
for each particle. The ambiguity lies in the fact that it is
not a priori clear how to combine these correctly in the
self-energy.
Mathematically, for pair potentials the energy per par-
ticle is a straightforward function of the coordinates of
the neighbouring particles: u({ri}). LD potentials have
a function representing the LD and an outside wrapping
function u: u[ρ¯({ri})]. In case of multicomponent sys-
tems, such as liquid mixtures or alloys, a question arises
how to combine the terms within the wrapping func-
tion u(x). Taking the simplest, two-component system
composed of types α and β, two options are immedi-
ately apparent: (i.) u[ρ¯(α)({ri}) + ρ¯(β)({ri})], and (ii.)
u[ρ¯(α)({ri})] + u[ρ¯(β)({ri})] [31]. We denote these as the
partial and full LD variants respectively.
The partial LD variant was used by Sanyal et al. [8] and
also had originally been implemented in the DL MESO
package [32], which has inspired the present exploration.
The total LD variant was discussed in Section V in Trofi-
mov et al. [11] and, implicitly, in Warren [33], when in-
troducing the no-go theorem stating that the parameter
Type α
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FIG. 1: A minimal multicomponent system to explore
local density potentials.
B must be constant across particle types if the potential
U is to be conservative.
In this work, we discuss the viability of these two
LD variants of multicomponent systems. We show that
the partial variant can have type-dependent parameters
B(αβ), but it behaves unphysically in that a simple rela-
belling of particles alters the forces between them. This
in turn affects local ordering and phase behaviour. As
a result, only the total LD variant is usable in practice.
Drawing on research in solid state physics, we redefine the
latter such that it can accommodate variability among
different particle types.
To illustrate these points, we take a minimal two-
component mixture of three particles and explicitly com-
pute the forces between them for each of the variants of
local density (Fig. 1). We work with a general form of
self-energy u(ρ¯i) and weight function wρ(r) and assume
that all the particles are within the cutoff distance of one
another. This reasoning also applies to other density-
dependent potentials, not just MDPD.
To proceed with algebra, we first define the necessary
notation. In the most general case, there are three differ-
ent interaction parameters in a two-component system.
Like particles of type α and β interact via parameters
B(αα) and B(ββ), respectively, and unlike particles via
B(αβ). To treat the interaction parameter B as an ex-
plicit prefactor, as in the case of metal potentials, we in-
troduce a wrapping function ψ such that u(ρ¯i) = Bψ(ρ¯i).
Commonly, ψ(ρ¯) is a polynomial, ψ = ρ¯n/n, with n = 2
in MDPD.
II. DERIVATION OF FORCES FOR PARTIAL
LOCAL DENSITIES
Starting with the partial LD variant, the local densities
can be listed explicitly (Table I) for each of the three
particles in the minimal system. From these, the self-
energies of the particles follow:
u1 = B
(αα)ψ(ρ¯
(α)
1 ) +B
(αβ)ψ(ρ¯
(β)
1 ), (7)
u2 = B
(αα)ψ(ρ¯
(α)
2 ) +B
(αβ)ψ(ρ¯
(β)
2 ), (8)
u3 = B
(αβ)ψ(ρ¯
(α)
3 ) +B
(ββ)ψ(ρ¯
(β)
3 ). (9)
3Particle Partial, type α Partial, type β Total
1 ρ¯
(α)
1 = wρ(r12) ρ¯
(β)
1 = wρ(r13) ρ¯1 = wρ(r12) + wρ(r13)
2 ρ¯
(α)
2 = wρ(r12) ρ¯
(β)
2 = wρ(r23) ρ¯2 = wρ(r12) + wρ(r23)
3 ρ¯
(α)
3 = wρ(r13) + wρ(r23) ρ¯
(β)
3 = 0 ρ¯3 = wρ(r13) + wρ(r23)
TABLE I: List of partial local densities for each particle.
The total energy U = u1 + u2 + u3. Computing, e.g.,
∂U/∂r1:
∂U
∂r1
= B(αα)[ψ′(ρ¯(α)1 ) + ψ
′(ρ¯(α)2 )]w
′
ρ(r12)rˆ12
+B(αβ)[ψ′(ρ¯(β)1 ) + ψ
′(ρ¯(α)3 )]w
′
ρ(r13)rˆ13, (10)
∂U/∂r2 can be obtained from eq. (10) by simply trans-
posing particle indices 1 and 2 and:
∂U
∂r3
= B(αβ)[ψ(ρ¯
(β)
1 ) + ψ
′(ρ¯(α)3 )]w
′
ρ(r12)rˆ31
+B(αβ)[ψ′(ρ¯(β)2 ) + ψ(ρ¯
(α)
3 )]w
′
ρ(r23)rˆ32. (11)
Every force Fij has the form of eq. (3) and Fij =
−Fji for every pair {i, j} in line with Newton’s third
law. Hence, the self-energy of the partial LD variant
is conservative and, at the same time, allows for type-
specific interaction parameters B.
III. PROBLEM WITH PARTICLE
RELABELLING
The freedom to use different parameters for unlike
types provided by the partial LD variant can be impor-
tant for an appropriate depiction of phase behaviour of
mixtures. However, a new problem arises: the interaction
strength of particles of unlike types is artificially lowered
only due to the fact that they have different labels, not
due to physical differences.
In a homogeneous, single-component MDPD liquid
with parameter B, the local density is same for every
particle and equal to the global density, ρ¯i ≈ ρ (assum-
ing mean-field approximation). The force between any
two particles is then:
Fij ≈ B[ψ′(ρ) + ψ′(ρ)]w′ρ(rij)rˆij
= 2Bψ′(ρ)w′ρ(rij)rˆij . (12)
Consider randomly splitting all the particles into two
types but keeping the interaction parameter constant,
B(αα) = B(αβ) = B(ββ) = B. Now, every particle sees
around itself, on average, one half of the particles of type
α and the other half of type β, as the system remains
physically the same and hence perfectly mixed. There-
fore, the average local density of both type α and β par-
ticles is ρ¯
(α/β)
i ≈ ρ/2. Computing the force between like
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FIG. 2: Inter-type radial distribution functions of two
variants of local density demonstrating the unphysical
behaviour of the partial variant. The slight deviation is
most likely due to the different temperatures at which
these systems equilibrate.
type particles i and j yields:
Fij = B[ψ
′(ρ/2) + ψ′(ρ/2)]w′ρ(rij)rˆij
= 2Bψ′(ρ/2)w′ρ(rij)rˆij . (13)
These forces are not equal, since generally ψ′(ρ) 6=
ψ′(ρ/2). The only exception is the case when ψ depends
linearly on ρ¯ and ψ′ ∼ 1, which is the force field of stan-
dard DPD. With the simplest non-trivial definition of
self-energy, ψ(ρ¯) = ρ¯2/2, the force on any particle would
become twice as small purely due to relabelling, and, in
simulations of mixtures with m  1 components, m-
times smaller.
This flaw is manifest in the local structure of a liquid,
which is represented by the radial distribution function
(RDF). Using DL MESO version 2.6 [32], we set up two
simulations of an effectively single-component liquid with
arbitrarily relabelled particles, exploring the full LD vari-
ant with parameter B = 10 and partial LD variant with
B = 20, which should be different liquids. In each case
we measured g(αβ)(r). Fig. 2 shows the near identity
of these two RDFs, demonstrating that the partial LD
variant artificially lowers the interaction by a factor of
two.
To illustrate the practical consequences of this, we con-
sider a binary liquid interacting via an MDPD potential
where interaction parameters are constant across particle
types, A = −18 and B = 8. These values represent wa-
4ter at a coarse-graining degree 6 with equilibrium density
ρ0 = 6.70 [34]. Setting the density to ρ = 7 > ρ0, this
effectively single-component liquid with arbitrarily rela-
belled particles should homogeneously fill the simulation
cell. We simulated the two local density variants and
composed density profiles for each type after equilibra-
tion. Fig. 3 shows that the expected phase behaviour for
a homogeneous liquid is only reproduced with the total
LD variant.
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FIG. 3: Density profiles of a homogeneous liquid with
particles randomly split into two types, for (a) partial
and (b) total local density variant. The former produces
an unphysically high global density and a spurious
vapour phase. The values of ρ and x are given in DPD
units.
IV. GENERALISED MANY-BODY FORCE
FIELD
A. Derivation of forces for total local densities
Having shown that the partial LD variant produces
unphysical behaviour, only the total LD variant, which
works with ρ¯i = ρ¯
(α)
i + ρ¯
(β)
i , remains. However, Warren’s
no-go theorem states that, for a type-independent defi-
nition of local density (eq. (6)), only a type-independent
parameter B is allowed, i.e. ui = Bψ(ρ¯i) ∀i [33]. This
means that the self-energy for the force on, e.g., 1st par-
ticle with the following form:
F1 = −B(αα)(ψ′(ρ¯1) + ψ′(ρ¯2))w′ρ(r12)rˆ12
−B(αβ)(ψ′(ρ¯1) + ψ′(ρ¯3))w′ρ(r13)rˆ13. (14)
does not exist unless B(αα) = B(αβ) = B(ββ). This con-
straint on B means that it is not possible to distinguish
particles in MDPD purely by the many-body potential
term, which limits the versatility of this method.
Borrowing from the formalism of metal potentials, we
show that there is a way to preserve type-dependent
forces by introducing a type-dependent local density [35,
36]. Generally the local density for particle of type α
accounting for neighbouring particles of type β is:
ρ¯
(αβ)
i =
∑
j
w(αβ)ρ (rij), i ∈ α, j ∈ β. (15)
For a two-component system, there are four possible
local densities: ρ¯(αα), ρ¯(αβ), ρ¯(βα), ρ¯(ββ). Generally, the
influence of a particle of type α to the local density of a
particle of type β might not be the same, but in practice
ρ¯(αβ) = ρ¯(βα).
Considering again the minimal three-particle system
(Fig. 1), the self-energies are:
u1 = Bψ
(
ρ¯
(αα)
1 + ρ¯
(αβ)
1
)
= Bψ(ρ¯1), (16)
u2 = Bψ
(
ρ¯
(αα)
2 + ρ¯
(αβ)
2
)
= Bψ(ρ¯2), (17)
u3 = Bψ
(
ρ¯
(αβ)
3 + ρ¯
(ββ)
3
)
= Bψ(ρ¯3), (18)
and the total energy U = u1 + u2 + u3. Differentiating
to obtain the force on particle 1 yields:
F1 = −B[ψ′(ρ¯1) + ψ′(ρ¯2)]w′(αα)ρ (r12)rˆ12
−B[ψ′(ρ¯1) + ψ′(ρ¯3)]w′(αβ)ρ (r13)rˆ13
= −F12 − F13, (19)
and the forces on forces on particles 2 and 3 can be ob-
tained similarly.
The cross-type interaction is now represented by the
term Bw
′(αβ)
ρ , which gives the freedom to tune it via
the derivative of the weight function w
(αβ)
ρ . A sim-
ple arithmetic mixing rule can be used: w
(αβ)
ρ =(
w
(αα)
ρ + w
(ββ)
ρ
)
/2, but a more general form might be
required for coarse-grained systems, possibly involving
the Flory-Huggins χ-parameter as in the case of stan-
dard DPD. (A geometric mixing, as in the case of metal
potentials [35], might not be suitable due to the explicit
and necessary cutoff of coarse-grained potentials.)
B. Mixing of different material types
Finally, we address the mixing of different materials.
An example is a liquid or a polymer on metal surface,
which is a typical setting for heterogeneous catalysis and
so is of immense practical importance.
The total LD self-energy allows for definitions of the
wrapping function ψ depending on the material phase.
Referring to Fig. 1, consider the first two particles metal-
lic (M) and the third a liquid (L). Each phase has a differ-
ent wrapping function: ψM for a metal can be a square
root, and ψL for a liquid can be a square to allow for
liquid-vapour coexistence. The self-energies are:
u1 = BψM
(
ρ¯
(αα)
1 + ρ¯
(αβ)
1
)
= BψM(ρ¯1), (20)
u2 = BψM
(
ρ¯
(αα)
2 + ρ¯
(αβ)
2
)
= BψM(ρ¯2), (21)
u3 = BψL
(
ρ¯
(αβ)
3 + ρ¯
(ββ)
3
)
= BψL(ρ¯3). (22)
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FIG. 4: A coexistence of inhomogeneous liquids using a
generalised MDPD force field allowing for different
many-body cutoffs.
Following the previous section, the force on particle 1 is:
F1 = −B[ψ′M(ρ¯1) + ψ′M(ρ¯2)]w′(αα)ρ (r12)rˆ12
−B[ψ′M(ρ¯1) + ψ′L(ρ¯3)]w′(αβ)ρ (r13)rˆ13, (23)
where F13 contains one term from neighbouring metal
atoms, ψ′M, and another from neighbouring liquid parti-
cles, ψ′L. The cross-type weight function w
(αβ)
ρ requires
further investigation to determine its appropriate form or
a range of forms, but at this stage it is sufficient to note
that, as before, it represents unambiguously the material-
dependent interaction via the term Bw
′(αβ)
ρ .
C. Exploring new force fields via simulation
To demonstrate the versatility of this generalised
MDPD force field for describing inhomogeneous mix-
tures, we perform several simulations using a custom-
written code [37].
Before doing so, it is necessary to redefine the re-
pulsion parameter B to follow the logic of the embed-
ded atom method using unique B’s but varying param-
eters within the wrapping functions with particle type.
The convention with MDPD has been so far to define
B through the force: Fij = Bo(ρ¯i + ρ¯j)(1 − r/rd) with
r < rd [13]. Here, we start from the energy, ui = Bρ¯
2
i /2,
so B is modified by the normalisation factor of the weight
function; the force for like-type particles then becomes
Fij = 15/(pir
4
d)B (ρ¯i + ρ¯j)(1− r/rd), so B = Bo pir4d/15.
For a typical value of Bo = 30, B ≈ 2 for rd = 0.75.
Using this convention, we first investigate inhomoge-
neous liquids with same quadratic wrapping function
for both particle types, ψ(x) = x2/2, with parameters
A = −40, B = 2. The cross-type repulsion is repre-
sented by decreased attraction A12 = A + ∆A, setting
∆A = 20. The difference between the liquids is marked
by many-body cutoff set to 0.75 and 0.60 for type 1 and
type 2, respectively, and cross-interaction as the arith-
metic mean of these, 0.675. The simulation contained
2000 particles, split equally between the two types, in a
20 × 5 × 5 cell and was run for 200 reduced time units
with timestep ∆t = 0.01. Figure 4 shows a coexistence
of two separated phases at different densities, a feature
so far unavailable in MDPD.
As a second simulation, following eq. (22) we consider
a system with wrapping functions differing with particle
types. For simplicity, we constrain the choice to polyno-
mial functions: ψ(x) = xNw/Nw. We chose Nw = 2 for
phase 1 and Nw = 3 for phase 2, the repulsion parameter
B = 3, and many-body cutoffs r
(11)
d = 0.75, r
(22)
d = 0.55,
and r
(12)
d = 0.65. We simulated for the same time period
as before using a smaller timestep, ∆t = 0.006 in order
to retain the temperature within 10% of kBT = 1. This
setup shows the coexistence of a liquid and a solid phase
(Fig. 5). The solid phase is identified by a radial distribu-
tion function with a sharp first peak and more frequent
oscillations, in contrast to that for the liquid phase, which
is flatter and smoother (in the inset of Fig. 5). This can
be compared with Fig. 5a of our previous work [14].
With these exploratory simulations, we note several
observations. Firstly, is not advisable to use Nw = 1/2,
as in the embedded atom method, due to the finiteness of
the MDPD potential. This feature produces, with some
non-negligible probability, vanishing local densities, from
which, after taking the derivative to compute forces, re-
sults in a zero in the denominator. A solution could be to
increase the range, but this would go against the spirit of
coarse-graining and simulation efficiency. Secondly, with
increasing Nw it is necessary to minimise the box prior
to the simulation run; such a need does not arise with
lower values due to fast equilibration. Thirdly, it is also
possible to achieve a liquid-solid phase coexistence using
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FIG. 5: A coexistence of liquid and solid phase using a
generalised MDPD force field achieved by choosing
different many-body cutoffs and wrapping functions.
The inset shows radial distribution functions; the tall
first peak of the orange curve is a signature of the solid
phase.
6purely Nw = 2 for both particle types and controlling
the difference between the phases only by the many-body
cutoff. Fourth, we only set the cross-type repulsion via
the interaction parameter A and many-body cutoff rd;
there are other options to modify the many-body part of
the interaction apart from the parameter rd that could
provide further flexibility to describe real materials; these
remain to be investigated.
Finally, there is the question of applications of the
generalised MDPD force field to real materials. Stan-
dard DPD as well as many-body DPD relied on ad hoc
parametrisation dependent on the choice of the material
by setting the reduced length scale based on its molecu-
lar volume. However, each component of a heterogeneous
mixture has its own scale, so a new parametrisation pro-
tocol must be devised. As the atomistic resolution, on
which the EAM is based, is not available, and the metal-
lic faces and lattice constants are ambiguous concepts in
coarse-graining, an open question remains about what
the default physical properties for the parametrisation of
the solid state should be. It could be possible to use the
total energy and compressibility.
V. CONCLUSION
The definition of local density for many-body, density-
dependent potentials must include all particle types.
Otherwise, a mathematical relabelling of particles yields
unphysical results unless the potential energy is rede-
fined. Following the idea of alloys in metal potentials, we
showed that the total local density composed of contribu-
tions from all particles can be distinguished by the par-
ticle type and is able to account for different cross-type
interactions despite the need to keep the main interaction
parameter constant to obey Warren’s no-go theorem [33].
We generalised the many-body coarse-grained poten-
tial and demonstrated its usefulness via simulations of a
mixture of liquids with unequal densities and a liquid-
solid system. This force field thus opens up avenues for
treatment of material combinations such as soft matter
on metal surface with potential applications in heteroge-
neous catalysis.
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