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REGULARITY OF POWERS OF QUADRATIC SEQUENCES WITH
APPLICATIONS TO BINOMIAL EDGE IDEALS
A. V. JAYANTHAN, ARVIND KUMAR, AND RAJIB SARKAR
Abstract. In this article we obtain an upper bound for the regularity of powers of ideals
generated by a homogeneous quadratic sequence in a polynomial ring in terms of regularity of
its related ideals and degrees of its generators. As a consequence we compute upper bounds
for reg(Js
G
) for some classes of graphs G. We generalize a result of Matsuda and Murai to
show that the Castelnuovo-Mumford regularity of Js
G
is bounded below by 2s + ℓ(G) − 1,
where ℓ(G) is the longest induced path in any graph G. Using these two bounds we compute
explicitly the regularity of powers of binomial edge ideals of cycle graphs, star graphs and
balloon graphs. Also we give a sharp upper bound for the regularity of powers of almost
complete intersection binomial edge ideals.
1. Introduction
Huneke introduced the notion of d-sequences, in [12], and proved that the Symmetric
Algebra and Rees Algebra of ideals generated by a d-sequence in a Noetherian ring are iso-
morphic. He later used the theory of d-sequences to study the depth of powers of ideals in a
Noetherian ring R, [14]. He generalized this notion to weak d-sequences and analysed behav-
ior of R/In, when I is generated by a weak d-sequence, [13]. Raghavan further generalized
the notion of weak d-sequences to quadratic sequences and studied the depth of R/In for
ideals I generated by quadratic sequences, [27]. In this paper, we obtain an upper bound
for the Castelnuovo-Mumford regularity of R/In, where R is a polynomial ring of a field K
and I is an ideal generated by a homogeneous quadratic sequence in terms of the regularity
of related ideals and degrees of the generators, Theorem 2.8, Corollary 2.10.
Ever since Cutkosky, Herzog and Trung, in [6], and independently Kodiyalam, in [21],
proved that if I is a homogeneous ideal in a polynomial ring R, then reg(Is) = as + b for
s≫ 0, for some non-negative integers a, b, it has been a constant effort from the researchers
to obtain a and b for several classes of homogeneous ideals. They showed that a is at most
the maximal degree of a minimal homogeneous generator of I. It has remained a challenge to
bound the constant term in the linear polynomial. In the past one decade, there have been
a lot of research activity in this direction. In particular, if I(G) denote the monomial edge
ideal corresponding to a finite simple graph G, then researchers have obtained an explicitly
formula for the constant term for several classes of graphs (see [1, 19] and the references
therein). As an application of the upper bound for the regularity of powers of quadratic
sequences, we get upper bounds for the regularity of powers of binomial edge ideals, a class
of binomial ideals corresponding to finite simple graphs.
Let G be a simple graph with the vertex set [n] = {1, . . . , n} and the edge set E(G).
Let S = K[x1, . . . , xn, y1, . . . , yn] be the polynomial ring where K is arbitrary field. The
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binomial edge ideal corresponding to G, denoted by JG, is the ideal generated by the set
{xiyj − xjyi : i < j and {i, j} ∈ E(G)}. The notion of binomial edge ideal was introduced
by Herzog et al. in [10] and independently by Ohtani in [26].
In the recent past, researchers have been trying to understand the regularity of JG in terms
of combinatorial invariants of G, for a partial list, see [8, 15, 20, 22, 23]. In [23], Matsuda
and Murai proved that ℓ(G) ≤ reg(S/JG) ≤ n−1, where ℓ(G) denotes the length of a longest
induced path in G. The first inequality was a consequence of a more general result, that is,
if H is an induced subgraph of G, then βi,j(S/JH) ≤ βi,j(S/JG) for all i, j. We generalize
this result to all powers, that is, βi,j(S/J
s
H) ≤ βi,j(S/J
s
G) for all i, j and s ≥ 1, whenever H
is an induced subgraph of G, Proposition 3.3. As an immediate consequence, we obtain the
general lower bound 2s+ ℓ(G)− 2 ≤ reg(S/JsG) for all s ≥ 1, Corollary 3.4.
Computing the regularity of powers of binomial edge ideals of a general graph seems more
challenging compared to the regularity of powers of monomial edge ideals. Even in the case
of simple classes of graphs, the regularity of the powers of their binomial edge ideals are
not known. So, naturally one restricts the attention to important subclasses. In [16], we
studied the Rees algebra and first graded Betti numbers of binomial edge ideals which are
almost complete intersections. We proved that except unicyclic graphs of girth 3, all other
almost complete intersection binomial edge ideals are generated by d-sequences. Note that
a d-sequence is a quadratic sequence. Moreover, in the case of d-sequences, computation of
the related ideals become much simpler. Using these techniques, we obtain upper bounds
as well as precise expressions for the regularity of powers of almost complete intersection
binomial edge ideals.
Theorem 1.1. Let G be a finite simple graph and JG denote its binomial edge ideal in the
polynomial ring S.
(1) If G = K1,n, then reg(S/J
s
G) = 2s for all s ≥ 1.
(2) If G = Cn, then reg(S/J
s
G) = 2s+ n− 4 for all s ≥ 1.
(3) If G is a tree such that JG is an almost complete intersection ideal, then
2s+ iv(G)− 2 ≤ reg(S/JsG) ≤ 2s+ iv(G)− 1,
for all s ≥ 1, where iv(G) denotes the number of internal vertices of G.
(4) If G is a unicyclic graph on [n] of girth at least 4 such that JG is an almost complete
intersection ideal, then
2s+ n− 5 ≤ reg(S/JsG) ≤ 2s+ n− 4
for all s ≥ 1.
Acknowledgement. The first author is partially supported by National Board for Higher
Mathematics, India, through the project No. 02011/23/2017/R&D II/4501. The second
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2. Regularity Power of quadratic sequence
In this section, we study the regularity of powers of ideals generated by quadratic se-
quences. First we recall the definition of quadratic sequences from [27].
Let Λ be a finite poset. A subset Σ ⊆ Λ is said to be a poset ideal if it satisfies the
following property:
if σ ∈ Σ and λ ∈ Λ with λ ≤ σ, then λ ∈ Σ.
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Let R be a commutative Noetherian ring with unity and {uλ : λ ∈ Λ} be a set of elements
of R indexed by Λ. For Σ ⊆ Λ, let UΣ denote the ideal of R generated by {uσ : σ ∈ Σ}.
Note that U∅ = (0). Let Σ be a poset ideal of Λ and λ ∈ Λ. We say that λ lies just above Σ
if it satisfies the following:
i) λ /∈ Σ and
ii) σ ∈ Σ, whenever σ ∈ Λ and σ < λ.
An element λ ∈ Λ is said to lie inside or just above Σ if either λ ∈ Σ or λ lies just above Σ.
Definition 2.1. ([27, Definition 3.3]) Let Λ be a finite poset and I ⊂ R be an ideal of R. A
set of elements {uλ : λ ∈ Λ} ⊆ R is said to be a quadratic sequence with respect to the ideal
I if for every pair (Σ, λ), where Σ is a poset ideal of Λ and λ lies inside or just above Σ,
there exists a poset ideal Θ of Λ such that
(1) (U¯Σ : u¯λ) ∩ U¯Λ ⊆ U¯Θ,
(2) uλUΘ ⊆ (UΣ + I)UΛ.
A set of elements {uλ : λ ∈ Λ} ⊆ R is said to be a quadratic sequence if it is a quadratic
sequence with respect to the zero ideal.
We now recall some basic properties of quadratic sequences from [27] which are required
for our results.
Observation 2.2. ([27, Remark 3.4])
(1) Let I be an ideal of R. If {uλ : λ ∈ Λ} ⊆ R is a quadratic sequence with respect to I,
then {u¯λ : λ ∈ Λ} ⊆ R/I is also a quadratic sequence.
(2) If {uλ : λ ∈ Λ} ⊆ R is a quadratic sequence, then for any poset ideal Σ ⊂ Λ,
{u¯λ : λ ∈ Λ \ Σ} ⊆ R/UΣ is a quadratic sequence.
Lemma 2.3. ([27, Corollaries 3.7 and 5.2]) Let {uλ : λ ∈ Λ} ⊆ R be a quadratic sequence.
Then
(1) for every poset ideal Σ of Λ, UΣ ∩ U
s
Λ = UΣU
s−1
Λ for any integer s ≥ 1 and
(2) for any minimal element α of Λ, {u¯λ : λ ∈ Λ} ⊆ R/(0 : uα) is a quadratic sequence.
We now recall the definition of related ideals.
Definition 2.4. ([27, Definition 5.3]) Let {uλ : λ ∈ Λ} ⊆ R be a quadratic sequence. An ideal
J ⊆ R is said to be a related ideal to the quadratic sequence if J = UΛ or J = (UΣ : uλ)+UΛ
for some pair (Σ, λ), where Σ is a poset ideal of Λ and λ lies inside or just above Σ.
In the following, we separate out a result from the proof of Theorem 5.4 of [27] which is
required for the main theorem in this section.
Lemma 2.5. ([27, Proof of Theorem 5.4]) Let {uλ : λ ∈ Λ} ⊆ R be a quadratic sequence and
α be a minimal element of Λ. Let Σ be a poset ideal of Λ and λ ∈ Λ lies inside or just above
Σ. Then ((UΣ+(0 : uα)) : uλ)+UΛ is a related ideal to the quadratic sequence {uλ : λ ∈ Λ}.
We now prove a graded version of [27, Theorem 5.4]. The proof is similar to that of the
original result. We include it here for the sake of completeness.
Theorem 2.6. Let R = ⊕n≥0Rn be a graded R0-algebra, where R0 is a Noetherian ring. Let
Λ be a finite poset and {uλ : λ ∈ Λ} ⊆ R be a set of homogeneous elements of R such that
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deg(uλ) = dλ > 0. Set d = max{dλ : λ ∈ Λ}. If {uλ : λ ∈ Λ} is a quadratic sequence, then
for every s ≥ 1, there exists a graded filtration of R/UsΛ
R/UsΛ = M0 ⊇M1 ⊇ · · · ⊇Mk = (0)
such that for every 0 ≤ i ≤ k − 1, there exists a related ideal Vi and 0 ≤ di ≤ d(s− 1) with
Mi/Mi+1 ≃ [R/Vi](−di).
Proof. We prove the assertion by induction on |Λ| + s. If s = 1, then (0) ⊆ R/UΛ is the
required filtration. Assume that s ≥ 2. Let |Λ| = 1. Set Λ = {α}. Then for any s ≥ 2,
R/(usα) ⊇ (uα)/(u
s
α) ⊇ (u
2
α)/(u
s
α) ⊇ · · · ⊇ (u
s−1)/(usα) ⊇ (0) (1)
is a filtration of R/(usα). Take Σ = ∅, then α lying just above Σ. Hence 2.1(1) and (2)
translates to (0 : uα) ∩ (uα) = UΘ and uαUΘ = (0) for some poset ideal Θ. If Θ = {α},
then u2α = 0. Therefore uα ∈ (0 : uα) and hence R/(0 : uα) = R/((0 : uα) + (uα))
∼= (uα).
Since both (uα) and (0 : uα) + (uα) are related ideals, R ⊃ (uα) ⊃ (0) is the required
filtration. Now suppose Θ = ∅. Then (0 : uα) ∩ (uα) = (0). Let k ≥ 2 and au
k
α = 0. Then
auk−1α ∈ (0 : uα) ∩ (uα) = 0. Hence a ∈ (0 : u
k−1
α ). Therefore (0 : u
k
α) = (0 : u
k−1
α ).
Now we show that (u
k
α)
(uk+1α )
≃ (u
k−1
α )
(ukα)
(−dα)) for k ≥ 2. Consider µuα : (u
k−1
α ) →
(ukα)
(uk+1α )
, the
multiplication by uα. Let a ∈ (u
k−1
α ) be such that auα ∈ (u
k+1
α ). Write a = fu
k−1
α and
fukα = gu
k+1
α for some f, g ∈ R. Then for k ≥ 2, (f − guα) ∈ (0 : u
k
α) = (0 : u
k−1
α ) and so
fuk−1α ∈ (u
k
α). Therefore, for k ≥ 2,
(ukα)
(uk+1α )
≃
(uk−1α )
(ukα)
(−dα) ≃ · · · ≃
(uα)
(u2α)
(−(k − 1)dα) ≃
R
((0 : uα) + (uα))
(−kdα),
where the last isomorphism is obtained by proving that the kernel of the multiplication
mapping from R to (uα)/(u
2
α) is ((0 : uα) + (uα)). Note that (0 : uα) + (uα) is a related ideal
and hence the filtration (1) satisfy the required conditions. This completes the case |Λ| = 1.
Now assume that |Λ| ≥ 2 and s ≥ 2. Let α ∈ Λ be a minimal element. Consider the
filtration R/UsΛ ⊇ (uα, U
s
Λ)/U
s
Λ ⊇ (0). It follows from Lemma 2.3(1) that
(uα,UsΛ)
(Us
Λ
)
≃ (uα)
(uα)∩UsΛ
≃
(uα)
uαU
s−1
Λ
. It is easy to see that the kernel of the multiplication map from R to (uα)
uαU
s−1
Λ
is
(0 : uα) + U
s−1
Λ . Therefore
R
(0:uα)+U
s−1
Λ
(−dα) ≃
(uα)
uαU
s−1
Λ
. Set R¯ = R/(uα) and Λ
′ = Λ \ {α}.
Since, {u¯λ : λ ∈ Λ
′} ⊆ R/(uα) is a quadratic sequence and |Λ
′| < |Λ|, by induction R¯/U¯sΛ′
has a graded filtration
R¯/U¯sΛ′ = N0 ⊇ N1 ⊇ · · · ⊇ Nl = (0) (2)
of R¯-modules such that for each 0 ≤ j ≤ l − 1, there exists V¯j, a related ideal to quadratic
sequence {u¯λ : λ ∈ Λ
′} and 0 ≤ dj ≤ d(s − 1) such that Nj/Nj+1 ≃ [R¯/V¯j ](−dj). Let
V¯j = (U¯Σj : u¯λj) + U¯Λ′ for some poset ideal Σj of Λ
′ and λj ∈ Λ
′ lies inside or just above Σj .
The pre-image of V¯j in R is (UΣj∪{α} : uλj) + UΛ so that
Nj/Nj+1 ≃ [R/((UΣj∪{α} : uλj) + UΛ)](−dj).
Since α is a minimal element in Λ and Σj is a poset ideal of Λ
′, Σj ∪{α} is a poset ideal of Λ
and λj lies inside or just above Σj ∪ {α}. Therefore (UΣj∪{α} : uλj) +UΛ is a related ideal to
the quadratic sequence {uλ : λ ∈ Λ}. Hence R/(uα, U
s
Λ) has the required graded filtration.
Note that by Lemma 2.3(2), {u′λ : λ ∈ Λ} ⊆ R/(0 : uα) is a quadratic sequence, where
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′ denotes the image modulo the ideal (0 : uα). Thus, by induction there exists a graded
filtration
R′/U ′
s−1
Λ = L0 ⊇ L1 ⊇ · · · ⊇ Lk = (0) (3)
of R′-modules such that for each 0 ≤ i ≤ k − 1, there exists a related ideal of {u′λ : λ ∈ Λ},
V ′ ⊂ R′ and 0 ≤ d′i ≤ d(s−2) such that Li/Li+1 ≃ [R
′/V ′i ](−d
′
i). Since V
′
i ’s are related ideals
to {u′λ : λ ∈ Λ}, V
′
i ’s are of the form (U
′
Σi
: u′λi) + U
′
Λ for some poset ideal Σi of Λ and λi
lying inside or just above Σi. Hence, [R
′/V ′i ](−d
′
i) ≃ [R/(((UΣ + (0 : uα)) : uλ) + UΛ)](−d
′
i).
By Lemma 2.5, ((UΣ + (0 : uα)) : uλ) + UΛ is a related ideal to {uλ : λ ∈ Λ}. Hence we get
a graded filtration for [R′/U ′s−1Λ ](−dα) ≃ (uα, U
s
Λ)/U
s
Λ. By combining the filtrations (2) and
(3) we get the required filtration of R/UsΛ. 
The following result on the regularity is well-known. We state it for the sake of convenience.
Lemma 2.7. Let R be a standard graded ring and M,N and P be finitely generated graded
R-modules. If 0 → M
f
−→ N
g
−→ P → 0 is a short exact sequence with f, g graded homomor-
phisms of degree zero, then
(i) reg(N) ≤ max{reg(M), reg(P )},
(ii) reg(M) ≤ max{reg(N), reg(P ) + 1},
(iv) reg(P ) ≤ max{reg(M)− 1, reg(N)},
(iii) reg(M) = reg(P ) + 1 if reg(N) < reg(M).
We now prove an upper bound for the regularity of powers of homogeneous quadratic
sequences.
Theorem 2.8. Let R be a standard graded polynomial ring over a field K. Let Λ be a finite
poset and {uλ : λ ∈ Λ} ⊆ R be a quadratic sequence. Then
reg(R/UsΛ) ≤ d(s− 1) + max
Σ,λ
reg(R/((UΣ : uλ) + UΛ)),
where Σ is a poset ideal of Λ and λ lies inside or just above Σ and d = max{deg(uλ) : λ ∈ Λ}.
Proof. By Theorem 2.6, there exists a graded filtration
R/UsΛ = M0 ⊇M1 ⊇ · · · ⊇Mk = (0)
such that for every 0 ≤ i ≤ k − 1, there exists a related ideal Vi and 0 ≤ di ≤ d(s− 1) with
Mi/Mi+1 ≃ [R/Vi](−di). For 0 ≤ i ≤ k − 1, consider the following short exact sequences:
0 −→ Mi+1 −→Mi −→ Mi/Mi+1 −→ 0.
By applying Lemma 2.7 successively in above short exact sequences, we get
reg(R/UsΛ) ≤ max{reg(Mi/Mi+1) : 1 ≤ i ≤ k − 1}
= max{di + reg(R/Vi) : 1 ≤ i ≤ k − 1}
≤ d(s− 1) + max
Σ,λ
reg(R/((UΣ : uλ) + UΛ)),
where Σ is a poset ideal of Λ and λ lies inside or just above Σ. 
It follows from Theorem 2.8 that given an ideal UΛ generated by a quadratic sequence,
we obtain an upper bound for the regularity of all its powers once we know the regularity
of its related ideals. Given the ideal UΛ and the poset structure of Λ, one can compute
the related ideals and their regularities. The structure of the related ideals are not very
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well-understood in general. Here we study a subclass of ideals generated by d-sequence, [14],
for which structure of the related ideals are quite simple.
Let u1, . . . , un be homogeneous elements in R. Then u1, . . . , un is said to be a homogeneous
d-sequence if
(1) ui is not in the ideal generated by the rest of the uj’s and
(2) for all k ≥ i+ 1 and all i ≥ 0, ((u1, . . . , ui) : ui+1uk) = ((u1, . . . , ui) : uk).
Costa, in [5], proved that (u1, . . . , un) is a d-sequence if and only if for 1 ≤ i ≤ n
((u1, . . . , ui−1) : ui) ∩ (u1, . . . , un) = (u1, . . . , ui−1).
It is clear that if u1, . . . , un is a d-sequence, then they form quadratic sequence with
respect to the poset {1 < · · · < n}. Let u1, . . . , un be a homogeneous d-sequence in R such
that u1, . . . , un−1 is a regular sequence. Then considering the poset Λ = {1 < · · · < n},
one can note that the related ideals to {u1, . . . , un} in R are of the form (u1, . . . , un) and
((u1, . . . , un−1) : un) + (un). First we obtain an upper bound for the regularity of these
related ideals.
Proposition 2.9. Let u1, . . . , un be a homogeneous d-sequence with deg(ui) = di in a stan-
dard graded polynomial ring R over a field K such that u1, . . . , un−1 is a regular sequence.
Then
reg(R/(((u1, . . . , un−1) : un), un)) ≤ max{reg(R/(u1, . . . , un)),
n−1∑
i=1
di − n}.
Proof. For convenience, let U = (u1, . . . , un) and U
′ = (u1, . . . , un−1). Consider the following
short exact sequence:
0 −→
R
(U ′ : un)
(−dn)
·un−→
R
U ′
−→
R
U
−→ 0.
Since u1, . . . , un−1 is regular sequence with deg ui = di, reg(R/(u1, . . . , un−1)) =
∑n−1
i=1 (di −
1) =
∑n−1
i=1 di − (n− 1). Therefore, by Lemma 2.7,
reg(R/(U ′ : un)) + dn ≤ max{reg(R/U) + 1,
n−1∑
i=1
di − (n− 1)}.
Now, consider the following short exact sequence:
0 −→
R
(U ′ : u2n)
(−dn)
·un−→
R
(U ′ : un)
−→
R
((U ′ : un), un)
−→ 0. (4)
Since u1, . . . , un is a d-sequence, ((u1, . . . , un−1) : u
2
n) = ((u1, . . . , un−1) : un). Therefore, it
follows from Lemma 2.7 that
reg(R/((U ′ : un), un)) = reg(R/(U
′ : un)) + dn − 1
≤ max
{
reg(R/U),
n−1∑
i=1
di − n
}
and this completes the proof. 
As an immediate consequence, we obtain an upper bound for the regularity of powers of
these class of ideals.
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Corollary 2.10. Let R be a standard graded polynomial ring over a field K and u1, . . . , un
be a homogeneous d-sequence with deg(ui) = di in R such that u1, . . . , un−1 is a regular
sequence. Set U = (u1, . . . , un) and d = max{di : 1 ≤ i ≤ n}. Then for all s ≥ 1,
reg(R/Us) ≤ d(s− 1) + max{reg(R/U),
n−1∑
i=1
di − n}.
Proof. The proof immediately follows from the Theorem 2.8 and Proposition 2.9. 
3. Regularity Powers of Binomial Edge Ideals
In this section we obtain bounds as well as precise expressions for the regularity of powers
of binomial edge ideals corresponding to graphs. While there is extensive research on the
regularity of powers of monomial edge ideals corresponding to graphs, there is absolutely no
result in the case of binomial edge ideals. We first recall the terminologies that are needed
from graph theory for our purpose.
Let G be a simple graph with the vertex set V (G) = [n] and edge set E(G). A complete
graph on [n], denoted by Kn, is the graph with the edge set E(G) = {{i, j} : 1 ≤ i < j ≤ n}.
For A ⊆ V (G), G[A] denotes the induced subgraph of G on the vertex set A, that is, for
i, j ∈ A, {i, j} ∈ E(G[A]) if and only if {i, j} ∈ E(G). For a vertex v, G \ v denotes the
induced subgraph of G on the vertex set V (G)\{v}. A subset U of V (G) is said to be a clique
if G[U ] is a complete graph. A vertex v of G is said to be a simplicial vertex if v is contained
in only one maximal clique otherwise it is called an internal vertex. We denote the number
of internal vertices of G by iv(G). For a vertex v, NG(v) = {u ∈ V (G) : {u, v} ∈ E(G)}
denotes the neighborhood of v in G and Gv is the graph on the vertex set V (G) and edge set
E(Gv) = E(G) ∪ {{u, w} : u, w ∈ NG(v)}. The degree of a vertex v, denoted by degG(v),
is |NG(v)|. A vertex v is said to be a pendant vertex if degG(v) = 1. For an edge e in G,
G \ e is the graph on the vertex set V (G) and edge set E(G) \ {e}. Let u, v ∈ V (G) be such
that e = {u, v} /∈ E(G), then we denote by Ge, the graph on vertex set V (G) and edge set
E(Ge) = E(G) ∪ {{x, y} : x, y ∈ NG(u) or x, y ∈ NG(v)}. A cycle is a connected graph
G with degG(v) = 2 for all v ∈ V (G). A graph is said to be a unicyclic graph if it contains
exactly one cycle as a subgraph. A graph is a tree if it does not have a cycle. The length of
the shortest cycle of G is called the girth of G. A path graph on n vertices, denoted by Pn is
a graph with the vertex set [n] and the edge set {{i, i+1} : 1 ≤ i ≤ n− 1}. A vertex v of G
is said to be a cut vertex if G \ v has more connected components than that of G. A block of
a graph is a maximal nontrivial connected subgraph which has no cut vertex. If every block
of a connected graph G is a complete graph, then G is called a block graph. Let T be a tree
and L(T ) = {v ∈ V (T ) : deg(v) = 1}. If T \ L(T ) is either empty or a path, then T is said
to be a caterpillar.
Notation 3.1. Let G be a graph on [n]. We reserve the notation S for the polynomial ring
K[xi, yi : i ∈ [n]]. Also, if there is only one graph in a given context, irrespective of the
name of this graph, the polynomial ring associated with this graph would be denoted by S.
If H is any other graph on [k], then we set SH = K[xi, yi : i ∈ [k]]. If k ≤ n, then SH can
be considered as a subring of S and the graded Betti numbers of JH considered as an ideal
of SH is same as those when considered as an ideal of S. Therefore, for the convenience of
notation, in such cases, we will consider JH as an ideal in S.
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We first make some observations, which can be derived easily from the results existing in
the literature.
Observation 3.2. (1) It follows from [7, Corollary 1.2] that JPn is generated by a reg-
ular sequence in degree 2 of length n − 1. Therefore by virtue of [2, Lemma 4.4],
reg(S/JsPn) = 2s+ n− 3 for all s ≥ 1.
(2) LetG = Kn and I = inlex(JG), where lex denotes the lexicographic order on S induced
by x1 > · · · > xn > y1 > · · · > yn. By [4, Theorem 2.1], I
s = inlex(J
s
G). Hence
reg(S/JsG) ≤ reg(S/ inlex(J
s
G)) = reg(S/I
s). Note that I is a quadratic squarefree
monomial ideal. If H denotes the graph corresponding to the ideal I, then H is
a weakly chordal bipartite graph, [8, Lemma 2.3]. Hence, by [18, Corollary 5.1],
reg(S/Is) = 2s + ν(H)− 2. It is easy to observe in this case that ν(H) = 1. Hence
reg(S/Is) = 2s − 1. Hence reg(S/JsG) ≤ 2s − 1. Since J(G)
s is generated in degree
2s, we get reg(S/JsG) = 2s− 1. Therefore, J
s
G has linear resolution for all s ≥ 1. For
s = 1, this property has been proved by Saeedi Madani and Kiani in [28, Theorem
2.1].
Matsuda and Murai [23, Corollary 2.2] proved that if H is an induced subgraph of G, then
βi,j(S/JH) ≤ βi,j(S/JG) for all i, j. We generalize this to all powers.
Proposition 3.3. Let H be an induced subgraph of G. Then for all i, j ≥ 0 and s ≥ 1
βi,j(S/J
s
H) ≤ βi,j(S/J
s
G).
Proof. First we claim that JsH = J
s
G ∩ SH for all s ≥ 1, where JH is the binomial edge
ideal of H in SH . Since, generators of J
s
H are contained in J
s
G, J
s
H ⊆ J
s
G ∩ SH . Now, let
g ∈ JsG ∩ SH . Let g =
∑
e1,...,es∈E(G)
he1,...,esfe1 · · · fes, for some he1,...,es ∈ S. Now, consider
the map π : S → SH by setting π(xi) = 0 = π(yi) if i /∈ V (H) and π(xi) = xi and π(yi) = yi
if i ∈ V (H). If e ∈ E(G) \ E(H), then π(fe) = 0. And if e ∈ E(H), then π(fe) = fe. Since
g ∈ SH , π(g) = g. Therefore, we get
g =
∑
e1,...,es∈E(G)
π(he1,...,es)π(fe1) · · ·π(fes)
=
∑
e1,...,es∈E(H)
π(he1,...,es)fe1 · · · fes.
Thus, g ∈ JsH . Hence, SH/J
s
H is a K-subalgebra of S/J
s
G. Consider, SH/J
s
H
i
−֒→ S/JsG
p¯i
→
SH/J
s
H , where π¯ is induced by the map π. Note that π¯◦i is identity on SH/J
s
H . Thus, SH/J
s
H
is an algebra retract of S/JsG. Now, the assertion follows from [25, Corollary 2.5]. 
Corollary 3.4. Let G be a connected graph. Then reg(S/JsG) ≥ 2s+ ℓ(G)− 2 for all s ≥ 1,
where ℓ(G) is the length of a longest induced path of G.
Proof. Let H be a longest induced path of G. Then H is an induced subgraph of G. By
Observation 3.2, reg(SH/J
s
H) = 2s+ ℓ(G)−2 for all s ≥ 1. Hence, the assertion follows from
Proposition 3.3. 
In [16], we had shown that JK1,n is generated by a d-sequence. We now compute regularity
of their powers.
Theorem 3.5. Let G = K1,n be a star graph for n ≥ 3. Then reg(S/J
s
G) = 2s for all s ≥ 1.
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Proof. Let G = K1,n denote the star graph on the vertex set [n + 1] with the edge set
E(G) = {{i, n+ 1} : 1 ≤ i ≤ n}. By [17, Theorems 4.1, 4.2], reg(S/JG) = 2. It follows from
[16, Proposition 4.8] that JG = (f1,n+1, . . . , fn,n+1) is generated by a quadratic sequence with
respect to the poset Λ = {{1, n + 1} < · · · < {n, n + 1}}. Let V be a related ideal to JG.
Then V is either JG or of the form ((f1,n+1, . . . , fi,n+1) : fi+1,n+1) + JG for some i ≥ 2. If
V = ((f1,n+1, . . . , fi,n+1) : fi+1,n+1) + JG for some i ≥ 2, then by [24, Theorem 3.7], V = JH ,
where H is the graph obtained from the complete graph on vertex set {1, . . . , i, n + 1} by
adding edges {j, n+1} for i+1 ≤ j ≤ n at the vertex n+1. Thus, by using [11, Theorem 8]
reg(S/V ) = reg(S/JH) ≤ 2. Therefore, by Theorem 2.8 we have reg(S/J
s
G) ≤ 2(s− 1)+ 2 =
2s for all s ≥ 1. Since ℓ(G) = 2, by Corollary 3.4, reg(S/JsG) ≥ 2s for all s ≥ 1. Hence, for
all s ≥ 1, reg(S/JsG) = 2s. 
Now we obtain the regularity of powers of binomial edge ideals of cycle graphs.
Theorem 3.6. Let n ≥ 3. Then for all s ≥ 1, reg(S/JsCn) = 2s+ n− 4.
Proof. Let G = Cn be the cycle graph on [n]. By [29, Corollary 16], we have reg(S/JG) = n−
2. Moreover, f1,2, . . . , fn−1,n is a regular sequence and by [16, Theorem 4.9], f1,2, . . . , fn−1,n, f1,n
is a d-sequence. Hence it follows from Corollary 2.10 that reg(S/JsG) ≤ 2s + n − 4 for all
s ≥ 1. Since Cn contains an induced path of length n− 2, it follows from Corollary 3.4 that
2s+ n− 4 ≤ reg(S/JsG) for all s ≥ 1. Hence, reg(S/J
s
G) = 2s+ n− 4 for all s ≥ 1. 
In [17], it was proved that if G is a tree, then iv(G) ≤ reg(S/JG). In the next result,
we prove that such a lower bound holds true for all powers of almost complete intersection
binomial edge ideals of trees. We also give an upper bound for the powers of this class.
Theorem 3.7. If G is a tree such that JG is an almost complete intersection ideal, then for
all s ≥ 1, 2s+ iv(G)− 2 ≤ reg(S/JsG) ≤ 2s+ iv(G)− 1.
Proof. Let G be a tree such that JG is an almost complete intersection ideal. Then by [16,
Theorem 4.1], G is obtained by adding an edge between two paths. If G is obtained by
adding an edge between an internal vertex of a path and a pendant vertex of another path,
then we say that G is type T and if G is obtained by adding an edge between two internal
vertices of two distinct paths, then we say that G is type H . Note that if G is T -type, then
iv(G) = n− 3 and if G is H-type, then iv(G) = n− 4.
Let G be T -type. Then by [17, Theorems 4.1, 4.2], reg(S/JG) = n−2. Therefore, it follows
from Corollary 2.10 that reg(S/JsG) ≤ 2s+n−4 = 2s+iv(G)−1 for all s ≥ 1. Let v denote a
neighbor of the unique vertex of degree 3 in G. Then JG\v is generated by a regular sequence
of length at least n − 3. Hence for all s ≥ 1, 2s + n − 5 ≤ reg(S/(JG\v)
s) ≤ reg(S/JsG),
where the first inequality follows from [2, Lemma 4.4] and the second inequality follows from
Proposition 3.3. Therefore 2s+ iv(G)− 2 ≤ reg(S/JsG) for all s ≥ 1.
Now let G be H-type and e = {u, v} be the edge such that G \ e is a disjoint union of two
paths. Then by [17, Theorems 4.1, 4.2], reg(S/JG) = n−3 and the related ideal to JG is either
JG or of the form (JG\e : fe)+JG. By [24, Theorem 3.7], we get (JG\e : fe)+JG = J(G\e)e∪{e}.
Since (G \ e)e ∪ {e} is a block graph with no vertex contained in more than two maximal
cliques, it follows from [17, Corollary 3.1] that reg(S/J(G\e)e∪{e}) = n−3 = iv(G)+1. Hence,
by Theorem 2.8, reg(S/JsG) ≤ 2s + n − 5 = 2s + iv(G)− 1. As in the previous case, it can
be seen that JG\u is generated by a regular sequence of length n − 4. Hence by [2, Lemma
4.4] and Proposition 3.3, we get 2s+ iv(G)− 2 = 2s+ n− 6 = reg(S/JsG\u) ≤ reg(S/J
s
G) for
all s ≥ 1. 
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Corollary 3.8. If G is a caterpillar tree such that JG is an almost complete intersection,
then reg(S/JsG) = 2s+ iv(G)− 1.
Proof. If G is a caterpillar tree on [n], then G has a longest induced path, say P , such that
iv(G) = iv(P ) = ℓ(P )− 1. Hence by Corollary 3.4, 2s+ iv(G)− 1 ≤ reg(S/JsG). The upper
bound follows from Theorem 3.7. 
We are unable to prove, but believe that the answer to the following question is affirmative:
Question 3.9. If G is a tree, then is 2s+ iv(G)− 2 ≤ reg(S/JsG) for all s ≥ 1?
Now we deal with unicyclic graphs whose binomial edge ideals are almost complete inter-
section. We first develop the tools required for that. The following is a lemma due to Ohtani
which is highly useful for the rest of the section.
Lemma 3.10. ([26, Lemma 4.8]) Let G be a graph on V (G) and v ∈ V (G) such that v is
not a simplicial vertex. Then JG = (JG\v + (xv, yv)) ∩ JGv .
Thus, by Lemma 3.10, we have the following short exact sequence:
0 −→
S
JG
−→
S
(xv, yv) + JG\v
⊕
S
JGv
−→
S
(xv, yv) + JGv\v
−→ 0. (5)
Definition 3.11. Let G1 and G2 be two subgraphs of a graph G. If G1 ∩ G2 = Km, the
complete graph on m vertices with G1 6= Km and G2 6= Km, then G is called the clique sum
of G1 and G2 along the complete graph Km denoted by G1 ∪Km G2. If m = 1, the clique sum
of G1 and G2 along a vertex is denoted by G1 ∪G2.
H1
H2
The first graph H1 on the left
is the clique sum of a K3 and
C4 along an edge. The second
graph, H2, is a clique sum of a
K4, an edge and a C4 along two
vertices.
To understand the regularity of the powers of binomial edge ideals of unicyclic graph which
are almost complete intersections, we first prove an auxiliary result.
Proposition 3.12. Let n,m ≥ 3 be integers and G be the clique sum of a cycle Cn and a
complete graph Km along an edge e. Then reg(S/JG) = n− 1.
Proof. It is easy to notice that G contains an induced path of length n − 1. Hence by [23,
Corollary 2.3], n−1 ≤ reg(S/JG). We prove the upper bound by induction on n. Let n = 3.
Then G is the clique sum of a triangle and a complete graph along an edge e = {u, v} i.e.,
G = C3∪eKm. Note that Gv = Km+1, Gv \v = Km and G\v = P2∪Km−1. By [17, Theorem
3.1], reg(S/JG\v) = 2. Since reg(SKr/JKr) = 1 for all r ≥ 2, it follows from the short exact
sequence (5) and Lemma 2.7 that reg(S/JG) ≤ 2.
Now we assume that n ≥ 4 and by induction hypothesis the assertion is true for k ≤
n − 1. Let G = Cn ∪e Km. Note that Gv = Cn−1 ∪e′ Km+1, Gv \ v = Cn−1 ∪e′ Km and
G \ v = Pn−1 ∪ Km−1, where e
′ = {u, w} for a vertex w ∈ NCn(v). Hence by induction,
reg(S/JGv) ≤ n−2 and reg(S/JGv\v) ≤ n−2. Also by [17, Theorem 3.1], reg(S/JG\v) = n−1.
Now applying Lemma 2.7 on the short exact sequence (5), we get reg(S/JG) ≤ n− 1. This
completes the proof. 
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Let G1 and G2 denote graphs on the
vertex set [m] with edge sets given by
E(G1) = {{1, 2}, {2, 3}, . . . , {m − 1, m}, {2, m}}
and E(G2) = {{1, 2}, {2, 3}, . . . , {m −
1, m}, {2, m− 1}}. Let e = {1, 2}, e′ = {m− 1, m}
denote edges in G2.
m− 1
m
2
11
2 m
G1 G2
Proposition 3.13. Let m ≥ 4 and G1 be the graph as given above. Then reg(S/JG1) = m−2.
Proof. By [20, Theorem 3.2], reg(S/JG1) ≤ m−2. Note thatG1\m is an induced path inG1 of
length m−2. So by [23, Corollary 2.3], m−2 ≤ reg(S/JG1). Hence, reg(S/JG1) = m−2. 
Proposition 3.14. Let G2 be the graph as given above for m ≥ 6. Then reg(S/JG2) = m−3.
Proof. Note that G2 \ (m−1) is an induced paths in G2 of length m−3. So by [23, Corollary
2.3], m − 3 ≤ reg(S/JG2). Now we prove that reg(S/JG2) ≤ m − 3. Consider the following
short exact sequences:
0 −→ S/(JG2\e : fe)(−2)
·fe
−→ S/JG2\e −→ S/JG2 −→ 0 (6)
0 −→ S/(JH\e′ : fe′)(−2)
·fe′−→ S/JH\e′ −→ S/JH −→ 0 (7)
where H = (G2\e)e, e = {1, 2} and e
′ = {m−1, m}. Since G2\e is a graph isomorphic to G1
onm−1 vertices, we get reg(S/JG2\e) = m−3. By [24, Theorem 3.7], JG2\e : fe = J(G2\e)e and
JH\e′ : fe′ = J(H\e′)e′ . Note that H \e
′ = Cm−3∪{3,m−1}K3 and (H \e
′)e′ = Cm−4∪{3,m−2}K4.
Thus, by using Lemma 3.12, reg(S/JH\e′) = m − 4 and reg(S/J(H\e′)e′ ) = m − 5. Now
applying Lemma 2.7 on short exact sequences (6) and (7), we get reg(S/JH) ≤ m − 4 and
hence reg(S/JG2) ≤ m− 3. 
Corollary 3.15. Suppose that the graph G on [n] is obtained either by identifying a pendant
vertex of a path with the vertex 1 in G1 or by identifying leaves of two distinct paths with
vertices 1 and m of G2. If the girth of G is at least 4, then reg(S/JG) = iv(G) + 1 ≤ n− 2.
Proof. The assertion is a direct consequence of [17, Theorem 3.1] and Propositions 3.13 and
3.14. 
Now we prove the bounds for the regularity of powers of binomial edge ideals of unicyclic
graphs which are almost complete intersections.
Theorem 3.16. Let G be a unicyclic graph on [n] of girth ≥ 4 such that JG is an almost
complete intersection ideal. Then 2s+ n− 5 ≤ reg(S/JsG) ≤ 2s+ n− 4.
Proof. If G is a unicyclic graph on [n] such that JG is an almost complete intersection ideal,
then it was shown in [16] that G is obtained either by identifying a pendant vertex of a path
with the vertex 1 in G1 or by identifying a pendant vertex each of two paths with the vertices
1 and n in G2. If u is a degree 3 vertex of G, then G \ u is a disjoint union of two paths so
that JG\u is generated by a regular sequence of length n− 3. Hence by [2, Lemma 4.4] and
Proposition 3.3, 2s+ n− 5 ≤ reg(S/JsG). The upper bound follows directly from Corollaries
2.10 and 3.15. 
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Remark 3.17. Suppose G is a balloon graph on [n], i.e., G is obtained by identifying a
pendant vertex of a path with the pendant vertex G1. Let u denote a neighbor on the cycle
of the degree 3 vertex in G. Then G \ u is a path of length n− 2. Hence by Proposition 3.3
2s+n−4 ≤ reg(S/JsG) = for all s ≥ 1. Therefore, by Theorem 3.16, reg(S/J
s
G) = 2s+n−4.
Remark 3.18. If G is a unicyclic graph obtained by identifying two distinct paths to two
pendant vertices of the graph G2, then the regularity behaves in an unexpected manner.
For example, if we take G = G2 on 6 vertices, then G is a Cohen-Macaulay bipartite graph,
[3]. Hence reg(S/JG) = 3, [15]. Using any computational commutative algebra package,
for example Macaulay 2 [9], it can be seen that reg(S/J2G) = 6 = reg(S/JG) + 3. This is
different behavior in comparison with the regularity of powers of monomial edge ideals. It
has been conjectured, and is believed to be true, that reg(I(G)s) ≤ 2s+reg(I(G))−2 for all
s ≥ 1, where I(G) denotes the monomial edge ideal corresponding to a graph G, [1]. This
example shows that such an inequality does not hold true in the case of binomial edge ideals.
Moreover, this gives a binomial edge ideal for which the stabilization index is bigger than 1.
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