detect shape changes while ignoring view changes and vice versa, there should be no view sensitivity in the first task and no shape sensitivity in the second task.
The theoretical interpretation of findings of view sensitivity in studies of object recognition has been the source of heated debate (e.g., Biederman & Gerhardstein, 1993 Hayward, 2003; Lawson, 1999; Tarr & Bülthoff, 1995) . The main dispute has been over why performance on object recognition tasks is often view sensitive, since there are a number of reasons why view sensitivity may be found even if shape and view information can be extracted independently.
1. Poor visual information. Some views may be harder to recognize because of relatively low-level, initial processing difficulties for these images. For example, some views may occlude much important shape information or may make the main axis of the object difficult to extract (such as highly foreshortened views; see Humphrey & Jolicoeur, 1993; Lawson, 1999; Marr, 1982) . Any such general view effects are uninformative about the recognition of particular objects. Analogously, if people were found to be slower to identify tiny pictures of animals, this would probably be due to their problems seeing detailed information for these pictures (and would be expected to be similar for any other tiny pictures). It would not provide evidence for scale specificity in either the processes or the representations involved in identifying animals.
(such as explicit recognition), but not with other tasks (such as implicit memory measures of object recognition; e.g., Biederman and Gerhardstein, 1993 , tested the priming of object naming and sequential picture matching). Biederman and Gerhardstein (1993) further argued that only implicit tasks tapped the structural description representations that they assumed subserved everyday object recognition. Similar arguments were made by Seamon and Delgado (1999) , who reported view sensitivity in an explicit old/new recognition task but view invariance in an affective preference task that they proposed as a measure of implicit memory representations. Here, the visual system is assumed to store both view-specific (episodic) object representations that are accessed in explicit memory tasks and view-invariant (structural description) representations that are accessed in implicit memory tasks and, importantly, that are used when we normally recognize objects. This proposal has been strongly critiqued both on theoretical grounds (e.g., Tarr & Bülthoff, 1995) and because it cannot explain the many cases of view sensitivity reported for the implicit memory tasks that Biederman and others have argued tap view-invariant object representations. For example, Lawson and Humphreys (1998) reported view-sensitive priming of object naming, Lawson and Humphreys (1996) reported view sensitivity in a sequential picture-matching task, and Lawson (2004a) reported view sensitivity in an affective preference task.
3. Viewpoint aiding object recognition. Observers may respond differently to different views of an object if knowledge of viewpoint provides information about that object's and (d), an S12 shape change is shown in (c) and (d), and a category change is shown in (e). Experiments 1 and 2 both tested shape-change detection. For the object recognition task used in Experiment 1, the correct response was "shape same" for (a) and (b) and "shape change" for (c) and (d); (e) was not shown. For the object categorization task used in Experiment 2, the correct response was "category same" for (a), (b), (c), and (d) and "category change" for (e). For the view-change detection task used in Experiment 3, the correct response was "view same" for (a) and (c) and "view change" for (b) and (d); (e) was not shown.
shape either prior to testing or during testing (Jolicoeur & Humphrey, 1998) . For example, Stankiewicz (2002) suggested that many reports that object recognition is sensitive to depth rotation (e.g., and plane rotation (e.g., Tarr & Pinker, 1989 ) may have resulted from viewpoint's being informative either within the task tested or from people's prior experience, and not because shape processing is necessarily influenced by viewpoint (as would be the case if view information and shape information were inextricably bound together). Any such view effects should improve recognition of an object from the most common views from which it has previously been seen. Some objects, such as keys, have been seen at most views approximately equally. For such objects, knowing its view would not help to decide its identity. However, we almost always see televisions from an upright, front-on view, and tables, although commonly seen at all views in depth, are typically seen only upright or near-upright. Here, view information may aid object recognition and could explain the relative ease of identifying canonical over unusual views (e.g., Palmer, Rosch, & Chase, 1981) and upright over planemisoriented views (e.g., Jolicoeur, 1985 Jolicoeur, , 1990 . This proposal assumes that information about both the view and the shape of a particular object is stored. However, these two types of information could be stored separately and could be accessed independently, so information about object shape could still be view invariant.
4. Shape and view information bound together. Finally, view-sensitive object recognition may occur because view information is inextricably bound up with shape information, so these two sources of information cannot be processed independently. Here, different shape information would be activated by different views of the object, causing our visual system to respond differently. Only in this case would view and shape information be so closely integrated together that, in general, shape information could not be extracted independently of view information. In this article, we argue that only this final account can explain the view sensitivity that we observed in the first two experiments reported here and the shape sensitivity that we found in the final experiment.
Most current theories of object recognition acknowledge that view sensitivity may occur for this final reason (unlike the structural description account proposed by Marr, 1982) . However, there is considerable debate as to the conditions under which such view sensitivity would be predicted. view sensitivity due to the activation of different, view-sensitive representations of the same object is expected to be the norm by view-based models (e.g., Tarr & Bülthoff, 1995) , whereas structural description accounts (e.g., Biederman & Gerhardstein, 1993 emphasize that view invariance is predicted in most cases in everyday object recognition. It is important to note that these structural description accounts do, though, acknowledge that multiple views of view-sensitive representations are necessary to represent most objects, since different views of an object often reveal different parts and the spatial relations between parts change as view changes (Biederman & Gerhardstein, 1993) . Controversy has thus centered around the circumstances under which view sensitivity is typically found-for example, whether view sensitivity normally occurs only for subordinate-level categorization (e.g., Biederman & Gerhardstein, 1995; Hamm & McMullen, 1998) or whether it is also usual in everyday, basic-level categorization (e.g., Lawson & Humphreys, 1996 Lawson & Jolicoeur, 2003) . Extending this research, some recent studies have examined how sensitivity to view changes is influenced by the difficulty of shape discrimination (Cutzu & Edelman, 1998; Foster & Gilson, 2002; Lawson, 2004b; Lawson, Bülthoff, & Dumbell, 2003) . Recently, a consensus appeared to be forming about the interpretation of the many findings of view-sensitive object recognition (Hayward, 2003; Lawson, 2004b ) that acknowledged that both view sensitivity and view invariance can be found under different circumstances and that some findings of view sensitivity can be explained only by the final reason listed above: that view information and shape information are necessarily bound together.
This consensus was not, though, supported by Stankiewicz (2002) on the basis of his results, using a noisemasking paradigm. Stankiewicz presented single pictures of a simple, curved cylinder (shaped like a thick eyelash) to trained observers. In his third experiment, the observers had to detect shape changes due to varying the cylinder's diameter (so that it became fatter or thinner), or in other blocks, they had to detect changes in the view in depth from which the cylinder was shown. noise was added to the task-relevant dimension (cylinder thickness for shape change detection; view in depth for view change detection), to the task-irrelevant dimension, or to both dimensions. For both the shape-change and the view-change detection tasks, Stankiewicz found that adding task-irrelevant noise did not affect performance, whereas adding task-relevant noise disrupted performance. He therefore argued that information about an object's 3-D shape can be estimated independently of information about its view in depth and vice versa.
If this conclusion was generally valid, it would provide strong evidence against view-based models of recognition (e.g., Poggio & Edelman, 1990; Tarr & Pinker, 1989) . However, it would not support Biederman and colleagues' structural description model of recognition either (Biederman & Gerhardstein, 1993 . Changes in the thickness of the curved cylinders could be distinguished only by using fine, metric measurements. Biederman and colleagues argued that only relatively coarse relations are coded, so Stankiewicz's (2002) stimuli would all activate the same structural description representation and hence be indistinguishable. Instead, Stankiewicz concluded that his results supported Hummel and Stankiewicz's (1998) structural description model of object recognition, which proposes that given sufficient processing time and attention, fine, metric discriminations can be made. Stankiewicz's specific finding from his third experiment was not only that his two participants could, in the shape change detection task, discriminate the thin from the thick cylinders, but also that their performance was independent of view changes (and vice versa for the view change detection task). It is important to determine the generality of this result, since Stankiewicz tested just one shape dimension (thickness) for just one shape (a cylinder) for only a limited range of views (two sets of views for each observer). For these particular stimuli, 2-D image-based information may have been sufficient to perform accurately on the task. For example, for the view-change detection task, since cylinder curvature was fixed in the third experiment, curvature in the 2-D image could be used to estimate the view in depth of the cylinder. In the present experiments, we examined whether, in general, shape information can be extracted independently of view information. Stankiewicz's (2002) conclusion that 3-D shape information can be estimated independently of information about an object's view in depth appears to be inconsistent with the reports of view-sensitive priming found when noncanonical, foreshortened views of familiar objects were shown as targets in priming studies (e.g., Lawson & Humphreys, 1996 . In both Lawson and Humphreys's (1998) first naming experiment and Lawson and Humphreys's (1996) fourth picture-picture shape-matching experiment, responses to foreshortened targets were faster if they had been primed by foreshortened, rather than canonical, views. Conversely, responses to canonical targets were faster if they had been primed by canonical, rather than foreshortened, views. The first of these findings was the most important: faster responses to foreshortened targets primed by foreshortened views. This occurred despite foreshortened views being harder to recognize per se than canonical views, so the first (poor visual information) reason for view sensitivity does not hold. It occurred despite the use of an implicit priming task, so the second (use of explicit tasks) reason for observing view sensitivity did not hold. Also, it occurred despite foreshortened views being less familiar prior to the study and participants being shown equal numbers of foreshortened and canonical views within the study, so the third (viewpoint aiding recognition) reason for view sensitivity did not hold. Instead, any effect of prior experience should have benefited the identification of canonical over foreshortened views. Only the fourth reason, that shape information and view information are bound together, can explain why view sensitivity was found in this critical condition.
Recently, this work was extended by and Lawson (2004b) . They reported systematic changes in view sensitivity in picture-picture matching tasks that manipulated the difficulty of detecting shape changes. In these studies, novel objects were presented (so there should have been no prior expectations linking particular views to specific objects) and extensive training was not provided to participants (so there was little opportunity for the participants to learn correlations between object shape and object view). In addition, in Lawson et al.'s (2003) experiments, the two objects shown on mismatches always had similar shapes and were shown at the same view as the objects presented on matches. Here, the views of the two objects shown on a trial provided no information as to whether there was a shape change. nevertheless, responses were very different on view-same than on view-change trials in all the experiments. Furthermore, view sensitivity ranged from strong to nothing, depending on the difficulty of shape discrimination (from hard for matches to easy for mismatches presenting two dissimilar objects). Finally, view-sensitive priming to depth rotation has also recently been reported in an affective preference task that exploited the mere exposure effect (Lawson, 2004a) .
Together, these findings reveal that there is normally a cost to achieving object constancy over depth rotation, particularly when similar-shaped objects must be discriminated. This indicates that view information and shape information are not processed separately. However, this leaves open the question of why Stankiewicz's (2002) third experiment showed evidence that object shape and object view could be estimated independently. In Stankiewicz's experiments, views of single curved cylinders were presented, and he noted that his results might not generalize to more complex objects. The restriction of Stankiewicz's stimuli to single part objects is surprising, given that one of the most important differences between structural description and view-based models of object recognition is that only the former proposes that parts and the spatial relations between parts are explicitly represented. In addition, Stankiewicz tested just one class of shapes (curved cylinders) and one shape dimension (cylinder thickness; although a second shape dimension, cylinder curvature, was manipulated in his two other experiments). He also tested only a difficult, subordinate-level shape discrimination task.
In the present experiments, this issue was reexamined using more complex objects that self-occluded and had multiple parts. Twenty classes of shapes were tested that were very different to each other, and both difficult (Experiment 1) and easy (Experiment 2) shape discriminations were tested. These experiments extend our previous work investigating the effects of view changes on the detection of shape changes (as in Lawson, 2004b, and , as well as in Experiment 1 here) to two new tasks: object categorization (Experiment 2) and the detection of view changes (Experiment 3). The experiments used a picture-picture matching task and presented views of morphs of novel, complex, 3-D objects, similar to such objects as dogs, chairs, and bicycles that we categorize in the real world. Incrementally morphing these novel objects in 13 stages (from an S1 to an S13 morph for each object) allowed the shape similarity of the morphs to be manipulated systematically.
EXPERIMENT 1
Experiment 1 tested four shape-change and three viewchange conditions. These same conditions were then also used in Experiment 3 to permit a direct comparison of the results for the two tasks-detecting shape changes and detecting view changes-tested in Experiments 1 and 3, respectively. From the results of our previous studies (Lawson, 2004b; , in Experiment 1, we predicted that view changes would influence people's ability to detect shape changes even though variation in the view in depth was irrelevant to the task (cf. Stankiewicz, 2002) . We further predicted that greater view sensitivity would be found on shape-same matches than on shape-change mismatches, supporting our hypothesis that view sensitivity increases as the difficulty of shape discrimination increases.
Method
Participants. Eighteen undergraduate students from the University of Liverpool took part in the experiment for course credit.
Materials. Twenty textured, shaded, 3-D models of familiar objects were individually morphed in varied and arbitrary ways to generate a set of 20 endpoint S1 morphs. These were the 18 objects presented in Experiments 3 and 4 of , plus Objects 5 and 12 from that article. views of two of these objects are shown in Figure 1 , and a third is depicted in Figure 2 . For a given object, its S1 morph was changed incrementally to produce a series of 12 more morphs labeled S2 to S13, where S13 had the least similar shape to S1. Pictures of 12 different depth-rotated views of each morph were produced. The 0º view was assigned to be a foreshortened view if the object had an elongated shape and was otherwise arbitrarily assigned. Foreshortened views can be particularly difficult to identify (Lawson, 1999; Lawson & Humphreys, 1999) , so we avoided presenting them. From the 0º view, each successive view was rotated by 30º about the vertical axis running through the midpoint of the morph. These views were labeled as 30º, 60º, 90º, and so on up to 330º. Figure 1 in shows the 30º view of the S1 and S13 morphs of all the objects used here. Altogether, there were 156 pictures (13 morphs, each shown from 12 views) of each of the 20 objects. Grayscale images of the views of the morphs were generated using the SoftImage rendering software with the source light at the camera. These images were presented against a black background inside a window measuring 45 3 45 mm on the computer screen and subtended a visual angle of approximately 5º. In Experiment 1, each object was represented by four morphs: S1, S3, S7, and S13. Each morph was, in turn, depicted from three views in depth: at 30º, 60º, and 240º. Thus, in total, 12 pictures of each object (4 morph shapes 3 3 views) were presented (see Figure 2 and Table 1 ).
Design. All the participants completed one block of 360 experimental trials. In this block, each of the 20 objects were presented on nine matches and nine mismatches. On all the trials, the first picture presented was the 30º view of S1. The second picture was always S1 on matches, and it was S3, S7, or S13 on mismatches. Relative to the first picture, the second picture could show a given object from the same 30º view or from a 60º view or a 240º view. For each of the 20 objects, in each of these three view-change conditions (i.e., for 0º, 30º, and 150º view changes), there were three S0 matches (for which no shape change occurred, since the second, as well as the first, picture depicted S1) and one each of S2, S6, and S12 shapechange mismatches (for which the second picture depicted S3, S7, and S13, respectively). For generality, two different (30º and 150º) view changes were tested. note, though, that there is no simple rela- and S13 of all the other objects). The left, middle, and right columns show 30º, 60º, and 240º views of the object, respectively, and the first, second, third, and fourth rows show the S1, S3, S7, and S13 morphs, respectively. The leftmost box surrounds the nine stimuli shown as the second picture in mismatches in Experiment 1. The uppermost box surrounds the eight stimuli shown as the second picture in mismatches in Experiment 3. The same stimuli were also presented in Experiment 2, except that S4, rather than S3, morphs were used. tion between the size of a view change and its perceived effect on the stimulus. Certain view changes, such as those producing foreshortening, make identification much harder. Often, though, there is little effect of increasing the view change above around 30º-45º (Foster & Gilson, 2002; Lawson & Humphreys, 1996) . We therefore did not necessarily expect a difference between the two view changes tested here.
Apparatus and Procedure. The experiment was run on a Macintosh PowerPC G4 computer using the PsyScope version 1.2.5 experimental presentation software. On each trial, a cue saying "Get ready for the next trial . . ." appeared for 750 msec; then, after 500 msec, the first picture was presented 50 pixels above and 50 pixels to the right of fixation for 500 msec. After a blank interstimulus interval of 400 msec, the second picture was presented at fixation until the participant responded. On all trials, there was thus a translation of the stimulus from the first to the second picture so performance could not be based on detecting low-level visual changes. The participants decided whether the two successive pictures showed the same or different-shaped objects and responded with a speeded "m" or "z" keypress, respectively. After they had responded, the correct response was given as feedback for 500 msec, by presenting the letter m or z at fixation. There was an intertrial interval of 750 msec. The participants took a self-timed break after every 120 trials. They were told to ignore any difference in the view depicted in the first and second pictures, and they were warned that on mismatches, the pictures might show two objects with very similar shapes. The participants were encouraged to respond as quickly and accurately as possible. Prior to starting the experimental block, they completed a block of 20 practice trials. These practice trials were selected at random from the trials used in the experimental block. In the practice and experimental blocks, the trials were presented in a different, random order for each participant.
Results
AnOvAs were conducted on the mean correct reaction times (RTs) and on the percentages of errors for matches and mismatches separately (see Figure 3 ). Here and in Experiments 2 and 3, the results for the F values in the byparticipants and by-items analyses are reported using subscripts: F p and F i , respectively. On matches, shape-same "m" responses were correct, whereas on mismatches, shapechange "z" responses were correct. Response latencies less than 300 msec or exceeding 2,300 msec were discarded as errors (fewer than 2% of the trials). no participants were replaced. There was one empty cell in the by-participants AnOvAs and five empty cells in the by-items AnOvAs. These were replaced by the mean for that condition. All AnOvAs included the within-participants factor of view change (0º, 30º, or 150º). Mismatch AnOvAs included a second within-participants factor of shape change (S2, S6, or S12). Unless specified otherwise, all the differences noted were significant ( p , .05) in both by-participants and by-items post hoc newman-Keuls analyses.
Shape-same matches. view change was significant for both RTs [F p Responses for the largest S12 shape changes (833 msec, 13% errors) were faster and more accurate than those for the S6 shape changes (886 msec, 34%; for RTs, not significant for participants in newman-Keuls analyses), which in turn were more accurate, although no faster, than those for the smallest S2 shape changes (889 msec, 68%).
The view change 3 shape change interaction was not significant for RTs [F p (4,68) . view change had no effect on S12 or S6 shape changes. In contrast, for the smallest S2 shape changes, responses on view-same trials note-These 12 conditions map onto the 12 stimuli shown in Figure 2 , so that for each condition in the central, shaded 334 grid, the stimulus shown in that position in Figure 2 was the second picture shown on the trials in that condition. The first picture shown was always the top left stimulus shown in Figure 2 -that is, S1 depicted from a 30º view.
(85%) were much less accurate than those for either 30º view changes (58%) or 150º view changes (61%).
Discussion
In Experiment 1, shape-change detection was highly view sensitive on S0 matches, which showed two morphs with the same shape. Responses for view-same matches were much faster and more accurate than those for 30º and 150º view-change matches. In contrast, there was only weak view sensitivity on S2 mismatches, which showed similarly shaped morphs, and there was view invariance on S6 and S12 mismatches, which showed dissimilar morphs. The latter view insensitivity was unlikely to have been due to ceiling effects, since errors were still high on S6 mismatches (34%).
This variation in the degree of view sensitivity (strong on S0 matches; weak on S2 mismatches; nothing on S6 and S12 mismatches) replicates that which we have re- 30º or 150º view changes) . The first picture (a 30º view of S1 of a given object) was followed by a second picture of the same object showing either S1 on matches (where "shape change" was the wrong response) or S3, S7, or S13 on mismatches (where "shape change" was the correct response). The larger symbols indicate matches, for which three times more trials contributed to each mean in comparison with mismatches.
ported in similar picture-picture matching studies (Lawson, 2004b; . The results confirm our prediction that view sensitivity increases as shape discrimination becomes harder (Lawson, 2004b; ; see also Biederman & Gerhardstein, 1993; Hamm & McMullen, 1998; Tarr & Cheng, 2003 ; but see Hayward & Williams, 2000) .
This view sensitivity cannot be explained as being a consequence of viewpoint information being informative (cf. Stankiewicz, 2002) . In Experiment 1, there were equal numbers of matches and mismatches for each of the three views tested, yet view sensitivity was observed only on S0 and S2 trials, not on S6 or S12 trials. Also, since only novel, unfamiliar objects were presented, no views of the objects were familiar on the basis of prior experience (cf. Palmer et al., 1981) . neither was there a training phase during which the observers could learn to associate a particular view with a given response (cf. Tarr & Pinker, 1989) . Even if the observers had learned to produce viewsensitive responses (e.g., because the first picture on a trial always depicted the same 30º view, so that this view was more familiar than other views), this view sensitivity should have been equal in magnitude (but in the opposite direction) for all mismatches, in comparison with matches. This pattern of performance was not observed. Instead, these results support our claim that our visual system cannot extract shape information about an object independently of view information. As a consequence, changes in viewpoint in depth across the first and second pictures in a matching trial interfere with the detection of shape changes.
EXPERIMENT 2
In Experiment 2, we investigated whether the view sensitivity observed in the object recognition task tested in Experiment 1 would generalize to the more ecologically important task of object categorization (Palmeri & Gauthier, 2004; Poggio & Bizzi, 2004) . Picture-picture matching studies usually use an object recognition task in which participants must decide whether two pictures depict either an object whose shape is exactly the same or two different-shaped objects (e.g., Lawson, 2004b; ; as well as Experiment 1 here). Shape similarity may vary between trials for the two objects shown on mismatches (from low shape similarity, such as cat/vase, to medium, such as cat/dog, to high, such as my cat/your cat; see Lawson, 2004b) , but typically, it does not vary for the two objects depicted on matches (since both pictures show the same-shaped object).
In contrast, in categorization tasks, an object is identified as a member of a class of different exemplars that may clearly differ in shape but that, nevertheless, are all grouped together. For instance, different exemplars of the category of cat will vary widely in size and shape. Tasks such as object naming and word-picture verification are usually assumed to test categorization because they require participants to use verbal labels that specify categories containing exemplars with different shapes (such as cat, vase) even if, within a particular study, the participants do not have to identify objects with different shapes as belonging to the same category. note that labeling tasks do not necessarily require categorization; naming the Eiffel Tower requires only recognition, since the label identifies a unique building with a fixed shape.
The ability to categorize is more important than the ability to recognize in most everyday circumstances (Palmeri & Gauthier, 2004; Poggio & Bizzi, 2004) . Therefore, if observers use a special strategy in recognition tasks that cannot be used in categorization tasks since the strategy does not permit shape generalization, the results of Experiment 1 and similar recognition studies would be of limited interest. note that if category members are sufficiently similar in shape, there will be effectively no difference between categorization and recognition tasks, since observers will be unable to detect the shape changes between exemplars that occur only in the categorization task, not the recognition task. For example, although every wine bottle has a slightly different shape, we often cannot perceive these subtle changes, so no difference would be predicted between performance on a wine bottle categorization task and a wine bottle recognition task. The more interesting case is a categorization task for which different members of a category have readily discriminable shapes. This situation was examined in Experiment 2.
In Experiment 2, we investigated whether the viewsame advantage on shape-same matches observed in object recognition tasks (as in Experiment 1; see also Lawson, 2004b; would also be found for shape-same and shape-similar matches in a task testing object categorization (see Figure 1) . In this study, some matches showed two different-shaped objects, whereas other matches showed the same-shaped object in both pictures. Only the latter, shape-same matches were tested in Experiment 1 and in our earlier studies. On the basis of the results of these studies, we predicted that view-same matches would be easier than view-change matches in this categorization task, for both shape-same matches and shape-changed matches.
A second motivation for Experiment 2 was to investigate whether view sensitivity on matches would still be found in a relatively easy shape-change detection task. Overall performance was poor in Experiment 1. The high error rates indicated that the level of shape discrimination required was greater than that necessary in most everyday viewing situations. In Experiment 1, all the participants had to detect subtle S2 shape changes, and even the easiest S12 mismatches presented two morphed versions of the same-shaped object. This was addressed in Experiment 2 by presenting two completely different-shaped objects on mismatches (see Figure 1E ), so that the task required only coarse shape discrimination and was much easier. Lawson (2004b) reported reduced view sensitivity when shapechange detection was easier, although importantly, view sensitivity was found in even the easiest shape discrimination task. In contrast, Hayward and Williams (2000) found no such decrease in view sensitivity when comparing the matching of more versus less discriminable shapes. Both Lawson (2004b) and Hayward and Williams found that overall performance improved when shape-change detection was easier.
In Experiment 2, four groups of participants categorized pairs of sequentially presented pictures of novel objects as both depicting objects from the same category (matches) or from two different categories (mismatches). All four groups saw identical mismatches that depicted two completely different objects. Each group was shown a different combination of S0, S3, S6, and S12 matches. These matches varied depending on the size of the shape change depicted from the first to the second picture of an object. On S0 matches, both pictures depicted an object that was shaped exactly the same, as in the matches in Experiment 1. On S3, S6, and S12 matches, the two objects depicted differed in shape by 3, 6, and 12 levels of morphing, respectively.
Each group was given two types of matches: The S0-S3 group had half S0 and half S3 matches; the S0-S6 group had half S0 and half S6 matches; the S0-S12 group had half S0 and half S12 matches; finally, the S6-S12 group had half S6 and half S12 matches. The four groups, therefore, differed with respect to the difficulty of the categorization required. The S0-S3 group had to categorize together shapes that either were identical or were so similar that they were difficult to discriminate . Thus, generalization over shape changes either was not required (S0 matches) or was trivial to achieve (S3 matches). The S0-S3 group, therefore, served as a control for the other three groups for which significant shape generalization was required. The S0-S6 and S0-S12 groups had to categorize together shapes that were moderately and severely distorted versions of each other on S6 and S12 matches, respectively. Finally, the S6-S12 group never saw the same two shapes on a trial (i.e., there were no S0 matches); on every match trial, they had to categorize together either moderately (S6) or highly (S12) dissimilar pairs of shapes. In Experiment 2, unlike in Experiment 1, some shape changes had to be ignored (S3, S6, and S12 changes), whereas other shape changes were important, since they indicated mismatches (differentcategory changes). In Experiment 1, all shape changes indicated a mismatch trial. In both Experiments 1 and 2, view changes were always task irrelevant.
If the view sensitivity observed in Experiment 1 (see also Lawson, 2004b; was an artifact caused by using either a particularly difficult shapechange detection task or an object recognition task that did not require generalization over shape changes, this view sensitivity should be eliminated in Experiment 2. Instead, we expected that the results of the object categorization task tested in Experiment 2 would replicate and extend the results of the recognition task tested in Experiment 1. We predicted that all four groups would find view-same matches easier than view-change matches for both shapesame and shape-change matches. note that reduced levels of view sensitivity might occur on S12 and S6 trials, relative to S0 trials, since it generally becomes less meaningful to specify whether two objects are depicted from the same view as the objects become less similar in shape. For instance, consider trying to decide which views should be considered the same for a curled-up cat and a leaping cat. We will return to this issue in Experiment 3.
Method
Participants. Forty-eight undergraduate students from the University of Liverpool took part in the experiment for course credit.
Materials. The materials were identical to those used in Experiment 1, except that no pictures of S3 morphs were shown and pictures of S4 morphs were presented instead.
Design. All the participants completed one block of 240 experimental trials. On all trials, the first picture shown was the 30º view of S1 of a given object. On matches, the second picture depicted S1, S4, S7, or S13 of that object. On mismatches, the second picture showed S1 of a different object. Stimuli from each of the 20 objects were shown as the first picture on six matches and six mismatches. For each of these six mismatches, a different object was depicted in the second picture. One of three view conditions was presented for two of each of these six mismatches: Relative to the first picture, the second picture was depth rotated by 0º, 30º, or 150º.
Twelve participants were assigned to each of four groups, with only the matches differing across the groups. For the six matches for a given object, for the S0-S3 group, three matches showed S1 and three showed S4, in each case with one trial in each of the three viewchange conditions (0º, 30º, and 150º); for the S0-S6 group, again three matches showed S1, but three showed S7, in each case with one trial in each of the three view-change conditions; for the S0-S12 group, once again three matches showed S1, but three showed S13, in each case with one trial in each of the three view-change conditions; finally, for the S6-S12 group, three matches showed S7, and three showed S13, in each case with one trial in each of the three view-change conditions. note that the S6 and S12 matches here showed stimuli identical to those in the S6 and S12 mismatches in Experiment 1 but that the correct response was "change" in Experiment 1 but "same" in Experiment 2.
Apparatus and Procedure. The apparatus and procedure were identical to those in Experiment 1.
Results
AnOvAs were conducted on the mean correct RTs on matches and mismatches and on the percentages of errors separately (see Figure 4) . On matches, category-same "m" responses were correct, whereas on mismatches, category-change "z" responses were correct. Response latencies less than 300 msec or exceeding 2,000 msec were discarded as errors (fewer than 1% of the trials). Three participants were replaced, 2 because their overall errors exceeded 20% and 1 because his mean RT exceeded 1,000 msec. There were no empty cells in the AnOvAs. All the AnOvAs included the within-participants factor of view change (0º, 30º, or 150º) and the betweenparticipants factor of group (S0-S3, S0-S6, S0-S12, or S6-S12). Match AnOvAs also included a second withinparticipants factor of shape change (small or large shape changes; specifically, these were S0 and S3, S0 and S6, S0 and S12, and S6 and S12 for the S0-S3, S0-S6, S0-S12, and S6-S12 groups, respectively). Unless noted, all dif- top row) , the S0-S6 group (second row), the S0-S12 group (third row), and the S6-S12 group (bottom row). Each of these four groups saw different sets of match trials, consisting of S0 and S3 matches, S0 and S6 matches, S0 and S12 matches, and S6 and S12 matches, respectively. To achieve this, the first picture (a 30º view of S1 of a given object) was followed by a second picture showing S1, S4, S7, or S13 of the same object on matches (where "category change" was the wrong response) or by a second picture of S1 of a different object on mismatches (where "category change" was the correct response). Only performance for matches is plotted. Percentage "Change" Responses 0°3 ferences described below were significant ( p , .05) in by-participants and by-items post hoc newman-Keuls analyses. Category-same matches. In the initial analyses, the three-way view change 3 shape change 3 group interaction was significant for RTs [F p (6,88) First, the lack of influence of shape change on performance for this group confirms our expectation that the S0 and S3 trials were so visually similar that shape generalization was trivial to achieve. The S0-S3 group performed as if the task was object recognition (i.e., as if all matches were S0 shape-same trials). Second, view-same matches were easier than view-change matches, replicating the results in Experiment 1. This group acted as a control to the other three groups for which shape generalization was harder, since clearly detectable (S6 and S12) shape changes had to be ignored on matches.
For the S0-S6 group, view change was significant for both RTs [F p (2, 22) were faster than those for 30º view changes (564 msec) and 150º view changes (582 msec). In contrast, for S6 shape changes, responses on view-same trials (571 msec) and 30º view-change trials (573 msec) were faster than those on 150º view-change trials (623 msec).
For the S0-S6 group, view-same matches were easier than view-change matches for both S0 shape-same matches and, most important, for S6 shape-change matches. This finding replicates the view sensitivity found for the S0-S3 group. Moreover, it extends this finding to object categorization (for S6 shape-change matches), in which shape generalization was nontrivial, as indicated by the significantly slower responses overall on S6 than on S0 matches.
For the S0-S12 group, view change was significant for RTs [F p (546 msec) were faster than those on 30º view-change trials (616 msec), which in turn were faster than those on 150º view-change trials (657 msec), but there were no significant differences in accuracy for these three conditions (3%, 6%, and 5% errors, respectively). In contrast, for S12 shape-change matches, responses on view-same trials (13% errors), and 30º view-change trials (13%) were more accurate than those on 150º view-change trials (20%) in the participants analyses only, but there were no significant differences in RTs across these three conditions (717, 725, and 723 msec, respectively) .
For the S0-S12 group, view-same matches were easier than view-change matches for both S0 shape-same matches and, most important, S12 shape-change matches. As for the S0-S6 group, this finding of view sensitivity replicates the results for the S0-S3 group. In addition, it extends this result to a task for which object categorization was necessary: Generalization over shape was difficult on the S12 shape-change matches, as evidenced by the clear effects of shape changes. The view-same advantage on S12 matches was significant only in the by-participants post hoc newman-Keuls analyses of errors. However, first, as was discussed above, weaker view sensitivity on S12 than on S0 matches was expected, and second, we will report below clear view sensitivity on S12 trials for the S6-S12 group.
For the S6-S12 group, view change was significant for RTs [F p (2, 22) For the S6-S12 group, view-same matches were easier than view-change matches for both S6 and S12 shapechange matches. There was thus an advantage of viewsame over view-change matches for the S6-S12 group (where all matches required generalization over shape, since there were no S0 matches), just as for the S0-S3 group (where little or no shape generalization was necessary to do the task). Object categorization was necessary but was difficult to achieve on every match trial for the S6-S12 group, whereas the task was no harder than an object recognition task for the S0-S3 group. Despite these differences, both groups revealed a similar pattern of view sensitivity.
Category-change mismatches. These trials were not the focus of theoretical interest here but are reported for completeness. Group was significant for both RTs [F p (3,44) Both the S0-S3 group (526 msec, 5%) and the S0-S6 group (618 msec, 6%) were faster and more accurate than the S6-S12 group (650 msec, 9%; not significant for RTs for participants). In addition, the S0-S3 group was both faster and more accurate than the S0-S12 group (676 msec, 8%; not significant for errors for participants). Finally, for items only, the S0-S3 group was faster than the S0-S6 group, which in turn was faster than the S0-S12 group. view change was significant for RTs [F p We did not expect the view manipulation to have much influence on performance on mismatches, since each mismatch showed two entirely different objects. If the two objects had shapes that could not be meaningfully aligned (e.g., as for a dog and a washbasin), no difference would be expected between the view-same and the view-change conditions. However, here, mismatches with 150º view changes tended to be harder than those with smaller or no view changes. This effect is not surprising, since view was defined with respect to the foreshortened view for most of the objects tested here, so that 150º view-change trials tended to present two less similar stimuli than did 0º or 30º view-change trials. A similar view effect for mismatches of familiar objects was reported by Lawson and Humphreys (1996) .
Discussion
The results of Experiment 2 revealed that the view sensitivity observed in Experiment 1 with an object recognition task generalized to an object categorization task. The same pattern of view sensitivity was found across all four groups in Experiment 2: Any differences in RTs or errors benefited view-same matches over view-change matches. The S0-S3 group was shown either identical or highly similarly shaped objects on matches. Although this group performed a categorization task, all the matches were very much like the matches in the recognition task tested in Experiment 1. In contrast, the other three groups had to categorize together objects with perceptually distinct shapes on at least half of the matches. These three groups showed the same pattern of view sensitivity as the S0-S3 group, with responses for view-same matches being faster and/or more accurate than those on changed-view trials. There were some differences across the four groups with respect to the exact pattern of view sensitivity observed (whether effects were observed for RTs, errors, or both and whether only 150º view-change trials or both 30º and 150º viewchange trials were harder than view-same trials). However, these differences were not systematically related to the difficulty of the shape generalization required and probably resulted from noise due to the relatively small numbers of participants (12) in each group.
First, the results of Experiment 2 are consistent with our predictions based on the results of our previous object recognition studies testing picture-picture matching (Experiment 1 here; Lawson, 2004b; . view sensitivity was found even when the participants always had to generalize across shape changes on matches, in the S6-S12 group. Our previous results indicated that S6 and, especially, S12 shape changes were readily discriminable from S0 shape-same trials (Lawson, 2004b; . Therefore, the S6-S12 group could not rely on simply detecting a shape change to perform accurately, since a readily detectable shape change occurred on all the trials, matches as well as mismatches. nevertheless, the S6-S12 group was faster and more accurate on view-same than on view-change matches. view sensitivity is thus not an artifact of including only shape-same matches, as in object recognition tasks such as that tested in Experiment 1. Instead, Experiment 2 demonstrated that the same pattern of view sensitivity can be observed in a more ecologically valid object categorization task.
Second, we succeeded in making the task much easier in Experiment 2 than in Experiment 1. There were 33% errors overall in Experiment 1, and mean RTs were around 850 msec. In contrast, there were just 8% errors overall in Experiment 2, and mean RTs were around 600 msec. This overall improvement in performance in Experiment 2 was achieved by making shape-change detection on mismatches much easier (by having different-object mismatches, rather than S2, S6, and S12 mismatches, as in Experiment 1). This demonstrates that view sensitivity can be found reliably even when mismatches show two objects with entirely different shapes and performance is both fast and accurate (see also Hayward & Williams, 2000; Lawson, 2004b) .
The results of Experiment 2 support our claim that our visual object recognition system cannot extract shape information about an object independently of view information. Furthermore, it provides evidence that interactions between the processing of shape and view are not limited to either object recognition tasks or difficult shape discrimination tasks. Instead, the results replicate those of Experiment 1, but in a shape discrimination task that was at least as easy as that of everyday, basic-level object recognition and that required generalization over large shape changes. The reason for the discrepancy between the results of Experiments 1 and 2 here, relative to those reported by Stankiewicz (2002) , will be discussed below.
EXPERIMENT 3
In Experiment 3, we investigated whether participants could accurately determine the view of the objects shown in Experiments 1 and 2 regardless of whether a shape change occurred. The same stimuli were presented as in Experiment 1 in a sequential picture-picture matching task. A few studies have tested view-change detection (e.g., Tarr & Kriegman, 2001 ). However, except for Stankiewicz (2002) , almost no research to date has compared the detection of shape changes and of view changes for pictures of the same 3-D objects. The view-change detection task was of interest for two reasons.
First, the results of Experiment 3 could be compared directly with those from Experiment 1 to further test Stankiewicz's (2002) claim that information about the viewpoint from which an object is depicted can be extracted independently of information about its shape and vice versa. This hypothesis predicted no effect of irrelevant view changes in the shape-change detection tasks used in Experiments 1 and 2. Our results did not support that prediction. Instead, in both experiments, we found clear view sensitivity on matches, with much better performance on view-same than on view-change trials. In Experiment 3, we examined the converse prediction: whether irrelevant shape changes would influence the detection of view changes, contrary to the predictions of Stankiewicz's account.
Second, Experiment 3 tested an alternative account of the finding in Experiment 1 of increased view sensitivity when more similar shapes have to be discriminated (see also . We argued that increased view sensitivity is found when shape-change detection is more difficult (for matches presenting the same shapes and mismatches presenting similar shapes, in comparison with mismatches showing dissimilar shapes). However, an alternative account is that view-invariant performance on mismatches presenting dissimilar morphs (such as S12 mismatches) results from people being unable to detect systematic differences between view-same and view-change conditions. To illustrate this, if the two objects shown on a mismatch trial were a dog and a washbasin, comparing view-same and view-change conditions would be almost meaningless. The shapes of the two objects are so dissimilar that views of the objects are difficult to align in any meaningful way, and so view invariance is predicted.
In Experiment 3, if view changes could be detected accurately only when similarly shaped objects were depicted, this would support this alternative hypothesis. If so, the view invariance on mismatches presenting dissimilar objects reported in Experiment 1 here and by might not have been due to the shape similarity of the objects per se. Instead, we may have underestimated view sensitivity on such large shape-change trials. If, though, the observers in Experiment 3 could readily decide whether two objects were being shown from the same view, even if the objects had dissimilar shapes (as on S12 mismatches), this would support our original account. This proposes that the human visual object recognition system is disrupted more by view changes when it must discriminate similar objects (as on S0 matches and S3 mismatches) than when shape-change detection is easy (as on S12 mismatches). note that any support for the former, alternative account would not change our most important finding, that the visual system has difficulty in achieving object constancy over depth rotation when similar shapes must be discriminated. However, it would suggest that our results underestimated the view sensitivity of the visual system.
Method
Participants. Twenty undergraduate students from the University of Liverpool took part in the experiment for course credit.
Materials. The materials were identical to those used in Experiment 1 (see Figure 2 and Table 1) .
Design. All the participants completed one block of 320 experimental trials. In this block, each of the 20 objects were presented on eight matches and eight mismatches. On all the trials, the first picture presented was the 30º view of S1. The second picture was always another 30º view on matches, and it was a 60º view or a 240º view on mismatches. Relative to the first picture, the second picture could show the same S1 morph or a different S3, S7, or S13 morph. In each of these four shape-change conditions (i.e., for shape-same S0 trials and for S2, S6, or S12 shape-change trials), there were two view-same (0º view-change) matches, one 30º view-change mismatch, and one 150º view-change mismatch.
Apparatus and Procedure. The apparatus and procedure were identical to those in Experiment 1, except for the instructions given and the fact that participants took a self-timed break after completing every 80 trials. The participants were instructed to make a speeded decision as to whether the two successive pictures showed objects from the same view or from two different viewpoints by making an "m" or a "z" keypress, respectively. The participants were told to ignore any difference in the shapes of the first and second objects. They were warned that on mismatches, the pictures might show two objects from very similar views.
Results
AnOvAs were conducted on the mean correct RTs and on the percentages of errors for matches and mismatches separately (see Figure 5 ). On matches, view-same "m" responses were correct, whereas on mismatches, viewchange "z" responses were correct. Response latencies less than 300 msec or exceeding 2,300 msec were discarded as errors (fewer than 1% of the trials). no participants were replaced. There were no empty cells in the AnOvAs. All the AnOvAs included the within-participants factor of shape change (S0, S2, S6, or S12). Mismatch AnOvAs also included a second within-participants factor of view change (30º or 150º). Unless specified otherwise, all differences noted were significant ( p , .05) in both byparticipants and by-items post hoc newman-Keuls analyses.
View-same matches. Shape change was significant for both RTs [F p (3, 57) Responses on the S0 shape-same trials (559 msec, 3% errors) were faster but no more accurate than those on S2 shape-change trials (604 msec, 5%), which in turn were both faster and more accurate than those on S6 shape-change trials (769 msec, 30% errors), which, finally, were both faster and more accurate than those on the largest, S12 shape-change trials (883 msec, 55% errors).
View-change mismatches. Shape change was significant for RTs [F p (3,57) were detected more quickly and more accurately than 30º view changes (809 msec, 32% errors). note that Figure 5B plots percentage of "view change" responses, so there was no speed-accuracy trade-off for responses to 30º and 150º view changes. The shape change 3 view change interaction was not significant for either RTs [F p (3, 57) 5 0.858, p . .4; F i (3, 57) 
Discussion
The results from Experiment 3 revealed similarities but also important differences, relative to those of Experiment 1. First, in both experiments, shape changes influenced performance profoundly on view-same trials (solid lines in Figures 3 and 5 ) but had less effect on view-change trials (broken lines in Figures 3 and 5) . As in Experiment 1, in Experiment 3 there was greater view sensitivity on shape-same trials than on shape-change trials and greater shape sensitivity on view-same trials than on view-change trials. This indicates that information about object shape cannot be extracted independently of information about the viewpoint from which an object is depicted (cf. Stankiewicz, 2002) . We will return to this issue in the General Discussion section.
Second, in Experiment 3, view sensitivity was found for both RTs and errors for all levels of shape change, and there was also a difference between 30º and 150º view-change trials at every level of shape change. In contrast, in Experiment 1, view sensitivity was found only on S0 and S2 trials, and this view sensitivity extended only to a difference between 30º and 150º view-change trials on S0 matches. This indicates that the observers were extracting different information in the two tasks. variation in viewpoint in depth had an effect in Experiment 1 (despite this variation being irrelevant to the shape-change detection task). However, view changes had much more influence when view was the task-relevant dimension in Experiment 3. Statistical evidence for this difference is reported in the joint analysis of the results of Experiments 1 and 3 below.
Third, in Experiment 3, the observers could usually discriminate between view-same and view-change conditions, although their ability to detect view changes was poor when two dissimilarly shaped objects were presented, on S12 mismatches. On around half of the viewsame S12 trials, the observers incorrectly responded that the view of the object had changed, whereas there were almost no such errors on view-same S0 trials. This finding provides partial support for the alternative hypothesis outlined above to account for the finding of view invariance on mismatches presenting dissimilar shapes in Experiment 1. Experiment 3 demonstrated that observers find it harder to decide whether two objects are shown from the same view if the objects are also dissimilar in shape (e.g., on S6 and S12 trials). This reduced (but importantly, did not eliminate) the possibility of detecting view sensitivity on such trials in a shape-change detection task such as that used in Experiment 1. Thus, view sensitivity on S6 and S12 shape-change trials may have been underestimated in Experiment 1 and other shape-change detection studies (e.g., Lawson, 2004b; , since view changes on these trials were harder to detect than those on S0 and S2 trials that presented shapes that were more similar.
JOINT ANALYSIS OF COMPARABLE CONDITIONS IN EXPERIMENTS 1 AND 3
Both shape-sensitive and view-sensitive performance was found in Experiments 1 and 3. These final analyses tested whether this sensitivity to shape changes and to view changes depended on the participant's taskwhether they were detecting shape changes (and ignoring view changes) in Experiment 1 or detecting view changes (and ignoring shape changes) in Experiment 3. We investigated whether people were more sensitive to variation in the task-relevant dimension (shape in Experiment 1; view in Experiment 3) than in the task-irrelevant dimension. If so, this would indicate that people were at least partially successful in selectively attending to the most taskrelevant visual information. The critical conditions for this between-experiment comparison are the mismatches in which the same stimuli were presented and the same response (either "same" or "change") was correct. The trials in the six conditions that satisfied these criteria were identical across the two experiments, with only the task differing between them (see Figure 6 ).
View-Change and Shape-Change Mismatches
For the mismatches for which there was both a view change and a shape change (S2, S6, and S12 shape changes for 30º and 150º view changes), experiment was significant for RTs for items only [F p (1,36) The most theoretically important results of these analyses were two significant interactions (see Figure 6) . First, the experiment 3 shape change interaction was significant for both RTs [F p (2,72) , 34% ), which in turn were both slower and less accurate than those for S12 mismatches (837 msec, 14%). In contrast, there was no effect of shape change in Experiment 3, with no significant differences between the S2 (763 msec, 25%), S6 (788 msec, 23%), and S12 (802 msec, 24%) mismatches. Thus, there was greater sensitivity to variation in shape when shape was a task-relevant dimension (in Experiment 1), rather than a task-irrelevant dimension (in Experiment 3).
Second, the experiment 3 view change interaction was significant for both RTs [F p (1,36) In Experiment 1, there was no effect of view change, with no significant difference between 30º (875 msec, 34%) and 150º (878 msec, 38%) view changes. In contrast, there was a clear effect of view change in Experiment 3, with responses for 30º view changes (812 msec, 32% errors) being both slower and less accurate than those for 150º view changes (757 msec, 16%). There was thus greater sensitivity to variation in view in depth when view was a task-relevant dimension (in Experiment 3), rather than a task-irrelevant dimension (in Experiment 1).
Discussion of Joint Analysis of Experiments 1 and 3
The mismatch analyses revealed that variation in the task-relevant dimension harmed performance more than did variation in the task-irrelevant dimension. For the six comparable shape-change and view-change mismatch conditions, responses to large shape changes were faster and much more accurate than responses to small shape changes in Experiment 1 with a shape-change detection task. In contrast, in Experiment 3 with a view-change detection task, the participants were relatively insensitive to the size of the shape change. Conversely, in Experiment 1, the participants were insensitive to the size of the view change on mismatches. However, in Experiment 3, responses to large view changes were both faster and more accurate than those to small view changes. These differences show that the observers used different visual information, depending on their task. Shape changes and view changes both influenced performance, but sensitivity to shape changes was greater if the task was to detect shape changes (Experiment 1), whereas sensitivity to view changes was greater if the task was to detect view changes (Experiment 3). Thus, shape information can, to some extent, be distinguished from view information. This may be because some of the view and shape information that is important in these tasks is coded in separable, independent dimensions, as Stankiewicz (2002) proposed. However, the large residual effects of task-irrelevant changes reported in all three experiments here indicate that shape information cannot be extracted independently of view information and vice versa.
GENERAL DISCUSSION
view changes influenced performance in a shapechange detection task, both for an object recognition task in Experiment 1 and for an object categorization task in Experiment 2. Conversely, shape changes influenced performance for a view-change detection task in Experiment 3. All three experiments thus showed that picturepicture matching performance was disrupted by variation in a task-irrelevant dimension, whether that was due to view changes or to shape changes. These results are inconsistent with Stankiewicz's (2002) hypothesis that information about object shape is extracted independently of information about the viewpoint from which an object is depicted and vice versa. Instead, the present results indicate that view changes do significantly reduce our ability to detect shape changes (Experiments 1 and 2), whereas shape changes harm our ability to detect view changes (Experiment 3).
Further research is needed to clarify why the results obtained here differed from those reported by Stankiewicz (2002) . There were a number of potentially important differences across these studies. For example, Stankiewicz presented only simple, single-part curved cylinders. These varied only quantitatively along two shape dimensions (cylinder thickness and cylinder curvature; and only thickness was manipulated in his critical third experiment), and only two sets of views were tested for each of his observers in his third experiment. In contrast, a larger set of more complex, varied and multipart stimuli were used here, each of which was morphed in different ways, producing qualitative, as well as quantitative, shape changes. Also, Stankiewicz tested a difficult (subordinate level) categorization task and only presented single pictures of objects, whereas in the present experiments, people decided whether two sequentially presented pictures of objects matched and shape discrimination difficulty ranged from easy to hard. Finally, Stankiewicz's 2 observers in his third experiment were highly trained, whereas the larger groups of participants tested here received little training.
One possibility is that effects of task-irrelevant variation on performance in the present experiments may have resulted from uncertainty about how to perform the task and, specifically, about what information should be used (see Op de Beeck, Wagemans, & vogels, 2003) . However, Op de Beeck et al.'s own elegant experiments provide evidence against the hypothesis that further training would have reduced the effects of task-irrelevant variation in the present experiments. Pairs of shape dimensions that were integral on initial testing (in Op de Beeck et al.'s first experiment) remained integral following either 1 or 5 h of category training in their second and third experiments, respectively. Op de Beeck et al.'s discussion of why their results differed from those of Goldstone (1994) and Goldstone and Steyvers (2001) provides further reasons that could explain the discrepancy between the present results and those of Stankiewicz (2002) . Further research in this area should seek to provide converging evidence about the conditions under which view information and shape information can be accessed independently-for example, by testing alternative methods, such as the visual search task used by Op de Beeck et al. view sensitivity must also be examined across a wide range of stimuli. Studies testing simple, impoverished objects (e.g., the curved cylinders used by Stankiewicz, 2002 , and the 2-D, unshaded shapes tested by Op de Beeck et al., 2003) provide important information, but studies presenting more complex objects closer to the stimuli that we must identify in everyday object recognition (such as the stimuli used in the present experiments) are also essential.
The view sensitivity observed in Experiment 1 here (see also Lawson, 2004b; was not due merely to testing a recognition task. A similar viewsame benefit for matches was found in Experiment 2 with an object categorization task, even for the S6-S12 group that had to generalize over either moderate or large shape changes on every match trial. In addition, the view sensitivity that we observed in Experiment 1 was not confined to challenging shape-change detection tasks for which shape discrimination was as hard as that required for subordinate-level recognition. Instead, similar view sensitivity on matches was also obtained in a much less difficult task in Experiment 2. Here, shape-change detection was easier than that required routinely in everyday object recognition when, for example, dogs must be distinguished from cats, pens from pencils, and Tvs from computers.
In conclusion, the results of the three picture-picture matching experiments reported here indicate that taskirrelevant changes both to view in depth and to shape disrupt performance. However, the joint analysis of comparable mismatches in Experiments 1 and 3 demonstrated that performance was influenced more by changes to the task-relevant dimension, whether shape or view in depth. People thus seem able to partially, but not fully, ignore variation in viewpoint in a shape-change detection task and to partially, but not fully, ignore variation in shape in a view-change detection task (cf. Stankiewicz, 2002) . These results are consistent with a large body of evidence using a range of tasks and stimuli that indicate that under most circumstances-including those most similar to everyday object recognition at the entry or basic level-our ability to detect shape changes is influenced by the views from which objects are shown.
