Abstract-This paper investigates threshold based neural networks for periodic symmetric Boolean functions and some related operations. It is shown that any n-input variable periodic symmetric Boolean function can be implemented with a feedforward linear threshold-based neural network with size of O(log n) and depth also of O(log n), both measured in terms of neurons. The maximum weight and fan-in values are in the order of O(n). Under the same assumptions on weight and fan-in values, an asymptotic bound of O(log n) for both size and depth of the network is also derived for symmetric Boolean functions that can be decomposed into a constant number of periodic symmetric Boolean subfunctions. Based on this results neural networks for serial binary addition and multiplication of n-bit operands are also proposed. It is shown that the serial addition can be computed with polynomially bounded weights and a maximum fan-in in the order of O(log n) in O(n= log n) serial cycles, where a serial cycle comprises a neural gate and a latch. The implementation cost is in the order of O(log n), in terms of neural gates, and in the order of O(log 2 n), in terms of latches. Finally, it is shown that the serial multiplication can be computed in O(n) serial cycles with O(log n) size neural gate network, and with O(n log n) latches. The maximum weight value in the network is in the order of O(n 2 ) and the maximum fan-in is in the order of O(n log n).
The set of input variables and of weight values associated with the inputs are defined respectively by, and . Such
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Publisher Item Identifier S 1045-9227(98)07011-8. 1 In this presentation for simplicity we also refer to them also as threshold networks. 2 Such a threshold gate corresponds to the Boolean output neuron introduced in the McCulloch-Pitts neural model [1] , [2] with no learning features. We note that currently there are some possibilities for the implementation of neural threshold devices in CMOS technology [3] [4] [5] . a neural gate has to contain a threshold value, , a summation device, , computing and a threshold element, , computing . It is well known that an arbitrary Boolean function can be computed using AND, OR, and NOT logical gates with no restriction in size. Given that the neural gate can also compute the logical AND, OR, and NOT [6] , it can be used as the functional element for feedforward multilayer networks [6] to compute deterministically the output values of Boolean functions.
Given that Boolean functions represent the foundations for the computer-based computational paradigm, they have been the subject of numerous scientific investigations. Traditionally, Boolean functions have been implemented using Boolean networks. For a theoretical survey of Boolean networks 3 implementing well known Boolean functions, the interested reader is referred to [7] . Furthermore, in the past, a number of investigations have established a number of algorithms and designs of practical importance. As a matter of fact, it is well known that a number of Boolean functions can be (and have been) implemented using a plurality of algorithms with Boolean networks; see for example, [8] for the design of frequently used arithmetic operations.
At no exception, linear threshold gate-based neural networks for the design of Boolean functions follow the paradigm of the Boolean network investigations. The investigations primary concern on minimizing one or more of four parameters, namely: the depth of the network (determined by the number of layers in the circuit), the size of the network, i.e., the number of functional elements which in the contest of our discussion can be measured in terms of neural gates, the maximum number of inputs required by the functional elements, and the size of the weight values.
A special class of Boolean functions, the symmetric (and generalized symmetric) Boolean functions 4 , is encountered frequently in the realization in hardware of computer operations (e.g., error detection, arithmetic computations, etc.).
Given that symmetric (generalized or not) functions 5 constitute a frequently used class of Boolean functions and because they are expensive to implement in hardware they have been, and continue to be, the subject of numerous theoretical and practical scientific investigations.
In this presentation we assume polynomially bounded weight and fan-in values and investigate logarithmic depth and size threshold-based neural networks for the class of symmetric Boolean functions. We prove that such networks are feasible for the class of periodic symmetric Boolean functions 6 and for symmetric Boolean functions decomposable into a constant number of periodic symmetric subfunctions. Additionally, we investigate the benefit our results can have if used in the implementation of serial binary addition and multiplication.
This paper is organized as follows: In Section II we present related work and the main results of this investigation. In Section III we discuss some preliminary results. In Section IV we prove the main results related to periodic symmetric functions. In Sections V and VI we present new schemes for serial addition and multiplication, respectively. We conclude the presentation with some final remarks.
II. RELATED WORK AND MAIN RESULTS
In the late 1950's it has been shown by Muroga [9] that symmetric functions can be computed by depth-2 feedforward threshold networks with neural gates. This size, without increasing the depth, has been improved by Minnink [10] to be and recently in [11] it has been shown that concerning the parity function, one important symmetric Boolean function, a depth-2 network requires a size of at least threshold gates. By increasing the depth by one, Siu et al. [12] have shown that Boolean symmetric functions require at most neural gates. The previously mentioned investigations have focused in achieving very small depth at the expense of the size of the network. One additional important question relating to the capability of producing small depth and area efficient symmetric function realizations has been investigated by Kautz [13] in the 1960's. Kautz has shown the following for the exclusive-or (parity): that the -way Exclusive-Or can be realized by a feedforward neural network with neural gates in depth, with weight values and number of inputs per neural gate (fan-in). Kautz's investigation however did not provide an answer to the following generic question:
Is it possible to realize in hardware the entire class of symmetric functions by depth and size feedforward networks with neural gates as processing elements?
As far as we know, this open question has found no answer thus far. In this paper we assume the same order of magnitude for the weight values and for the fan-in and we investigate 5 To abbreviate the presentation, we will use in the rest of the presentation the terms symmetric functions and symmetric Boolean functions interchangeably for symmetric Boolean functions. 6 A periodic symmetric function is a symmetric function which output values repeat after a certain interval called the function's period T , i.e.,
this open question. We resolve it in part by addressing the realization of periodic symmetric functions, a general class of symmetric functions that includes the Exclusive-Or function.
In particular we prove the following.
• Any -input periodic symmetric Boolean function with period containing two transitions inside it and having the first positive transition at can be implemented with an depth and size feedforward network, both measured in terms of neural gates.
• Any -input periodic symmetric Boolean function with period containing more than two transitions inside it and having the first positive transition at can be implemented with a depth and size feedforward network, where is the number of neural gates necessary to implement the restriction of the function to the first period.
• Any symmetric Boolean function that can be decomposed into a constant number of periodic symmetric subfunctions can be implemented with a feedforward network with both size and depth, measured in terms of neural gates, in the order of Given that a number of Boolean functions present in computers 7 belong to the class of periodic symmetric functions we further investigate the implications that our results have in the implementation of some arithmetic operations. A number of investigations have been reported regarding the implementation with threshold-based neural networks of arithmetic operations such as addition, multiplication, see, for example, [12] , [14] , [16] , and [17] , present in most hardwired computational engines. The investigations mainly concern with the upper/lower bounds for the depth of the networks (worse case delay) and the cost (the size of the network) to be expected in a realization. All known results, see, for example, [12] , [14] , [16] , and [17] , concern parallel circuit implementations.
An important class of circuit implementations, namely serial implementations of the operations, have not been addressed thus far. Serial implementations constitute an important class of circuit design in that there are numerous applications, such as signal processing [18] , that require such design techniques. The reason for such requirements are usually dictated by serial data transmission, performance constraints and implementation cost. Generally speaking, serial architectures combine serial data transmission with serial computation. Given the serial reception of the operands, during the computation, intermediate results wave through the arithmetic units serially, most commonly digit by digit. Sometime the input data can also come in blocks of -bits at a time rather than digit by digit or bit by bit. For this type of applications and because it is more general it is more suited to refer to as -bit serial computations instead of bit serial or digit serial. We adopt this notation in the remaining of the presentation.
Thus far all the investigations in -bit serial architectures assumed logic implementation with technologies that directly implement Boolean gates [19] [20] [21] [22] [23] and no studies have been dedicated to such designs using threshold-based neural networks. We assume LSB first operand reception and investigate -bit serial addition and multiplication in the context of feedforward neural networks. We are mainly concerned in establishing the limits of the circuit designs using thresholdbased neural networks. That is we are interested in establishing theoretical bounds for delay and size of an implementation. We assume that small weight sizes are bounded at most by a polynomial size, i.e., weight values in the order of , and prove that the following holds true.
• The addition of two -bit operands can be performed serially assuming a data transmission rate in the order of bits per cycle, in an overall delay in the order of serial cycles, with the serial cycle comprising a neural gate and a pipeline latch. The implementation cost is in the order of , in terms of neural gates, and in the order of , in terms of neural latches. The weight values are polynomially bounded and the maximum fan-in is in the order of .
• The multiplication of two -bit operands can be serially computed in serial cycles. The implementation cost is in the order of , in terms of neurons, and in the order of in terms of neural latches. The maximum weight value is in the order of and the maximum fan-in is in the order of . These results establish limits of size and delay to be expected in an important class of circuit implementations for the serial binary addition and multiplication, extensively used operations.
III. PRELIMINARY RESULTS
The class of symmetric Boolean functions is a subset of , the set of all -variables Boolean functions, and it contains a number of fundamental functions, e.g., counting and sorting functions. A Boolean symmetric function is a Boolean function for which its output value entirely depends on the sum of its input values. More formally it can be defined as follows.
Definition 1: A Boolean function of variables is symmetric, i.e., , iff for any permutation of . Because any input vector with exactly ones is a permutation of any other vector with exactly ones, it can be said that is symmetric iff depends only on the number of ones in the input vector . Thus instead of the usual truth table we can describe any by its spectrum , which is an -bit binary word with each bit giving the value of when exactly input variables are one. Obviously the number of distinct spectra gives the dimension of and thus there are functions in . In the following we will consider that the generic input can assume one of the values in order to indicate the number of inputs which have the value one. That is to say that we can replace the input vector with an integer scalar with its value given by without loosing any information. Consequently, any symmetric function of variables can be described by a list of those values for which is one. Obviously can assume only discrete values between zero and , but as a matter of simplicity we will use the notation in order to specify that assumes values in the integer set . Given that and because the values for which is equal with one can be potentially merged in intervals we can graphically describe any symmetric function as in Fig. 1 . In the figure each defines a positive transition of , each defines a negative transition of and . That is equivalent with saying that is one for all the input combinations for which such that and zero otherwise.
An other suggestive way of representing symmetric functions can be derived by linking the graphical representation depicted in Fig. 1 with a formal expression. Thus any symmetric function can be expressed as a "sum" of the intervals in which has the value one (1) where if , for if , for concatenation means logic AND and means logic OR.
Given that we have introduced the basic definitions and concepts we can initiate our investigations concerning the implementation of symmetric functions with feedforward neural gate-based networks by proving some preliminary results. In the remaining of this section we focus our investigation and proofs on feedforward neural networks which follow the structure of the networks proposed by Kautz [13] or by Minnink [10] , 8 i.e., in which any gate receives as inputs at least the input vector .
Property 1: Any symmetric function of variables, , can be described with an expression like (1) with at most terms (intervals). Proof: Any symmetric function of variables is characterized by a spectrum with elements. That is to say it can be graphically represented in the input domain . In order to define an interval in the graphical representation of we need two different numbers and as it can be observed in Fig. 1 . Each number between zero and can be used at most in the definition of only one interval, either as or as , because otherwise the intervals overlap or join. Therefore, it is not possible to define more than distinct intervals.
Definition 2: Given a symmetric function of variables specified by a spectrum it is always possible to define a restriction of to the input interval for any is a symmetric function of variables that has an -bit spectrum deduced from the initial spectrum as for . Lemma 1: Any symmetric function of variables and with the first positive transition at can be implemented with neural gates at the same cost as the restriction of to the input interval which is a symmetric function of variables. Proof: Any symmetric function of variables can be characterized by its spectrum . The fact that the first positive transition is positioned at means that the spectrum bits give all the information about . Consequently, it is enough to memorize these bits and the value of in order to have a complete description of . As a matter of fact the spectrum restriction is an -bit word, i.e., the spectrum of an other symmetric function of variables. As it can be observed in Fig. 2 , the restriction of to is equivalent with a translation of the origin from zero to . Thus a feedforward neural network that implements can be constructed from the feedforward neural network that implements by adding to each threshold value assigned to the neural gates that compose the network in order to translate the intervals back in their correct positions. There is no need to modify also the weight values associated to the gate inputs because the spectrum restriction process preserves the distances between intervals and the lengths of the intervals.
Thus the implementation cost which applies for is maintained also for because we do not have to add any extra neural gate to the network implementing the restriction.
Lemma 2: Any symmetric function of variables and with the last transition at can be implemented with neural gates at the implementation cost of the restriction of to the input interval , which is a symmetric function of variables, plus at most an extra neural gate.
Proof: The positioning of the last transition at means that the spectrum bits do not provide any additional information about . Thus it is enough to memorize only the first bits of the spectrum in order to have a complete description of . The spectrum restriction is a -bit word, i.e., the spectrum of an other symmetric function of variables. If we construct a feedforward network which implements it obviously implements also for but it might produce some spurious transitions for . In order to cut out these unwanted transitions it is enough to connect an extra neural gate with the threshold to the last neural gate of the feedforward network that implements . This modification is graphically depicted 9 in Fig. 3 . The weight value for this new input added to the last neural gate in the network has to be , if the last transition in the specification of is positive, or , if the last transition in the specification of is negative. This new element will force the global output of the network to one if the associated weight is or to zero if the associated weight is for any . Lemma 3: The implementation cost, measured in terms of neural gates, of any variables symmetric function 9 We note here that the weight and the threshold values assigned to the gates composing the feedforward network that implementsF
were not specified in the figure because they are not relevant in this context. defined with intervals, with the first transition at , and the last transition at is the same as the implementation cost of the restriction of to the input interval i.e., a symmetric function of input variables and with the same number of intervals , plus at most one neural gate.
Proof: The proof is immediate as a result of successive application of Lemmas 1 and 2.
Thus far we have investigated cost related properties that apply to the implementation with feedforward neural networks of the entire class of symmetric functions. In the section to follow we restrict our investigation to periodic symmetric function. In particular we assume feedforward neural gate based networks with weight and fan-in values in the order of and investigate the possibilities they can offer in the implementation of periodic symmetric function.
IV. PERIODIC SYMMETRIC FUNCTIONS
Consider the symmetric function graphically represented in Fig. 1 and assume that the transitions are settled such that for all and a given integer constant This assumption on the transitions means actually that the function repeats its value if the generic input increases with a multiple of , i.e., the function has a periodical behavior. More formally we can define a periodic symmetric function as a symmetric function for which , an integer constant called the function's period, such that , for any , and
. Such a symmetric function is graphically depicted in Fig. 4 .
Obviously for any periodical symmetric function , defined as in the previous paragraph, it is enough to know , the value of the period, the value of the input variable corresponding to the first positive transition, and the value for the first negative transition in order to achieve a complete description of . Generally speaking, in order to implement such a function, we have to achieve two goals: first we have to construct a network that produces the correct output for the first function period; consequently, we have to extend this network such that it covers all the function transitions within the function definition domain . In the following theorem we will use this approach and introduce a logarithmic depth and size feedforward neural network for periodic symmetric functions.
Theorem 1:
Any periodic symmetric function with the period and two transitions inside the first period specified by and can be implemented with a feedforward network having size and depth, and the values of the thresholds and the weights associated with the neural gates given by Proof: The network we propose has a similar structure to the network used by Kautz [13] in the implementation of theway Exclusive-Or and it is depicted in Fig. 5 where the generic input designates the entire set of inputs each one with weight one. Now we have to prove that given the values we assumed for the s, the output of the network follows the value assumed by for all the possible values of the input variable .
As a consequence of Lemma 1, can be implemented at the same cost as its restriction . Because each period contains one interval can be specified with an expression like (1) that contains intervals. This means that also has only positive transitions. As was suggested in [13] , for this type of feedforward networks the number of positive transitions at the output of the element is at most . This upper bound is imposed by the fact that the previous element outputs can be combined in order to yield different apparent thresholds for the element in at most ways. Because after the last positive transition which corresponds to no negative transition can occur the number of intervals that can be covered by a network with elements is . Consequently and this equation leads to neural gates and no feedforward network structured like the network in Fig. 5 with fewer number of elements (levels) can implement . We still have to prove that the algorithm we proposed for the computation of the weight and threshold values settles the positive transitions in the right positions, i.e., at , and also the negative transitions at , for . In the general case, from the possible positive transitions at the output of the th element, only transitions are directly settled by the values of . The remainder of positive transitions appear at the values that are linear combinations of the values that correspond to these independent positive transitions. In our case, as it can be observed in Fig. 5 , because of the fact that and the arbitrary transitions are settled at . Consequently, the dependent transitions appear at all linear combinations of the independent ones and it follows that we have transitions also at and thus we have positive transitions at all . The fact that we have the negative transitions settled at can be proved by a similar manner of reasoning.
So far we have proven that the transitions are in the right place. Given that the transitions considered account for all the transitions that are possible at the output of the network we proposed, it implies that the output of the network is one iff is within the transition intervals and zero otherwise as desired. Given the particular structure of the network the depth is also given by the number of linear gates and is equal to . Remark 1: The parity function is a periodic symmetric function with the period therefore the Kautz's algorithm for the Exclusive-Or function [13] is an instance of the algorithm we have proposed in Theorem 1.
We can further generalize the concept of periodic symmetric function if we assume that is periodic with the period but inside of each period has positive transitions, specified by , and negative transitions, specified by . The spectrum of such a periodic symmetric function is graphically depicted in Fig. 6 . Obviously and have to be ordered such that . In the following theorem we will prove that also this class of periodic symmetric functions can be implemented with logarithmic depth and size feedforward neural networks.
Theorem 2: Any periodic symmetric function with the period and transitions inside the first period, specified by can be implemented with a feedforward network having size and depth, and the values of the thresholds and the weights associated with the neural gates given by is the depth of the network which implements the function the restriction of to the interval , and the values for and for and are known as results of the synthesis of the function . Proof: First we have to build a feedforward network implementing the restriction of to the input interval . Let us suppose that this network has a depth and size equal to . All the for and for and are known by now. The extension of the depth and size network that implements the first period to the entire spectrum can be done by adding a number of elements given by the logarithm of the number of periods included in the entire spectrum, i.e.,
. The proof of this is similar to the proof of Theorem 1. The way we compute the values and is straight-forward related to the fact that we need positive transitions at and negative transitions at , for . Remark 2: If we add the extra assumption that has the last transition at to the assumptions we made on in the enunciation of Theorem 2 the implementation cost of is reduced to . This result follows by the straightforward combination of Theorem 2 with the result in Lemma 3.
Asymptotically speaking the results stated in the Theorems 1, 2 prove that any periodical symmetric Boolean function can be implemented with a feedforward linear threshold-based neural network with the depth and the size in the order of , both measured in terms of neural gates. The maximum fan-in is given by the number of input variables plus the number of network's levels and it is in the order of . Concerning the maximum weight value obviously it can not be greater than , therefore it is also in the order of . Another way of expressing the generalized periodic symmetric function depicted in Fig. 6 is as an OR sum of periodic symmetric subfunctions each one having the period and two transitions inside the first period given by and . We can further relax the constraint that all the subfunctions in which is decomposed should have the same period. Consequently, the function we consider is no longer periodic but it can be expressed as , where each is a periodic function with two transitions per period. In the following theorem we will extend the class of symmetric functions that can be implemented in logarithmic depth and cost from the class of periodic symmetric functions to the class of symmetric functions decomposable into a constant number of periodical harmonics. where and it was considered that in the worst case scenario is equal to two. Given that we assumed that the number of harmonics is a constant the previous result provides an asymptotic complexity in the order of for the network size. The depth of the network is also in order of because it is upper bounded by .
V. SERIAL BINARY ADDITION
Generally speaking, the binary addition of two -bit operands is performed by adding two operands of length into a single -bit number representing the sum. Given that the maximum value of an -bit number enumerated from to zero, with the bit enumerated by being the MSB, is then the binary addition can assume up to different distinct output values. This is equivalent to producing a counter capable of operating on weighted inputs and counting up to the value . An counter determines how many of its inputs are "1" and express this result as a binary number at its output [24] . In order to be able to represent binary numbers up to the number of counter's outputs has to be equal to . Based on the observation that the LSB output bit of such a counter is actually an -variable parity function computed over all the input bits and on the fact that as a consequence of Remark 1 the feedforward network depicted in Fig. 5 can be used for the implementation of the parity function of variables with neural gates, we prove that the entire counter can be implemented with feedforward neural networks at the same cost as the -variable parity function.
Theorem 4: Any counter can be implemented with an depth and size feedforward neural network.
Proof: By its definition, following the base 2 counting rules, any counter's output bit is equal to one inside an interval that includes consecutive integers, every integers, and zero otherwise. Thus each bit can be described by a periodic symmetric function with period This is equivalent to the fact that each bit has its value given by a periodic symmetric function with period and two transitions inside each interval. We proved in Theorem 1 that such periodic symmetric functions can be implemented in logarithmic delay and cost with feedforward networks.
In Fig. 7 is graphically depicted the network implementing the periodic symmetric function corresponding to , i.e., the LSB of the counter. As it can be observed in the figure the neural gate on level provides at its output the the value of a periodic symmetric function with period , i.e., value that correspond to the bit , the neural gate on level provides at its output the value of a periodic symmetric function with period that gives exactly the value of the bit and so forth an so on. By decreasing the level of the gate with one the period of the generated function double its value. The proof of this result follow straight-forward from Theorem 1 and the definition of the counter. Therefore each gate in the network is producing an output bit of the counter. The fact that each gate produce a certain bit, after a delay that is given by the level of the gate in the network, allows the sharing of the gates and leads to the implementation of all the functions that give the values of the output bits of the counter only with neural gates. Note that even if the global delay is each bit takes the valid value after a delay that is in inverse relation with its significance. Therefore this solution provides, because of the structure of the network, first the MSB (carryout) of the counter and at the end the LSB of the counter. This is an interesting and useful peculiarity of the counters that are implemented with threshold networks constructed with the method we introduced in the previous theorem.
In general if the implementation restrictions for the weight values are neglected it can be stated that such a counter is able to perform the addition of twobit numbers. The counter can be built with gates and each input bit enumerated by has to be weighted 10 with instead of one. This type of counter can be viewed as a bit serial adder with the delay of . However, this direct solution is rather expensive in terms of delay and network size. Apart of that it is not implementable for realistic operand dimensions because it requires exponentially large (the maximum weight value for -bit operands is weight values. In the following we present a new scheme for serial addition that substantially improve all of the design parameters.
Assume that the operands are applied in a -bit 11 serial fashion, being an integer greater than or equal to one. This is equivalent with the partition of the two -bit operands and into blocks of bits, as depicted in Fig. 8 , and assume that the data arrive at the rate of -bits per clock period. At most one block, the last block, can have less than bits in the case that is not divisible by . For simplicity of notation we assume that the result of the division is an integer number. 10 It is also possible to replicate the inputs instead of giving them weights larger than one. 11 We note here that the notation is not casual. We refer here to because as it will verified later this notation suggests a clear link between the delay of the schemes we proposed and -bit computation.
If the block pairs are enumerated from to zero, with the least significant pair enumerated by zero, the sum bits that correspond to pair can be computed independently if we know the carry-in into the block , i.e., the carry out that results from the summation of the pair . A feedforward network with neural gates produces the sum bits that correspond to the addition of a pair of blocks. This is because the binary addition of two -bit numbers can assume up to different distinct values and these values can be produced with a counter. Given that the implementation of this counter with neural gates is able to provide the carry-out of a block after the delay of one neural gate we can consider one pair of blocks, i.e., bits, each clock period. The period of the clock is imposed by the maximum delay of the slowest neural gate in the network. In order to be able to operate in a pipeline environment we have to modify the structure of the counter by adding intermediate pipeline registers between the network's levels. We have also to add a feedback line from the output of the first gate to its input register in order to provide the valid carry-in for the next pair of blocks. Note that for a counter that adds two blocks of bits the input bit in the position to avoid replication, requires a weight value of .
Given that addition can be viewed as a counting function and because the network we proposed in Fig. 7 can be trivially modified to compute pipelined counting we can perform binary addition in a -serial 12 fashion with a pipeline structure constructed around a neural gate-based feedforward network with gates and pipeline stages. Given this global scheme we will investigate in the remainder of this section the following questions. Assuming a transmission rate of -bit per cycle which are the costs and the delay performance of a feedforward neural network that implements the serial addition of two -bit operands; 13 What are the consequences of polynomially bounded weight values on the delay, cost, and fan-in?
Theorem 5: Assuming that serial addition is performed with the partitioning of the two operands in blocks of at most bits and that it is implemented with a feedforward neural network the overall delay is serial cycles. The implementation cost, in terms of neural gates is and , in terms of latches. The maximum weight value is and the maximum fan-in is . Proof: Because we partition the operands in blocks, each block containing at most bits the maximum sum for each block is . Therefore the sum bits for a pair of blocks can be computed by a stages feedforward network and the overall delay of the proposed structure is given by (2) The structure has latches at the input in order to be able to memorize the two blocks and the global carry-in, latches in order to transfer the data between the levels and , for and latches at the output in order to store the output sum bits. Therefore the overall number of latches is given by (3) For this type of feedforward networks the maximum weight value is
The gate with the maximum fan-in is the gate on the level of the feedforward network. For this gate the fan-in is given by the number of bits that participate in one computation step, i.e., , plus the number of gates that are above this gate in the feedforward network, i.e., . This leads to a maximum fan-in of . As a consequence of the partition the gates in the feedforward network have weights with exponential size and large fan-in. However in practice neural gates with large weights and fan-in values can not be implemented [3] , [4] . Because of this we are interested in solutions that fulfill the small weights and fan-in requirements and that do not deteriorate substantially the delay. Consequently, we introduce a theorem that investigate the delay, cost and fan-in of the feedforward neural gates networks that perform serial addition under the assumption that the weight values are polynomially bounded.
Theorem 6:
The serial addition of two -bit operands can be computed in serial cycles by a feedforward neural network with polynomially bounded weight values and a maximum fan-in in the order of . The implementation cost is in the order of , in terms of neural gates, and in the order of , in terms of latches. Proof: Partition the operands into blocks of at most bits, with an integer constant. First implication here is that the data transmission rate is bits per cycle, dictating the most bits a polynomially bounded weights implementation requires. Because the maximum weight is given by this partition choice will lead to a maximum weight value of , i.e., to polynomially bounded weight values.
The overall delay for the addition in serial cycles is given by , as a consequence of (2) and this is in the order of . The cost of the feedforward network, in terms of neural gates, is given by which is indeed in the order of . The cost of the feedforward network, in terms of latches, is given, as a consequence of (3), by which is in the order of . The maximum fan-in is given by and this is in the order of .
VI. SERIAL BINARY MULTIPLICATION
In this section we propose a logarithmic depth and size feedforward neural network for serial multiplication. We assume the multiplication of two -bit operands and a rectangular 14 multioperand matrix [8] and discuss networks capable of reducing the multioperand matrix directly into the final sum in a block serial manner.
Theorem 7: The serial multiplication of two -bit operands can be computed by a depth and size, both measured in terms of neural gates, feedforward network in serial cycles. The implementation cost in terms of latches is in the order of , the maximum weight value is in the order of and the maximum fan-in is in the order of . Proof: We divide the multioperand matrix into blocks each block containing columns and rows. Under this assumption the sum corresponding to a block can be at most and it can be represented on bits. This sum can be computed by a counter and as we proved in Theorem 4 such a counter can be implemented by a neural network with depth and size. Let assume that the blocks are and the output bits produced by the counter are with the bit enumerated as zero being the LSB and the bit enumerated as the MSB. For any block the bits resulting from its summation would not further influence the computation for the block and can be reported for output. The bits are carries into 14 Actually on each row only n partial products can have values different than zero.
the next block. Therefore, in order to compute the sum for the block we have to consider rows instead of . However this will not change the depth and the cost of the counter we use because in this case the maximum sum can be and this value can be still represented on bits. In order to be able to operate in a pipeline environment we have to modify the structure of the counter by adding intermediate pipeline registers between the levels. We have also to add feedback lines from the output bits enumerated as to the input register in order to provide the valid carries-in for the next block. Given that the neural network we consider for the implementation of the counter is able to provide the MSB's first we can consider one new block after all the carries are ready, i.e., after serial cycles, with the serial cycle comprising a neural gate and a pipeline latch. Under these assumptions the entire multiplication can be performed in serial cycles and this is in the order of . As long as our scheme uses only one counter the cost of the network measured in terms of neural gates is . The structure has latches at the input in order to be able to memorize the block bits and the carries-in, latches in order to transfer the data between the levels and , for and latches at the output in order to store the output sum bits. Therefore the overall number of latches is given by and this value is in the order of . For this type of feedforward networks the maximum weight value is given by . The gate with the maximum fan-in is the gate on the level of the feedforward network. For this gate the fan-in is given by the number of bits that participate in one computation step, i.e., , plus the number of gates that are above this gate in the feedforward network, i.e.,
. This leads to a maximum fan-in of which is in the order of .
VII. CONCLUSIONS
In this paper we investigated the realization of a general class of Boolean symmetric functions, the periodic symmetric Boolean functions. We have shown that: any -input periodical symmetric function with period , two transitions inside a period, and the first positive transition at can be implemented with an depth and size network, both measured in terms of neurons; any -input periodical symmetric function with period , more than two transitions inside a period, and the first positive transition at can be implemented with a depth and size network, where is the number of neurons necessary to implement the restriction of to the first period. We derived an asymptotic bound of for the neural realization size and depth for a larger class of symmetric functions (which includes periodic symmetric functions), namely the symmetric functions that can be decomposed into a constant number of periodic symmetric subfunctions. The most general problem, the realization of generic symmetric Boolean functions, possibly by a depth and size network still remains open and the subject of future research.
Given that a number of functions performing computations in computers belong to the class of functions we considered, or can be generalized to these functions, we investigated the benefit our results can have if used in the implementation of serial binary addition and multiplication. We assumed feedforward neural networks without learning and with polynomially bounded weights, and we proposed new schemes for serial binary addition and multiplication. An overall delay of serial cycles, with a serial cycle comprising a neural gate and a pipeline latch, was derived for the serial addition of two -bit operands. The implementation cost is in the order of , in terms of neurons, and in the order of , in terms of latches. The weight values are polynomially bounded and the maximum fan-in is in the order of . Concerning the serial multiplication of two -bit operands we proved that it can be computed in serial cycles. The implementation cost is in the order of , in terms of neurons, and in the order of in terms of latches. The maximum weight value is in the order of and the maximum fan-in is in the order of .
