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Analytical approximation to efficiency
The numerical methods considered involve two discretization parameters: one step size k used for the time integration, 2 and the other one h related to the size variable. In the theoretical analysis of the error of a second order method, it is typical 3 to obtain a bound of the global error in the form with C 1 and C 2 positive constants. As the parameters go to zero, we consider this expression as the representative part of 6 the exact error and, for our purposes, we admit it as a valid approximation to the global error of a specific second order 7 numerical method.
8
On the other hand, it is natural to consider that computational cost depends on the size of the problem, which is given by 9 the size of the system of equations that can be represented in terms of the discretization parameters. In [14] , it is declared 10 that the measure of the work in complex algorithms is not linear and follows a power law. However, taking into account that 11 we discretize two different variables in a different way, we do not use the same power for both discretization parameters
12
(as we will see, numerical experiments corroborate such assumption). Then, we establish
2)
14 with a and b negative real numbers, and C 3 positive. Constants C 1 , C 2 , C 3 , a and b, that appears in the error and cost expres-
15
sions of the numerical method depend on the specific problem being approximated.
16
From numerical simulations of the method, it is usual to analyze its efficiency through log-log efficiency charts: the verti-
17
cal axis correspond to the error and the horizontal axis is the cost. So, for different values of the discretization parameters, we 18 plot the error produced for the corresponding approximation versus the computational effort required. When we compare
19
two different methods in the efficiency plot, we prefer the method that gives more accuracy for the same computational 20 effort (or, in other words, the method that provides the cheapest way of obtaining a prescribed precision).
21
On the other hand, when we consider a specific numerical method for the approximation of a problem, we consider what 22 the best choice of the discretization parameters is. Here, we look for the best relationship between h and k for each problem:
23 that is, we assume that
with r a fixed positive constant. So, our purpose is to select the most efficient value of r. From expressions (2.1) and (2.2),
26
and assuming (2.3), we can write the error in terms of the cost:
In the log-log representation, we have
(2.5)
30
Note that, for each r fixed, different values of h provide a line with the negative slope 2/(a + b) (the error decreases as the 31 cost increases), and this slope is r independent (the lines associated to a specific method, and corresponding to different 32 values of r, are parallel). So, the most efficient line corresponds to the value of r which minimizes the first term on the right 33 hand size of (2.5). It is easy to see that such minimum is reached at
. The weight functions, φ = g, µ and α, are taken as
45
and we consider as the initial size-specific density the function
The problem (1.1)-(1.6) has the periodic solution u(x, t) given by
The numerical integration for this numerical experiment was carried out on the time interval [0, 10].
8
The first step is to obtain, for each numerical scheme, a table with errors and cpu-times (as a measure of the computational in seconds and the lower number on the right is the order s of the method computed as
.
13
Each column and each row of the tables correspond with different values of the spatial and time discretization parameter,
14
respectively. The results in the tables clearly confirm the expected second order of convergence for all of them. In this section, we deal with the evolution of a mosquitofish population described in [16] . The size interval is [9, 63] and 6 we use the following ∧ function data: the fertility rate, α(x, t) = α(x) T α (t), where α(x) fitted to field data and 
 , 9 ≤ x ≤ 63, and Table 6 , we show how the Lax-Wendroff method is not able to obtain the solution of the problem when the CFL condition, 21 r < 1.485, is not satisfied.
22
With the same procedure used in the previous section, we can describe the expressions of the principal error terms and 23 computational cost with respect to the discretization parameters and the optimal value of r, for each method, as shown in 24 
2.27
Then we compare all the methods in the corresponding efficiency plot, Fig. 2 , in which we use the optimal r for all the 1 methods unless the Lax-Wendroff method which is limited by the CFL condition. The results confirm that the Box method 2 is the most efficient and that the SGN is the most efficient into the characteristics methods. These conclusions are different 3 from the ones given in [16] . In such work, we did not use the analytical expressions of the optimal r obtained in this work. Finally, we want to add two aspects that we pointed out in [16] . The use of the finite difference methods introduces 5 spurious oscillations that are more difficult to avoid in the case of the Lax-Wendroff one. Thus the characteristics schemes 
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Conclusions 4
We have presented a procedure to obtain an analytical approximation to the efficiency. We have used it to compare four 5 different second-order numerical methods. We have shown the best relation between the discretization parameters for each 6 method and we have obtained the most efficient numerical method in two situations: a theoretical example and other one 7 based on biological data. We have limited our study to these second order techniques, however other numerical procedures 8 would be considered.
9
Such comparisons ∧ depend strongly on the problem analyzed, so, we cannot expect for a numerical method which behaves 10 better in all the possible numerical tests. Thus, for a particular problem, in which we usually have to compute numerically 11 the solution with many different data, the most efficient method seems to be the most useful and here we establish an given (for example, the grid restriction of the initial data u 0 ).
2
The Lax-Wendroff method is a two-stage scheme defined for each n = 0, 1, . . . , N −1. 
. . , N − 1, denotes the composite trapezoidal quadrature 7 rule and products γ s U n , s = µ, g, must be interpreted componentwise. In the second stage, we obtain the values U n+1 j 
where 
The box method is defined by
represents the trapezoidal quadrature rule, and, for 0 ≤ n ≤ N − 1: g
n as in the Lax-Wendroff method.
28
A.3. Aggregation grid nodes method (AGN)
29
The parameters J, N, h and k are defined as in Appendix A.1.
30
The initial grid nodes are given by X and the approximations to the theoretical solution in these nodes at such time level using 
A.4. Selection grid nodes method (SGN)
14
The following scheme considers a modification in the grid of the previous one so that, by using a selection of the grid 15 nodes, the number of nodes does not increase at each time level. Thus, we try to reduce the computational cost without loss 16 of accuracy.
17
The grid nodes and the numerical approximations at time t 2 , X 2 , U 2 , are defined by means of (A.10)-(A.16) for n = 0.
eliminate the first grid node X 
