In this paper, we prove some a priori estimates for a system of partial differential equations arising in the nonstationary flow of a nonhomogeneous incompressible asymmetric fluid in a bounded domain with smooth boundary. The unknowns of the system are the velocity field of the fluid particles, the angular velocity of rotation of the fluid particles, the mass density of the fluid and the pressure distribution. For the density functions we consider the application of the Helmholtz decomposition.
Introduction

Scope
The well known micropolar fluids or also called asymmetric fluids are a widely class of fluids which are relevant in many industrial applications and in several areas of science, see for instance [3, 5, 6, 8, 9, 11, 30, 31, 34, 38] . Consequently, there is several mathematical models to describe the phenomenon. In particular, a wide class of that models are based on the assumptions of Navier-Stokes type with a non-symmetric Cauchy tensor, see [30] for details. In that case the model is a system of differential equations for the linear momentum, the the angular momentum, the continuity equation and the incompressibility condition. More precisely, let us consider a nonhomogeneous viscous incompressible asymmetric fluid on a bounded and regular domain Ω ⊂ R 3 , with boundary ∂Ω and outward unit normal vector n. Then, the motion of the fluid in a finite time t ∈ [0, T ], is described by the velocity field u, the angular velocity of rotation of the fluid particles w, the mass density ρ and the pressure distribution p, satisfying the system (ρu) t + div (ρu ⊗ u) − (µ + µ r )∆u + ∇p = 2µ r curl w + ρF, in 
u(x, 0) = u 0 (x), w(x, 0) = w 0 (x), ρ(x, 0) = ρ 0 (x), on Ω, (5) u(x, t) = w(x, t) = 0, on
where F and G are the density functions, modelling the vector external sources for the linear and the angular momentum of particles; the constant µ > 0 is the usual Newtonian viscosity and the positive constants µ r , c 0 and c d are the additional viscosities related to the lack of symmetry of the stress tensor. The differential notation is the standard ones, i.e. the symbols u t , w t and ρ t denote the time derivatives and ∇, ∆, div and curl denote the gradient, Laplacian, divergence and rotational operators, respectively. In this paper we want to obtain a priori estimates for the weak solution of the following mathematical model for asymmetric fluids when the external sources satisfy the specific decomposition F(x, t) = f (t)(∇h(x, t) − m(x, t)), G(x, t) = g(t)q(x, t), in Ω T ,
where m and q are given functions and f, g and h are unknown functions such that div (ρ∇h) = div (ρm), in Ω,
We notice that this type of representation of F is a consequence of Helmholtz decomposition [16] .
Notation
In order to define the weak solution we recall the standard notation of some functional spaces and operators frequently used to study the Navier-Stokes system, see [3, 27, 28, 36] 
The norm of W m,q (Ω) is naturally defined as follows 
and V = V (Ω)
where A · B denotes the closure of A in B. Furthermore, for a given Banach space X, we denote by Concerning to the linear operators, we define the operators: A, L 0 and L. We denote by A the stokes operator defined from D(A) := V∩H 2 (Ω) ⊂ H to H by Av = P(−∆v), where P is the orthogonal projection of L 2 (Ω) onto H induced by the Helmholtz decomposition of L 2 (Ω). It is well known that A is an unbounded linear and positive self-adjoint operator, and is characterized by the following identity
where (·, ·) is the usual scalar product in L 2 (Ω). In second place, we consider the strongly uniformly elliptic
Note that L is a positive operator under the assumption c 0 + c d > c a , see (3). 
Presentation of the main result
(b) Integral identities:
(c) Mass conservation:
The main result of the paper is the following theorem 
where
We remark that some a priori estimates were introduced in [6] in order to prove the existence of weak solutions. Now, in Theorem 1.1 we include some new estimates and also in the proofs of the existing estimates we introduce a different methodology.
Proof of main result
In order to prove Theorem 1.1 we recall some useful results. Then, we prove some Lemmas and finally we present the details of the proof.
Some useful inequalities
We recall some inequalities which will be used frequently in order to get the desired estimates:
In particular, for p = q = 2 and ǫ = 1/2 we have the Cauchy inequality.
(ii) The Pioncaré inequality. Let Ω be a connected, bounded Lipschitz domain. Then, there exists C poi > 0 depending only on p and Ω such that
For a more general inequality in W 1,p (Ω) we refer to proposition III.2.39 in [7] .
(iii) The Gagliardo-Nirenberg inequality. Let Ω ⊂ R 3 be a bounded Lipschitz domain. There exists C gn > 0 depending only on q and Ω such that
For a more general version of this inequality we refer to proposition III.2.35 in [7] .
(iv) Continuous embedding of
For other inequalities which are not given in the previous list we refer the books [12, 7] .
Space estimates
In this section we obtain some space estimates. Then, by notational convenience, we use · L p and · H p to abbreviate the norms · L p (Ω) and · H p (Ω) , respectively. Lemma 2.1. The following estimate holds:
Proof. We deduce the estimate by equations (2) and (4), the hypothesis (H 1 ) and the maximum principle.
Lemma 2.2. There exists Π i , i = 1, . . . , 6, depending only on Ω, α, β, m and q (independents of f and g) such that the following estimates holds
for all t ∈ [0, T * ] and q ∈]3, ∞[.
Proof.
From (8), by applying Lemma 2.1, integration by parts, the boundary condition (9), and Hölder and Young inequalities, we have that
for each t ∈ [0, T * ] and ǫ > 0. Hence, selecting ǫ ∈]0, 2αβ −1 [ and defining
we see that the estimate (30) is valid. Now, we can proceed to prove (31) . We start by recalling the identities div (ρ∇h) = ρ∆h + ∇ρ · ∇h and div (ρm) = ρdiv (m) + ∇ρ · m, which imply that the equation (8) can be rewritten as follows
Clearly, by application of the estimate (30), we deduce that the right hand side of (34) belongs to L 2 (Ω). Then, by the regularity of solutions for elliptic equations applied to (34) , the inequality (28), Lemma 2.1, the inequality (29) , and the estimate (30), we can follow that there exists C reg > 0, independent of h such that the following bound
[ and ǫ ′′ > 0, by the application of two times of the Young's inequality (26) we complete the proof of (31) with Π 2 and Π 3 given by
The proof of (32) is given as follows. Taking ∂ t to the first equation of (8), testing the result by h t , using the estimate of Lemma 2.1, the Hölder inequality, the equation (4) and the inequality (28), we have that
for q ∈]3, ∞[. Then, by (27) , (29) , (26) , (30) and (31), we obtain
forǫ > 0, which implies (32) by defining
Finally, by hypothesis (H 4 ) and (33) , (35)- (39) we note that Π i are well defined and also are independents of f and g and conclude the proof of lemma. 
Proof. The inequality (40) is a consequence of the regularity of solutions for the Stokes system satisfied by u and p and the uniformly elliptic equation satisfied by w. Indeed, we first note that the equations (1), (2) and (7) imply that u and p satisfy the Stokes problem given by the equation
where the incompressibility condition is given by (2) and the initial and boundary conditions are given by (5) and (6), respectively. Hence, by applying the result given in [36] for the regularity of the solutions for stokes equation, the Minkowski and Hölder inequalities, we deduce that
where C reg 1 is a positive constant depending on µ, µ r and Ω. In the second place, by (3), (7) and (12), we deduce that w satisfies the following equation
Then by the regularity results for the solutions for uniformly elliptic equations (see for instance [12] ), the Minkowski and Hölder inequalities, and (27), we have that
where C reg 2 is a positive constant depending only on Ω and on the coefficients of L. Now, we note that the second terms on the right hand sides of (42) and (44) can be bound by application of Lemmas 2.1-2.2 and (28). Hence, if we sum the bounded results, we obtain the following inequality
for all t ∈ [0, T * ]. Now, denoting C M = max{C reg 1 , C reg 2 }β|Ω| 1/2 C gn C poi , for ǫ * ∈ R + we define Υ i for i = 1, . . . , 5 as follows 
Proof. Testing the equations (1) and (3) by u t and w t , respectively; summing the results; and applying the Minkowski and Hölder inequalities, we get
where each J i are defined by the corresponding brackets . Now, we will prove the estimate by getting some bounds for each J i and then applying a Gronwall type inequality.
The bound for J 1 . By Lemma 2.1, inequalities (27) , (28), (26), and Lemma 2.3, we deduce that
where ǫ > 0 and
Now, for J i , i = 2, 3, 4, by inequality (27), Lemmas 2.1-2.2 and Young inequality, we deduce that
Inserting (51)- (55) in (50) we get the estimate
Now, by (H 0 ), (46), (47) and the fact that ǫ
or equivalently, by using the definition of Π 2 given on (52), we have that
such that all coefficients in (56) are positive. Thus defining (48) is valid. By the application of Lemma 3 given on [19] , we deduce the existence of T 1 ∈ [0, T * ] depending on ∇u(·, 0) L 2 and ∇w(·, 0) L 2 such the estimate (49) holds with Θ depending only on
Lemma 2.5. There exists Ψ i ∈ R + , i = 1, . . . , 4, depending only on Ω, c a , c 0 , c d , α, β, µ r , m and q (independents of f and g) such that the following estimate holds
for all t ∈ [0, T 1 ] with T 1 as is given on Lemma 2.4.
Proof. Differentiating (1) and (3) with respect to t; testing the results by u t and w t , respectively; summing the resulting equations; and rearranging the terms we get
where I i for i = 0, . . . , 6 are defined by the brackets [. . .]. Hence, the proof of (57) is reduced to get some bounds for each I i as will be specified below.
Estimate for I 0 . From Lemmas 2.1, 2.4 and Young inequality, we find that I 0 can be bounded as follows
Estimate for I 1 . By Lemmas 2.1, 2.2 and (26), we get that
Estimate for I 2 . By applying Lemma 2.1 and (26), we have that
Estimate for I 3 . By equation (4), inequalities (27) and (28), Lemmas 2.1 and 2.4 and noticing that
we deduce that
whereǫ > 0 and
Estimate for I 4 . It can be bounded by the application of equation (4), (27) , (28) and Lemma 2.4, since we can perform the following calculus
where q > 3,ǫ > 0 and
4q/(3q−6)Ĉǫ withĈǫ defined in (27) for the conjugate values 4q/(6 + q) and 4q/(3q − 6) instead of p and q, respectively.
Estimate for I 5 . An application of equation (4), (27) , (28) and Lemma 2.4 implies the following bound for I 5
Estimate for I 6 . By inequalities (27) , (28), Lemma 2.1 and Lemma 2.4 we deduce that
≤ βC poi C gn Θ(t) u t (·, t) 
with L = min{2 −1 , µ + µ r −ǫ, c a + 2c d −ǫ}, we can deduce that (57) is satisfied.
Proof of Theorem 1.1
We note that (18) is clearly valid by Lemma 2.1 and the existence of T 1 and κ 1 follows from (48). Now, before starting the proof of (20)- (25), we deduce two estimates. First, differentiating (4) with respect to x i , using (2), testing the result by |ρ x i | q−2 ρ x i and applying the Sobolev inequality we deduce that there exists C sob independent of f and g such that
Second, by the regularity of the solutions for (41) we have that there exists C for t ∈ [0, T * ]. Therefore, we derive the proof of (20) by inserting (67) in (66) and using the estimates (31), (32) and (57). The estimate (21) is deduced from (20) and (31) . The inequality (22) is obtained from (20) , (37) , (38) , (32) and (40). The estimate (23) is proved by the application of (19), (37) , (38) and (40). The estimate (24) follows from (4), (19) and (23) . We complete the proof of the theorem deducing the inequality (25) by combining the results given on (20) and (67).
