Abstract-This paper studies the first-and second-order maximum achievable rates of codes with/without cost constraints for general mixed channels whose channel law is characterized by a mixture of uncountably many stationary and memoryless discrete channels. These channels are referred to as general mixed memoryless channels and include mixed memoryless channels of finitely or countably many memoryless channels as a special case. For general mixed memoryless channels, the first-order coding theorem which gives a formula for the ε-capacity is established, and then a direct part of the second-order coding theorem is provided. A subclass of general mixed memoryless channels whose component channels can be ordered according to their capacity is introduced, and the first-and second-order coding theorems are established. It is shown that the established formulas reduce to several known formulas for restricted scenarios.
I. INTRODUCTION
Investigation of the maximum achievable rate of codes whose probability of decoding error does not exceed ε ∈ [0, 1) has been one of major research topics in information theory. The first-order optimum rate of codes with such a property is called the ε-capacity. Inspired by the recent results of secondorder coding theorems given, for example, by Hayashi [3] and Polyanskiy, Poor, and Verdú [7] for stationary memoryless channels, this research topic has become of greater importance from both theoretical and practical viewpoints.
It is well-known that stationary memoryless channels with finite input and/or output alphabets have the so-called strong converse property, and the ε-capacity coincides with the channel capacity (ε-capacity with ε = 0) [12] . On the other hand, allowing a decoding error probability up to ε, the maximum achievable rate may be improved for non-stationary and/or non-ergodic channels. The simplest example is a class of mixed channels [2] , also referred to as averaged channels [1] or decomposable channels [11] , whose probability distribution is characterized by a mixture of multiple stationary memoryless channels. This channel is stationary but non-ergodic and is of theoretical importance when extensions of coding theorems for ergodic channels are addressed.
For general channels including mixed channels, a general formula for the ε-capacity has been given by Verdú and Han [10] . This formula, however, involves limit operations with respect to code length n, and thus is infeasible to compute in general. On the other hand, for mixed channels of uncountably many stationary and memoryless discrete channels, which will be called general mixed memoryless channels, a single-letter characterization of the channel capacity has been given by Ahlswede [1] for the case without cost constraints and by Han [2] for the case with cost constraints. These characterizations are of use because the channel capacity may be computed with complexity independent of n. Recently, Yagi and Nomura [14] has provided a single-letter characterization of the ε-capacity with/without cost constraints for mixed channels of at most countably many stationary memoryless channels. Regarding the ε-capacity for general mixed memoryless channels, however, no characterizations have been given in the literature, except for a few restricted cases such as the regular decomposable channel which consists of memoryless channels [11] . In addition, the second-order optimum rate has been studied only for a few classes of mixed memoryless channels such as the mixed channel of two memoryless additive channels [8] , the mixed channel of finitely many stationary and memoryless discrete channels which can be ordered according to their capacities, and a block fading channel characterized as a mixed channel of additive Gaussian noise channels [16] . This paper gives a single-letter characterization of the ε-capacity with/without cost constraints for general mixed memoryless channels. Then a direct coding theorem (achievability) is given for the second-order optimum rate. Contrary to stationary memoryless channels, the well-known KuhnTucker theorem does not hold for the ε-capacity of some mixed memoryless channels even in the case of finitely many component channels, which has prevented us from establishing a converse part of the second-order coding theorem. To circumvent this problem, we will introduce a subclass of general mixed memoryless channels whose component channels can be ordered as discussed in [15] . For this channel class, the firstand second-order coding theorems are established. It is shown that the established formulas reduce to several known formulas for restricted scenarios. All coding theorems are proved based on information spectrum methods (c.f. [2] , [10] ). In particular, we use a proof technique for the converse part such that the proof proceeds based on an arbitrarily chosen converging sequence of types of codewords, which may simplify even the proof of the second-order coding theorem for stationary memoryless channels such as in [3] .
II. PROBLEM FORMULATION A. Mixed Memoryless Channel under General Mixture
Consider a channel W n : X n → Y n , without any assumption on the memory structure, which stochastically maps an input sequence x ∈ X n of length n into an output sequence y ∈ Y n of length n. Here, X and Y denote finite input and output alphabets, respectively. A sequence
of channels W n is referred to as a general channel [2] . We consider a mixed channel with a general probability measure [2, Sect 3.3] . Let Θ be an arbitrary probability space and assign a general channel
to each θ ∈ Θ, which are called component channels or simply components. With an arbitrary probability measure w on Θ, we define a mixed channel
with the conditional probability distribution given by
In this paper, we focus on the case where the component channels are stationary memoryless discrete channels. Then, a component channel can be denoted simply by W θ = {W θ : X → Y}. A mixed channel given by (1) with stationary memoryless discrete channels W θ = {W θ } is referred to as a general mixed memoryless channel for simplicity. Let C n be a code of length n and the number of codewords |C n | = M n . We denote the codeword corresponding to mes-
Let D i be the decoding region of u i , and the average probability of decoding error is defined as
where
We consider a cost function c n (·) for
where c :
n . This case corresponds to the coding system without cost constraints, which is indicated simply by Γ = +∞. 2
B. Optimum Coding Rates
Definition 1: A first-order coding rate R ≥ 0 is said to be (ε|Γ)-achievable if there exists a sequence of (n, M n , ε n ) codes satisfying cost constraint Γ such that lim sup n→∞ ε n ≤ ε and lim inf
The supremum of all (ε|Γ)-achievable rates is called the firstorder (ε|Γ)-capacity and is denoted by C ε (Γ). 2
Second-order achievable rates and their optimum value are now defined as follows.
Definition 2: A second-order coding rate S is said to be (ε, R|Γ)-achievable if there exists a sequence of (n, M n , ε n ) codes satisfying cost constraint Γ such that lim sup n→∞ ε n ≤ ε and lim inf
The supremum of all (ε, R|Γ)-achievable rates is called the second-
III. CODING THEOREMS FOR GENERAL MIXED MEMORYLESS CHANNEL A. First-Order Coding Theorem
The following theorem gives a single-letter characterization for the first-order (ε|Γ)-capacity of general mixed memoryless channels.
Theorem 1: Let W be a general mixed memoryless channel with measure w. For any fixed ε ∈ [0, 1) and Γ ≥ Γ 0 , the firstorder (ε|Γ)-capacity is given by
where X P indicates the input random variable subject to distribution P on X , and I(P, W θ ) denotes the mutual information with input P and channel W θ : X → Y.
(Proof) The direct part of formula (6) for the case without cost constraints was first demonstrated by Han [2, Lemma 3.3.3], and we can extend it to the constrained case. For details, see [13] . The outline of the proof of the converse part is described in Sect. IV.
Remark 3:
If Θ is a singleton, Theorem 1 reduces to the well-known formula
which means that the strong converse holds in this case (cf. [12] ), unlike the general case |Θ| > 1. For Θ which is a finite or countable infinite set, formula (6) of the first-order capacity C ε (Γ) reduces to the formula given by Yagi and Nomura [14] . For general mixed memoryless channels, on the other hand, in the special case of ε = 0, formula (6) reduces to
which coincides with the formula given by Han [2, Theorem 3.6.5], where w-ess.inf denotes the essential infimum of I(P, W θ ) with respect to the probability measure w. 2 When Θ is a singleton, it is known that the C ε (Γ) is concave in Γ and is strictly increasing over the range
where Γ * denotes the smallest Γ at which C ε (Γ) coincides with C ε = C ε (+∞) (without cost constraints). For the case of |Θ| > 1, C ε (Γ) is indeed non-decreasing, but there are examples of mixed memoryless channels for which C ε (Γ) is not strictly increasing in Γ 0 ≤ Γ ≤ Γ * . This also indicates that C ε (Γ) need not be concave in Γ.
In the case without cost constraints (Γ = +∞), it holds that {P : Ec(X P ) ≤ Γ} = P(X ), where P(X ) denotes the set of all probability distributions on X . Formula (6) includes the case without cost constraints as well 1 .
B. Second-Order Coding Theorem
We now turn to analyzing second-order coding rates. Let Ψ θ,P denote the Gaussian cumulative distribution function with zero mean and variance
that is,
where P W θ (y) := ∑ x P (x)W θ (y|x) denotes the output distribution on Y due to the input distribution P on X via channel W θ , and D(W θ (·|x)||P W θ ) denotes the divergence between W θ (·|x) and P W θ . It is known that there are stationary memoryless channels W θ for which V θ,P = 0 for some P ∈ P(X ) (cf. [7] , [9] ). In such a case, with an abuse of notation, we interpret Ψ θ,P (z) = G(z/ √ V θ,P ) as the step function which is defined to take zero for z < 0 and one otherwise.
For the second-order coding rate, we have the following direct theorem (achievability).
Theorem 2 (Direct Part): Let W be a general mixed memoryless channel with measure w. For ε ∈ [0, 1), Γ ≥ Γ 0 , and R ≥ 0, it holds that
where the right-hand side of (10) is denoted by D ε (R|Γ) and
(Proof) The proof is given in [13] and is omitted here. 2
Remark 4:
The two terms on the right-hand side of (11) can be summarized into the following single term:
which is called the canonical representation (cf. Nomura and Han [5] , [6] ). Let us here focus on the crucial case of R = C ε (Γ). In view of formula (6) for C ε (Γ) it is not difficult to check that, for any P such that Ec(X P ) ≤ Γ, it holds that ∫
and we may consider the following canonical equation for S:
Notice here, in view of (13) and (14), that equation (15) always has a solution. Let S P (ε) denote the solution of this equation, where S P (ε) = +∞ if the solution is not unique. Then, the (10) can be rewritten in a simpler form as
This simple expression is sometimes preferable to in (10). 2
IV. PROOF OF CONVERSE PART OF THEOREM 1
We first state lemmas which are used to prove the converse part of Theorem 1.
Lemma 1 (Hayashi-Nagaoka's Lower Bound [4] ): Let Q n be an arbitrary probability distribution on
where X n denotes the random variable subject to the uniform distribution on C n , Y n denotes the output variable due to X n via channel W n , and η > 0 is an arbitrary number. 2 Lemma 2 (Lower Decomposition Lemma): Let W be a general mixed memoryless channel. Given a set of arbitrary
Then, there exists a subset Θ *
and for all θ ∈ Θ * n it holds that 
). 2 Now we state an outline of the proof. For details, see [13] . Assume that R is (ε|Γ)-achievable, and there exists an (n, M n , ε n ) code C n with cost constraint Γ such that, for an arbitrary δ > 0,
Following a technique developed by Hayashi [3] , let Q n θ be an output distribution on Y n indexed by θ ∈ Θ such as
where T n denotes the set of all types on X n of size N n := |T n |, and (P n W θ ) ×n denotes the n product distribution of P n W θ . By Lemma 1 with η = γ √ n and Lemma 2 with z n = R − 2δ, it can be shown that the sequence of C n satisfies
Notice here that there exists a codeword x n ∈ C n such that
For notational compactness, we will write Pr{Y θ ∈ Z|X n = x n } = W n θ|xn {Y θ ∈ Z} for any subset Z ⊆ Y n . Let P n denote the type of such x n . For all n > n 0 with some n 0 > 0, the right-hand side can be lower bounded as
where we have used (20) and the inequality N n ≤ (n + 1) |X | . Combining the foregoing two inequalities and (21) yields
A key step of the proof is to choose an arbitrary converging subsequence of the type of x n as follows (this technique also simplifies the proof of the second-order coding theorem (Theorem 4)): Since {P n } n>ñ0 is a sequence in P(X ) (compact set), it contains a converging subsequence {P n1 , P n2 , · · · } such that n 1 < n 2 < · · · <→ ∞ and
where the convergent point P 0 satisfies cost constraint: Ec(X P0 ) ≤ Γ because P n satisfies the same cost constraint. For notational simplicity, we relabel n k as m = n 1 , n 2 , · · · .
Then, with Fatou's lemma and some manipulation, (22) yields
where Θ 1 is a subspace of Θ defined as
For every θ ∈ Θ 1 the weak law of large numbers guarantees
Thus, (24) can be rewritten as
implying that R − 4δ ≤ C ε (Γ), where C ε (Γ) denotes the right-hand side of (6). Since δ > 0 is arbitrary, we conclude that R ≤ C ε (Γ). 2
V. CODING THEOREMS FOR WELL-ORDERED MIXED MEMORYLESS CHANNEL A. Well-Ordered Mixed Memoryless Channel
In this section, we introduce a subclass of general mixed memoryless channels for which the second-order coding theorem can be established. 
and let Π θ,Γ denote the set of input probability distributions P on X that achieve e θ,Γ . It should be noted that Π θ,Γ is a bounded closed set. If W Θ is closed and, for any θ ∈ Θ and any P ∈ Π θ,Γ , it holds that
then W Θ is said to be Γ-well-ordered. A mixed memoryless channel W with Γ-well-ordered W Θ is referred to as Γ-wellordered mixed memoryless channel. 2 Remark 5: For a Γ-well-ordered mixed memoryless channel, it is not difficult to check that
that is, two component channels with equal capacity have the same set of capacity-achieving input distributions. 2 In the case without cost constraints (Γ = +∞), a family of output-symmetric channels which forms a closed set is obviously Γ-well-ordered because the capacity-achieving input distribution is uniform on X and unique. The following example demonstrates the existence of Γ-well-ordered channels for all Γ ≥ Γ 0 : • A family of binary symmetric channels which forms a closed set.
• More generally, a closed set of additive noise channels for which additive noise
2
We show an important property of Γ-well-ordered mixed memoryless channels.
Lemma 3: If W Θ is closed, then E Θ,Γ is bounded and closed for all Γ ≥ Γ 0 . (Proof) Boundedness of E Θ,Γ is obvious, so we shall show its closedness. Set
for a given closed convex set P C ⊆ P(X ). Since I(P, W ) is continuous with respect to (P, W ), the f (W ) is continuous in W . The image of a closed set by a continuous function is also closed. Hence, since
B. Coding Theorems
We first provide a characterization of the first-order capacity C ε (Γ), which is different from the one in Theorem 1, for Γ-well-ordered mixed memoryless channels. This alternative characterization is of simpler form and is of great use to analyze the second-order capacity later.
Theorem 3: Let W be a Γ-well-ordered mixed memoryless channel with general measure w. For any fixed ε ∈ [0, 1) and Γ ≥ Γ 0 , the first-order (ε|Γ)-capacity is given by
(Proof) It is not difficult to check that formula (31) is equivalent to (6) . For details, see [13] . 2
Remark 6: Due to the closedness of E Θ,Γ , for every ε ∈ [0, 1) there exists some θ ∈ Θ such that C ε (Γ) = e θ,Γ . 2
Remark 7:
The characterization (31) is a generalization of the one given by Winkelbauer [11] in the sense that the class of well-ordered mixed channels is wider than the class of regular decomposable channels with stationary memoryless components. On the other hand, the regular decomposability allows component channels to be stationary and ergodic, which means that the characterization (31) is a particularization of the one given in [11] .
2 Now, we turn to discussing the second-order capacity of Γ-well-ordered mixed memoryless channels. In contrast to general mixed memoryless channels, Γ-well-orderedness allows us to establish the converse theorem as well.
Theorem 4: Let W be a Γ-well-ordered mixed memoryless channel with general measure w. Then, for ε ∈ [0, 1), Γ ≥ Γ 0 , and R ≥ 0, it holds that D ε (R|Γ) = sup
where θ ∈ Θ gives the (ε|Γ)-capacity, that is C ε (Γ) = e θ,Γ , G w (R, S|P ) is defined as in (11), and F w (R, S|P ) is defined as (Proof) The proof is given in [13] and is omitted here due to space limitations. The converse proof is based on the key technique of choosing a converging type subsequence of x ∈ X n as in the proof of Theorem 1 (cf. Sect. IV), which gives a new proof even for the case where Θ is a singleton (e.g. [3] ).
2 Remark 8: Formula (32) has been established for the case of |Θ| < +∞ by Yagi and Nomura [15] . When Θ is a singleton, formula (32) reduces to the formula given by Hayashi [3] , Polyanskiy, Poor, and Verdú [7] , and Strassen [9] (under the maximum error probability criterion).
