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Przedmowa
Publikacja pt. Nowe kierunki badań, metody i narzędzia w geografi i zawiera 
artykuły autorstwa doktorantów Instytutu Geografi i i Gospodarki Przestrzennej 
Uniwersytetu Jagiellońskiego, Instytutu Spraw Publicznych UJ oraz Katedry 
Psychologii Społecznej Wydziału Psychologii Uniwersytetu Warszawskiego. Ni-
niejsza praca wchodzi w skład serii wydawniczej Zeszyty Naukowe Towarzystwa 
Doktorantów UJ. Artykuły zawarte w publikacji obejmują zagadnienia związane 
z nowymi ujęciami badawczymi, metodami i narzędziami w geografi i, zarów-
no światowej, jak i polskiej. Warto podkreślić, że autorzy wybranych artykułów 
przedstawili w nich interdyscyplinarny sposób traktowania tematyki badawczej, 
którą się zajmują. Część prezentowanych w pracy kierunków badań, metod 
i narzędzi nie była uwzględniana w dotychczasowych pracach geografi cznych, 
w szczególności w geografi i polskiej. Niektórzy autorzy podjęli z powodzeniem 
próbę zastosowania nowatorskich metod i narzędzi w badaniach własnych.
Pragniemy złożyć podziękowania wszystkim, którzy przyczynili się do po-
wstania niniejszej publikacji. Wyrażamy wdzięczność recenzentom całej publi-
kacji: prof. dr. hab. Bolesławowi Domańskiemu oraz dr. hab. Wiesławowi Zia-
ji, a także recenzentom poszczególnych artykułów. Dziękujemy także autorom, 
którzy z zainteresowaniem podjęli tematykę niniejszej pracy i włączyli się w jej 
przygotowanie.
Izabela Kawecka, Janusz Górecki
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Jarosław Działek, mgr
Zakład Rozwoju Regionalnego
Instytut Geografi i i Gospodarki Przestrzennej
Uniwersytet Jagielloński, Kraków
Kapitał społeczny jako czynnik wzrostu 
gospodarczego
Zar ys treści : Artykuł przedstawia koncepcję kapitału społecznego, w której główną rolę 
odgrywają powiązania społeczne i normy zaufania, stanowiące rodzaj zasobu, porównywal-
nego z kapitałem ekonomicznym i ludzkim. Omówione zostały główne założenia tej koncep-
cji, w szczególności odnoszące się do tego, w jaki sposób kapitał społeczny może wpływać 
na wzrost gospodarczy. Przedstawione zostały wyniki badań analizujących te zależności.
Abstrac t : The article discusses the idea of social capital, in which social relationships and 
norms of trust among members of communities play an important role. The main theses of 
the theory are explicated, particularly these explaining the way social capital infl uences eco-
nomic growth. The article also presents recent papers investigating these relationships.
Słowa k luczowe: kapitał społeczny, zaufanie, wzrost gospodarczy, rozwój regionalny
Key words: social capital, trust, economic growth, regional development
Klasyczna ekonomia jako trzy główne czynniki produkcji wymienia pracę, 
ziemię i kapitał. Kapitał, w podstawowym znaczeniu, rozumiany jest jako dobra 
fi nansowe lub materialne, którymi można dysponować dla prowadzenia działal-
ności przynoszącej dochód. W drugiej połowie XX wieku neoklasyczni ekono-
miści zwrócili uwagę, że produktywność społeczeństwa nie zależy wyłącznie od 
wielkości dostępnego kapitału ekonomicznego. W latach 60. wprowadzono poję-
cie kapitału ludzkiego, które miało unaocznić, że również poziom wykształcenia 
i umiejętności, a także stan zdrowia mogą wpływać na to, jak produktywnie moż-
na wykorzystać kapitał fi nansowy i fi zyczny. Prowadzone dalej analizy wykazały, 
że część tego wzrostu nie daje się wyjaśnić nawet po dodaniu nowego czynnika. 
Badane państwa i regiony, choć posiadały podobne zasoby kapitału fi zycznego 
i ludzkiego, nie zawsze osiągały taki sam poziom rozwoju ekonomicznego. Po-
jawiło się wówczas pytanie, czy lepiej rozwijające się regiony dysponują jakimiś 
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cechami społeczno-kulturowymi, które przyczyniają się do ich sukcesu. Skłoniło 
to badaczy do próby uzupełnienia modeli wzrostu gospodarczego o informacje 
opisujące strukturę społeczną i wartości badanej społeczności (Harrison, Hun-
tington 2003). 
Jedną z takich prób jest wprowadzone w latach 80. XX wieku pojęcie ka-
pitału społecznego (Grosse 2002, Sztaudynger 2005). Za czynnik sprzyjający 
wzrostowi gospodarczemu koncepcja ta uznaje sieć powiązań istniejących mię-
dzy członkami danej społeczności oraz normy społeczne regulujące te kontakty. 
Zwraca ona uwagę na to, że nawet najlepiej wykształcone jednostki dysponujące 
zasobami fi nansowymi nie zdadzą się na nic, jeżeli pozostają w odosobnieniu, 
bez kontaktu z innymi osobami, z którymi mogłyby się wymieniać wiedzą lub 
pożyczać nawzajem pieniądze. Brak takich kontaktów utrudnia dodatkowo po-
dejmowanie wspólnych działań, których skutki powinny być lepsze niż wtedy, 
gdy każda z osób działa w pojedynkę. Impuls do stworzenia tej teorii stanowiły 
badania socjologiczne M. Granovettera (1974), w których wykazał, że przy szu-
kaniu pracy ważnym czynnikiem jest posiadanie odpowiednio rozwiniętej sieci 
powiązań, tzw. słabych więzi. 
W tym artykule przedstawiona zostanie koncepcja kapitału społecznego, 
zwłaszcza w kontekście jego potencjalnie pozytywnego wpływu na wzrost go-
spodarczy. Będą to zarówno rozważania teoretyczne, opisujące zależności mię-
dzy występowaniem sieci powiązań społecznych a rozwojem ekonomicznym 
państw i regionów, jak również przykłady praktycznego zastosowania tej kon-
cepcji. Poruszone zostaną również kontrowersje, narosłe wokół tego pojęcia, któ-
re doprowadziły do rozwinięcia krytycznego nurtu w badaniach nad kapitałem 
społecznym. 
Koncepcja kapitału społecznego pojawiła się w pracach socjologów: Bourdieu 
(1980, 1986) i Colemana (1988, 1990). Niektórzy badacze (Portes 1998, 2000; 
Woolcock, 1998; Putnam 1995, Whiteley 2000) zauważają, że sama idea nie jest 
całkiem nowa w naukach społecznych, gdyż podobne koncepcje przewijały się 
już w pracach klasyków socjologii począwszy od XIX wieku. Koncepcję kapitału 
społecznego spopularyzowali w swych pracach Putnam (1995, 2000) i Fukuya-
ma (1997). Stosunkowo szybko została zauważona w kręgach decydentów, np. 
Banku Światowego. Kariera tego pojęcia w kręgach politycznych i ekonomicz-
nych wynika z postrzegania go jako skutecznego narzędzia polityki społecznej 
i gospodarczej, którego zastosowanie nie pociąga za sobą dużych kosztów (Mo-
han, Mohan 2002). Jednocześnie jest ono często krytykowane i odrzucane przez 
niektórych ekonomistów, co wynika głównie z trudności w operacjonalizowaniu 
pojęcia i oszacowaniu jego rzeczywistego wpływu na gospodarkę. 
W ciągu ponad ćwierćwiecza teoretycznych rozważań nad pojęciem kapitału 
społecznego pojawiło się wiele prób jego zdefi niowania. Podnosiły się przy tym 
krytyczne głosy, że kapitał społeczny to grupa luźno powiązanych z sobą idei, 
które próbuje się dość niezdarnie połączyć w jedną całość (Sabatini 2005). Z całą 
pewnością można jednak stwierdzić, że od samego początku fundamentem tej 
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koncepcji jest uznanie powiązań społecznych za rodzaj zasobu, który może przy-
nosić jednostkom lub grupom pewne korzyści. Już w koncepcji Bourdieu (1980, 
1986) pojawia się defi nicja: 
„[Kapitał społeczny to] zbiór rzeczywistych lub potencjalnych zasobów, które zwią-
zane są z posiadaniem trwałej sieci mniej lub bardziej zinstytucjonalizowanych związków 
znajomości i wzajemnego uznania – innymi słowy, przynależnością do grupy – które do-
starczają każdemu ze swoich członków wsparcia posiadanego przez całą zbiorowość kapi-
tału” (Bourdieu 1986: 248–249).
Wynika z tego, że dysponowanie rozwiniętą siecią stosunków społecznych 
umożliwia dostęp do zasobów posiadanych przez innych uczestników sieci. Po-
nieważ kapitał społeczny pełni głównie rolę pośredniczącą, ważna jest wielkość 
i jakość zasobów, do których daje dostęp (Portes 1998). Z praktycznego punktu 
widzenia oznacza to, że jeżeli dana grupa społeczna składa się z osób niezamoż-
nych i słabo wykształconych, to nawet gęsta sieć powiązań miedzy jej członkami 
nie jest w stanie zmienić ich położenia. Analogicznie, jeżeli w danym regionie 
brak zasobów ekonomicznych czy wykształconych ludzi, to gęsta sieć stowarzy-
szeń nie będzie miała większego wpływu na jego rozwój. Sytuację, w której zaso-
by kapitału społecznego przynoszą największe korzyści (dużym zasobom kapita-
łu ekonomicznego i ludzkiego towarzyszy gęsta sieć powiązań społecznych, czyli 
wysoki kapitał społeczny), obrazuje schemat D na rycinie 1. Wymienione wnioski 
są istotne z punktu widzenia rozwoju regionalnego, gdyż wskazują, że prowadze-
nie polityki budowania kapitału społecznego nie może być jedynym narzędziem 
wspierania rozwoju gospodarczego.
Drugi z teoretyków kapitału społecznego, Coleman (1990), zwraca uwagę na 
kolektywny wymiar kapitału społecznego, który nie stanowi własności jednostki, 
jak w przypadku innych rodzajów kapitału, ale jest umiejscowiony w powiąza-
niach między osobami. Obecność innych osób okazuje się niezbędna do zaistnie-
nia kapitału społecznego, a pojawienie się lub odejście z sieci przyczynia się do 
zwiększenia lub zmniejszenia jego zasobów. Gdy zaistnieje taka sytuacja, korzy-
ści bądź straty rozciągają się na całą sieć. Amerykański socjolog podkreśla, że 
kapitał społeczny jest dobrem wspólnym, z którego korzystają całe zbiorowości 
powiązane sieciami relacji. Inwestując w kapitał społeczny (świadomie lub nie), 
pomnażamy jego zasoby, z których korzystać mogą inne osoby, również te, które 
w niego nie inwestowały. 
Coleman stwierdza, że kapitał społeczny jest zjawiskiem powszechnym, ale, 
jak to wynika z innych badań, jego zasoby w różnych miejscach są zróżnicowane. 
Wydaje się to szczególnie interesujące z punktu widzenia analizy przestrzennej. 
Trigilia (2001: 431) mówi, że „dany obszar jest mniej lub bardziej zasobny w ka-
pitał społeczny w zależności od stopnia zaangażowania jednostek, grup i instytu-
cji z tego obszaru w sieci powiązań.” Przyjmując zatem różne wskaźniki kapitału 
społecznego, np. liczbę przyjaciół lub uczestnictwo w stowarzyszeniach, można 
mówić o „gęstości” kapitału społecznego albo stopniu usieciowienia powiązań 
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między jednostkami czy grupami na danym obszarze. Zwolennicy koncepcji ka-
pitału społecznego twierdzą, że jego większa „gęstość” na danym obszarze po-
winna skutkować zwiększeniem tempa wzrostu gospodarczego (a także poprawą 
jakości życia, poziomu bezpieczeństwa czy zdrowotności mieszkańców). Jednak 
przeprowadzone badania, które przedstawione będą w dalszej części, kazały zwe-
ryfi kować tę tezę, wprowadzając podział na różne rodzaje powiązań społecznych, 
które mogą mieć odmienny wpływ. 
R ycina 1. Schemat obrazujący grupy o różnych zasobach kapitału ekonomicznego, ludzkiego 
i społecznego. Najbardziej korzystna sytuacja panuje w grupie D, gdzie kapitał społeczny może 
pełnić funkcję pośredniczącą w mobilizacji zasobów innego typu (opracowanie własne)
Figure 1 . The diagram shows groups with diff erent sources of economic, human and social capi-
tal. Group D is in the most favourable situation, as the social capital there mediates in mobilizing 
other resources
Źródło: opracowanie własne
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W tym miejscu niezbędne jest przedstawienie, w jaki sposób kapitał powią-
zań społecznych operacjonalizowany jest w badaniach, co pozwala mówić o jego 
większej lub mniejszej „gęstości” na danym obszarze. Bardzo często stosowane są 
wskaźniki opisujące zaangażowanie obywatelskie (civic engagement), wykorzystu-
jące dane o frekwencji wyborczej czy czytelnictwie gazet. Wskaźniki te, zapropo-
nowane najpierw przez Putnama (1995), a później wykorzystywane przez innych 
autorów (Serra 1999; Helliwell, Putnam 2000; Marsh 2000; Schneider i in. 2000; 
Casey 2004), tylko w niewielkim stopniu uwzględniają to, co przez pojęcie kapita-
łu społecznego rozumieli Bourdieu i Coleman. Stały się one przedmiotem poważ-
nej krytyki, gdyż nie opisują bezpośrednio zaangażowania ludzi w sieci powiązań 
społecznych, a raczej zjawiska, które teoria kapitału społecznego przedstawia jako 
niektóre z jego możliwych skutków (Portes 1998; Mohan, Mohan 2002). 
Inny ze wskaźników zaproponowanych przez Putnama (1995), opisujący 
aktywność stowarzyszeniową (przynależność do stowarzyszeń pozarządowych, 
kół zainteresowań, zespołów artystycznych, klubów sportowych), lepiej obrazu-
je gęstość powiązań społecznych, choć obejmuje tylko pewną część – sformali-
zowanych – kontaktów społecznych. Bardziej szczegółowe dane opisujące inne 
rodzaje powiązań – rodzinnych, sąsiedzkich, przyjacielskich – można uzyskać 
z sondaży społecznych (np. Diagnozy Społecznej, Polskiego Generalnego Son-
dażu Społecznego, European Value Study czy World Values Survey). Ponieważ 
badania te przeprowadzane są na większych próbach niż zwykłe badania sonda-
żowe, możliwe jest uzyskanie danych dla poszczególnych regionów i dokonanie 
porównań międzyregionalnych. 
Poza podstawowym rozumieniem omawianego pojęcia jako kapitału powią-
zań społecznych, drugim elementem, na który zwraca uwagę większość autorów, 
jest element normatywny. Wydaje się, że muszą istnieć normy społeczne, które 
skutkować będą większym „usieciowieniem” danej zbiorowości, normy zachę-
cające do nawiązywania znajomości, poznawania nowych ludzi, podejmowania 
wspólnych działań. Coleman (2000) wymienia normy zaufania i wzajemności 
jako normy umożliwiające inicjowanie i podtrzymanie kontaktów. Również 
i w tym przypadku, stopień rozpowszechnienia norm na danym obszarze powi-
nien warunkować możliwość szybszego wzrostu gospodarczego.
Uwzględnienie norm zaufania i wzajemności wydaje się ważnym uzupełnie-
niem teorii kapitału społecznego, gdyż samo posiadanie sieci powiązań nie jest 
warunkiem wystarczającym do czerpania korzyści z zasobów znajdujących się 
w węzłach sieci. Aby zmobilizować zasoby sieci na własne potrzeby, niezbędna 
jest gotowość innych partnerów do podzielenia się nimi (Degenne, Forsé 2004). 
Gotowość ta wyrażona jest właśnie poprzez normy zaufania i wzajemności, które 
dają ludziom większą pewność, że ich chęć do dzielenia się nie zostanie wyko-
rzystana przeciwko nim. Zaufanie pozwala na zmniejszenie ryzyka związanego 
z nieprzewidywalnością działań innych osób (Sztompka 2005).
Zaufanie odgrywa ważną rolę w rozwoju ekonomicznym z dwóch względów: 
po pierwsze, jako element redukujący koszty transakcji, po drugie jako element 
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ułatwiający przepływ informacji (Beugelsdijk, van Schaik 2005). Zaufanie może 
prowadzić do zmniejszenia się kosztów transakcji między dwoma partnerami po-
przez wyeliminowanie kosztów kontroli partnera transakcji i przebiegu jej reali-
zacji. Putnam (2000) zwraca uwagę na zależność między spadającym zaufaniem 
społecznym a wzrastającą liczbą adwokatów i policjantów w Stanach Zjednoczo-
nych. Wyższy poziom zaufania może skłaniać do podejmowania bardziej skompli-
kowanych i mniej pewnych transakcji. Druga funkcja zaufania obejmuje ułatwienia 
w przepływie informacji, np. komunikacji i współpracy między fi rmami. Ponadto 
społeczności z wysokim poziomem zaufania charakteryzują się większą przedsię-
biorczością, kreatywnością i innowacyjnością, wzrasta w nich liczba działań pro-
społecznych oraz tolerancja i akceptacja dla innych (Sztompka 2005).
Autorzy wymieniają dwa rodzaje zaufania: zaufanie osobiste (personal trust), 
zbudowane na osobistych doświadczeniach, oraz zaufanie uogólnione/społecz-
ne (generalized/social trust). Putnam (1995) nazywa ten drugi rodzaj zaufania 
„bardziej bezosobowym”, w tym sensie, że zaufaniem nie obdarzamy konkretnej 
osoby, ale potencjalnie każdą osobę, z którą wchodzimy w kontakty. Powszech-
ność tego drugiego rodzaju zaufania uznawana jest za okoliczność sprzyjającą 
rozwojowi ekonomicznemu. 
Badania wykorzystujące wskaźniki zaufania przynoszą różne wyniki. Casey 
(2004) wykazał, że poziom zaufania w regionach Wielkiej Brytanii wykazuje dość 
silną pozytywną korelację z tempem ich rozwoju gospodarczego, mierzonym po-
przez wzrost produktywności sektorów gospodarki i spadek bezrobocia. W analizie 
regresji przeprowadzonej przez Beugelsdijka i van Schaika (2005) nie udało się 
natomiast uzyskać wyników potwierdzających istotny wpływ poziomu zaufania na 
wzrost gospodarczy 54 regionów Unii Europejskiej w latach 1950–1998 (w prze-
ciwieństwie do członkostwa w stowarzyszeniach, które badacze wykorzystali jako 
wskaźnik kapitału powiązań społecznych). Inne analizy, które w modelu wzrostu 
gospodarczego uwzględniały zaufanie, wykazały z kolei, że ma ono istotny wpływ 
na jego tempo. Dokonana przez Whiteleya (2000) analiza rozwoju gospodarek 34 
państw, w których prowadzone były badania systemów wartości Word Values Sur-
vey, wykazała m.in., że kapitał społeczny mierzony poziomem zaufania miał więk-
szy wpływ na wzrost gospodarczy w latach 1970–1992 niż np. wykształcenie. Po-
dobne wyniki wskazujące, że wzrost zaufania powoduje wzrost dochodu na osobę 
uzyskali również Zak i Knack (2001) oraz Bengtsson, Berggren i Jordahl (2005).
Podsumowując, można stwierdzić, że większość literatury poświęconej ka-
pitałowi społecznemu wymienia jego dwa elementy: strukturalny (powiązania 
społeczne) i normatywny (zaufanie). Oba te czynniki mają przełożenie na poten-
cjalnie pozytywne skutki wpływu kapitału społecznego na wzrost gospodarczy. 
Z jednej strony, powiązania społeczne umożliwiają dostęp do zasobów (np. fi nan-
sowania, wiedzy, itp.) oraz ułatwiają podejmowanie zbiorowych działań na rzecz 
wspólnego dobra. Z drugiej strony, zaufanie redukuje koszty transakcji, zmniej-
szając potrzebę kontroli i wprowadzania formalnych regulacji, a także ułatwia 
przepływ informacji, poprawiając dostęp do nich oraz ich wiarygodność, oraz 
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redukuje niepewność co do zachowań innych uczestników życia społecznego, 
wyzwalając kreatywność, innowacyjność i przedsiębiorczość.
W początkowym okresie dyskusji nad kapitałem społecznym uznawano, że 
z natury przynosi on wyłącznie pozytywne rezultaty. Społeczności z wyższymi 
zasobami kapitału społecznego były skazane na sukces, musiały być bezpieczniej-
sze, czystsze, lepiej zarządzane, a mieszkańcy zamożniejsi i zadowoleni z życia. 
Pierwszy nurt krytyki prowadził do stwierdzenia istnienia „negatywnego kapitału 
społecznego”, którego uosobieniem stały się organizacje typu mafi jnego, gdzie sil-
ne więzi grupowe i zaufanie między członkami jest ważnym czynnikiem sukcesu. 
Z punktu widzenia szerszej społeczności ich działalność jest niekorzystna. W tym 
kontekście wydaje się jednak słuszniejsze mówić o negatywnych, z punktu wi-
dzenia społeczeństwa, skutkach kapitału społecznego niż o negatywnym kapitale 
społecznym. Podobnie jak nie mówi się o negatywnym kapitale ekonomicznym, 
gdy zostaje on wykorzystany do zakupu broni, czy negatywnym kapitale ludz-
kim, gdy wiedza o systemach zabezpieczeń staje się przydatna podczas napadu 
na bank. Występowanie zamkniętej sieci powiązań nie dotyczy wyłącznie orga-
nizacji przestępczych, ale jest cechą grup o silnej spójności wewnętrznej. W tym 
przypadku kapitał powiązań społecznych i zaufania może przynieść negatywne 
konsekwencje (Portes 1998), m.in. poprzez ograniczenie dostępu do zasobów 
osobom spoza grupy, ograniczenie indywidualnej wolności i spontaniczności, 
czy wreszcie, w przypadku zagrożenia grupy, może prowadzić do sytuacji, gdy 
indywidualny sukces będzie postrzegany jako groźny dla grupy.
Ograniczenie zasobów kapitału społecznego wyłącznie do członków danej 
grupy może również dotyczyć zbiorowości terytorialnych. Zamknięcie się w ra-
mach regionu, tzn. istnienie gęstej sieci kontaktów wewnątrzregionalnych przy 
ograniczeniu kontaktów na zewnątrz, może przynosić korzyści temu regionowi, 
ale może mieć konsekwencje negatywne dla szerszej zbiorowości, np. dla całego 
kraju. Przykładem takiego zjawiska jest sytuacja wyspiarskiej społeczności Ko-
morów (Abdullah, Dubois, Poussard 2003), gdzie w skali poszczególnych wysp 
zaobserwowano pozytywną dynamikę społeczną i wzrost solidarności, podczas 
gdy w skali całego archipelagu i relacji między wyspami odnotowano raczej za-
mknięcie się poszczególnych społeczności i ograniczenie kontaktów. Kapitał spo-
łeczny w postaci gęstej sieci powiązań wewnątrz wysp przynosił tam pozytywne 
skutki, ale w odniesieniu do całego archipelagu ta sama gęsta sieć powiązań miała 
ujemny wpływ na rozwój państwa. 
Zwrócenie uwagi na minusy nadmiernego domknięcia sieci powiązań do-
prowadziło do wyróżnienia dwóch rodzajów kapitału społecznego: zamkniętego 
(bonding social capital) i otwartego (bridging social capital)1. Z jednej strony, 
mamy silne powiązania między członkami społeczności oparte na silnym oso-
1 W polskiej literaturze na temat kapitału społecznego brak jeszcze przyjętych polskich nazw 
na te dwa rodzaje kapitału. Najczęściej używa się określeń: kapitał społeczny zamknięty/otwarty, 
zamykający/otwierający lub wiążący/pomostowy.
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bistym zaufaniu, a z drugiej – luźniejsze więzi, obejmujące jednostki z różnych 
grup społecznych, gdzie występuje zaufanie społeczne, wychodzące poza wąski 
krąg rodziny czy przyjaciół. Według teorii, skutki występowania tych dwóch ro-
dzajów kapitału społecznego powinny być odmienne. Zamknięcie powiązań spo-
łecznych, czyli skoncentrowanie się wyłącznie na życiu rodzinnym i sąsiedzkim, 
powinno wywołać negatywne konsekwencje, np. poprzez relatywnie słabszy 
wzrost gospodarczy. Wynika to, z jednej strony, z zablokowania dopływu infor-
macji z zewnątrz (wewnątrz sieci krążą te same informacje, a zasoby fi nansowe 
są ograniczone), z drugiej – do wspomnianego wcześniej ograniczania innowa-
cyjności i przedsiębiorczości. Otwarcie powiązań społecznych, rozumiane naj-
częściej jako uczestnictwo w różnego rodzaju stowarzyszeniach, klubach zain-
teresowań czy zespołach artystycznych, powinno natomiast przyczyniać się do 
przyspieszenia tempa wzrostu gospodarczego (tab. 1). 
Kapitał społeczny otwarty może rozwiązać opisane wcześniej problemy ob-
szarów o niskich zasobach kapitału ekonomicznego i ludzkiego, w których na-
wet wysoka gęstość powiązań społecznych nie dałaby pozytywnych rezultatów. 
W takim wypadku powiązania wychodzące poza region, czyli reprezentujące ka-
pitał społeczny otwarty, mogą umożliwić dotarcie do niedostępnych na miejscu 
zasobów, a tym samym przyczynić się do wzrostu gospodarczego w regionie. 
Inne rozważania teoretyczne (Woolcock 1998) wskazują, że najwięcej korzy-
ści powinna przynosić kombinacja obu rodzajów kapitału (tab. 2). Według niego, 
kontakty wewnętrzne (nazywane przez niego „zakorzenieniem”) mają zarówno 
pozytywne (spójność grupy), jak i negatywne skutki (zamknięcie na nowe infor-
macje). Dopiero zapewnienie odpowiedniej równowagi między „zakorzeniony-
mi” i „autonomicznymi” (wychodzącymi na zewnątrz) więziami społecznymi 
zapewnić może danej zbiorowości sukces. Rola zewnętrznych powiązań społecz-
Tabela 1. Różnice między kapitałem społecznym zamkniętym a otwartym 
Table 1 . Main diff erences between bonding and bridging social capital
Kapitał społeczny zamknięty Kapitał społeczny otwarty
Rodzaj więzi silne więzi słabe więzi
Charakter grupy relatywnie homogeniczna relatywnie heterogeniczna
Przykłady grup grupy rodzinne, przyjacielskie, sąsiedzkie
stowarzyszenia pozarządowe, 
kluby sportowe, artystyczne
Ujęcie przestrzenne zamykające się wewnątrz regionu
wychodzące na zewnątrz 
regionu
Wpływ na wzrost gospodarczy negatywny pozytywny
Źródło: opracowanie własne
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nych polega na uzupełnianiu korzyści wynikających z powiązań wewnętrznych 
oraz wyrównywaniu ich negatywnych konsekwencji. Rzeczywistość społeczna 
jest bardziej skomplikowana. Sabatini (2005), który przeprowadził analizę czyn-
nikową wielu wskaźników opisujących różne rodzaje powiązań społecznych, wy-
kazał, że w przypadku włoskich regionów najlepiej pod względem gospodarczym 
radzą sobie te, w których kapitał społeczny otwarty jest na wysokim, a zamknięty 
– na średnim poziomie.
Drugi nurt krytycznej refl eksji nad negatywnymi skutkami kapitału społecz-
nego dotyczył wpływu części zamkniętych grup społecznych, które mogą za-
właszczać nieproporcjonalnie duże udziały w zasobach, zmuszając innych do 
ponoszenia obciążeń (Portes, Landolt 1996). Nie wszystkie przejawy życia sto-
warzyszeniowego muszą przekładać się na korzyści dla całej społeczności. Nie-
korzystną rolę takich grup przedstawił M. Olson (1982), który zauważył, że wiele 
stowarzyszeń to grupy interesu, dążące do realizacji własnych wpływów kosztem 
wspólnego społecznego dobra. Do takich grup zaliczyć można związki zawodo-
we, korporacje zawodowe czy grupy lobbingowe. 
Próba pogodzenia wyników uzyskanych przez Olsona i Putnama skłoniła wie-
lu badaczy do rozróżnienia dwóch rodzajów grup o przeciwstawnym wpływie na 
rozwój ekonomiczny. Ujęcie to wykorzystane zostało w badaniach empirycznych 
(Knack 2003; Casey 2004; Beugelsdijk, van Schaik 2005), gdzie obok pozytyw-
nie oddziałujących „grup putnamowskich” (Putnam groups) pod uwagę brany jest 
również negatywny wpływ „grup olsonowskich” (Olson groups). W badaniach T. 
Caseya (2004) udało się uchwycić negatywną korelację między członkostwem 
w związkach zawodowych a rozwojem gospodarczym, podczas gdy zaangażo-
wanie w stowarzyszenia pozarządowe miało wpływ pozytywny. Badania Knacka 
(2003) wykazały natomiast niewielki pozytywny wpływ organizacji putnamow-
skich na osiągnięcia gospodarcze 38 badanych państw, ale nie przyniosły dowodu 
na negatywny wpływ grup olsonowskich.
Tabela 2. Pozytywne i negatywne skutki występowania różnych zasobów kapitału społecznego 
zamkniętego i otwartego
Table 2 . Positive and negative outcomes of diff erent combinations of bonding and bridging 
social capital 
Kapitał społeczny zamknięty 
(więzi wewnętrzne)
niski wysoki
Kapitał społeczny otwarty
(więzi zewnętrzne)
niski amoralny indywidualizm amoralny familializm
wysoki anomia korzyści społeczne
Źródło: Woolcock (1998)
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Podsumowując, stwierdzamy, że wpływ kapitału społecznego na wzrost go-
spodarczy jest bardziej złożony niż można się było tego spodziewać na początku. 
Z jednej strony, powiązania społeczne zapewniają dostęp do zasobów fi nanso-
wych oraz informacji, które mogą być przekazywane dzięki wzajemnemu zaufa-
niu. Ale z drugiej strony, istotny jest również zasięg tych powiązań. Jeżeli domy-
kają się one wewnątrz jakiejś grupy lub regionu, to mogą w dłuższej perspektywie 
przynieść mniej pożądane konsekwencje – brak dostępu do nowej wiedzy, spadek 
przedsiębiorczości, ostatecznie słabszy wzrost gospodarczy. Odpowiedź na pyta-
nie, jaka kombinacja rodzajów kapitału społecznego najbardziej sprzyja rozwo-
jowi ekonomicznemu, również nie jest prosta. Zarówno zamknięty, jak i otwarty 
kapitał społeczny osobno będą tylko w ograniczonym stopniu przyczyniały się do 
wzrostu gospodarczego, dopiero ich współistnienie w odpowiednich proporcjach 
może przynieść pozytywne konsekwencje dla gospodarki. Wydaje się, że pro-
porcje te zależne są od narodowego lub regionalnego kontekstu społecznego, co 
może być przedmiotem interesujących analiz społeczno-geografi cznych.
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Summar y
Social Capital as a Factor of Economic Growth
Recent theoretical work (Bourdieu 1980, 1986; Coleman 1990; Putnam 1995, 2000; Fukuyama 
1997; Portes 1998; Woolcock 1998; Trigilia 2001) and empirical studies (Serra 1999; Hel-
liwell, Putnam 2000, Schneider, Plumper, Baumann 2000; Whiteley 2000, Zak, Knack 2001; 
Knack 2003; Casey 2004; Bengtsson, Berggren, Jordahl 2005; Beugelsdijk, van Schaik 2005) 
have suggested that social capital, or networks of social relationships and norms of trust and 
reciprocity, can be considered as an important factor in explaining economic performance of 
regions and states. Social networks, understood usually as associational activity, give access 
to fi nancial capital and knowledge within the network (Bourdieu 1986; Coleman 2000). They 
also improve the effi ciency of a society by facilitating common actions (Putnam 2000). The 
generalized trust reduces costs of transactions (control, uncertainty) and facilitates the fl ow of 
information within networks (Beugelsdijk, van Schaik 2005; Sztompka 2005). Dense networks 
of social interactions based on trust should, hence, lead to higher economic growth. Further 
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works have shown that there are two types of social capital: bonding and bridging (Putnam, 
2000). They represent strong and weak ties, and the latter ones are usually associated with 
positive economic outcomes, although some research proves that economic growth results from 
a specifi c combination of two (Sabatini 2005).
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Percepcja zagrożenia przestępczością 
w Krakowie. Przykład zastosowania metody 
psychokartografi cznej
Zar ys treści : Artykuł omawia zastosowanie metody psychokartografi cznej w badaniach 
nad wartościowaniem przestrzeni miejskiej, na przykładzie percepcji zagrożenia przestęp-
czością w Krakowie przez uczniów liceów ogólnokształcących. Autorzy ukazują, w jaki spo-
sób wyobrażenia krakowskiej młodzieży odbiegają od rzeczywistego obrazu rozmieszcze-
nia przestępczości w przestrzeni miasta oraz od wyobrażeń mieszkańców Krakowa z innych 
grup wiekowych. Analizę uzyskanych danych ankietowych przeprowadzono za pomocą 
programu komputerowego PsiMap, co pozwoliło m.in. na wizualizację odpowiedzi respon-
dentów w  postaci zbiorczych, ewaluatywnych map Krakowa, przedstawiających opinie 
mieszkańców poszczególnych dzielnic miasta oraz obszarów o różnym typie zabudowy.
Abstrac t : The article presents the method of psychocartography used in assessment of 
urban space, with the example of the perception of crime threat in Krakow by secondary 
schools’ students. The authors show how the ideas of young people diff er from the actual 
crime distribution in the city’s space as well as from the ideas of Krakow’s inhabitants from 
other age groups. The analysis of the collected data has been carried out with help of the 
PsiMap software, which enabled i.a. the visualization of the given answers in form of evalua-
tive summary maps of Krakow, where opinions of inhabitants from diff erent city districts as 
well as from areas of diff erent housing type are presented.
Słowa k luczowe: psychokartografi a, przestępczość, strach przed przestępczością, Kraków
Key words: psychocartography, crime, fear of crime, Krakow
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1. Wprowadzenie
Celem niniejszego artykułu jest zaprezentowanie metody psychokartografi cz-
nej jako drogi pozyskiwania i analizy danych przestrzennych w badaniach nad 
wartościowaniem przestrzeni miejskiej oraz poznanie prawidłowości w zakresie 
percepcji zagrożenia przestępczością w Krakowie. 
Badanie przeprowadzono w kwietniu 2007 roku, na próbie 146 uczniów 
krakowskich liceów ogólnokształcących. Wybrano szkoły położone w różnych 
częściach miasta, odrębnych pod względem funkcjonalnym i składu społecznego. 
Uwzględniono także odpowiedzi uzyskane od respondentów niezamieszkujących 
w Krakowie. Przy analizie wyników według dzielnic, posłużono się dawnym, 
obowiązującym do 1991 roku, podziałem Krakowa na: Śródmieście, Krowodrzę, 
Podgórze i Nową Hutę. Największa liczba respondentów zamieszkiwała Nową 
Hutę (49 osób). Kolejne grupy badanych stanowili respondenci spoza Krako-
wa (35 osób), osoby zamieszkujące Podgórze (30 osób), Śródmieście (17 osób) 
i Krowodrzę (15 osób). Zastosowaną techniką badawczą była ankieta z towarzy-
szącym jej planem Krakowa w formacie A3, na którym badani odmiennymi ko-
lorami zaznaczali obszary uważane przez nich za bezpieczne lub niebezpieczne. 
Zakreślone obszary przeliczono następnie na wskaźniki liczbowe. W tym celu 
podzielono obszar całego planu na piksele o wielkości 1mm kwadratowego, okre-
ślając dla każdego piksela, czy został on zaznaczony przez badanego jako teren 
bezpieczny, niebezpieczny, czy też został pominięty. Uzyskane dane wprowadzo-
no do programu komputerowego PsiMap. Umożliwiło to, z jednej strony, sporzą-
dzenie zbiorczych ewaluatywnych map Krakowa, widzianych z perspektywy po-
szczególnych dzielnic miasta oraz osób mieszkających poza Krakowem, z drugiej 
– dokonywanie porównań dla różnych grup badanych, wyróżnionych ze względu 
na typ zabudowy obszaru zamieszkania respondentów. 
Zamierzeniem autorów było ukazanie, w jaki sposób wyobrażenia krakow-
skiej młodzieży odbiegają od rzeczywistego obrazu rozmieszczenia przestęp-
czości w przestrzeni miasta oraz od wyobrażeń mieszkańców Krakowa z innych 
grup wiekowych (zob. Guzik 2000). Warto wspomnieć, że dzieci i młodzież są 
ofi arami czynów przestępczych nieproporcjonalnie często w porównaniu z inny-
mi grupami wiekowymi (zob. Morgan, Zedner 1992; Anderson i in. 1994; Aye-
Maung 1995; Brown 1995; Hartless i in. 1995; Loader i in. 1998; Pain, Francis 
2004). Percepcja „przestrzeni ryzyka” przez młodych ludzi jest tymczasem często 
pomijana w policyjnych opracowaniach analitycznych, zajmujących się polityką 
prewencji przestępczości (Pain 2003).
2. Metoda badań
Psychokartografi a jest metodą badawczą z zakresu psychologii środowisko-
wej (zob. Bańka 2002; Bell i inni 2004), stosowaną w badaniach relacji pomię-
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dzy człowiekiem a środowiskiem. Pozwala na konstruowanie i analizowanie map 
społecznych (psychologicznych) własności przestrzeni, takich jak mapy prefe-
rencji przestrzennych, mapy poczucia zagrożenia itp. Metoda została opracowana 
w Pracowni Badań Środowiskowych Katedry Psychologii Społecznej Wydziału 
Psychologii Uniwersytetu Warszawskiego (Foland 2006). Wyrosła ona z nurtu 
badań nad mapami poznawczymi (np. Kitchin 1994, 1996; por. Bańka 2002; Bell 
i inni 2004; Gendźwiłł 2006), wykorzystując ujęcie zaproponowane przez Goulda 
(Gould, White 1982) oraz zapożyczając sposób traktowania danych z Geografi cz-
nych Systemów Informacji (Widacki 1997).
Psychokartografi a służy badaniu społecznych własności przestrzeni. Moż-
na zatem stwierdzić, że będzie pomocna w badaniach takich zjawisk, które są 
zmienne w przestrzeni oraz gdy informacji o przestrzennym rozmieszczeniu po-
szczególnych zjawisk może udzielić osoba badana. Należy podkreślić, że opisy-
wana metoda pozwala na badanie ludzkiej wiedzy, opinii czy odczuć, a nie pew-
nej prawdy obiektywnej. Za pomocą psychokartografi i można na przykład badać 
poczucie bezpieczeństwa, a nie realny poziom bezpieczeństwa na danym obsza-
rze. Dotychczas metoda była używana najczęściej w badaniach preferencji prze-
strzennych (lubię – nie lubię danych miejsc), ale również w badaniach poczucia 
bezpieczeństwa, znajomości przestrzeni, częstości odwiedzania lub użytkowania, 
tożsamości terytorialnej, określania granic pewnych obszarów itd.
Istotną sprawą w procesie badawczym jest właściwy dobór próby. Zjawiska 
przestrzenne są wrażliwe na przestrzenny dobór badanych. Znacząco inaczej 
może na przykład wyglądać mapa wyobrażeń dotyczących przestępczości w da-
nym mieście, z punktu widzenia respondentów z różnych dzielnic. Przykładowo, 
badając obszar miasta, należy określić, z perspektywy jakiej grupy mieszkańców 
chcemy uzyskać jego obraz. Istnieje możliwość badania wielu grup i porówny-
wania uzyskanych wyników. Można również spróbować dobrać próbę w taki 
sposób, aby uzyskać zagregowane wyobrażenie danego zjawiska na obszarze ca-
łego miasta lub regionu. W drugim przypadku napotyka się pewną przeszkodę 
teoretyczną. Czy badanych próbkować tylko ze względu na przestrzenny układ 
miasta, to znaczy z poszczególnych fragmentów miejscowości (przykładowo 
z każdej z dzielnic) badać taką samą liczbę osób, czy też liczbę respondentów 
uzależnić na przykład od udziału mieszkańców zamieszkałych w danym rejonie, 
w stosunku do ogółu mieszkańców miasta? Wybór ujęcia zależy od zdefi niowania 
celu badań.
W psychokartografi i można wydzielić cztery etapy prowadzenia badań: 
przygotowanie materiałów, zbieranie danych, digitalizacja danych oraz analiza 
i opracowanie wyników. Na etapie przygotowania materiałów należy pomyśleć 
o trzech rzeczach: mapie, fl amastrach oraz sformułowaniu pytań dla badanych. 
Najczęściej używane są wcześniej przygotowane, czarno-białe mapy, na których 
respondenci nanoszą fl amastrami zarysy obszarów, które mają na myśli, odpowia-
dając na postawione im pytania. Wykonanie specjalnej mapy do badań pozwala 
na ścisłe kontrolowanie zawartych na niej elementów. Poprawne wydaje się takie 
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skonstruowanie mapy, które pozwala na odnalezienie przez respondenta miejsca, 
o którym myśli, oraz aby obiekty narysowane na mapie nie wpływały na to, co 
zostanie zaznaczone (nie narzucały się). Przygotowane do badań mapy najczęś-
ciej powiela się metodą kserografi czną lub za pomocą druku cyfrowego (ta druga 
metoda jest bardziej wskazana ze względu na brak zniekształceń na kopiach). Za 
wykonaniem map w odcieniach szarości przemawia przystępna cena przygoto-
wywania materiałów oraz wygoda przeprowadzania badań – łatwiej zorientować 
się zarówno badanemu, jak i badaczowi, co i jakim kolorem fl amastra zostało na-
niesione na mapę. 
Najlepsze do badań są cienkie fl amastry o grubości kreski około 1 mm. Nie-
wątpliwie wskazane jest, aby wszyscy badani zaznaczali obszary takimi samymi 
fl amastrami. Dobór kolorów jest dowolny, jednak ważne, aby kolory nanoszone na 
jedną mapę znacząco różniły się między sobą. Bardzo istotna jest również instruk-
cja dla badanych. Standardowo brzmi ona następująco: „Na mapie (planie) ... (tu 
pada nazwa miasta, regionu, kraju) proszę zaznaczyć poprzez obwiedzenie pew-
nego obszaru kolorem ... (tu pada nazwa koloru) miejsca, które Pan(i) ... (w tym 
miejscu podawana jest charakterystyka obszaru – na przykład lubi bądź uważa za 
niebezpieczny itp.)”. Badani zazwyczaj nie zarysowują całej mapy. Niezaznaczo-
ne obszary interpretuje się w zależności od tego, co jest zaznaczane. W sytuacji, 
gdy badani są proszeni o zaznaczenie obszarów, które lubią i których nie lubią, 
obszary niezaznaczone traktowane są domyślnie jako pośrednie. W przypadku 
prośby o zaznaczenie obszarów które uznają za niebezpieczne i bezpieczne, ob-
szary nie zaznaczone uznane zostają domyślnie za pośrednie. Wskazane jest, aby 
jako nieoznaczone pozostawały na mapie te obszary, które badanemu byłoby 
najtrudniej zaznaczyć. Wracając do powyższych przykładów: łatwiej jest bada-
nemu dokładnie wskazać obszary lubiane i nielubiane, niż przykładowo lubiane 
i ambiwalentne. Obszary, które badani zaznaczają na jednej mapie, powinny mieć 
charakter rozłączny, ponieważ przy późniejszej digitalizacji danych określonemu 
miejscu na danej mapie możemy przypisać tylko jedną wartość. Jeśli chcemy 
mieć na przykład dane dotyczące preferencji i poczucia bezpieczeństwa, to każdą 
z tych charakterystyk badany powinien zaznaczać na innej mapie (oczywiście, 
istnieje możliwość porównania tych danych z sobą). 
Psychokartografi a operuje na przestrzeniach, i to przestrzeniach defi niowa-
nych przez badanych, a nie narzucanych z góry przez badacza. To jedna z jej 
największych zalet. Dlatego tak ważne jest, aby badani rysowali właśnie pewne 
homogeniczne obszary poprzez zaznaczenie ich granic, a nie – jak czasem się to 
dzieje – poprzez wskazanie nazwy na mapie lub oznaczenie „krzyżykiem” bliżej 
niezdefi niowanego obszaru. Taka sytuacja jest niedopuszczalna, ponieważ meto-
da psychokartografi czna wymaga wskazywania obszarów poprzez jednoznaczne 
określenie ich granic. Ważna jest rola osoby przeprowadzającej badanie, aby wy-
tłumaczyć i zmobilizować badanego do rysowania granic. Znacznie trudniejsze 
jest to w przypadku badań grupowych, gdzie trudno na bieżąco monitorować, czy 
badani radzą sobie z postawionym przed nimi zadaniem. 
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Należy w tym miejscu wspomnieć o ograniczeniu metody psychokartogra-
fi cznej, jakie stanowią zróżnicowane kompetencje kartografi czne respondentów. 
Prawidłowa lokalizacja oraz określenie zasięgu przestrzennego danych obszarów, 
często sprawiające respondentom trudność, mogą wpływać na późniejszą inter-
pretację uzyskanych wyników. 
Mapy, o których mowa powyżej, najczęściej towarzyszą różnego rodzaju 
kwestionariuszom jako dodatkowe źródło danych. Warto zaznaczyć, że wypełnia-
nie mapy jest inną aktywnością, zwykle dość atrakcyjną dla badanych, i stanowi 
doskonały „przerywnik”, zapobiegający znużeniu przy wypełnianiu wielu skal 
werbalnych.
Ważnym etapem w procesie badań psychokartografi cznych jest wprowadza-
nie danych z map do komputera. Dla postronnego obserwatora wygląda to jak 
przerysowywanie map. Wypełnioną mapę kładzie się na tablecie, a następnie 
specjalnym piórkiem obrysowuje granice obszarów wskazanych przez badanych 
i wypełnia się je odpowiednim kolorem. To „malowanie” jest jednak w prakty-
ce dzieleniem całego obszaru mapy na siatkę minimalnych pól podstawowych, 
a następnie przyznawaniem każdemu polu określonej wartości liczbowej (zwykle 
niezaznaczone – 0, a dalej na przykład: bezpieczne – 1, niebezpieczne – 2 itp.). 
Arbitralną decyzją badacza pozostaje określenie wielkości pola podstawowego, 
czyli innymi słowy rozdzielczości, z jaką mapa będzie wprowadzana. Standardo-
wo przyjęto stałą wielkość piksela (pola podstawowego), wynoszącą 1 mm na 1 
mm. W tym miejscu oczywiste staje się uwaga dotycząca proponowanej grubo-
ści fl amastrów (1 mm), którymi badani zaznaczają obszary na mapach. Wydaje 
się, że ze względu na niedokładność ludzkiej ręki wprowadzanie map z większą 
rozdzielczością nie jest potrzebne. Niezwykle ważną rzeczą jest to, aby mapy 
były umieszczane na tablecie „piksel w piksel”, żeby to samo miejsce na ma-
pie znajdowało się dla każdego badanego w tablicy danych zawsze pod tą samą 
współrzędną. Jest to możliwe dzięki odpowiedniej organizacji pracy oraz opro-
gramowaniu komputerowemu.
Szczegółowy opis obrabiania danych i przygotowywania wyników wykracza 
poza ramy tego artykułu i jest ściśle zależny od używanego oprogramowania. 
Posiadane dane analizować można w jednym z dostępnych na rynku rastrowych 
programów z rodziny GIS. Do analizy wyników w niniejszym artykule użyto 
przygotowanego specjalnie na potrzeby psychokartografi i programu PsiMap. 
Jego podstawową zaletę stanowi dostosowanie do pracy na danych społecznych, 
co znacznie skraca czas potrzebny na opracowanie wyników i ich wizualizację. 
3. Wyniki
Pierwszym z zadanych respondentom pytań, było ogólne pytanie o poczucie 
zagrożenia przestępczością w Krakowie. Większość badanych osób (52%) odpo-
wiedziała, że raczej nie odczuwa takiego zagrożenia, 40% ogółu respondentów 
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stwierdziło, że raczej czują się zagrożeni. Pozostałe osoby uznały, iż czują się 
bardzo zagrożone (5%) lub w ogóle nie odczuwają zagrożenia (3%). Uzyskano 
wyniki potwierdzające wnioski z licznych badań, które wskazują, że poziom stra-
chu przed przestępczością wśród większości badanej młodzieży jest stosunkowo 
niski (Maxfi eld 1984). Znacznie wyższe poczucie zagrożenia przestępczością 
charakteryzuje przedstawicieli innych grup wiekowych.
Badani mieszkańcy Śródmieścia, Krowodrzy, Nowej Huty oraz osoby spoza 
Krakowa w większości zdecydowanie lub raczej nie czuły się zagrożone przestęp-
czością w mieście. Większość uczniów z Podgórza (63%) uważała natomiast, że 
czuje się zdecydowanie lub raczej zagrożona. Powyższe wyniki nie były istotnie 
zróżnicowane ze względu na typ zabudowy miejsca zamieszkania respondentów.
Kolejne pytanie zadane respondentom dotyczyło ich opinii w sprawie liczby 
przestępstw w Krakowie w porównaniu z innymi dużymi miastami Polski. Za-
znaczyła się wyraźna dominacja (83%) osób uważających, że Kraków charakte-
ryzuje się mniejszą lub zdecydowanie mniejszą liczbą popełnionych przestępstw 
niż inne główne ośrodki miejskie w Polsce. Przeciwnego zdania było jedynie 17% 
badanych uczniów. Powyższe wyniki nie były istotnie zróżnicowanie ze względu 
na miejsce zamieszkania respondentów. W każdej dzielnicy ponad trzy czwarte 
badanych uczniów wskazywało na mniejszą przestępczość w Krakowie, podob-
nie uważali uczniowie spoza Krakowa.
Podobnie niezróżnicowane opinie charakteryzowały uczniów zamieszkują-
cych obszary o różnym typie zabudowy. Mieszkańcy przedwojennych kamienic, 
budownictwa wielorodzinnego z okresu PRL, nowej zabudowy wielorodzinnej 
oraz domów jednorodzinnych w zdecydowanej większości wskazywali na mniej-
szą przestępczość w Krakowie.
Nawiązując do danych dotyczących przestępczości w miastach wojewódzkich 
w Polsce, należy stwierdzić, że Kraków znajduje się w grupie miast charaktery-
zujących się w roku 2005 najwyższym poziomem przestępczości (tab. 1). Warto 
zauważyć, że w Warszawie czy w Łodzi liczba przestępstw na 1000 mieszkań-
ców jest zdecydowanie niższa. Można zatem uznać, iż wyobrażenia uczniów nie 
odpowiadają stanowi faktycznemu. Jednocześnie, liczba stwierdzonych w ciągu 
roku przestępstw często się różni, co ma znaczny wpływ na „przetasowania” ko-
lejności miast wojewódzkich w omawianym zestawieniu. Jako przykład można 
podać fakt, że w roku 2006 w Krakowie stwierdzono 40 116 przestępstw i jest 
to znaczny spadek z 45 270 w roku 2005 (Biuletyn Statystyczny Miasta Krako-
wa, IV Kwartał 2006). Liczba stwierdzonych przestępstw na 1000 mieszkańców 
spadła zatem w 2006 roku do 53.
Zaobserwowano istotną statystycznie (na poziomie 0,05) zależność, dotyczą-
cą związku miejsca zamieszkania respondentów z ich opiniami na temat pozio-
mu przestępczości we własnej dzielnicy, w stosunku do innych obszarów miasta. 
Zbiorcze wyniki wskazują, że największa liczba uczniów (42% ogółu uczniów 
zamieszkujących w Krakowie) uznaje poziom przestępczości w swojej dzielnicy 
za niższy niż w innych częściach miasta. Jedynie 21% badanych osób z Krako-
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wa stwierdziło, że w ich dzielnicy przestępczość jest wyższa (tab. 2). Uzyskane 
wyniki świadczą o redukcji dysonansu poznawczego, czyli (w tym przypadku) 
o zasadzie eliminacji zagrożenia poza własne sąsiedztwo (Smith 1986). W żadnej 
z części miasta poziom przestępczości nie został uznany przez większość respon-
dentów za wyższy niż gdzie indziej. Dodatkowym czynnikiem wpływającym na 
taki stan rzeczy może być opieranie oceny zagrożeń w najbliższym otoczeniu 
na doświadczeniach bezpośrednich, w przeciwieństwie do źródeł pośrednich (a 
Tabela 1. Przestępczość w miastach wojewódzkich w Polsce w 2005 roku
Table 1 . Crime in the voivodeship capitals in Poland in 2005
MIASTO 
WOJEWÓDZKIE
LICZBA 
STWIERDZONYCH 
PRZESTĘPSTW
% 
WYKRYWALNOŚCI 
SPRAWCÓW
LICZBA 
PRZESTĘPSTW 
NA 1000 
MIESZKAŃCÓW
Katowice 22 515 37 71
Gdańsk 28 142 43 61
Poznań 34 823 48 61
Kraków 45 270 29 60
Wrocław 38 060 51 60
Kielce 12 390 57 59
Opole 7268 46 56
Warszawa 90 727 35 54
Gorzów Wielkopolski 6474 67 51
Łódź 39 453 29 51
Szczecin 21 070 48 51
Lublin 17 666 41 50
Bydgoszcz 16 587 56 45
Olsztyn 7505 58 43
Rzeszów 6184 45 39
Białystok 8697 53 30
Źródło: Raport o Stanie Miasta 2005, 2006, Urząd Miasta Krakowa, Kraków
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w rezultacie na stereotypach) w przypadku innych obszarów. Najwyższy udział 
osób uznających własną dzielnicę za bezpieczniejszą od innych charakteryzował 
Krowodrzę (73%), następnie Śródmieście (59%) i Podgórze (37%). Najbardziej 
wyrównane proporcje odmiennych opinii w opisywanej kwestii posiadali ucznio-
wie zamieszkujący Nową Hutę (31% odpowiedziało, że Nowa Huta jest mniej nie-
bezpieczna niż inne części miasta, przeciwnego zdania było 30% respondentów).
Istotną statystycznie zależność stwierdzono również między typem zabudo-
wy okolicy zamieszkania a postrzeganiem poziomu przestępczości. Mieszkań-
cy kamienic przedwojennych, nowych bloków oraz domów jednorodzinnych 
w większości twierdzili, że w ich okolicy zamieszkania przestępczość jest niższa 
niż gdzie indziej w Krakowie. Odmiennego zdania byli uczniowie zamieszkujący 
blokowiska z okresu PRL, spośród których jedynie 26% uważa, że ich okolica 
zamieszkania jest bezpieczniejsza od innych rejonów Krakowa (tab. 3).
Tabela 2 . Miejsce zamieszkania a opinie dotyczące poziomu przestępczości we własnej dzielni-
cy, w porównaniu z innymi obszarami miasta
Table 2 . The dwelling place and opinions concerning the level of crime in the own district, com-
pared with other areas of the city
POZIOM 
PRZESTĘPCZOŚCI 
WE WŁASNEJ 
OKOLICY 
(DZIELNICY)
Śródmieście Podgórze Krowodrza Nowa Huta Ogółem
Wwyższy 6% 20% 7% 30% 21%
Podobny 35% 43% 20% 39% 37%
niższy 59% 37% 73% 31% 42%
Źródło: opracowanie własne na podstawie wyników badań
Tabela 3 . Typ zabudowy miejsca zamieszkania a opinie dotyczące poziomu przestępczości we 
własnej okolicy, w porównaniu z innymi obszarami miasta
Table 3 . The type of housing in a dwelling place and opinions concerning the level of crime in 
own neighbourhood, compared with other areas of the city
POZIOM 
PRZESTĘPCZOŚCI WE 
WŁASNEJ OKOLICY
Kamienice 
przedwojenne
Budownictwo 
wielorodzinne 
z okresu PRL
Nowe 
budownictwo 
wielorodzinne
Domy 
jednorodzinne
Wyższy 8% 37% 4% 15%
Podobny 31% 37% 45% 31%
Niższy 61% 26% 51% 54%
Źródło: opracowanie własne na podstawie wyników badań
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Zaprezentowane na kolejnych rycinach mapy Krakowa przedstawiają wyobra-
żenia badanych uczniów na temat rozmieszczenia czynów przestępczych. Zostały 
sporządzone na podstawie rozkładów częstości pozytywnych oraz negatywnych 
wyborów, liczonych oddzielnie dla każdego punktu. Mapa zbiorcza (ryc. 1), bę-
dąca wizualizacją opinii ogółu respondentów, powstała na podstawie o wskaźnika 
różnicowego: procent wyborów pozytywnych minus procent wyborów negatyw-
nych. Uzyskano w ten sposób dokładne pokrycie całego obszaru miasta wskaźni-
kami oceny danego miejsca, stopnia, w jakim przeważały tu wybory pozytywne 
nad negatywnymi lub odwrotnie. Otrzymane wskaźniki uproszczono, tworząc 
przedziały klasowe. Kolory „ciepłe” – (żółte aż do ciemnoczerwonych) oznaczają 
wybory obszarów uważanych za niebezpieczne, kolory „zimne” (jasnoniebieskie 
do granatowych) – wybory obszarów uważanych za bezpieczne. Im bardziej in-
tensywny kolor, tym większa różnica między wyborami pozytywnymi a negatyw-
nymi – i odwrotnie.
Analiza wyobrażeń respondentów na temat rozmieszczenia przestępczości 
wskazuje, że terenem najczęściej zaznaczanym jako niebezpieczny jest centrum 
Nowej Huty, aw szczególności rejon Osiedla Szkolnego (wskaźnik różnicowy 
o wartościach od 70 do 80%). To zdecydowanie najwyraźniej zaznaczająca się 
w świadomości uczniów przestrzeń ryzyka na terytorium miasta. Czynnikiem de-
terminującym taki stan rzeczy jest niewątpliwie funkcjonujący w społecznej świa-
domości stereotyp Nowej Huty jako obszaru o wysokiej przestępczości, mający 
źródła w latach 60. XX wieku. W tym czasie dzielnica była młodsza demogra-
fi cznie, posiadała inny skład społeczny mieszkańców, wpływający na słabe więzi 
społeczne, co przyczyniło się do zaistnienia na tym obszarze wysokiego poziomu 
przestępczości. Po latach sytuacja uległa zmianie. Według danych policyjnych, 
dzielnice położone w obrębie szeroko rozumianej Nowej Huty nie wyróżniają 
się negatywnie (zarówno pod względem bezwzględnej liczby przestępstw, jak 
i w przeliczeniu liczby czynów przestępczych na 1000 mieszkańców). Stereotyp 
ma jednak trwały charakter i w ciągu najbliższych lat opinie na temat Nowej Huty 
nie ulegną zapewne zmianie. Do innych negatywnie postrzeganych pod wzglę-
dem poczucia bezpieczeństwa obszarów można zaliczyć: Kurdwanów, Kozłówek 
oraz Azory (wskaźnik różnicowy o wartości 31–40%). Za obszary niebezpiecz-
ne uchodzą również: Prokocim, Bieżanów, Prądnik Czerwony, Mistrzejowice, 
Wzgórza Krzesławickie, Czyżyny i Bieńczyce. Tereny te stanowią grupę, w któ-
rej przewaga ocen negatywnych (określanie obszaru jako niebezpiecznego) nad 
pozytywnymi (określanie obszaru jako bezpiecznego) wynosiła od 21 do 30%. 
Przewaga ocen negatywnych nad pozytywnymi zaznaczyła się także w przypad-
ku starego Podgórza, Zabłocia, Płaszowa, Dąbia oraz starej części Ruczaju. Warto 
zwrócić uwagę, że poza przestrzeniami ryzyka, mającymi charakter swoistych 
„wysp” (na przykład Azory), można mówić o formach ciągłych, stanowiących 
pas terenów określanych jako niebezpieczne. Przykładem jest obszar w południo-
wej części miasta, ciągnący się od Kurdwanowa na zachodzie aż po Bieżanów 
na wschodzie. Inną zwartą formą jest obszar, w skład którego wchodzą: centrum 
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Nowej Huty, Wzgórza Krzesławickie, Bieńczyce, Mistrzejowice, Czyżyny oraz 
Prądnik Czerwony.
Obszarem uważanym przez uczniów za najbezpieczniejszy jest ścisłe centrum 
Krakowa, przede wszystkim teren Starego Miasta. Powyższy obszar ograniczony 
jest Alejami Trzech Wieszczów od zachodu i północy oraz ulicą Dietla od południa. 
Wskaźnik różnicowy osiąga tu wartości rzędu 60–70%. Inne tereny funkcjonujące 
w świadomości respondentów jako bezpieczne to zachodnia część Krakowa z Wolą 
Justowską, Lasem Wolskim i jego okolicami, a także tereny w pobliżu Tyńca. Poza 
wyżej wymienionymi za bezpieczne miejsce uchodzi również Mogiła.
Należy zauważyć, że pod względem fi zjonomicznym obszary określane jako 
niebezpieczne to przede wszystkim tereny charakteryzujące się zabudową wielo-
rodzinną z okresu PRL. Rejony uważane przez uczniów za bezpieczne cechuje 
przedwojenna zabudowa wielorodzinna (kamienice w centrum miasta) lub bu-
downictwo jednorodzinne.
Podsumowując można stwierdzić, że za najbardziej charakterystyczny ele-
ment analizowanej mapy zbiorczej należy uznać dwubiegunowość wskazań re-
spondentów. Biegunem wskazań pozytywnych jest ścisłe centrum miasta, a bie-
gunem wskazań negatywnych centrum Nowej Huty. Należy zwrócić uwagę, że 
pod względem zajmowanej powierzchni, a także liczby wyborów, więcej jest te-
renów charakteryzujących się przewagą wskazań negatywnych.
W porównaniu z wynikami uzyskanymi przez Guzika (2000), zauważalny jest 
brak Kazimierza wśród obszarów uważanych za niebezpieczne. Zdecydowanie 
mniej negatywnych ocen uzyskała również starsza część Podgórza. Należy tu 
uwzględnić fakt, że wspomniane badania były przeprowadzane na próbie respon-
dentów starszych niż w wypadku analizowanej przez autorów zbiorowości. Kazi-
mierz podlegał od kilku lat intensywnym procesom rewitalizacyjnym, w wyniku 
których stanowi współcześnie drugie po Starym Mieście centrum kulturalne Kra-
kowa. Należy więc sądzić, że funkcjonujący przez wiele lat stereotyp tego obsza-
ru, jako miejsca zamieszkania ludności o niskim statusie społecznym i związa-
nym z tym faktem wysokim poziomem przestępczości, nie został przejęty przez 
dzisiejszych krakowskich licealistów. Warto wspomnieć, że jedynie respondenci 
z Krowodrzy określali Kazimierz w nieznacznej większości jako obszar niebez-
pieczny (ryc. 2). Ciekawym problemem, nieanalizowanym w niniejszym opra-
cowaniu, jest pytanie o współczesne wyobrażenia na temat Kazimierza wśród 
mieszkańców Krakowa starszych niż badana grupa. Interesujące jest, czy wyob-
rażania uległy zmianie w ciągu ostatnich siedmiu lat, czy też nadal funkcjonuje 
wspomniany wcześniej stereotyp. Zastanawiające, że wśród obszarów „bezpiecz-
nych” licealiści nie wymieniali zbyt często Swoszowic, które w badaniu Guzika 
(2000) znalazły się na wysokiej pozycji.
W przypadku respondentów z Nowej Huty (ryc. 3) interesujący jest dość wy-
soki odsetek negatywnych wskazań w odniesieniu do własnego obszaru zamiesz-
kania. Zwraca także uwagę pozycja Mistrzejowic jako drugiej, po centrum No-
wej Huty, przestrzeni ryzyka. Ciekawym wynikiem jest także opinia licealistów 
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z Podgórza na temat głównych przestrzeni ryzyka (ryc. 4). Należy zauważyć, że 
obok centrum Nowej Huty, podobną rolę pełni w świadomości badanych obszar 
w południowej części miasta, ciągnący się od Kurdwanowa po Bieżanów. Miesz-
kańcy śródmieścia oraz osoby spoza Krakowa jako obszar niebezpieczny zazna-
czali przede wszystkim rejon centrum Nowej Huty. 
Wśród obszarów określanych jako bezpieczne dominowało wskazywanie ści-
słego centrum miasta. Jedynie w wypadku licealistów z Krowodrzy obszar cha-
rakteryzowany jako bezpieczny miał zdecydowanie większy zasięg przestrzenny 
i obejmował poza centrum także zachodnią część miasta (ryc. 5). O pozytywnej 
opinii na temat Starego Miasta decyduje przede wszystkim jego dobra znajomość 
wśród respondentów. Na jego obszarze zauważalne są częste patrole policji i stra-
ży miejskiej, które sprzyjają wzrostowi poczucia bezpieczeństwa. Pozytywne 
opinie w odniesieniu do zachodniej części miasta związane są w znacznej mierze 
z funkcją rekreacyjną, jaką pełnią dla mieszkańców Krakowa rejon Lasu Wolskie-
go oraz okolice Tyńca. Wola Justowska cieszy się natomiast od wielu lat opinią 
jednej z najbardziej prestiżowych dzielnic Krakowa, co wiąże się z pozytywnymi 
wyobrażeniami w odniesieniu do poczucia bezpieczeństwa na tym obszarze.
Według danych policyjnych, najwięcej przestępstw notuje się w centrum mia-
sta (ryc. 6), tymczasem obszar ten jest postrzegany przez mieszkańców jako naj-
bezpieczniejszy. Obszar uznawany przez młodzież za najbardziej niebezpieczny 
to centrum Nowej Huty. Dane policji wskazują natomiast, że wspomniana okolica 
nie wyróżnia się negatywnie pod względem liczby stwierdzonych przestępstw na 
1000 mieszkańców.
4. Wnioski
Zaobserwowano wyraźną rozbieżność między wyobrażeniami młodzieży, do-
tyczącymi rozmieszczenia przestępczości w przestrzeni miasta, a obiektywnym 
stopniem zagrożenia przestępczością. Widoczna jest ponadto tendencja do bar-
dziej pozytywnego postrzegania miejsca własnego zamieszkania. Należy stwier-
dzić, że wyobrażenia mieszkańców na temat przestępczości w znacznym stopniu 
mają charakter stereotypów.
Metoda psychokartografi czna dobrze sprawdziła się podczas badania percep-
cji zagrożenia przestępczością w Krakowie. Skonstruowane mapy wyobrażenio-
we pozwoliły na uzyskanie licznych informacji przestrzennych, w tym niektórych 
dotychczas niedostępnych w podobnych badaniach. Nowatorski sposób wizuali-
zacji uzyskanych opinii oraz prostota analizy stanowią niewątpliwie powody, dla 
których metoda powinna być rozwijana, szczególnie w zakresie analiz statystycz-
nych oferowanych przez program PsiMap. Ograniczeniem zastosowanej metody 
są niedoskonałości w wizualizacji uzyskanych danych, wynikające ze zróżnico-
wanych kompetencji kartografi cznych respondentów. 
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R ycina 1. Obszary niebezpieczne oraz bezpieczne w Krakowie w opinii uczniów
Figure 1 . Dangerous and safe areas in Krakow according to students
Źródło: opracowanie własne na podstawie wyników badań 
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Summar y
The perception of crime threat in Krakow. Example of using the 
method of psychocartography
Psychocartography is a research method from the fi eld of environmental psychology (Bańka 
2002; Bell et al. 2004) used in the research of the relation between the man and the environ-
ment. It enables the construction and analysis of social (psychological) maps of space qualities, 
such as maps of spatial preferences, sense of insecurity maps etc. The method has emerged 
from the cognitive maps research stream (i.e. Kitchin 1994, 1996; compare Bańka 2002; Bell et 
all 2004; Gendźwiłł 2006). It uses the approach suggested by Gould (Gould, White 1982) and 
adopts the data treatment from Geographical Information Systems (Widacki 1997). 
The authors have analysed the ideas of young people from Krakow regarding the crime 
distribution in the city’s space and compared them with the ideas of Krakow’s inhabitants from 
other age groups (Guzik 2000). It has to be stated, that children and youth fall victim to crime 
far more often than other age groups (Morgan, Zender 1992; Anderson et al. 1994; Aye-Maung 
1995; Brown 1995; Hartless et al. 1995; Loader et al. 1998; Pain, Francis 2004). Yet the per-
ception of the „space of risk” by young people is often ignored in the police analyses regarding 
the crime prevention policy (Pain 2003). The obtained results, consistent with conclusions of 
numerous other studies, show that the fear of crime level among the most of surveyed young 
people is relatively low (Maxfi eld 1994). A much higher level of fear of crime is characteristic 
for members of other age groups. There is a distinct domination (83%) of persons, which think 
that Krakow has a lower or a much lower number of committed crimes than other main urban 
centres in Poland. The obtained results show also a reduction of cognitive dissonance, that is (in 
this case) a rule of threat elimination beyond own neighbourhood (Smith 1986). 
A signifi cant difference between the ideas of crime distribution in the city by the young peo-
ple and the actual situation has been observed. The ideas of crime by the inhabitants are of stere-
otype kind. According to data collected by the police, most crimes are committed in the centre 
of the city while the inhabitants consider this area as the safest one. The area considered most 
dangerous by the young people is the centre of Nowa Huta district. The police’s data indicate, 
that a higher number of committed crimes per 1000 inhabitants does not distinguish this area.
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Narzędzia i metody GIS w zarządzaniu 
obszarami chronionymi
Zar ys treści : Artykuł przedstawia wybrane problemy zarządzania obszarami chronionymi, 
badane przy użyciu narzędzi i metod dostarczanych przez systemy informacji geografi cz-
nej. Przedstawione zostały podstawowe zalety GIS, w szczególności w odniesieniu do badań 
na obszarach chronionych. Następnie, przytaczając także przykłady z literatury, omówiono 
wybrane nurty badawcze w ochronie przyrody związane ze stosowaniem GIS: identyfi kację 
i wyznaczanie obszarów chronionych, badania efektywności ochrony, badania spójności sy-
stemów obszarów chronionych, monitoring bioróżnorodności i różnorodności genetycznej, 
jak również problem monitoringu działalności ludzkiej na obszarach chronionych. 
Abstrac t : The paper presents selected problems of protected areas management, which 
are researched with help of GIS tools and methods. Main advantages of GIS have been des-
cribed briefl y. Then, using examples from the literature of the fi eld, the main research stre-
ams related to GIS in nature protection have been presented: identifi cation and mapping 
of protected areas, protection eff ectiveness research, landscape connectivity for protected 
areas, monitoring of biodiversity and of genetic diversity, as well as monitoring of human 
activities within protected areas.  
S łowa k luczowe: obszary chronione, zarządzanie, GIS, metody
Key words: protected areas, management, GIS, methods
1. Wprowadzenie
Kontekst geografi czny, czyli odniesienie do przestrzeni, niezbędne jest za-
równo w większości badań przyrodniczych, jak i – w szczególnym stopniu 
– w każdej strategii zarządzania środowiskiem. Z tego powodu systemy informa-
cji geografi cznej stały się nieodzownym narzędziem w tych dziedzinach. System 
informacji geografi cznej, GIS, umożliwia bowiem sprawne uzyskiwanie, groma-
dzenie i analizowanie materiałów w wielorakich formatach (przestrzennych, opi-
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sowych itd.), pochodzących z różnych źródeł i dotyczących różnych aspektów 
środowiska, istotnych z punktu widzenia ochrony przyrody. Podstawowa zaleta 
GIS – zdolność integracji danych, uzyskiwanych w różny sposób i w różnych 
formatach, w jednym układzie odniesienia oraz szybkie przetwarzanie dużej licz-
by informacji – sprawia, że jest on szeroko stosowany w zarządzaniu obszarami 
chronionymi, obecnie niemal na każdym poziomie organizacyjnym, od lokalnego 
w parkach narodowych oraz w planowaniu przestrzennym gmin, po narodowy 
w pracy administracji państwowej na szczeblu ministerstwa. Ponadto, dzięki sto-
sowaniu tych samych lub możliwych do przekonwertowania formatów danych 
w wielu różnych krajach, GIS tworzy swoistego rodzaju „wspólny język” (Jerma-
czek 2006) dla międzynarodowych przedsięwzięć i planów ochrony przyrody. 
Celem niniejszego artykułu jest wskazanie szerokiego spektrum zagadnień 
poruszanych w pracach badawczych nad zastosowaniem narzędzi i metod GIS 
w ochronie przyrody, w szczególności dla obszarów chronionych. Zwrócono 
uwagę na różne poziomy (skale) badania obszarów chronionych, zarówno bada-
nia prowadzone tylko w granicach obszarów chronionych (lokalne), jak i badania 
całych systemów (sieci) obszarów chronionych – w skali lokalnej lub regional-
nej, a także wzajemnych relacji oddziaływania środowiska chronionego i terenów 
otaczających – jak również na prace podejmujące kwestie identyfi kacji i plano-
wania oraz na badania efektywności ochrony istniejących obszarów chronionych 
na poziomie dużych regionów geografi cznych lub całych państw. GIS w ochronie 
przyrody to temat podejmowany w badaniach geografów, leśników, biologów, 
ekologów, informatyków i przedstawicieli wielu innych nauk – temat wieloaspek-
towy i wielowątkowy. Niniejsza praca omawia jedynie wybrane nurty badawcze, 
związane ze stosowaniem metod i narzędzi GIS na obszarach chronionych. 
2. Podstawowe zalety GIS
Możliwości zastosowań GIS w zarządzaniu obszarami chronionymi są bardzo 
liczne (Kanellopoulos 2005). Narzędzie to stało się nieodzowne dla obszarów 
chronionych, w szczególności dla parków narodowych, a także w prowadzeniu 
gospodarki leśnej i urządzaniu lasu (Bartoszewski 2000; Grodzki 2005; Jachym 
2005), zarządzaniu gruntami, gospodarce wodnej, rolnej i planowaniu przestrzen-
nym, w zarządzaniu turystyką, w procesach monitoringu środowiska, waloryzacji 
krajobrazowej i przyrodniczej, przy usuwaniu skutków katastrof ekologicznych 
i w ratownictwie. 
Autorzy licznych opracowań podkreślają jedną z podstawowych i najważniej-
szych zalet GIS, jaką jest możliwość przetwarzania ogromnej liczby danych, nie-
odzowna przy modelowaniu procesów przyrodniczych, w ocenie planowanych 
przedsięwzięć (analizy wielokryterialne, wieloaspektowe) i w monitoringu dzia-
łań ochronnych (Cowling 2003; Goodchild 2003; Johnson 2007; Salem 2003). Do 
istotnych problemów zarządzania obszarem, w szczególności obszarem o dużej 
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powierzchni, zaliczyć trzeba wieloaspektowość oraz wielowymiarowość zbie-
ranych informacji, a co za tym idzie ich liczbę. Dane te muszą zostać opisane, 
przeanalizowane, a wysuwane na ich podstawie hipotezy badawcze lub dotyczące 
samego zarządzania – weryfi kowane. Te skomplikowane operacje na dużej licz-
bie danych, np. map tematycznych obszaru, dotyczących często kilkudziesięciu 
elementów środowiska przyrodniczego i antropogenicznego, możliwe są dzięki 
zastosowaniu GIS np. oprogramowania ArcGis. Kolejną ważną zaletą GIS są 
możliwości prognozowania na podstawie danych z długich okresów. 
Zastosowanie aplikacji i narzędzi GIS daje możliwość nowego spojrzenia na 
informacje nie tylko przestrzenne, ale i te dotyczące zmian w czasie. Park Naro-
dowy Amboseli w południowej Kenii wykorzystuje sprzęt i oprogramowanie GIS 
do przetwarzania danych pochodzących ze zdjęć lotniczych i satelitarnych w celu 
kartowania, analizowania i planowania zadań ochrony słoni oraz całego ekosy-
stemu. Obecnie kontrola miejsca przebywania stad słoni w regionie odbywa się 
z powietrza (przeloty nad obszarem), po czym następuje wprowadzanie tych da-
nych do systemu, wraz z informacjami dotyczącymi statusu społecznego osobni-
ków i warunków przyrodniczych. Do systemu zostały także wprowadzone wyniki 
badań wykonanych z ziemi w dużym przedziale czasowym, od roku 1972, dzięki 
czemu obecnie możliwe jest prognozowanie okresowych zmian rozprzestrzenie-
nia słoni, powodowanych typowymi dla nich reakcjami na zmiany środowiska 
i inne bodźce (Wayumba, Mwenda 2006). Poza prognozowaniem migracji gatun-
ków, GIS umożliwia projekcję zmian wielu elementów środowiska, przykłado-
wo zmian produkcji biomasy. Nawet dane satelitarne o małej rozdzielczości (np. 
1 km), ale regularnie zbierane w długim przedziale czasowym, dostarczają zarzą-
dom obszarów chronionych o tak dużej powierzchni, jak Park Narodowy Ambo-
seli, cennych informacji np. o okresowych, sezonowych, rocznych, wieloletnich 
zmianach roślinności i pokrycia terenu, a co za tym idzie – ilości i rozmieszczenia 
biomasy na badanym obszarze (Wayumba, Mwenda 2006). Informacje o produk-
cji roślinnej w regionie w relacji do danych dotyczących opadów, a następnie 
rozmieszczenia i demografi i populacji dzikich zwierząt, dają możliwość lepszego 
zarządzania całym obszarem chronionym. 
W połączeniu z systemami informacji geografi cznej, na obszarach chronio-
nych stosowane są także inne nowoczesne techniki, które umożliwiają przepro-
wadzanie niezbędnych w zarządzaniu przyrodą badań, takich jak: badania ra-
diotelemetryczne określonych gatunków, detekcja ultradźwiękowa w badaniach 
nietoperzy, techniki teleinformatyczne, np. kamery termowizyjne, fotopułapki, 
GPS, teledetekcja lotnicza i satelitarna oraz wiele innych (Jermaczek 2006). Tech-
niki tego typu, w połączeniu z GIS, idealnie się nadają do zastosowania na obsza-
rach, których bezpośrednia dostępność dla badań terenowych jest utrudniona, jak 
np. obszary wysokogórskie, podmokłe czy namorzynowe, szczególnie w takich 
miejscach, które, mimo trudnej dostępności, są częściowo eksploatowane gospo-
darczo przez człowieka. Stan lasów namorzynowych w Kiunga MPA (Morski 
Obszar Chroniony Kiunga) w Kenii oraz na terenach otaczających, badany był 
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za pomocą fotografi i lotniczych oraz zakrojonych na dużą skalę weryfi kujących 
badań terenowych (Kairo, Kivyatu, Koedam 2002). Mapy roślinności (1:25 000) 
zostały utworzone w środowisku GIS, co umożliwiło szybkie wprowadzanie, od-
świeżanie i analizowanie różnych typów danych w bardzo szybkim tempie. Mapy 
te, wspólnie z cyfrową informacją atrybutową, dostarczają narzędzi dla zarządza-
nia lasami namorzynowymi w Kiunga MPA, ze względu na możliwość wprowa-
dzania różnych opcji proponowanych rozwiązań i działań ochronnych, ich kom-
pilacji oraz przeglądania dla całego obszaru, a także ze względu na ułatwienie 
ich planowania, wprowadzania w życie i monitorowania. Zebranie danych doty-
czących całego obszaru umożliwia także podejmowanie decyzji ekonomicznych, 
gdyż na podstawie stwierdzenia stabilności ekologicznej danego siedliska można 
podjąć decyzję o sposobach i zakresie jego eksploatacji, w granicach zasad zrów-
noważonego rozwoju (Kairo, Kivyatu, Koedam 2002). Wskazywanie rozwiązań 
umożliwiających funkcjonowanie obszaru chronionego w zgodzie z rozwojem 
zrównoważonym jest także częstym tematem podejmowanym przez specjalistów 
z różnych dziedzin, choć nie zawsze wiąże się on z przeprowadzaniem komplek-
sowych analiz przy użyciu narzędzi GIS. 
3. Wyznaczanie i planowanie obszarów chronionych oraz 
badanie efektywności ich ochrony
Jeden z szeroko zakrojonych nurtów badawczych koncentruje się wokół kwe-
stii wyboru oraz ewaluacji terenów przeznaczonych na obszary chronione. Można 
tu wyróżnić co najmniej kilka problemów, które rozwiązują badacze, korzystając 
przy tym z dobrodziejstw nowoczesnej techniki. To m.in.:
 – identyfi kacja obszarów najbardziej istotnych z punktu widzenia ochrony 
przyrody w różnym ujęciu, np. 
• pod kątem bioróżnorodności
• różnorodności genetycznej populacji
• ochrony gatunków endemicznych lub zagrożonych wymarciem
• na poziomie lokalnym, regionalnym lub ogólnokrajowym
 – analizy działań dotyczących planowania i tworzenia nowych lub poszerza-
nia zakresu istniejących systemów obszarów chronionych
 – badanie efektywności ochrony zapewnianej przez istniejące obszary chro-
nione ekosystemom lub gatunkom reprezentatywnym dla danego regionu, 
kraju
3.1. Identyfi kacja potencjalnych obszarów chronionych 
i ich wyznaczanie
W zakresie badań nad identyfi kacją obszarów, które należy objąć ochroną, 
szczególne miejsce zajmują prace, w których przestrzeń analizowana jest za po-
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mocą kryteriów krajobrazowych i siedliskowych. Ze względu na to, iż rzadkie 
siedliska są coraz bardziej zagrożone fragmentacją, posługując się narzędziami 
GIS, wypracowano nowoczesne metody identyfi kacji i wyznaczania płatów sied-
liskowych, które powinny zostać objęte ochroną. Kryteria przyjęte w takich me-
todach ściśle wiążą się z charakterem badanego obszaru. Mogą to być np. proste 
kryteria abiotyczne, takie jak: obszar płatu, kształt płatu, odległość do obszarów 
odznaczających się takimi samymi warunkami siedliskowymi oraz typ użytko-
wania ziemi na obszarze otaczającym płat siedliska. Inne kryterium może stano-
wić występowanie gatunków wskaźnikowych, charakterystycznych dla danego 
regionu, na podstawie którego określane są granice płatów siedliskowych, obli-
czane na podstawie liczebności występowania osobników gatunku wskaźniko-
wego. Następnie porównuje się wyniki uzyskane po zastosowaniu obu kryteriów 
i identyfi kuje kluczowe skupiska płatów siedliskowych (Lee, Woddy, Thompson 
2001). Badania takie mogą być stosowane zarówno w celu wyznaczania nowych 
obszarów chronionych, jak i poszerzania już istniejących sieci obszarów chronio-
nych o nowe, istotne płaty siedliskowe. 
Jednym z głównych kierunków badawczych w zakresie identyfi kacji obsza-
rów najważniejszych z punktu widzenia zachowania bogactw środowiska przy-
rodniczego dla przyszłych pokoleń jest badanie stopnia bioróżnorodności. Okre-
ślenie bioróżnorodności na poziomie krajobrazu, oparte na danych uzyskanych 
z teledetekcji oraz na oprogramowaniu GIS, staje się coraz ważniejszym elemen-
tem planowania i zarządzania w ochronie przyrody (Armenteras, Gast, Villareal 
2003; Rouget, Cowling, Pressey, Richardson 2003). Badania nad różnorodnością 
wymagają dużej liczby zróżnicowanych informacji. Każda baza danych doty-
czących bioróżnorodności musi być osadzona w przestrzeni geografi cznej (ang. 
georeferenced), a także tak skonstruowana, by można było na jej podstawie prze-
widzieć miejsca, gdzie mogą się pojawić nowe populacje zagrożonych gatunków 
o ograniczonym znanym zasięgu występowania (Salem 2003). Informacje tego 
typu mają niebagatelne znaczenie dla zarządzania ochroną przyrody na szczeblu 
krajowym lub regionalnym. Wnioski stąd uzyskane pomagają wyodrębnić eko-
systemy, którym należy poświęcić więcej uwagi, oraz określić dokładnie w prze-
strzeni, które ich fragmenty wymagają zintensyfi kowania lub modyfi kacji działań 
ochronnych. 
3.2. Badania efektywności ochrony na obszarach chronionych
Jeden z częściej podejmowanych problemów badawczych z zakresu identyfi -
kacji obszarów priorytetowych, w szczególności w ostatnich latach, stanowi kon-
trola efektywności ochrony przyrody. Problematyka ta ujmowana jest zarówno 
w opracowaniach stopnia pokrycia obszarami chronionymi reprezentatywnych 
ekosystemów w regionie czy kraju (Balaguru i in. 2006), lub w badaniach podej-
mujących próby ustalenia wpływu wielkości powierzchni obszaru chronionego 
na zachowanie gatunków (Wiersma, Nudds, Rivard 2004), jak i w pracach bada-
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jących poszczególne gatunki, np. gatunki zagrożone wymarciem lub endemicz-
ne. Przykładowo, prowadzone są analizy, których celem jest określenie udziału 
gatunków endemicznych zabezpieczonych na obszarach chronionych w stosunku 
do ogólnej liczby gatunków endemicznych w kraju lub regionie (Bergl, Oates, 
Fotso 2007). 
W ujęcia naukowym, które uwypukla rolę powierzchni cennych ekosystemów 
objętych ochroną, wielu autorów skupia się na ocenie fragmentacji lasów i in-
nych ekosystemów oraz na badaniu reprezentatywności obszarów chronionych 
na danym obszarze, lub też w kraju, na poziomie ekosystemów. W tym celu wy-
korzystywane są najczęściej dane uzyskiwane z satelitów – w szczególności do 
sklasyfi kowania ekosystemów – weryfi kowane następnie podczas badań tereno-
wych na kilku losowo wybranych obszarach. Następny etap polega na zbadaniu 
zakresu występowania zidentyfi kowanych ekosystemów w granicach obszarów 
chronionych. Ma to na celu określenie reprezentatywności obszaru chronionego 
dla danego regionu, jak również stopnia ochrony danego ekosystemu w procen-
tach powierzchni, który jest charakterystyczny dla danego regionu (Armenteras, 
Gast, Villareal 2003). 
Powszechnie akceptowane stwierdzenie, że obszary chronione o dużej po-
wierzchni lepiej chronią lokalne gatunki, jest podważane przez naukowców, 
którzy analizują obszary chronione istniejące i projektowane oraz ich otoczenie, 
uwzględniając różnorodne cechy środowiska na poziomie krajobrazu, takie jak 
typy i intensywność użytkowania ziemi, a także zmian siedliskowych, typy po-
krycia terenu, wielkość populacji ludzkiej zamieszkałej wokół parku, gęstość ru-
chu turystycznego itd. Badania tego rodzaju – uwzględniające ponadto wytrzebie-
nie populacji pewnych gatunków ssaków, prowadzone w 24 parkach narodowych 
w Kanadzie, za pomocą metod i narzędzi dostępnych w systemach informacji 
geografi cznej (GIS) – pokazały, że dla zwiększenia szansy przetrwania lokalnych 
gatunków ssaków istotna jest nie tyle sama powierzchnia parku, ile jego otocze-
nie. Mały obszar chroniony może efektywnie chronić przyrodę pod warunkiem, 
że środowisko otaczającego go obszaru będzie się składać z odpowiednich sied-
lisk i typów pokrycia terenu (Wiersma, Nudds, Rivard 2004). 
Na niektórych obszarach dotychczasowe działania ochronne koncentrują się 
na jednym rodzaju siedliska albo na jednym gatunku docelowym, z pominięciem 
innych, równie ważnych i często biologicznie bogatych fragmentów środowiska 
lub gatunków o szerszym zasięgu występowania. Przykładem takiej sytuacji jest 
obszar położony wzdłuż południowej części granicy między Nigerią a Kameru-
nem, gdzie ochrona przyrody skupia się na nizinach. Autorzy badań prowadzo-
nych za pomocą narzędzi GIS dowodzą, że istniejący system obszarów chronio-
nych zapewnia słabą ochronę siedlisk górskich, ponieważ tylko niewielka ich 
powierzchnia jest objęta ochroną, a co za tym idzie – gatunków endemicznych 
związanych z tymi siedliskami. Analiza potencjalnych uzupełnień systemu ob-
szarów chronionych, możliwa dzięki zastosowaniu odpowiednich aplikacji, wy-
kazuje, że stworzenie wielu małoobszarowych miejsc chronionych w obszarach 
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górskich znacząco podniosłoby udział gatunków endemicznych objętych ochroną 
(Bergl, Oates, Fotso 2007). 
3.3. Badanie stopnia spójności systemów obszarów chronionych 
Autorzy badający stopień spójności (ang. connectivity) systemów lub sieci 
obszarów chronionych zwracają uwagę na jakość środowiska pomiędzy samymi 
obszarami chronionymi, zajmując się albo problematyką połączeń między nimi, 
czyli korytarzy ekologicznych, albo wpływem użytkowania ziemi w całym regio-
nie na efektywność ochrony na dnym obszarze. 
Badania korytarzy ekologicznych stanowią niezwykle szeroki nurt, w którym 
można odnaleźć prace autorów z wielu różnych dziedzin (Ament, Craighead, 
Gibeau, Heuer 1996; Herrero, Jevons 2000; Holzgang O. i in. 2001; Ruediger 
i in. 1999; Quinby P. i in. 1999; Walker, Craighead 1997). Do analizy koryta-
rzy ekologicznych za pomocą metod GIS potrzebne są dane przestrzenne, obej-
mujące, poza obszarem chronionym, także regiony położone poza granicami 
parku i przedstawiające położenie osiedli ludzkich, dróg, wszystkich rodzajów 
aktywności i działalności ludzkiej, jak również informacje dotyczące środowi-
ska przyrodniczego. Prace badawcze z tego zakresu mają często wymiar utyli-
tarny: park narodowy dostarcza danych do organów planowania przestrzennego, 
na podstawie których mają być zachowane korytarze migracyjne dla badanych 
gatunków. Ochrona korytarzy ekologicznych ma nie tylko wpływ na funkcjono-
wanie środowiska przyrodniczego, ale często także na lokalne społeczności. Po 
podjęciu działań ochronnych w stosunku do korytarzy ekologicznych oraz dzięki 
znajomości ich przebiegu, ludność miejscowa będzie mogła uniknąć konfl iktów 
ze zwierzętami, wynikających z lokowania inwestycji w miejscach ich migracji, 
a także skorzystać ekonomicznie z faktu istnienia korytarzy. W pewnych warun-
kach bowiem, np. w przypadku parku narodowego Amboseli w południowej Ke-
nii, tworzą one możliwość organizowania dla turystów popularnych obserwacji 
dzikiej przyrody (wildlife watching), co może się przyczynić do wzrostu dochodu 
mieszkańców (Wayumba, Mwenda 2006). 
Wielu autorów, prowadzących badania w dziedzinie zarządzania i wyznacza-
nia obszarów chronionych, zajmuje się analizowaniem zagospodarowania terenu 
pod kątem gęstości sieci drogowej (Ament, Craighead, Gibeau, Heuer 1996; Wal-
ker, Craighead 1997; Crist, Wilmer, Aplet 2005). Punktem wyjścia tych badań 
jest założenie, że obszary niepoprzecinane drogami, w szczególności te o dużej 
powierzchni, posiadają znaczący potencjał ochrony bioróżnorodności i ekosyste-
mów. Duża liczba prac z tego zakresu opisuje obszar północnych Gór Skalistych 
w USA. Analizy, przeprowadzane w oprogramowaniu GIS na podstawie zdjęć sa-
telitarnych i uzyskanych dzięki nim danych dotyczących pokrycia oraz wysoko-
ści terenu, obejmują m.in. porównywanie procentowego udziału różnych typów 
użytkowania ziemi w zależności od wysokości nad poziomem morza na obsza-
rach chronionych z typami użytkowania ziemi na zidentyfi kowanych wcześniej 
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obszarach bez dróg, a następnie także dla obu rodzajów obszarów (tzn. wspólnie 
dla obszarów chronionych oraz obszarów bez dróg). Wyniki analizy pokazują 
wpływ obszarów bez dróg na stopień spójności krajobrazu, a także ważność ob-
szarów bez dróg, które w tym szczególnym obszarze – północne Góry Skaliste 
– często chronią więcej rzadkich tu typów pokrycia terenu, niż istniejące obszary 
chronione. Dlatego naukowcy postulują włączenie zarządzania tymi obszarami 
bez dróg w kompetencje administracji obszarów chronionych (Crist, Wilmer, 
Aplet 2005). 
3.4. Oceny ekspertów a wyniki uzyskiwane za pomocą technik GIS 
i innych
Identyfi kacja obszarów priorytetowych dla ochrony przyrody może się od-
bywać w sposób bardziej tradycyjny, czyli na podstawie opinii ekspertów, lub 
w sposób określany jako systemowy, czyli opierających się na danych i analizach 
GIS. Oba sposoby mają swoje wady i zalety. Badania porównujące efektywność 
tych dwóch różnych sposobów planowania w ochronie przyrody pokazały, że 
mimo oczywistych zalet występujących w obu metodach, opinia ekspercka często 
wykazuje dość jednostronne ujęcie, mianowicie „realistyczne” (Cowling 2003). 
Pomija trudne do ochrony ze względów np. ekonomicznych, elementy środowi-
ska, które – z punktu widzenia systemowej, kompleksowej i obiektywnej anali-
zy danych – odgrywają niezwykle istotną rolę w regionalnym systemie ochrony 
przyrody. Jednocześnie opracowania ekspertów i praktyków przedstawiają kon-
kretne, innowacyjne i wykonalne projekty, które mogą wnieść znaczący wkład 
w regionalną ochronę przyrody. Ujęcie systemowe nie określa takich dróg pro-
wadzących do osiągnięcia celów ochrony. Zaletą opinii eksperckiej jest w tym 
przypadku zastosowanie praktycznej wiedzy o odporności występujących gatun-
ków na lokalne warunki oraz innej, której często nie da się zawrzeć w modelach 
komputerowych w postaci danych cyfrowych. Instytucje i organa zajmujące się 
planowaniem oraz zarządzaniem w ochronie przyrody powinny znaleźć sposób 
na integrację obu metod, w szczególności uwzględniając informację uzyskaną za 
pomocą analiz GIS. 
4. Monitoring na obszarach chronionych
Według polskiej ustawy o ochronie przyrody z dnia 16 kwietnia 2005 roku, 
monitoring przyrodniczy 
„... polega na obserwacji i ocenie stanu oraz zachodzących zmian w składnikach różnorod-
ności biologicznej i krajobrazowej na wybranych obszarach, a także na ocenie skuteczności 
stosowanych metod ochrony przyrody, w tym na obserwacji siedlisk przyrodniczych oraz 
gatunków roślin i zwierząt (…)”. 
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Prowadzone na świecie badania, dotyczące monitoringu przyrodniczego, 
w głównej mierze zwracają właśnie uwagę na bioróżnorodność oraz skuteczność 
stosowanych strategii ochrony danego obszaru. W literaturze zauważyć można 
także kierunek badawczy skupiający się na różnorodności genetycznej w popula-
cjach występujących na badanym obszarze. 
4.1. Monitoring bioróżnorodności
Najważniejszym narzędziem w procesie monitorowania bioróżnorodności 
jest obecnie system informacji geografi cznej (GIS), który ma zdolności przyjmo-
wania dużej liczby danych przestrzennych i nieprzestrzennych (atrybutowych). 
Informacje te są wykorzystywane zarówno w badaniach kierunkowych, specja-
listycznych, na konkretnych gatunkach, obszarach itp., jak i do monitorowania 
bioróżnorodności. Dane dotyczące występowania gatunków oraz rozmieszczenia 
siedlisk, zebrane w różnych przedziałach czasowych, pozwalają na monitorowa-
nie rozprzestrzeniania się oraz natężenia zmian w występowaniu badanych gatun-
ków. W zarządzaniu bioróżnorodnością na każdym szczeblu niezbędne jest zebra-
nie informacji oraz stworzenie bazy danych, co na poziomie krajowym oznacza 
konieczność utworzenia ogólnie obowiązujących strategii informacyjnych, takich 
jak np. zastosowanie konkretnego oprogramowania, opracowanie systemu zbiera-
nia danych na podstawie jednorodnych kryteriów itp. (Salem 2003). Wykorzysta-
nie GIS w praktyce, w celu monitoringu zagrożonego gatunku lub bioróżnorod-
ności, może polegać na nakładaniu map tematycznych, przedstawiających zasięg 
występowania danego gatunku (gatunków), na mapy obszarów chronionych, ist-
niejących oraz proponowanych. Uzyskane wyniki pozwalają na stworzenie bazy 
danych, obejmującej występowanie zagrożonego gatunku lub poziom bioróżno-
rodności w obszarach chronionych oraz poza nimi, obliczenie względnego, pro-
centowego wkładu, jaki wnosi konkretny obszar chroniony w ochronę zagrożone-
go gatunku lub bioróżnorodności, analizę luk (Scott, Schipper 2006), dzięki której 
identyfi kuje się obszary wymagające działań ochronnych, a także przedstawienie 
wielu innych zależności, które również można prezentować za pomocą map. 
4.2. Badania różnorodności genetycznej
Ochrona różnorodności genetycznej musi zostać poprzedzona analizą roz-
mieszczenia wariantów genetycznych w stosunku do systemu użytkowania ziemi 
i zmienności środowiskowej w skali regionalnej (Ji, Leberg 2002). Taka analiza 
wymaga nowoczesnego ujęcia integracji i analizowania danych dotyczących ge-
netyki oraz środowiska. Tego rodzaju integracja danych genetycznych z innymi 
danymi przestrzennymi jest przeprowadzana za pomocą aplikacji GIS. Wyniki 
badań genetycznych wprowadza się do bazy danych GIS, na przykład w celu 
stwierdzenia korelacji między różnorodnością genetyczną a użytkowaniem ziemi. 
Następnie dane przestrzenne zawarte w bazie danych GIS pomagają klasyfi kować 
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populacje reprezentatywne jako te, które są chronione przed presją antropogenicz-
ną, np. w parkach narodowych, rezerwatach, oraz te, które nie są chronione, np. 
na ziemiach prywatnych, w lasach państwowych itp. (Ji, Leberg 2002). Ta metoda 
jest przydatna zarówno do identyfi kacji populacji, których cechy genetyczne nie 
były reprezentowane w obszarach chronionych, jak i do wyznaczenia obszarów, 
na których można stwierdzić konieczność dodatkowych badań genetycznych 
przed podejmowaniem działań dotyczących zarządzania tymi obszarami. Może 
być ona stosowana przez organa zarządzające oraz przez genetyków, badających 
różne gatunki i przestrzenne rozmieszczenie typów markerów genetycznych. 
Ponadto stwierdzono, że analizy GIS, opierające się na podstawowych danych 
botanicznych i ekologicznych, w szczególności mikroklimatycznych, mogą być 
stosowane do badania ochrony drzew in situ. W pewnych warunkach metoda ta 
może dać prawidłowe wyniki wskazujące na genetyczne zróżnicowanie populacji 
drzew, bez wprowadzania faktycznych danych genetycznych (Hamann, Smets, 
Yanchuk, Aitken 2005).
4.3. Monitoring działalności człowieka 
Wielu badaczy w dziedzinie ekologii krajobrazu wyraża zaniepokojenie stop-
niem degradacji powodowanej przez człowieka na obszarach chronionych. Za-
burzenia środowiska w granicach obszarów chronionych oraz na terenach ota-
czających, wynikające z obecności i działalności człowieka w określonej skali, 
mogą być poddane analizie przy użyciu narzędzi GIS oraz zdjęć satelitarnych. 
Możliwości badania obejmują m.in. wpływ na środowisko takich zjawisk, jak: 
powstawanie inwestycji budowlanych, działalność człowieka w pobliżu osiedli 
ludzkich oraz drogi. Wyniki analiz pokazują, jak daleko sięga bezpośrednie ne-
gatywne oddziaływanie takich aktywności, np. w promieniu 1000 m od źródła 
(Zeng, Sui., Wu 2005), co powinno zwrócić uwagę administracji badanego obsza-
ru chronionego, aby wprowadziła odpowiednią strategię ochrony, mająca na celu 
ograniczenie tego typu działalności człowieka w danym rejonie. 
W tym zakresie duże znaczenie mają również badania, które dotyczą przy-
rodniczych skutków ruchu turystycznego na obszarach chronionych. Parki naro-
dowe, w szczególności te położone w bezpośrednim sąsiedztwie dużych obsza-
rów zurbanizowanych, ze względu na wysoką frekwencję oraz znaczny stopień 
fragmentacji środowiska naturalnego, powinny prowadzić monitoring rekreacji 
na ich obszarze. Sposoby uzyskiwania danych mogą być zróżnicowane, np. mo-
nitorowanie kamerami wideo, liczenie turystów na szlakach, specjalne ankiety 
przeprowadzane wśród odwiedzających oraz analizy przepustowości szlaków tu-
rystycznych (Arnberger, Hinterberger 2003). Wszystkie te informacje, zintegro-
wane w oprogramowaniu GIS, dają w wyniku analizy przestrzenne modele pre-
ferencji użytkowania parku przez odwiedzających, co przyczynia się do lepszego 
zarządzania tymi obszarami.
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5. Podsumowanie
Rozwój narzędzi i metod, których dostarcza nam system informacji geogra-
fi cznej, w postaci zarówno oprogramowania, jak i dodatkowej techniki, integro-
wanej z GIS, doprowadził do wyłonienia się nowej problematyki badawczej dla 
wielu różnych dziedzin nauki. Zarządzanie ochroną przyrody, które nieodzownie 
wiąże się z aspektem przestrzennym, w obecnej chwili staje się niemal niewyob-
rażalne bez zastosowania pomocy, jaką oferują systemy informacji geografi cznej. 
Jednak GIS, mimo że jest jedynie narzędziem do realizowania praktycznych ce-
lów ochrony, otwiera perspektywy badawcze dla rozwiązywania zarówno prob-
lemów praktycznych na szeroką skalę, jak i teoretycznych, takich jak porówny-
wanie efektywności różnych strategii ochronnych lub różnych proponowanych 
systemów obszarów chronionych. 
W obecnej dobie możliwości gromadzenia, przetwarzania i analizowania 
danych przestrzennych, jakie niesie z sobą rozwój techniki i oprogramowania, 
sprawiły, że stosowanie systemu GIS w identyfi kacji, planowaniu, kierowaniu 
i zarządzaniu na obszarach chronionych stało się niemal koniecznością. Wymaga 
tego utylitarny aspekt istnienia narzędzi GIS. Badania nad problematyką teore-
tyczną w ochronie przyrody wskazują jednak, że technika nie zawsze podaje jed-
no i zarazem najbardziej słuszne rozwiązanie. Dlatego nieustanny rozwój metod 
i narzędzi będzie jednocześnie nieustannie indukował nowe kierunki i ujęcia ba-
dawcze, wykorzystujące dla swych celów systemy informacji geografi cznej. 
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Summar y
GIS tools and methods in protected areas management
The development of tools and methods provided by GIS induces creation of new research 
streams. Especially nature protection gains on increasingly spread usage of GIS, because this 
technology constitutes a „common language” for international research and protection planning 
(Jermaczek 2006). Many researches emphasize advantages of GIS, such as the ability of stor-
ing, compiling and analyzing of big data amounts (Cowling 2003; Goodchild 2003; Johnson 
2007; Salem 2003), the possibility of prognoses for natural occurrences and protection actions 
outcomes, based on long-term data collected in GIS databases (Wayumba, Mwenda 2006) etc. 
The main research streams in nature protection, using GIS tools and methods, can be listed as 
follows: identifi cation and mapping of protected areas by different approaches, like habitat 
patches (Lee, Woddy, Thompson 2001) and biodiversity distribution (Armenteras, Gast, Vil-
lareal 2003; Rouget, Cowling, Pressey, Richardson 2003); protection effectiveness research 
(Wiersma, Nudds, Rivard 2004; Balaguru i in. 2006; Bergl, Oates, Fotso 2007); landscape con-
nectivity for protected areas (Ament, Craighead, Gibeau, Heuer 1996; Herrero, Jevons 2000; 
Holzgang O. i in. 2001; Ruediger i in. 1999; Quinby P. i in. 1999; Walker, Craighead 1997); 
monitoring of biodiversity and of genetic diversity (Salem 2003; Ji, Leberg 2002; Hamann, 
Smets, Yanchuk, Aitken 2005); as well as monitoring of human activities within protected areas 
(Arnberger, Hinterberger 2003).
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Wykorzystanie wysokorozdzielczego obrazu 
satelity Ikonos do opracowania mapy 
geomorfologicznej Tatr
Zar ys treści : Obraz wykonany przez satelitę Ikonos w sierpniu 2004 roku, obejmujący ob-
szar całych Tatr, otworzył nowe możliwości analiz i  reinterpretacji rzeźby wysokogórskiej. 
Ortofotomapa Tatr, opracowana na podstawie danych satelitarnych, stanowi bogate źródło 
informacji geografi cznej, umożliwiające opracowanie różnorodnych zagadnień tematycz-
nych, dotyczących całego masywu tatrzańskiego, z  uwzględnieniem czynnika asymetrii 
N-S. Szczególnie cenne są informacje dotyczące mało zbadanego zagadnienia przebiegu 
ostatnich etapów deglacjacji, zapisane w sekwencji form morenowych powyżej górnej gra-
nicy lasu. W artykule zaprezentowano przykłady wykorzystania metody GIS do opracowania 
mapy wysokogórskiej rzeźby Tatr.
Abstrac t : The high resolution Ikonos satellite image of the whole Tatra Mts. area has been 
created in August 2004 r. It opened up new possibilities of analysis and reinterpretation of 
alpine relief by taking into account the N-S asymmetry. Particularly valuable data are those 
concerning the problem of deglaciation which are recorded in the sequence of moraine 
forms above the timberline. The satellite orthofotomap of Tatra Mts. is the fi rst such valua-
ble source of geographical information, suitable in various geomorphologic analyses. Some 
examples of how to use GIS method to verify forms are presented. 
S łowa k luczowe: Ikonos, ArcGis, deglacjacja, mapa geomorfologiczna, Tatry
Key words: Ikonos, ArcGis, deglaciation, geomorphological map, Tatra Mts.
1. Zarys problemu
Historia badań geomorfologicznych w Tatrach liczy już co najmniej dwa wie-
ki. Pierwsze badania pojedynczych form, osadów, procesów oraz naukowe opisy 
rzeźby pochodzą z prac S. Staszica (1815) i L. Zejsznera (1849, 1856). Początko-
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wo powstawały opracowania typu opisowego i dotyczyły charakterystyki położe-
nia oraz wykształcenia form polodowcowych (wałów moren czołowych maksy-
malnego zasięgu zlodowacenia, wałów moren bocznych). Badania prowadzono 
na północnym skłonie Tatr Wysokich (Dolina Suchej Wody, Dolina Białki), gdzie 
formy glacjalne są dobrze wykształcone, wyraźne i eksponowane w rzeźbie. 
J. Partsch (1923) rozpoznał lodowce gruzowe w Tatrach i jako pierwszy roz-
począł kartowanie form polodowcowych; rezultatem jego badań było opraco-
wanie mapy zasięgu maksymalnego zlodowacenia w Tatrach Wysokich. Postęp 
prac badawczych i wykorzystanie metody kartowania terenowego umożliwiły 
stworzenie map geomorfologiczno-glacjologicznych dla północnego skłonu 
Tatr przez E. Romera (1929), B. Halickiego (1930), A. Gadomskiego (1936) i S. 
Lencewicza (1937) (Kotarba, Krzemień 1996). Okres syntez dotyczących rzeź-
by Tatr zamykają klasyczne opracowania monografi czne i kartografi czne rzeźby 
słowackich Tatr Wysokich M. Lukniša (1973) oraz rzeźby Tatr polskich w ujęciu 
genetyczno-chronologicznym M. Klimaszewskiego (1988). Opracowania te po-
wstawały niezależnie i według odrębnych kryteriów klasyfi kacji form, stąd duże 
różnice w treści map geomorfologicznych, które uniemożliwiają ich wykorzy-
stanie bez wcześniejszej reinterpretacji. Zaskakujący i godny podkreślenia jest 
fakt, że słowacka część Tatr Zachodnich, stanowiąca klasyczny przykład rzeź-
by wysokogórskiej w skali całych Karpat, nie została do tej pory opracowana 
pod względem geomorfologicznym. Obszar ten, włączony w obszar ochronny 
TANAP (Tatransky Narodny Park) dopiero 1 kwietnia 1987 roku (Nyka 1994), 
pozostawał niejako na uboczu działań naukowych. Mapa geomorfologiczna przy-
gotowana przez M. Lukniša (1973) obejmuje jedynie obszar Tatr Wysokich na 
wschód od Doliny Koprowej, stąd ponad połowa powierzchni słowackich Tatr 
nie ma kompleksowego opracowania geomorfologicznego. Ta znacząca luka nie 
pozwala spojrzeć całościowo na masyw Tatr z uwzględnieniem wskaźnika asy-
metrii, szczególnie istotnego dla funkcjonowania wysokogórskiego systemu mor-
fogenetycznego. Zatem, pomimo długotrwałych badań rzeźby, nie zostało jeszcze 
opracowane jednolite, spójne źródło informacji − mapa geomorfologiczna całych 
Tatr, dająca pełną informację o wykształceniu, funkcjonowaniu i rozwoju rzeźby 
najwyższej grupy górskiej Karpat.
Obecnie trwają prace nad stworzeniem pierwszego opracowania środowiska 
geografi cznego całych Tatr w ramach projektu „Atlas Tatr”. W jego ramach pla-
nowane jest przygotowanie pod redakcją A. Kotarby map głównych elementów 
rzeźby, ze szczególnym uwzględnieniem plejstoceńskich zlodowaceń oraz form 
holoceńskich w skali 1:50 000, obejmującej całe Tatry. Poważnym problemem 
jest zestawienie danych dotyczących rzeźby ze strony polskiej i słowackiej. Mapy 
geomorfologiczne M. Klimaszewskiego (1988) i M. Lukniša (1973) zostały opra-
cowane według różnych kryteriów tematycznych. W pierwszej z tych prac rzeź-
ba jest ujęta kompleksowo i genetycznie, w drugiej uwzględniono zagadnienia 
wpływu struktury podłoża na wykształcenie rzeźby oraz chronologię i zasięgi 
zlodowaceń. Opracowanie nowej mapy Tatr będzie więc wymagało stworzenia 
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jednej legendy do mapy geomorfologicznej oraz w dużej mierze weryfi kacji 
i uzupełnienia informacji o rzeźbie. Materiałem podstawowym i ważnym źród-
łem danych przestrzennych jest w tym projekcie ortofotomapa satelitarna.
2. Obraz satelity Ikonos jako źródło danych przestrzennych
Obrazy satelitarne stanowią niezwykle cenne i coraz częściej wykorzystywane 
źródło wiedzy o ukształtowaniu powierzchni ziemi. Analiza obrazu satelitarnego 
umożliwia rozpoznanie form linijnych, położonych powyżej górnej granicy lasu: 
przebieg wałów morenowych, granic cyrków lodowcowych, żlebów, rynien, stoż-
ków usypiskowych, rowów rozpadlinowych, nisz osuwiskowych, wałów i obni-
żeń będących elementami reliktowych lodowców gruzowych. 
Wysokorozdzielcze zdjęcie satelitarne Tatr wykonane zostało 24 sierpnia 
2004 roku i obejmuje zasięgiem obszar całych Tatr (Guzik i in. 2006). Obraz sa-
telitarny charakteryzuje się małym zacienieniem, korzystnym dla analiz rzeźby 
wysokogórskiej, a dzięki możliwości wzmocnienia obrazów spektralnych (4 m) 
z kanału panchromatycznego (1 m) wykazuje szczegółowość zbliżoną do śred-
nioskalowych zdjęć lotniczych (Guzik i in. 2006). Na podstawie danych posiada-
nych przez oba parki narodowe (Tatrzański Park Narodowy i Tatransky Narodny 
Park) wykonano także numeryczny model terenu (DEM), który jest niezbędny 
do ortorektyfi kacji zdjęć satelitarnych i przestrzennego zobrazowania rzeźby oraz 
analiz liczbowych. Zastosowanie oprogramowania ArcGIS umożliwia szerokie 
wykorzystywanie obrazu satelitarnego przy tworzeniu baz danych wektorowych 
i map, wykonywaniu analiz oraz wizualizacji danych przestrzennych (Guzik 
2006). W wyniku ortorektyfi kacji zdjęcia satelitarnego została wykonana ortofo-
tomapa Tatr w jednometrowej wielkości piksela. Na podstawie oprogramowania 
ArcScene ortofotomapa może zostać nałożona na cyfrowy model terenu, dając 
trójwymiarowy model ukształtowania powierzchni Ziemi. Model trójwymiaro-
wy przede wszystkim dostarcza informacji o rzeźbie, umożliwiając w ten sposób 
analizowanie w przestrzeni form geomorfologicznych i oglądanie ich ze zwykle 
niedostępnych miejsc. W przeciwieństwie do wysokorozdzielczych zdjęć lotni-
czych, trójwymiarowy model rzeźby Tatr po raz pierwszy umożliwia analizę rzeź-
by z dowolnie wybranego kąta obserwacji, wybranej wysokości i z odpowiednim 
kontrastem barw oraz odcieni. Stanowi przez to doskonałą podstawę do badania 
położenia skomplikowanych sekwencji form trudno obserwowalnych w terenie: 
wałów morenowych, linearnych systemów współkształtnych grzbietów i obniżeń 
będących elementem lodowców gruzowych, lobów gruzowych, wałów niwal-
nych itp. Model ten jest więc cennym źródłem danych służących odtworzeniu 
przebiegu i typu deglacjacji w Tatrach. 
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3. Wykorzystanie GIS jako narzędzia przy charakterystyce 
rzeźby 
Jak dotąd, najmniej informacji posiadamy na temat rzeźby uformowanej 
u schyłku glacjału i na początku holocenu w warunkach morfogenezy glacjalnej 
i peryglacjalnej (Kaszowski i in. 1988; Libelt 1988). W okresie tworzenia mapy 
geomorfologicznej Tatr polskich nie wydzielano w rzeźbie kotłów i stoków wy-
sokogórskich reliktowych lodowców gruzowych, a lobowate nabrzmienia gruzo-
we w najwyższych częściach kotłów sklasyfi kowano jako typ moren nazwany 
jęzorami gruzowymi (Klimaszewski 1988). Na mapie geomorfologicznej Tatr 
w skali 1:30 000 M. Klimaszewski (1988) zaznaczył położenie całej sekwencji 
form związanych z rozwojem lodowców i deglacjacją w dolinach oraz kotłach 
tatrzańskich, a więc system ważniejszych wałów recesyjnych moren czołowych 
i bocznych. Duży rozmach opracowania sprawił, że w polskiej części Tatr Za-
chodnich w sposób bardzo pobieżny i w większości niewystarczający został opra-
cowany zespół form związanych z ostatnim, późnoglacjalnym etapem zaniku lo-
dowców. Formy akumulacji glacjalnej wypełniające dna cyrków polodowcowych 
są w tej części Tatr mniejsze, słabiej wykształcone niż w Tatrach Wysokich, częś-
ciowo zdegradowane oraz tworzą bardzo skomplikowany układ całych sekwen-
cji przeplatających się morenowych wałów gruzowych, jęzorów i lobów lodow-
ców gruzowych (ryc. 1). Formy akumulacyjne są skupione na małym obszarze, 
miejscami nachodzą na siebie różnowiekowe osady i wały gruzowe (Kaszowski 
i in. 1988). Tego typu kompleks ablacyjny tworzył się w wyniku gruzowienia lo-
dowców cyrkowych stagnujących przez długi czas w obrębie kotłów (Johnson 
1974). Warunki deglacjacji na północnym skłonie Tatr Zachodnich, z uwagi na 
mniejszą wysokość den kotłów, były zupełnie inne niż w Tatrach Wysokich (Ko-
tarba 1992). W trakcie deglacjacji podnosiła się sukcesywnie wysokość linii wie-
loletniego śniegu. W Tatrach Wysokich kotły położone są wyżej i przez to dłu-
żej mogły w nich funkcjonować typowe lodowce glacjalne, które znaczyły swe 
fazy postojowe wałami morenowymi. Kotły w Tatrach Zachodnich w ostatnim, 
późnoglacjalnym etapie deglacjacji położone były poniżej linii równowagi bilan-
sowej lodowców w obrębie dziedziny peryglacjalnej, stąd większa liczba form 
gruzowych (w tym lodowców gruzowych) oraz mniej klasycznych, pojedynczych 
wałów moren recesyjnych niż w Tatrach Wysokich. Lodowce Tatr Zachodnich 
zajmowały u schyłku glacjału miejsce w dnach zacienionych kotłów, jęzory lo-
dowcowe położone poniżej linii wieloletniego śniegu ulegały w warunkach pe-
ryglacjalnych pokryciu gruzem i przekształceniu w lodowce gruzowe. Cały ten 
skomplikowany system moren recesyjnych, lodowców gruzowych i wałów usy-
piskowych (ang. protalus lobes) możliwy jest do zanalizowania i opracowania 
w postaci mapy o dużej szczegółowości na podstawie ortofotomapy satelitarnej 
Tatr (ryc. 2). 
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R ycina 1. Model 3D Kotła Salatyńskiego Przedniego z zaznaczonymi formami wałów gruzowych, 
wygenerowany z pomocą oprogramowania ArcScene
Figure 1 . 3-Dimensional model of the Przedni Salatynski cirque, debris ridges sequences are 
generated with help of Arc Scene software
Źródło: opracowanie własne
Pomocna w rozpoznaniu faz postojowych lodowców tatrzańskich jest analiza 
przebiegu reliktowych rynien wód marginalnych, które znaczyły granice boczne 
jęzora lodowcowego. Na zdjęciu satelitarnym formy te są znakomicie widoczne, 
gdyż pozbawione zarośli kosodrzewiny. 
Ostatni etap deglacjacji, charakteryzujący się obfi tą dostawą materiału gru-
zowego ze stoków oraz obecnością płatów wieloletniego śniegu, znaczą formy 
wałów niwalnych (ang. protalus ramparts) (Ballantyne 1987; Rączkowska 1992; 
Hall, Meiklejohn 1997). Formy te występują w Tatrach powszechnie, są duże 
i dobrze widoczne na zdjęciach lotniczych oraz satelitarnych, jednak do tej pory 
nie opracowano kompleksowo ich występowania na terenie Tatr. 
Najbardziej dyskusyjne zagadnienie, szeroko opisywane w światowej lite-
raturze geomorfologicznej, jest związane z lodowcami gruzowymi (Heaberli 
1985; Barsch 1987; Giardino i in. 1987). Ważnym problemem, który pozostaje 
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wciąż mało poznany, jest rola lodowców gruzowych w morfogenezie glacjal-
nej Tatr (Kotarba, Krzemień 1996). Lodowce gruzowe po raz pierwszy zostały 
rozpoznane przez J. Partscha (1923) w Tatrach Wysokich, po stronie słowackiej 
próbę klasyfi kacji i charakterystykę rozmieszczenia tych form na podstawie ana-
lizy zdjęć lotniczych przedstawili A. Nemčok i T. Mahr (1974). Analiza zdjęcia 
Ikonosa przy użyciu oprogramowania ArcScene umożliwia wstępne rozpoznanie 
cech wskaźnikowych lodowców gruzowych i dostarcza informacji do weryfi kacji 
terenowej (ryc. 3). Pierwszym krokiem umożliwiającym rozpoznanie roli lodow-
ców gruzowych w morfogenezie Tatr jest utworzenie dla całego masywu katalo-
gu form gruzowych, które posiadają cechy diagnostyczne lodowców gruzowych, 
a więc nabrzmienie o wypukłym kształcie, system naprzemianległych grzbietów 
i rowów (ang. ridges and furrows), położenie w stosunku do dostawy materiału ze 
stoków itp. (Barsch 1987; Kääb,Weber 2004). Oprogramowanie ArcScene umoż-
liwia nakładanie na cyfrowy model terenu map tematycznych. Cenne informacje 
R ycina 2. Mapa rozmieszczenia form z deglacjacji w Kotle Salatyńskim Przednim opracowana na 
podstawie analizy zdjęcia satelitarnego Ikonos w programie ArcMap
Figure 2 . Location of the deglaciation forms sequences inside the Salatynski Przedni cirque, ef-
fect of satelite image analyses by ArcMap software
Źródło: opracowanie własne
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dotyczące prawidłowości wykształcenia rzeźby w obszarach górskich daje nało-
żenie mapy geologicznej na numeryczny model terenu. Rezultatem jest otrzyma-
nie informacji przestrzennej o uwarunkowaniach strukturalnych wykształcenia 
rzeźby, jednostkach tektonicznych i litostratygrafi cznych, o ich przebiegu oraz 
granicach (ryc. 4). Wykorzystanie ortofotomapy i oprogramowania ArcGis do-
starcza nowych metod służących do analiz morfologicznych. Umożliwia między 
innymi prowadzenie pomiarów i obliczeń, konstruowanie map, tworzenie modeli 
trójwymiarowych rzeźby, poglądowych, tematycznych wizualizacji przestrzen-
nych. Szerokie możliwości wykorzystania obrazu satelitarnego Ikonosa czynią 
z niego wartościowe źródło informacji w badaniach rzeźby wysokogórskiej.
R ycina 3. Obraz 3D reliktowego lodowca gruzowego w Dolinie Spalonej (Tatry Zachodnie, Sło-
wacja) z zaznaczonym zespołom form (ridges and furrows) 
Figure 3 . 3D image on the relict rock glacier in the Spalona Valley (western Tatras Slovakia), with 
the distinctive ridges and furrows relief 
Źródło: opracowanie własne
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4. Wnioski
Wykorzystanie metod GIS w geomorfologii od dawna stanowi ważne, pośred-
nie źródło informacji o wykształceniu rzeźby, a także jest przydatnym narzędziem 
do analiz morfometrycznych. Zaletę tej metody stanowi łatwość generowania 
dużej liczby informacji o dużej dokładności z uwzględnieniem odniesienia prze-
strzennego. Zdjęcia satelity Ikonos stanowią cenne źródło danych przestrzennych 
dla obszaru całych Tatr. Z uwagi na brak spójnego, kompleksowego opracowania 
rzeźby całego masywu tatrzańskiego, a także ze względu na problemy dotyczące 
faz zaniku lodowców podczas ostatniego zlodowacenia bardzo przydatne będzie 
wykorzystanie danych cyfrowych z satelity Ikonos. Konieczna jest reinterpreta-
cja map morfologicznych w świetle najnowszych poglądów dotyczących rozwoju 
R ycina 4. Obraz 3D budowy geologicznej rejonu Wołowca, powstały w wyniku nałożenia mapy 
geologicznej na model terenu
Figure 4 . 3.D image of the geological setting in Wołowiec region, as the result of superposition 
geological map on DEM 
Źródło: opracowanie własne
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rzeźby obszarów wysokogórskich z uwzględnieniem lodowców gruzowych, wa-
łów niwalnych i innych form deglacjacji. Jedynie całościowe spojrzenie na prob-
lematykę geomorfologiczną Tatr dostarcza pełnej informacji co do wykształcenia, 
rozwoju i funkcjonowania wysokogórskiej rzeźby tego obszaru. Ortofotomapa 
satelitarna Tatr, opracowana na podstawie obrazu satelity Ikonos, jest dobrym na-
rzędziem do poznania rzeźby najwyższego pasma Karpat.
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Summar y
Using high resolution Ikonos satellite image to create geo-
morphologic map of the Tatra Mts.
Satellite images are valuable source of geomorphologic information about alpine relief. There 
has been no coherent, complex study of the relief of the whole Tatra massif. In spite of the long-
lasting investigations in the Tatra Mts. (Zejszner 1849, Lukniš 1973, Klimaszewski 1988), the 
studies provided neither full, complex information about relief development, nor an overall 
characteristic of the highest Carpathian chain. The crucial problems are the different scientifi c 
approach on the Polish and Slovak side of the mountains and the lack of one, common geo-
morphologic map showing the relief on both sides. GIS and satellite numeric data could be 
very useful in creating comprehensive model of the Tatra Mts. relief. These method opened 
up new possibilities of analysis and reinterpretation of alpine relief by taking into account the 
N-S asymmetry. The use ArcGis software enables to analyse morphological forms from usually 
inaccessible places (Guzik at all 2006). The advantage of the GIS method in geomorphology is 
generating a large number of new information with the spatial references. The use of an ortho-
fotomap and ArcGis software delivers several new methods of morphoanalyses, it enables mak-
ing measurements and calculations, maps construction, creating 3D models of relief, thematic 
spatial visualizations etc. Thus, it is an opportunity to make a catalogue of poorly recognized 
forms like relict rock glaciers (Kotarba 1992, Nemčok, Mahr 1974), protalus ramparts, ablation 
complexes with morainic sequences etc. and to help to construct the fi rst geomorphologic map 
of the Tatra Mts.
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w świetle najnowszych badań geografi i 
politycznej
Zar ys treści : Celem artykułu jest zwrócenie uwagi na zmianę rozumienia takich pojęć, jak 
granica, region, państwo narodowe czy regionalizm, oraz uwidocznienie wzrostu znaczenia 
współpracy między regionami jako czynnika umożliwiającego rozwój społeczno-gospodar-
czy i zmniejszającego dysproporcje między regionami (np. granicznymi, tutaj: współpraca 
jako sformalizowana instytucja euroregionu). 
Abstrac t : The main purpose of this article is to attract attention on changes which take pla-
ce in the understanding of such concepts as: border, region, national state and regionalism, 
and to show how regional co-operation becomes more and more meaningful, being the 
main factor which enables the socio-economic development of regions and which reduces 
the disproportions among them (with the example of an euroregion).
Słowa k luczowe: region, regionalizm, współpraca regionalna i  transgraniczna, eurore-
gion
Keywords: region, regionalism, regional co-operation, euroregion
1. Wprowadzenie
W erze globalizacji geografi a polityczna musi na nowo zdefi niować dziedziny 
swoich zainteresowań i na nowo określić pojęcie granicy. Według wcześniejszych 
teorii, „naturalna” granica widziana była jako „mur” oddzielający suwerenne pań-
stwo, gdzie władzę sprawował dany naród, czyli „ściana” odcinająca tzw. kon-
tener władzy (power container) od innego suwerennego państwa. Najnowszym 
kierunkiem badań w geografi i politycznej powinny być studia nad problematyką 
granic, ponieważ właśnie współdziałanie w ramach sieci w postaci współpracy 
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transgranicznej „na zewnątrz” granic pomniejsza znaczenie systemów państw 
narodowych (Agnew 2002). W klasycznej geografi i granica była równoznaczna 
z barierą, która oddzielała obszar „wewnątrz” od obszaru na „zewnątrz” państwa. 
Współpraca międzynarodowa w sieci, przekraczając obszary suwerennych państw, 
uniemożliwia krajom narodowym całkowite kontrolowanie swoich granic. Proces 
ten opisywany jest jako tzw. „przeciekający kontener” (leeking container). Ta teo-
ria przypisuje większe znaczenie lokalnym aktorom i indywidualnym jednostkom 
(np. regionom lub organizacjom) niż państwom. Współcześnie zmienia się także 
obraz państwa jako zamkniętego kontenera na obraz otwartej sieci z łatwymi do 
przekroczenia granicami (Anderson, Bigo 2003).
2. Idea regionu i idea regionalizmu
Europa regionów jest ideą popularną w dzisiejszych czasach. „Region” jest 
pojęciem wiążącym się ze społecznością lokalną, tożsamością lokalną, ideą ma-
łych ojczyzn. Niesie on określone, pozytywne wartości. Można więc uznać, że 
region oznacza społeczność zamieszkującą określone terytorium, powiązaną 
wspólną historią i kulturą, świadomą swojej odrębności od innych społeczności 
i wyróżniającą się w sposób obiektywny. Wyraźne wzmocnienie idei regionów 
nastąpiło wraz odnotowaniem wyraźnego poziomu bezpieczeństwa na stopniu 
ponadnarodowym oraz narodowym (Zuba 2002).
Region był często jednoznaczny z jednostką administracyjną, co wiązało się 
z rozumieniem regionu jako terytorium. Jego mieszkańcy podlegali prawu okre-
ślonego władcy. Granica terytorium była ściśle wyznaczona, a zamieszkująca je 
populacja stanowiła wspólnotę charakteryzującą się wieloma powiązaniami, zaś 
stosunki polityczne były stosunkowo trwałe. W stosunkach międzynarodowych 
operuje się często pojęciem regionu na podstawie przesłanek naturalnych. Po-
działy geografi czne i granice naturalne określają przestrzeń, która charakteryzuje 
się jednolitymi, specyfi cznymi sposobami gospodarowania i elementami życia 
kulturalnego. Innymi wyznacznikami regionu są jego odmienność od otaczające-
go obszaru i wewnętrzna jednorodność. 
W świetle obecnej polityki państw europejskich region to najwyższa jed-
nostka organizacji terytorium państwa, bez względu na jego formę ustrojową, 
o relatywnie dużej powierzchni i znacznej liczbie ludności. Region jest obszarem 
względnie jednolitym. W jego ramach jest prowadzona – stosowna do potrzeb 
i uwzględniająca jego specyfi kę – samodzielna polityka gospodarcza, społeczna 
i kulturalna. Instytucje terytorialne zarządzające regionem powinny się charak-
teryzować dużą niezależnością od państwa. W ten sposób rozwój regionalizmu 
jest prowokowany przez działalność ustawodawcy, tworzącego ramy prawne 
dla samorządności lokalnej. Region może być rozumiany jako podmiotowa spo-
łeczność terytorialna, w pełni korzystająca z prawa do stanowienia i samorządu. 
Występuje ona przeciw tradycyjne pojętemu państwu, natomiast opowiada się za 
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integracją ponadpaństwową. Ideą jest świat współpracujących z sobą regionów, 
które działają w strukturach regionalnych, gdyż same nie są w stanie rozwiązać 
złożonych problemów. Jednak regionalne korporacje terytorialne powinny być 
podporządkowane i skoordynowane z centralnymi organami władzy państwa, 
a najkorzystniejsza jest sytuacja, gdy zostanie osiągnięta równowaga między 
spójnością państwa a zakresem samodzielności regionów. Warunkiem koniecz-
nym do rozwoju regionalnego jest uczestnictwo jednostek i wspólnot. Muszą być 
one gotowe do zmiany ustalonego porządku i zastąpienia go innym. Taka party-
cypacja utożsamiana bywa z decentralizacją władzy i zarządzania, cesją upraw-
nień zarezerwowanych dotychczas organom centralnym na rzecz władz szczebla 
niższego. 
Początkiem rzeczywistej polityki regionalnej w Europie było powołanie w ro-
ku 1975 w ramach Wspólnot Europejskich, Europejskiego Funduszu Rozwoju 
Regionalnego (FEDER), który rozdzielał fundusze wspólnotowe na rzecz naj-
słabiej rozwiniętych regionów. Szczególnie po przyjęciu do Wspólnoty Grecji, 
Hiszpanii i Portugalii zaczął on pełnić ważną rolę. W roku 1987 wszedł w życie 
Jednolity Akt Europejski (JAE), w którym podniesiono problem zmniejszenia 
„zacofania” regionów mających niekorzystne warunki rozwoju. W roku 1992 
Traktat z Maastricht, głosząc zasadę subsydiarności, dał podstawę do utworzenia 
Komitetu Regionów. Na jego podstawie przedstawiciele regionów mogą zasiadać 
w Radzie Ministrów Wspólnot Europejskich, gdy omawiane są kwestie regionu. 
Uznaje on także region za podmiot współpracy w ramach Unii Europejskiej (Ma-
lanowski, Ratajczak 2000). Koncepcja Europy regionów zyskała na wymiarze 
realnym po powstaniu w 1985 roku Zgromadzenia Regionów Europy oraz utwo-
rzeniu w 1994 Komitetu Regionów – który od roku 1997 stanowi organ doradczy 
i opiniodawczy Unii (Zuba 2002). W jego skład wchodzi 222 członków, którzy 
konsultują sprawy dotyczące kultury, edukacji, transportu, zdrowia, społecznej 
i gospodarczej spoistości regionów. Misją regionu jest wyrównywanie różnic 
między regionami Unii, jak również działanie na rzecz gospodarczej i społecznej 
jednolitości na szczeblu regionalnym.
3. Współpraca międzyregionalna, region transgraniczny 
i współpraca transgraniczna
Współpraca regionalna oznacza tworzenie związków społeczności regional-
nych, lokalnych lub obszarów z innymi podobnymi strukturami poza terytorium 
jednego państwa. Formy współpracy to m.in. kontakty naukowe, kulturalne, 
gospodarcze miast i regionów poszczególnych państw, tzw. idea „miast bliźnia-
czych”. Jest to najczęściej współpraca spontaniczna, nawiązywana bez udziału 
władz centralnych. Sprawne współdziałanie społeczności lokalnych, szczególnie 
na terenach sąsiadujących, przygranicznych, może doprowadzić do zmiany zasię-
gu i charakteru współpracy międzynarodowej (Malanowski, Ratajczak, 2000). Te 
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kontakty umożliwiają zmniejszenie dysproporcji międzyregionalnych w pozio-
mie rozwoju, są one także ważnym narzędziem w procesie integracji europejskiej 
(Kańduła, 2004).
Współpraca regionalna i grupowe rozwiązywanie problemów oraz kreatyw-
ność i spontaniczność płynące ze współpracy dają dwóm jednostkom przewagę 
w nowoczesnym świecie globalizacji. Europa uznaje współpracę regionalną za 
niezbędny warunek rozwoju współpracy wielostronnej w skali całego konty-
nentu (Zuba 2002). Motywem nadrzędnym tworzenia ugrupowań regionalnych 
jest dążenie do przezwyciężenia istniejących dotychczas w Europie podziałów. 
Wykorzystuje się podobieństwa historyczne, kulturowe, polityczne, gospodar-
cze i społeczne oraz naturalną bliskość geografi czną, żeby jak najwięcej państw 
włączyło się do współpracy regionalnej. Współpraca subregionalna i regionalna 
odgrywała rolę pośrednika w procesie integracji europejskiej. Obszary, które były 
zbliżone kulturowo, graniczyły z sobą i łatwiej nawiązywały współpracę (Mala-
nowski, Ratajczak 2000). 
Szczególną odmianą współpracy regionalnej jest „kooperacja” transgranicz-
na, która według Europejskiej Karty Regionów Granicznych i Transgranicznych 
oznacza 
„... współpracę sąsiedzką przylegających do siebie regionów granicznych lub współpracę 
zagraniczną władz szczebla regionalnego i lokalnego, organizacji lub instytucji reprezentu-
jących obszary graniczne. Jej celem jest łagodzenie niekorzystnych skutków istnienia gra-
nic i niekorzystnego położenia terenów przygranicznych na narodowych obrzeżach państw 
oraz ma ona także za zadanie poprawę warunków życiowych mieszkającej tam ludności” 
(Europejska Karta Regionów Granicznych i Transgranicznych 1996).
Z kolei, według Europejskiej Konwencji Ramowej, defi niującej współpracę 
transgraniczną między wspólnotami i władzami terytorialnymi jest ona 
„... każdym wspólnie podjętym działaniem mającym na celu umocnienie i rozwój sąsiedz-
kich kontaktów między wspólnotami i władzami terytorialnymi dwóch lub większej liczby 
stron, a także (...) jest nią zawarcie porozumień i przyjęcie uzgodnień koniecznych do rea-
lizacji takich zamierzeń”. 
W rzeczywistości współpraca transgraniczna dotyczy najczęściej: gospodar-
ki, problemów społecznych, prawa, administracji, nauki i technologii. Dwie jej 
główne cechy wiążą się z bezpośrednim współdziałaniem sąsiadujących z sobą 
obszarów przygranicznych, a także regionalną, ewentualnie lokalną płaszczyzną 
współpracy.
Za przygraniczne uważa się „regiony zlokalizowane po obu stronach grani-
cy”. W związku z mnogością granic można wyróżnić wiele różnych ich kategorii. 
Regiony te charakteryzuje także występowanie w nich przeszkód utrudniających 
współpracę (Borys, Panasiewicz 1997). Regiony przygraniczne często są to (lub 
były) także tzw. regiony problemowe, reprezentujące niedostateczny poziom roz-
woju – wspólnej infrastruktury (drogi, kanały, koleje itd.) (Jasiński 2000). Często 
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właśnie pragnienie przezwyciężenia wspólnymi siłami tych problemów stanowi 
impuls do tworzenia euroregionów. Ich powołanie i współpraca między nimi ma 
być stymulatorem rozwoju. Pierwszym krokiem na tej drodze jest rozwój różno-
rodnych form współpracy przygranicznej (Eberhardt 1994). Można mówić tak-
że o drugim, pozapraktycznym wymiarze tego rodzaju współpracy. Ma ona za 
zadanie również „rozrzedzanie” granic – często o charakterze barier lub wręcz 
równoznacznych z nimi (np. bariery ekonomiczne, organizacyjne, polityczne 
i społeczne). 
Za graniczne uznaje się obszary położone w pobliżu granicy, zróżnicowanie 
etnicznie i kulturowo, znajdujące się na obrzeżach co najmniej dwóch państw. 
Są to obszary peryferyjne dla obu państw. W momencie gdy zaistnieje tu zjawi-
sko współpracy ponadgranicznej, można przyjąć, że są one obszarem współpracy 
transgranicznej (albo obszarem transgranicznym). Zatem region transgraniczny 
to „fragment przestrzeni” po obu stronach granicy, jednolity geografi cznie, po-
siadający wspólne tradycje kulturowe, którego ludność zamierza współpraco-
wać lub współpracuje (Malanowski, Ratajczak 2000). Położenie przygraniczne 
(tzn. wzdłuż granicy państwa) rejonów administracyjnych skłania do współpracy 
z sąsiadami we wszystkich możliwych dziedzinach życia społecznego i gospo-
darczego (Miros, Potrykowski 1994). Jeśli region transgraniczny powoła instytu-
cje, które opierają się na umowach pomiędzy organizacjami państwowymi, samo-
rządowymi i lokalnymi, można mówić o euroregionie (Malanowski, Ratajczak 
2000). Jedną z form współpracy transgranicznej, jednak najbardziej zinstytucjo-
nalizowaną, powiązaną ze specjalnymi niezbędnymi do tej współpracy organami, 
jest współpraca euroregionalna, przy której bardzo ważne są inicjatywy lokalne, 
regionalne i rządowe (Borys, Panasiewicz 1997). Współpraca w ramach euro-
regionów pozwala w pewnym zakresie uspołecznić tradycyjną funkcję państwa 
– współpracę międzynarodową. To bardzo ważna funkcja, ponieważ umożliwia 
wprowadzenie w życie i zrozumienie idei integracji na najbardziej podstawowym 
poziomie – lokalnych społeczności (Zuba 2002). 
Polska, dążąc do aktywnego kształtowania podstaw nowego ładu europejskie-
go, podjęła działania służące współpracy transgranicznej ze swoimi sąsiadami, co 
zaowocowało utworzeniem euroregionów na wszystkich jej granicach. Przygra-
niczne położenie jest szansą rozwoju województw oraz rozwoju infrastruktury 
granicznej. Bardzo ważne są wspólne działania w dziedzinie ochrony środowiska 
naturalnego, decydujące m.in. o turystycznej atrakcyjności regionów przygra-
nicznych. Procesy współpracy przygranicznej czy współpracy transgranicznej są 
w bardziej zaawansowanym stadium rozwoju na zachodniej granicy Polski niż na 
wschodniej (Miros, Potrykowski 1994).
Współpracę transgraniczną cechuje zróżnicowanie intensywności i form na 
poszczególnych granicach Polski, co może mieć związek z tym, że niektóre gra-
nice to tzw. „miękkie” – wewnętrzne granice Unii Europejskiej, a inne to tzw. 
granice „twarde” – zewnętrze. Prawdopodobnie taki układ nie zmieni się w ciągu 
najbliższych 3–4 lat. Dlatego też rozwijanie współpracy euroregionów jest ważną 
68 Ewelina Kowenzowska
drogą wiodącą do pełnej integracji europejskiej. Idee zjednoczenia Europy można 
realizować zarówno „od góry” przez jednoczenie państw, jak i „od dołu” przez 
tworzenie euroregionów jako nowego modelu partnerstwa i współpracy między-
narodowej. Oznacza to w praktyce, że należy myśleć globalnie, a działać lokalnie. 
Wzorce wypracowane podczas realizowania współpracy przygranicznej odgry-
wają istotną rolę w procesie integracji europejskiej. Dlatego też władze rządowe 
przywiązują ogromną wagę do wspierania rozwoju tej współpracy, co znajduje 
odbicie m.in. w tworzeniu odpowiednich „umocowań” prawnych.
4. Euroregiony – geneza i rozwój
Euroregiony są rozszerzeniem idei Europy regionów. Stanowią one także 
szczególną, najwyżej zorganizowaną i sformalizowaną odmianę współpracy re-
gionalnej. Nie są one regionami zgodnie z ww. defi nicjami, gdyż zdarzało się, 
że ich wyznaczenie nie opierało się na żadnych więzach danych wspólnotom 
regionalnym. Granica dzieląca euroregiony jest polityczną oraz administracyj-
ną kategorią je oddzielającą, a także odzwierciedleniem podziałów państwowych 
i narodowych (Malanowski, Ratajczak 2000).
Integracja krajów w ramach Unii Europejskiej doprowadziła do zmiany zna-
czenia i natury granic politycznych, wpływając także na zmiany w postrzeganiu 
i funkcjonowaniu obszarów przygranicznych. Wykształciła się bowiem tendencja 
do tworzenia tzw. miękkich granic (soft borders) i twardych (hard borders) z kra-
jami niezintegrowanymi (Kuśnierz – Gozdalik 2004). Stworzenie nowych wspól-
not, ponad granicami, ma często charakter symboliczny. Koncepcja euroregionów 
powinna się opierać na poszukiwaniu bliskości i podobieństw politycznych, hi-
storycznych oraz kulturowych, dlatego, że często regiony graniczne w różnych 
krajach są do siebie bardziej podobne niż regiony sąsiadujące w państwach ma-
cierzystych. Poza tym problemy nie znają granic i dla ich przezwyciężania ludzie 
powinni te granice przekraczać. Również ważna jest rola euroregionów jako zin-
stytucjonalizowanej formy współpracy, umożliwiającej w sposób zorganizowa-
ny podjęcie m.in. wyzwań związanych z klęskami żywiołowymi, zagrożeniami 
ekologicznymi, katastrofami. Stąd już tylko krok do czynnych form współpracy, 
takich jak np.: rozwój turystyki, przeciwdziałanie bezrobociu, wspólne przedsię-
wzięcia ekonomiczne (związane np. z infrastrukturą) czy kulturalne. Takie zjed-
noczone działanie w dłuższym okresie prowadzi do powstanie regionalnej świa-
domości, przekraczającej granicę państw (Malanowski, Ratajczak 2000). 
Euroregion, według defi nicji M. Abramowicza, to 
„... zinstytucjonalizowana forma współpracy jednostek reprezentujących obszary przygra-
niczne z dwóch lub większej liczby państw na wyodrębnionym obszarze regionu transgra-
nicznego”. 
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Powoływane na podstawie prawa wewnętrznego każdego z graniczących kra-
jów instytucje tworzone przez poszczególne samorządy regionalne lub lokalne, 
korporacje gmin są upoważnione do prowadzenia współpracy transgranicznej 
w określonych ramach na podstawie odpowiednich umów i porozumień (Rozwój 
obszarów przygranicznych w kontekście funkcjonowania euroregionów, 2004). 
Według Praktycznego przewodnika współpracy transgranicznej, euroregion 
to „formalna struktura współpracy transgranicznej, skupiająca przedstawicieli 
szczebla lokalnego i regionalnego, a także w uzasadnionych przypadkach part-
nerów gospodarczych i społecznych” (Praktyczny przewodnik współpracy trans-
granicznej, 1997). Euroregiony mogą liczyć na wsparcie różnych form współ-
działania ponadgranicznego przez instytucje międzynarodowe, międzyrządowe 
i krajowe komisje (komitety) oraz biuro zajmującego się problemami tej współ-
pracy (szczególnie Rada Europy i odpowiednie jej organy, struktury Unii Euro-
pejskiej – np. program Interreg), Instytucją zrzeszającą m.in. euroregiony jest 
Stowarzyszenie Europejskich Regionów Granicznych (SERG czyli AEGR – Ar-
beitsgemeinschaft Europaeischer Grenzregionen) powstałe w 1971 roku w RFN 
z połączenia 10 euroregionów.
Od roku 1979 SERG posiada status ofi cjalnego obserwatora przy Radzie Eu-
ropy, uczestniczy ono w Konferencji Regionów Granicznych. Przy współudzia-
le Stowarzyszenia opracowano Europejską Konwencję Ramową o współpracy 
transgranicznej między wspólnotami i władzami terytorialnymi oraz Europejską 
Kartę Planowania Przestrzennego (Borys, Panasiewicz 1997). Euroregiony – re-
giony transgraniczne powstały nie w wyniku nagłej improwizacji, lecz w rezulta-
cie wieloletnich przygotowań, a następnie żmudnych pertraktacji, w których po-
przez wzajemne kompromisy, rozstrzygnięto wiele trudnych kwestii. W trakcie 
ustaleń programowych, jak i ich realizacji, w ramach euroregionów prowadzona 
jest polityka zmierzająca do pełnej integracji funkcjonalnej gospodarki. Ważne są 
tu także cele polityczne – długofalowe zamierzenie, czyli stworzenie jednolitej 
Europy, oraz zapobieganie przyszłym konfl iktom w Europie i łagodzenie narodo-
wych antagonizmów.
U podstaw budowy euroregionów tkwiło przekonanie, że tereny przygraniczne 
nie są w stanie samoczynnie, bez zewnętrznego wsparcia, przezwyciężyć swego 
„zacofania”. Chęć rozbudowy rynków lokalnych była przesłanką tworzenia no-
wych więzi gospodarczych poprzez scalanie mniejszych regionów przygranicz-
nych, położonych w bezpośrednim sąsiedztwie granicy, w większe obejmujące 
tereny dwóch, trzech, a nawet czterech państw. 
Ta współpraca umożliwiła rozwiązanie niektórych problemów pogranicza, 
zwłaszcza w zakresie wymiany towarowej oraz ochrony środowiska. Ponadto 
rozwinęła się współpraca kulturalna, naukowa i technologiczna. Wielu kwestii 
nie udało się jeszcze rozwiązać. Zachodnioeuropejskie euroregiony były tworzo-
ne na granicach krajów o podobnym poziomie życia, stabilnych ekonomicznie 
i fi nansowo, zintegrowanych wieloma porozumieniami, należącymi zazwyczaj 
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do EWG, którym nie groził niekontrolowany przepływ ludzi i masowy przemyt 
towarów (Eberhardt 1994).
W trakcie działania euroregionów wytworzyły się ogólnoeuropejskie standardy 
współpracy, można też mówić o sprawdzonych metodach, ważne są doświadcze-
nia w opracowywaniu reguł instytucjonalnych, organizacyjnych i fi nansowych. 
Warto by wykorzystać je w innych, młodszych regionach transgranicznych. Euro-
regiony posiadają charakterystyczną strukturę organizacyjną, składającą się z Ra-
dy Euroregionu (wybieralnej), sekretariatów i grup roboczych. Podstawę funkcjo-
nowania euroregionów stanowią umowy wielostronne w poszczególnych regionach 
oraz umowy sporządzane i uchwalane przez instytucje międzynarodowe (zwłaszcza 
przez Radę Europy i SERG). Euroregiony wypracowały wiele zasad współdziała-
nia (m.in. zasady pomocniczości, partnerstwa, równorzędności i równorzędności 
stron tworzących euroregionu, solidarności obszarów transgranicznych, istnienia 
koncepcji rozwoju transgranicznego) (Borys, Panasiewicz 1997).
W Europie rozwój współpracy transgranicznej rozpoczął się w latach pięćdzie-
siątych. Najdłużej funkcjonują euroregiony wzdłuż granicy niemiecko-holender-
skiej, a także obszary euroregionalne w Skandynawii (granica szwedzko-fi ńska). 
Na początku istniała współpraca pomiędzy stowarzyszeniami transgranicznymi, 
co doprowadziło w roku 1958 do powstania na obszarze pomiędzy rzekami Ren, 
Ems i Istel Euroregio (granica holendersko-niemiecka) – bardziej zinstytucjono-
wanej formy współpracy, od którego pochodzi nazwa euregion (Eberhardt 1994). 
W latach siedemdziesiątych i osiemdziesiątych ta forma współpracy stała się bar-
dzo popularna w Europie Zachodniej, obejmując co raz to nowe kraje i regiony. 
Dzisiaj w Europie istnieje więcej niż 100 regionów transgranicznych, działają-
cych pod takimi nazwami, jak „euroregiony”, „euroregi”, „działające społeczeń-
stwa (gminy)”. Dzisiaj nie ma już żadnych lokalnych władz w regionach przy-
granicznych, które w jakiś sposób nie są zaangażowane w inicjatywy współpracy 
transgranicznej. Komisja Europejska wspiera te przedsięwzięcia sumą blisko 700 
milionów euro rocznie, uzupełnianą przez podobną kwotę z krajów Unii Euro-
pejskiej. Udowodniono, że euroregiony rozwijają się ze względu na ich coraz 
większą ich rolę jako narzędziowych jednostek europejskiej polityki regionalnej 
w kontekście wielopoziomowej administracji (Rozwój obszarów przygranicznych 
w kontekście funkcjonowania euroregionów, 2004). Pomyślny rozwój i korzyści 
uzyskane z tej formy współpracy zdecydowały o jej rozwinięciu w Europie Za-
chodniej, a od czasu wejścia na drogę transformacji w latach 90. także w krajach 
Europy Środkowo-Wschodniej (Rozwój obszarów przygranicznych w kontekście 
funkcjonowania euroregionów, 2004).
W związku z integracją europejską państwa narodowe straciły na znaczeniu, 
a ich kompetencje przejęła po części Unia Europejska. Pewne obowiązki prze-
szły z państw na regiony. Dla polityki UE same regiony stają się ważniejsze niż 
państwa narodowe, a pojęcie regionu zyskało bardzo na znaczeniu w ostatnim 
dziesięcioleciu. Dlatego w tej publikacji przedstawiłam rozwój idei regionu i jej 
71Rola regionu i współpracy międzyregionalnej w integracji europejskiej i globalizacji...
znaczenie dla procesu integracji europejskiej oraz współpracy międzyregionalnej 
ze szczególnym uwzględnieniem euroregionu, a także współpracy transgranicz-
nej jako przykładu działania podmiotu luźnych struktur powiązań tzw. sieci.
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Summar y
The importance of a region and the interregional co-operation 
for the European integration and globalization, in the light 
of the newest research in political geography
The regional co-operation is possible because of (among other things) an increase of the inter-
national security. The earlier closed border of the national state (so called „power container”) 
has „opened” and lost its meaning for the benefi t of the regions which are working in an open 
network with the easy to cross borders (Anderson, Bigo 2003). There are various defi nitions 
of the term „region” and, what’s more, very different forms of the trans regional co-operation. 
Nowadays it seems that the idea of „Europe of regions” which are co-operating together, is 
becoming even more popular and the initiative has been supported and developed by the Euro-
pean Union since 1975 (Zuba 2002; Malanowski, Ratajczak 2000). Trans regional co-operation 
helps to improve the competitiveness of regions and what is related with it – the regional devel-
opment. The peripheral areas benefi t the most from these co-operations. A very good example 
of such region is a border region that benefi ts from the transboundary co-operation within the 
framework of the European Union (Jasiński 2000). The legal and structural institution that 
makes such co-operation possible, is an euroregion. The concept of an euroregion was based 
on the opinion that the border regions are not able to overcome „the backwardness” without an 
external help (Miros, Potrykowski 1994; Eberhardt 1994). An euroregion consists of several 
smaller border regions from one to four countries. The institution of euroregion is one of the 
most important instruments of the European development policy (Perkmann 2003).
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Zar ys treści : Artykuł zawiera ogólną charakterystykę niektórych współcześnie popular-
nych metod badawczych wykorzystywanych w  badaniach turystyki. Po przeanalizowaniu 
najnowszych, polskich i zagranicznych, opracowań metodologicznych oraz wyników badań 
wyodrębniono najczęściej stosowane metody i narzędzia badawcze wywodzące się z dzie-
dziny zarządzania, zwłaszcza zarządzania strategicznego i  marketingowego. Wyszczegól-
nione narzędzia scharakteryzowano na przykładach. 
Abstrac t : The article outlines the characteristic of some popular research methods recently 
used in the tourism research. An analysis of the newest Polish and foreign methodical stud-
ies and of research results enabled to distinguish the most frequently used research instru-
ments, which are derived from strategic or marketing management. The specifi ed tools have 
been characterised on examples.
Słowa k luczowe: turystyka, zarządzanie marketingowe, metody portfelowe, analiza 
konkurencji
Key words: tourism, marketing management
Funkcjonowanie przedsiębiorstw w gospodarce wolnorynkowej jest ryzy-
kowne ze względu na niepewność sytuacji na rynku i trudność przewidzenia 
przyszłych zdarzeń czy zachowań uczestników rynku. Instrumenty zarządzania 
marketingowego pozwalają zminimalizować ryzyko podejmowanych decyzji 
i dlatego są od dawna wykorzystywane w praktyce zarządzania przedsiębior-
stwami, także turystycznymi. Rynek turystyczny jest bardzo dynamiczny, ciągle 
się rozwija, rozszerza i pogłębia. Jednocześnie zmienia się polityka ekonomiczna 
państwa oraz potrzeby i wymagania turystów. Atutem narzędzi marketingowych 
jest ich wszechstronność – pozwalają organizować wszystkie aspekty istnienia 
przedsiębiorstwa i jego produktów. Umożliwiają odpowiedź na pytanie o trendy, 
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wpływ czynników wewnętrznych i zewnętrznych, strukturę zjawiska. Kryterium 
przedmiotowe dzieli narzędzia marketingowe na trzy grupy: narzędzia pozwa-
lające zdiagnozować warunki funkcjonowania zjawiska, czynniki oddziałujące 
na zjawisko i rezultaty występowania zjawiska. Uniwersalność zastosowania na-
rzędzi zarządzania marketingowego jest powodem, dla którego zaczęto je wy-
korzystywać w innych dziedzinach życia gospodarczego i społecznego, w tym 
badaniach naukowych. 
Najpopularniejszym narzędziem wywodzącym się z zarządzania marketingo-
wego, a szeroko stosowanym w geografi i, jest analiza SWOT. To technika ana-
lityczna służąca zasadniczo do porządkowania informacji i analizy czynników 
wewnętrznych i zewnętrznych stymulujących zjawisko. Wszystkie dostępne in-
formacje na temat zjawiska sortuje się i przyporządkowuje do jednej z czterech 
grup czynników strategicznych: mocnych stron (ang. strengths), słabych stron 
(ang. weaknesses), szans (ang. opportunities) i zagrożeń (ang. threats). Infor-
macje, których nie można zakwalifi kować do żadnej z wymienionych grup, są 
w dalszej analizie pomijane jako nieistotne strategicznie. Z posegregowanych da-
nych tworzy się macierz, której lewa kolumna zawiera kategorie czynników po-
zytywnych (mocne strony i szanse), a prawa − kategorie czynników negatywnych 
(słabe strony i zagrożenia). Górny wiersz (mocne i słabe strony) jest traktowa-
ny jako zapis czynników wewnętrznych, bieżących cech zjawiska zależnych od 
niego, natomiast wiersz dolny (szanse i zagrożenia) opisuje czynniki zewnętrz-
ne, których wystąpienie w przyszłości jest możliwe, ale zjawisko nie ma na nie 
bezpośredniego wpływu. W geografi i analiza SWOT jest powszechnie stosowana 
w odniesieniu do zagadnień planowania przestrzennego, rozwoju regionalnego 
i lokalnego. W turystyce analizę SWOT wykorzystuje się do analizy poszczegól-
nych sektorów gospodarki turystycznej (np. hotelarskiego, transportowego, atrak-
cji turystycznych) i form turystyki (np. biznesowej, kwalifi kowanej). Przykładem 
tego typu badań jest opracowanie Metody badania i pilotażowa analiza sytuacji 
ekonomicznej sektora Hotele i Restauracje – HORECA. 
Do coraz częściej spotykanych w badaniach nad turystyką metod, wywodzą-
cych się z analizy marketingowej, należą: 
 – analiza ASEB
 – benchmarking
 – metody portfelowe
 – macierz BCG
 – macierz McKinseya
 – metody analizy otoczenia
 – „pięć sił Portera”
 – mapy grup strategicznych 
Analiza ASEB (ASEB Grid Analysis), wykorzystywana w turystyce do badań 
atrakcji turystycznych, jest rozwinięciem tradycyjnej metody SWOT. Stanowi 
ona narzędzie zarządzania zorientowane na klienta, czyli turystę. Opracowano ją 
jako model symulacyjny rozwoju i promocji atrakcji turystycznych wymagają-
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cych zarządzania, koncentrujących się na potrzebach, motywach i satysfakcji od-
wiedzających, takich jak np. muzea czy parki rozrywki. W metodzie ASEB cztery 
klasyczne elementy (mocne i słabe strony oraz szanse i zagrożenia) uzupełnio-
no o kolejne cztery zhierarchizowane poziomy oczekiwań turysty dotyczących 
atrakcji (Kruczek 2005). To uwydatnienie potrzeb turysty skupia się na formie po-
dejmowanej przez niego aktywności, jej miejscu oraz wynikających z niej dozna-
niach i korzyściach. Przykładem zastosowania analizy ASEB są badania sektora 
muzeów (Beeho, Prentice 1995), turystyki ekologicznej na przykładzie birdwat-
chingu (Schanzel, McIntosh 2000) i turystyki kulturowej (McIntosh 1997). 
Drugą, obok analizy SWOT, najczęściej stosowaną w badaniach turystycz-
nych techniką badawczą wywodzącą się z zarządzania jest benchmarking. To ro-
dzaj analizy porównawczej, mającej na celu zdiagnozowanie najlepszych w danej 
dziedzinie strategii, a następnie twórcze zaadaptowanie ich w odniesieniu do da-
nego zjawiska. 
Przegląd dotychczasowej literatury dotyczącej benchmarkingu w turystyce 
pokazuje, że jest on wykorzystywany na różnych polach. Szczególnie mocno roz-
winięty jest benchmarking przedsiębiorstw sektora turystycznego, tj. hotelarstwa, 
gastronomii, biur podróży i agencji turystycznych, linii lotniczych, parków roz-
rywki, itp. Drugą grupę instytucji posługujących się tym narzędziem w praktyce 
stanowią turystyczne organizacje non-profi t, do których należą m.in. narodowe 
i regionalne organizacje turystyczne oraz instytucje z sektora atrakcji turystycz-
nych, np. muzea, teatry, galerie (Wöber 2001). Najpóźniej pojawił się bench-
marking terytorialny o różnym stopniu szczegółowości (narodowy, regionalny 
i lokalny) (Kozak 2004). Pierwszym opracowaniem z dziedziny benchmarkingu 
terytorialnego była praca badająca rynek małych i średnich przedsiębiorstw hote-
lowych (Kozak, Rimmington 1998).
Coraz bardziej widoczne jest rosnące zainteresowanie praktycznym wykorzy-
staniem benchmarkingu na współczesnym, bardzo konkurencyjnym rynku tury-
stycznym. Benchmarking obszarów recepcyjnych turystyki stanowi zagadnienie 
kluczowe w procesie oceny długofalowych efektów ruchu turystycznego i zmian 
aktywności turystycznej obszaru. Przykładem wykorzystania tej metody są opra-
cowania szacujące rezultaty długotrwałego rozwoju turystyki, np. we Włoszech 
(Bosetti, Cassinelli, Lanza 2006) lub w regionie Morza Bałtyckiego (Günther, 
Meinken, Winkler 2006). W Polsce benchmarking jest z powodzeniem stosowa-
ny w marketingu terytorialnym. Istotą benchmarkingu miast jest porównywanie 
miast (lub innych jednostek administracyjnych, np. gmin, powiatów) jako pro-
duktów przeznaczonych dla mieszkańców, inwestorów i turystów. Benchmarking 
pozwala uzyskać obraz potencjalnych płaszczyzn rozwoju miasta lub regionu. 
W Polsce jest stosowany coraz częściej w lokalnych i regionalnych analizach 
strategicznych (m.in. Warszawa, powiat chrzanowski) (Borodako 2004), lecz 
także w opracowaniach narodowych. Najlepszym przykładem jest stworzona na 
zlecenie Departamentu Turystyki Ministerstwa Gospodarki Analiza przewag kon-
kurencyjnych polskich regionów na europejskim rynku turystycznym. 
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Nazwą metody portfelowe określa się zbiór narzędzi umożliwiających doko-
nanie oceny różnych możliwości działania i na ich podstawie określenie później-
szej pozycji zjawiska. Wszystkie metody portfelowe przedstawia się w postaci 
grafi cznej jako dwuwymiarową macierz prezentującą prognozowane rezultaty 
wzajemnego oddziaływania na siebie dwóch grup czynników: kontrolowanych 
i niekontrolowanych. Do najbardziej znanych i praktycznie stosowanych w ba-
daniach nad turystyką metod portfelowych zalicza się macierze wzrostu udziału 
w rynku (BCG) i atrakcyjności branżowej (Mc Kinseya).
Macierz BCG (Boston Consulting Group) opiera się na dwóch zmiennych: 
stopie wzrostu rynku oraz względnym udziale w rynku badanego produktu/usłu-
gi. Dzięki zastosowaniu tej metody można ustalić, które produkty powinny być 
stopniowo wycofywane, a które należy rozwijać, bo w przyszłości będą przyno-
sić coraz większy zysk. Ogólnie przyjęte nazewnictwo poszczególnych pól ma-
cierzy jest bardzo specyfi czne. Produkty mające duży udział w rynku, a także 
mocną, ustabilizowaną pozycję noszą nazwę żywicieli lub dojnych krów (cash 
cows). Nowe, rozwojowe i konkurencyjne produkty, wymagające dużych nakła-
dów, ale dające gwarancję zysku, określa się przebojami lub gwiazdami (stars). 
Niewielkim udziałem w rynku, ale dużą dynamiką i trudnościami w określeniu 
przyszłych możliwości odznaczają się dylematy, zwane także znakami zapyta-
nia (question marks). Zdecydowanie mało rozwojowymi produktami o niszowym 
udziale w rynku są tzw. kule u nogi, a inaczej psy (dogs) (ryc. 1). 
Badania rynku turystycznego krajów wykorzystują macierz BCG do wska-
zania form turystyki o różnym znaczeniu gospodarczym. Analiz dokonuje się 
R ycina 1. Macierz analizy portfelowej BCG
Figure 1 . BCG growth-share matrix
Źródło: opracowanie własne na podstawie: Gierszewska, Romanowska (1997)
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z punktu widzenia rozwoju (wskazanie przyszłościowych segmentów ruchu tury-
stycznego) i zrównoważenia rynku (rozwój kilku form turystyki). Macierz BCG 
umiejętnie wskazuje, które formy turystyki są największą siłą napędową gospo-
darki kraju lub regionu, a które należą do form przyszłościowych. Przykładem 
tego typu opracowań jest badanie rynku turystycznego Portugalii, przeprowadzo-
ne pod kątem wskazania priorytetowych segmentów rynku (A´guas, Costa, Rita 
2000). Rynek turystyczny jest zmienny i uzależnienie gospodarki od jednej formy 
turystyki, bez inwestowania w inne dobrze rokujące formy, może przynieść ka-
tastrofalne skutki. Przykładem choćby współcześnie obserwowany upadek wielu 
ośrodków turystyki uzdrowiskowej, nieposiadających odpowiednio rozwiniętej 
koncepcji zastępowalności form aktywności turystycznej. Za pomocą tego na-
rzędzia marketingowego analizuje się również poszczególne segmenty rynku tu-
rystycznego, np. sektor transportowy (ryc. 2) lub turystykę wirtualną (e-travel) 
(Marcussen, 2000). 
Udoskonaloną wersją macierzy BCG jest macierz atrakcyjności branży, zwa-
na macierzą McKinseya. Dzięki uwzględnieniu czynników sukcesu rynkowego 
w danej branży i analizie konkurencji wewnątrz danej dziedziny macierz McKin-
seya pozwala głębiej analizować badany sektor. Konstrukcja narzędzia zakłada, 
że analizowany sektor jest bardzo atrakcyjny inwestycyjnie i wewnętrznie zróż-
R ycina 2. Perspektywy rozwoju transportu lotniczego (macierz BCG)
Figure 2 . The views of air transport development (BCG matrix)
Źródło: Boston Consulting Group, 2004, Preparing for one of the industry’s biggest shake-ups: Air-
ports–Dawn of a New Era, Monachium 
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nicowany. Zmiennymi budującymi macierz atrakcyjności branży jest długookre-
sowa atrakcyjność sektora i pozycja konkurencyjna badanej dziedziny wewnątrz 
sektora. Wymienione zmienne umożliwiają zbudowanie dziewięciopolowej ma-
cierzy, dzięki której można określić strategiczną pozycję zjawiska wewnątrz sek-
tora. Zasadniczo wyróżnia się trzy rodzaje strategii: strategie wzrostu, podtrzy-
mywania i wycofania z rynku (ryc. 3). 
Ze względu na szerokie możliwości praktycznego wykorzystania wiedzy pły-
nącej z analizy metodą macierzy McKinseya narzędzie to stosowane jest coraz 
częściej. Za jego pomocą zanalizowano m.in. rynek tanich przewoźników lot-
niczych w Europie (Binggeli, Pompeo 2005) oraz stworzono strategię rozwoju 
gospodarczego dla Indii (Gupta 2002), w której zwrócono szczególną uwagę 
na turystykę. Na gruncie polskiej nauki macierz McKinseya wykorzystuje się 
najczęściej w strategiach rozwoju miast i gmin (np. Świnoujście, Ciechocinek), 
a rzadziej w turystycznych opracowaniach branżowych. 
Metody portfelowe należą do narzędzi zarządzania strategicznego. Nieco inną 
specyfi kę ma inna grupa narzędzi marketingowych wykorzystywanych w bran-
żowych badaniach nad turystyką, tj. metody analizy strukturalnej sektora, do 
których można zaliczyć m.in. analizę metodą pięciu sił Portera oraz mapy grup 
strategicznych. Podstawową zaletą tych narzędzi jest uniwersalność, co pozwala 
stosować je do analizy niemal wszystkich sektorów gospodarki. 
Koncepcja pięciu sił Portera to narzędzie umożliwiające zbadanie atrakcyj-
ności określonej branży dla przedsiębiorstw lub potencjalnych inwestorów oraz 
szans i zagrożeń, jakie stwarza funkcjonowanie w danym sektorze. Nazwa narzę-
dzia pochodzi od pięciu wzajemnie oddziałujących na siebie czynników, rozpa-
trywanych w ocenie atrakcyjności obecnych lub potencjalnych obszarów działal-
ności. Czynnikami tymi są: 
R ycina 3. Interpretacja pozycji zjawiska w macierzy McKinseya
Figure 3 . The interpretation of the section position in the McKinsey matrix
Źródło: opracowanie własne na podstawie: Gierszewska, Romanowska (1997).
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 – siła oddziaływania i możliwość wywierania presji przez dostawców 
 – siła oddziaływania i możliwość wywierania presji przez nabywców
 – natężenie walki konkurencyjnej wewnątrz branży 
 – groźba pojawiania się nowych konkurentów (bariery wejścia do sektora)
 – groźba pojawienia się substytutów
Zgodnie z tą koncepcją zależność pomiędzy natężeniem konkurencji w sek-
torze a potencjałem jego rentowności jest bezpośrednia i odwrotnie proporcjo-
nalna. Natężenie każdego z czynników jest zróżnicowane w różnych branżach. 
W turystyce największe znaczenie przypisuje się konkurencji wewnątrz sektora 
(organizacja i pośrednictwo turystyczne), barierom wejścia do sektora (transport 
lotniczy, hotelarstwo) lub sile przetargowej nabywców (sektor atrakcji turystycz-
nych). Metodę pięciu sił Portera wykorzystuje się w wielu opracowaniach z za-
kresu strategicznego planowania rozwoju turystyki w regionie (Kruger-Cloete 
2000), analizy przemysłu turystycznego (Atkins 2007) czy nowych segmentów 
turystycznych, np. turystyki wirtualnej (Gratzer, Winiwarter 2003). Służy rów-
nież do określenia strategicznej pozycji przedsiębiorstwa turystycznego w branży 
(Analiza pięciu sił Portera: Orbis SA 2005). 
Tworzenie mapy grup strategicznych danego sektora jest czasami traktowane 
jako kolejny etap analizy konkurencyjności według Portera. Grupą strategiczną 
nazywa się przedsiębiorstwa danego sektora realizujące podobną strategię konku-
rencyjną, czyli rywalizujące z sobą ze względu na jednorodny produkt, zbliżoną 
cenę, technologię, jakość, użycie podobnych kanałów dystrybucji lub ten sam 
geografi czny rynek działania. Mapa grup strategicznych jest narzędziem analizy 
konkurencji w danym sektorze, a tym samym pozwala obserwować relacje za-
chodzące w grupach oraz określić pozycję konkurencyjną poszczególnych fi rm 
względem siebie (Stabryła 2000). Im bliżej siebie poszczególne przedsiębiorstwa 
leżą na mapie, tym silniejsza jest między nimi rywalizacja (ryc. 4). 
Metoda map grup strategicznych jest stosowana w branżowych badaniach tu-
rystycznych, głównie w sektorze transportu (Hanlon 2007), organizacji turystyki 
i hotelarstwa. Na uwagę zasługują także badania pozycjonujące obszary recepcji 
turystycznej według ich atrakcyjności, np. w turystyce miejskiej (The European 
Cities Tourism Report 2007). 
Narzędzia zarządzania marketingowego w badaniach turystyki stają się co-
raz bardziej rozpowszechnione. Rozwój rynku wymusza konieczność śledzenia 
bieżących trendów i adaptację do zmieniających się warunków. Przedstawione 
w artykule metody analizy i prognozowania marketingowego, chociaż wywodzą 
się z zarządzania przedsiębiorstwami, nadają się do badania całych segmentów 
rynku turystycznego, a także form ruchu turystycznego i nowych zjawisk w tury-
styce (np. turystyki wirtualnej). 
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Summar y
Instruments of marketing management in tourism research
Since 90s, studies in the fi eld of travel, hospitality and tourism transport have been increasingly 
using research instruments typical for other sciences. Marketing management tools constitute 
a quite numerous group. At fi rst, they were introduced in tourism organizations’ practical mar-
keting and later in tourism researches. The paper discusses the marketing management instru-
ments such as: SWOT analysis, ASEB analysis, benchmarking, portfolio analysis (BCG matrix 
and McKinsey matrix) and competition analysis (Porter 5 forces analysis and strategic groups 
map). The usage of each tool in tourism researches has been presented. 
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Zar ys treści: Artykuł prezentuje szerokie spektrum zjawisk i procesów społecznych oraz 
gospodarczych zachodzących w  różnych skalach przestrzennych pod wpływem portów 
lotniczych. Obejmuje przegląd najważniejszych zagadnień w  tej dziedzinie, odnoszących 
się do aspektów przestrzennych, omawianych przez geografów, ale także socjologów czy 
ekonomistów. Przedstawia też samo pojęcie portu lotniczego defi niowane przez prawo. 
Zwrócona zostaje również uwaga na kryteria odróżniające porty lotnicze od innych typów 
obiektów punktowej infrastruktury transportu lotniczego. Same porty lotnicze ukazywane 
są zarówno w ujęciu systemowym, jak i hierarchicznym. W tym ujęciu niezbędne było rów-
nież określenie znaczenia przemian zachodzących w transporcie lotniczym pod wpływem 
procesów jego liberalizacji i deregulacji oraz konsekwencji tych procesów dla portów lotni-
czych i ich otoczenia. 
Abstrac t : The paper presents a wide spectrum of phenomena and socio-economic proces-
ses occurring on diff erent spatial scales under airports impact. The review includes the most 
important issues concerning spatial aspects, researched by geographers but also by sociolo-
gists and economists. It also describes the term of „airport” defi ned by law. The paper indica-
tes the criteria of distinguishing airports from other types of air transportation infrastructure 
objects. Airports are presented in systemic and hierarchic context. In this case it was essential 
to describe the meaning of air transportation transition connected with the processes of its 
liberalization and deregulation and consequences of those for airports and their vicinity. 
S łowa k luczowe: porty lotnicze, infrastruktura, oddziaływanie, transport lotniczy
Key words: airports, infrastructure, interacting, air transportation
1. Wprowadzenie
Infrastruktura transportu lotniczego i jej oddziaływanie stanowi przedmiot ba-
dań geografów, ekonomistów, socjologów i przedstawicieli innych nauk. Często 
mają one charakter interdyscyplinarny, co wiąże się m. in. z wieloaspektowością 
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oddziaływania tej infrastruktury na wiele elementów przestrzeni. Istotę wielu ba-
dań stanowi rozgraniczenie oddziaływania samego portu od wpływu korzystają-
cych z niego linii lotniczych.
Już sama lokalizacja infrastruktury transportu lotniczego należy do zagadnień 
o dużym znaczeniu, co wynika chociażby z wielkiej skali całego obiektu (lub 
systemu obiektów) przy odpowiednio dużych i ważnych portach lotniczych. Jak 
w wypadku innych rodzajów infrastruktury transportowej, tak i w lotniczej mamy 
do czynienia z sytuacją, w której oddziaływanie dotyczy, z jednej strony, samego 
obiektu, a z drugiej – korzystającej z niego fl oty. Z punktu widzenia oddziały-
wania o charakterze społecznym, właśnie same operacje startów i lądowań sa-
molotów utożsamiane są z największym zagrożeniem. Znaczenie badań nad spo-
łecznymi aspektami oddziaływania portów lotniczych zwiększyło się od ataków 
terrorystycznych w Stanach Zjednoczonych z 11 września 2001 roku. Wpłynęły 
one bowiem na aktualne funkcjonowanie portów lotniczych, zwłaszcza w zakresie 
stosowanych środków bezpieczeństwa (ich zaostrzenie), a także na zwiększone 
poczucie zagrożenia wśród pasażerów korzystających z samolotów, jako często 
wykorzystywanych środków transportu.
Celem niniejszego opracowania jest ukazanie szerokiego spektrum tych za-
gadnień, ostatnio często poruszanych w literaturze zagranicznej. Autor zwraca 
uwagę na badania prowadzone zarówno nad samymi portami lotniczymi, jak 
i nad ich oddziaływaniem posiadającym kontekst przestrzenny. 
2. Pojęcie portu lotniczego 
Transport lotniczy pod względem infrastrukturalnym utożsamiany jest z obiek-
tami punktowymi. Również w tym zakresie stanowi przedmiot badań, które mają 
odpowiedzieć na pytanie, czy ta gałąź transportu posiada infrastrukturę liniową. 
Autorzy licznych opracowań podważają bowiem zasadność zaliczania do tej gru-
py dróg lotniczych wytyczonych w przestrzeni powietrznej. Przeważa jednak 
opinia, iż wraz z zainstalowaniem odpowiednich urządzeń (dotyczących kontroli 
ruchu lotniczego, nawigacji) nabiera ona cech infrastrukturalnych (Rydzykowski, 
Król-Wojewódzka 1997). 
Pojęcie portu lotniczego, jak i innego rodzaju infrastruktury transportu lotni-
czego jest prawnie określone. Polski ustawodawca rozróżnia zatem trzy rodzaje 
infrastruktury punktowej transportu lotniczego: lądowiska, lotniska i porty lot-
nicze. Ustawa o prawie lotniczym z roku 2003 (DzU 02.130.1112) defi niuje te 
pojęcia, wskazując jednocześnie różnice między tymi klasami obiektów. Port 
lotniczy to według ustawy rodzaj lotniska wyróżniającego się użytecznością pub-
liczną oraz wykorzystywaniem go do lotów handlowych. Bardzo istotne znacze-
nie ma również zapis głoszący, iż obiekt spełniający powyższe kryteria musi być 
wpisany do odpowiedniego rejestru. Decyzje w tym zakresie podejmowane są 
przez Urząd Lotnictwa Cywilnego. Sytuacja taka może powodować rozdźwięk 
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między sytuacją formalnoprawną, a rzeczywistym funkcjonowaniem portów lot-
niczych. Z taką sytuacją mamy do czynienia w Polsce. Port lotniczy Szczytno-
Szymany nie funkcjonuje od wielu miesięcy, jego działalność została zawieszona 
na czas nieokreślony. W rejestrze jednak obiekt ten nadal fi guruje jako port lot-
niczy. Powoduje to błędne rozpoznanie stanu infrastruktury transportu lotniczego 
w Polsce, gdyż m.in. zaniża się średnie obciążenie portów lotniczych w systemie 
krajowym (Szczytno nie obsługuje de facto ruchu lotniczego, a jego obecność 
w rejestrze sprawia, że jest brany pod uwagę przy obliczaniu średniej liczby pasa-
żerów obsługiwanych w portach lotniczych Polski). Tego rodzaju sytuacja powo-
duje obciążanie analiz znacznym błędem, zwłaszcza tych wykonywanych przez 
agendy UE.
3. Rozmieszczenie i hierarchia obiektów punktowej 
infrastruktury transportu lotniczego
Infrastruktura transportu lotniczego w Europie wykazuje silne przestrzenne 
zróżnicowanie w zakresie jej zagęszczenia (liczby lądowisk, lotnisk, portów lot-
niczych i międzynarodowych portów lotniczych) oraz hierarchii. Około 300 por-
tów lotniczych Europy oferuje rozkładowe połączenia międzynarodowe (ryc. 1). 
Nie wyczerpuje to jednak listy obiektów infrastruktury transportu lotniczego na 
kontynencie. Obszar Europy Zachodniej dominuje zarówno pod względem liczby 
obiektów, jak i ich znaczenia. 
Według ICAO (International Civil Aviation Organization – Międzynarodo-
wa Organizacja Lotnictwa Cywilnego) na kontynencie europejskim (bez Ukrainy 
i Rosji) istnieją 3902 obiekty infrastruktury punktowej transportu lotniczego – 
tyle bowiem uzyskało odpowiedni kod ICAO. Najwięcej zlokalizowanych jest na 
terenie Niemiec (540), Francji (480) i Wielkiej Brytanii (320). Dużym stopniem 
wyposażenia tego rodzaju infrastruktury charakteryzują się również państwa 
skandynawskie. W wypadku tych ostatnich wynika to w dużej mierze z ich wiel-
kości i konieczności pokonywania dużych odległości w krótkim czasie, ale też 
z zamożności mieszkańców, dla których transport lotniczy nie był elitarną formą 
komunikacji nawet przed liberalizacją ich przestrzeni powietrznej (przystąpie-
niem do „otwartego nieba”). W tym wypadku przy określaniu czynników deter-
minujących tę sytuację należy również zwrócić uwagę na znaczenie wzajemnych 
powiązań gospodarczych państw zachodnioeuropejskich – rozwijanych przez stu-
lecia różnego rodzaju instytucjonalnych i pozainstytucjonalnych zależności.
W niektórych państwach (zwłaszcza Europy Środkowej i Wschodniej) w struk-
turze punktowej infrastruktury transportu lotniczego nadal duży jest udział obiek-
tów militarnych (lotnisk wojskowych). Sytuacja ta wynika z dwóch zasadniczych 
grup czynników. Do pierwszej grupy należy niedawna przeszłość geopolityczna 
tego obszaru – przynależność tych państw do Układu Warszawskiego. Rozmiesz-
czenie w tej części Europy lotnictwa wojskowego ZSRR było niezwykle istotne. 
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R ycina 1. Pasażerowie odprawieni w portach lotniczych Europy w 2005 roku
Figure 1 . Passenger traffi  c in Europe in 2005
Źródło: opracowanie własne na podstawie danych statystycznych portów lotniczych
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Z powyższym wiąże się druga grupa czynników. Dopiero upadek „żelaznej kur-
tyny” pozwolił na rozwój lotnictwa cywilnego pod wpływem uwarunkowań wol-
norynkowych. To umożliwiło również rozwój regionalnych portów lotniczych 
i wzrost zapotrzebowania na kolejne, co częściowo wiąże się z przekwalifi ko-
waniem lotnisk dotąd administrowanych przez wojsko. Najlepszym przykładem 
takiej sytuacji jest Polska, gdzie część infrastruktury znajdującej się w posiadaniu 
armii została już udostępniona lotnictwu cywilnemu, a część wciąż jest dla niego 
zamknięta. Często jednak dochodzi do sytuacji wspólnego administrowania tymi 
obiektami. Tego rodzaju kooperacja powoduje pewne komplikacje w sytuacjach, 
gdy rozwój zainteresowania portem lotniczym jest tak duży, że koniecznością 
staje się jego przestrzenny rozwój, który może godzić w interesy zarządzających 
częścią militarną. Długotrwałe negocjacje w tym zakresie negatywnie wpływają 
na tempo rozwoju portów lotniczych, które w wyniku owych barier tracą część 
rynku przejmowanego przez porty, niemające takich problemów. 
Poza lotniskami i portami lotniczymi w niektórych państwach kontynentu 
europejskiego ważną grupę stanowią tzw. heliporty, czyli obiekty obsługują-
ce operacje startów i lądowań helikopterów. Najwięcej zlokalizowanych jest 
w krajach alpejskich (w Austrii np. stanowią one ponad 53% wszystkich obiek-
tów punktowych infrastruktury transportu lotniczego). W dużej mierze wiąże się 
to z problemem trudnej dostępności niektórych (zwłaszcza górskich) obszarów 
oraz niemożnością budowy zwykłych portów lotniczych ze względu na defi cyt 
przestrzeni spełniających warunki dogodne dla lokalizacji tego rodzaju obiek-
tów. Heliporty, poza zwykłą funkcją lotniczego transportu cywilnego, pełnią 
też inną bardzo istotną funkcję społeczną – wykorzystywane są mianowicie do 
transportu medycznego, co zwłaszcza w warunkach górskich ma niebagatelne 
znaczenie. Rozwój sieci heliportów jest jednym z zagadnień ujawniających się 
w prognozach rozwoju infrastruktury lotniczej. W krajach Europy Środkowej 
i Wschodniej podkreśla się defi cyt w tym zakresie (szczególnie odczuwalny przy 
rozwoju transplantologii) – lądowiska przyszpitalne (ewentualnie lokalizowane 
na dachach tych obiektów) są wciąż rzadkością. 
Polska posiada obecnie (stan na dzień 15.05.2007 r.) 12 portów lotniczych. Tyle 
obiektów infrastruktury transportu lotniczego spełnia podane wyżej kryteria praw-
ne – jest wpisanych do rejestru dzięki spełnianiu określonych wymagań. Tylko 4 
województwa nie posiadają portu lotniczego – lubelskie, opolskie, podlaskie i świę-
tokrzyskie. W wypadku lubelskiego barierę stanowi dotychczasowy brak porozu-
mienia co do wyboru lokalizacji portu, a w odniesieniu do województwa święto-
krzyskiego, mimo istniejących w sąsiedztwie Kielc lotnisk, mówi się o możliwości 
zlokalizowania inwestycji typu greenfi eld, w zupełnie nowym miejscu. 
Poza przytoczonymi przykładami, dyskusja o sieci portów lotniczych Polski 
obejmuje także kwestię potrzeby uruchomienia drugiego portu lotniczego dla 
Warszawy, w założeniu koncentrującego się na obsłudze przewoźników nisko-
kosztowych. Decyzja o jego lokalizacji w Modlinie (określana jako ostateczna) 
została przedstawiona do publicznej wiadomości na początku roku 2007. We-
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dług planów mającego administrować nim Przedsiębiorstwa Państwowego „Porty 
Lotnicze”, zacznie ono funkcjonować w październiku 2008 roku (informacja za-
czerpnięta ze strony internetowej Portu Lotniczego im. F. Chopina w Warszawie). 
Pewną ciekawostkę może stanowić fakt, iż w okresie debaty nad lokalizacją dru-
giego stołecznego portu kilka samorządów gminnych ideę zlokalizowania na ich 
terenie takiego obiektu próbowało wykorzystać w działaniach marketingowych. 
Tworzono specjalne strony internetowe, na których jako pewną podawano infor-
mację o wyborze danej gminy na miejsce drugiego portu stołecznego. Świadczy 
to o znaczeniu samego faktu lokalizacji takiej inwestycji m.in. dla gospodarki. 
Planowanie infrastruktury punktowej transportu lotniczego stanowi przedmiot 
kompleksowych opracowań (Horonjeff, McKelvey 1993; Wells, Young 2003), 
które odnoszą się do określanych na nowo pod wpływem wydarzeń o znacze-
niu międzynarodowym zasad bezpieczeństwa i zmian systemowych w tej gałęzi 
transportu. Położenie tego rodzaju infrastruktury poza obszarami o gęstej zabudo-
wie powinno ograniczyć wiele negatywnych oddziaływań bezpośrednich. 
W zakresie badań nad hierarchią portów lotniczych szczególnie ważne jest 
wyznaczenie grupy obiektów określanych jako tzw. HUB. Część autorów opra-
cowań z tej dziedziny zwraca uwagę przede wszystkim na zasadność stosowania 
w tym celu określonych mierników (Bruinsma 1999). Problem stanowi przede 
wszystkim uznawanie samej liczby obsługiwanych przez port pasażerów za mier-
nik wystarczający. Niektórzy autorzy podkreślają wyższość analizy struktury 
połączeń – głównie wielkość udziału tzw. transkontynentalnych. Z tego punktu 
widzenia np. port lotniczy w Atlancie (USA), mimo iż pod względem wielkości 
obsługi ruchu pasażerskiego jest największy na świecie (dane ICAO), nie może 
być jednak zaliczany do HUB-ów, ponieważ jego działalność zdominowana zo-
stała przez ruch wewnętrzny. 
4. Liberalizacja i deregulacja transportu lotniczego a porty 
lotnicze
Początki liberalizacji transportu lotniczego sięgają lat 70. XX wieku (Goetz, 
Sutton 1997). Procesy te, które początkowo dotyczyły jedynie Stanów Zjednoczo-
nych, obecnie obejmują coraz większy obszar kontynentu europejskiego. Należy 
przy tym pamiętać, iż w chwili obecnej na wszystkich kontynentach funkcjonują 
linie lotnicze korzystające z otwarcia rynków za sprawą wspomnianej liberalizacji. 
Również Polska otworzyła swoją infrastrukturę transportu lotniczego dla przewoź-
ników określanych jako tzw. tanie linie lotnicze (przewoźnicy niskokosztowi). 
Przemiany zachodzące w transporcie lotniczym, wynikające m.in. z rozwoju 
wspomnianej idei otwartego nieba (ang. open sky), wpływają nie tylko na bardzo 
duże zmiany branżowe w transporcie (Doganis 1992; Buton 1999; Wells, Wen-
sveen 2003; Wells, Chadbourne 2002), lecz także na same porty lotnicze. Prob-
lematyka ta została ujęta zarówno w opracowaniach dotyczących przekształceń 
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poszczególnych krajowych rynków przewoźniczych, jak i funkcjonowania lotni-
ctwa pod wpływem przekształceń samej infrastruktury (Ashford, Santon, Moo-
re 1996). Prowadzone są również analizy, których celem jest określenie, w jaki 
sposób deregulacja systemu (taka, z jaką mamy do czynienia w Europie poprzez 
zwiększającą się liczbę państw należących do „otwartego nieba”) prowadzi do 
zmian w hierarchii portów lotniczych (Martin, Roman 2003). Zmiany te wyni-
kają w dużej mierze z faktu, iż w wyniku wysokich opłat stosowanych przez naj-
większe porty lotnicze, przewoźnicy prowadzą swą działalność w innych (bardzo 
często zlokalizowanych na obrzeżach obsługiwanych aglomeracji i przez to ma-
jących większe możliwości przestrzennego rozwoju), których popularność i zna-
czenie z tego tytułu szybko rośnie. Najlepszym przykładem takich przekształceń 
jest system portów lotniczych obsługujących aglomerację Londynu. Znaczenie 
wielkich portów, Heathrow oraz Gatwick nie spada, ale jednocześnie rola Stan-
sted i Luton właśnie ze względu na tanie linie lotnicze bardzo dynamicznie wzra-
sta. Dzięki temu aglomeracja londyńska jako wielki węzeł transportu lotniczego 
zyskała dodatkowy bodziec rozwoju, który wzmacnia jej znaczenie w systemie 
połączeń globalnych. 
Liczne badania zwracają właśnie uwagę na to, jak liberalizacja transportu lot-
niczego wpływa na przekształcenia sieci i hierarchii portów lotniczych (Barbot 
2006, Borenstein 1990). Przekształcenia te powodują wzrost znaczenia nowych 
portów, prowadząc jednocześnie do osłabienia znaczenia (a przynajmniej osła-
bienie dynamiki) portów tradycyjnych. Wspomniany Londyn nie jest bynajmniej 
w Europie odosobnionym przykładem. Rozbudowa portu lotniczego w Bergamo 
jako trzeciego dla obsługi Mediolanu (obok Malpensy i Linate) czy aktywizacja 
Pontoise i Beauvais dla odciążenia głównych portów Paryża (Charles de Gaulle, 
Orly) to kolejne przykłady. Przewoźnicy niskokosztowi, wybierając do świadcze-
nia swoich usług tanie i małe porty lotnicze, przyczyniają się zatem do przekształ-
ceń w hierarchii i systemie portów lotniczych. Tanie linie lotnicze tym samym 
przyczyniają się również do poprawy funkcjonowania portów centralnych (trady-
cyjnych), gdyż przenosząc swoją działalność, ograniczają kongestię. 
Przystąpienie państw Europy Środkowej do aktów liberalizujących transport 
lotniczy oznacza otwarcie infrastruktury tych krajów na możliwość korzystania 
z niej wspomnianych przewoźników niskokosztowych. Autorzy analiz prowadzo-
nych w tej dziedzinie odwołują się między innymi do kwestii znaczenia wielkości 
linii lotniczych wobec ich możliwości przetrwania na rynku przewoźników (Nij-
kamp 1996; Williams 1993). W tej sytuacji ujawnia się bowiem wpływ lokaliza-
cji bazy przewoźnika na obsługiwane przezeń połączenia. Upadłość przewoźnika 
może bowiem oznaczać także wycofywanie z rozkładu określonych połączeń.
Pojawienie się na rynkach lotniczych przewoźników niskokosztowych po-
stawiło również jako problem badawczy kwestię jakości usług lotniczych (Janic 
2000). Sama idea tzw. tanich linii lotniczych w dużej mierze wiąże się z ograni-
czaniem usług oferowanych przez przewoźników tradycyjnych. Problem stanowi 
również fakt obsługi połączeń poprzez fl otę często wycofaną z użytku przez prze-
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woźników tradycyjnych. Sytuacja ta, poza obniżeniem jakości usług przewoź-
niczych, wpływa ujemnie na poziom bezpieczeństwa, a z kolei wzrost negatyw-
nych skutków ich funkcjonowania powoduje degradację środowisko naturaanego 
(Schipper, Rietveld 1997). 
5. Systemy portów lotniczych
Problematyka systemów portów lotniczych omawiana jest na różnych pozio-
mach analitycznych. Roszady w hierarchii sieci portów lotniczych przekładają 
się bardzo często w sposób bezpośredni na zmianę systemu portów lotniczych. 
Pojęcie systemu portów lotniczych dotyczy przede wszystkim dwóch kwestii: 1) 
sieci portów obsługujących określone regiony oraz sieci krajowe i 2) relacje port 
centralny – port regionalny w ich obrębie. 
Jeden z kierunków badawczych koncentruje się wokół kwestii wyboru okre-
ślonego portu lotniczego w obrębie miast lub regionów, które obsługiwane są 
przez więcej niż jeden port lotniczy (ang. multiairport regions). Na kontynencie 
europejskim do szczegółowo analizowanych rozwiązań tego typu należą systemy 
portów lotniczych Mediolanu, Londynu, Paryża, Sztokholmu, Moskwy, Berlina 
i Zagłębia Ruhry. W obrębie wymienionych obszarów (miast, regionów miej-
skich, konurbacji) funkcjonują porty lotnicze, które oferują grupę połączeń do 
tych samych portów. Pojawia się zatem główne w odniesieniu do tego zagad-
nienia pytanie, jakie czynniki decydują o wyborze konkretnego portu (Ndoh, Pi-
tfi eld, Caves 1990). Analizom poddawane są systemy transportowe łączące por-
ty lotnicze z obszarami, z których wywodzą się ich pasażerowie (Harvey 1987). 
W prowadzonych nad tą problematyką badaniach zwracana jest uwaga nie tylko 
na konkretne przypadki lokalnych czy regionalnych systemów (Pels, Nijkamp, 
Rietveld 1998), lecz również na znaczenie samych linii lotniczych w procesie 
decyzyjnym (Pels, Nijkamp, Rietveld 1997).
W wyżej omówionych przypadkach charakteryzowane są szczegółowe roz-
wiązania dotyczące poszczególnych układów (systemów) portów lotniczych. 
Pojęcie systemu portów lotniczych wykracza jednak poza przykłady lokalne. 
Jednym z głównych kierunków badawczych w zakresie przemian, jakim podle-
ga lotnictwo cywilne, a zatem i jego infrastruktura, jest ewolucja regionalnych, 
krajowych i kontynentalnych systemów portów lotniczych. Literatura wyróżnia 
dwa zasadnicze rodzaje systemów portów lotniczych, których podstawę stanowi 
relacja miedzy portem centralnym (portami centralnymi) danego obszaru a porta-
mi regionalnymi. Klasyfi kacja poszczególnych systemów do określonych typów 
dokonywana jest na podstawie pomiarów zmian wielkości udziału w obsłudze 
pasażerskiego ruchu lotniczego przez wymienione typy portów, uzupełnionych 
przez analizy połączeń między elementami systemu (poszczególnymi portami), 
ich kierunków oraz częstotliwości. Przejście od systemu HUB-AND-SPOKE 
(dominacja portu centralnego) do FULLY-CONNECTED (równowaga systemu) 
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stanowi częsty przedmiot analiz, zarówno w odniesieniu do badań nad konkret-
nymi systemami krajowymi, jak i prezentacji samego modelu. Mimo iż sieci 
o pierwszym ustroju wciąż należą do dominujących (Bryan, O’Kelly 1999), kie-
runek przemian w zakresie dynamiki oraz zmian strukturalnych zmierza do ich 
głębokich przekształceń. 
6. Oddziaływanie na środowisko przyrodnicze
Fizycznogeografi czne położenie lądowisk, lotnisk i portów lotniczych ma 
bardzo duże znaczenie z punktu widzenia ich właściwego funkcjonowania (Leś-
ko, Pasek 1997). Jeden z najistotniejszych czynników stanowi warunki atmosfe-
ryczne – dla samej lokalizacji dróg startowych są to przede wszystkim kierunki 
wiatrów. W przypadku portów lotniczych należy zatem zwrócić uwagę, że obie 
strony interakcji (obiekt i środowisko) znajdują się w głębokim stopniu wzajem-
nych zależności. 
Duże znaczenie dla prawidłowego funkcjonowania obiektów punktowych 
transportu lotniczego ma również podłoże geologiczne obszaru ich funkcjonowa-
nia – zwłaszcza sąsiedztwo obszarów sejsmicznie aktywnych, które determinuje 
np. rodzaj materiałów wykorzystywanych do budowy tej infrastruktury. Samo 
ukształtowanie terenu może stanowić barierę w lokalizacji tak wielkopowierzch-
niowych inwestycji, jakimi są porty lotnicze. Zwłaszcza w obszarach górskich 
bywa to bardzo utrudnione, dlatego odległość niektórych obszarów o szczegól-
nym znaczeniu dla rozwoju turystyki od obsługującego je (w założeniu) portu 
lotniczego jest duża. 
Porty lotnicze należy uznać za obiekty, które bez stosowania rygorystycznych 
zasad mogą stanowić poważne zagrożenie dla środowiska przyrodniczego. Już 
ze względu na swoje rozmiary (zajmowaną powierzchnię, a także kubaturę zwią-
zanych z ich funkcjonowaniem budynków) porty lotnicze należy uznać za grupę 
obiektów szczególnie antropopresyjnych. Stąd też silny nurt badawczy wskazuje 
rozwiązania umożliwiające funkcjonowanie portu lotniczego zgodnie z ideą roz-
woju zrównoważonego (Longhurst, Gibas, Raper, Conlan 1996). Wiele portów 
lotniczych – w tym i te najważniejsze – opracowuje specjalne strategie takiego 
zrównoważonego rozwoju. 
W przypadku oddziaływania na środowisko przyrodnicze najistotniejszym 
czynnikiem, który określa stopień negatywnych skutków funkcjonowania portu, 
jest sposób zarządzania nim. Interakcje port lotniczy – środowisko przyrodni-
cze nie muszą być sprzeczne z ideą zrównoważonego rozwoju. Problem dotyczy 
przede wszystkim polityki w zakresie usuwania generowanych przez funkcjonu-
jący port lotniczy zanieczyszczeń. 
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7. Oddziaływanie na użytkowanie terenu
Użytkowanie terenu w sąsiedztwie portu lotniczego kształtowane jest m.in. 
pod wpływem prawa, określającego funkcjonowanie stref bezpieczeństwa, gdzie 
obowiązują określone bariery, dotyczące charakteru zabudowy (np. jej wysoko-
ści), jak i prowadzonej w jego sąsiedztwie działalności gospodarczej. Jednocześ-
nie rozwój portów lotniczych, wyrażony przez rosnącą liczbę obsługiwanych 
połączeń (i zwiększającą się częstotliwością tych już istniejących) oraz liczbę 
korzystających z usług danego portu lotniczego pasażerów, wymaga często roz-
szerzania jego granic. 
Wzrost ruchu lotniczego w danym porcie powoduje m.in. również wzrost 
zapotrzebowania na powierzchnię parkingową w założeniu obsługującą port. 
Jednocześnie w sąsiedztwie portów pojawia się działalność gospodarcza, zwią-
zana m.in. z wypożyczaniem samochodów. Wzmożony transport na obszarze 
związanym bezpośrednio z portem lotniczym wymusza powstanie odpowiednich 
rozwiązań komunikacyjnych. W zakresie użytkowania terenu oznacza to wzrost 
udziału obszarów determinowanych przez funkcję transportową – np. rozbudo-
wa dróg dojazdowych do portu lotniczego. Ponadto w okolicy portów lotniczych 
często lokalizowane są centra logistyczne. Przykładem może być centrum DHL 
w bliskim sąsiedztwie portu lotniczego Rzeszów-Jasionka. 
Analizy przemian użytkowania ziemi w sąsiedztwie portów lotniczych wy-
kazują, iż czynnik strachu nie jest tak silny, jak czynnik ekonomiczny. Niższe 
ceny nieruchomości w sąsiedztwie portów lotniczych sprawiają, że obszary te 
w nieznacznym stopniu stanowią barierę dla rozwoju strefy podmiejskiej obsłu-
giwanego przez dany port lotniczy miasta. W sąsiedztwie tych obiektów powstaje 
bowiem jednak zabudowa jednorodzinna. 
W przestrzeni największych obszarów zurbanizowanych mogą pojawiać się 
wraz z dynamicznym rozwojem portów lotniczych szczególne formy osadnicze 
(aeroville, airport cities – miasta lotnicze), morfologicznie i funkcjonalnie zde-
terminowane właśnie przez port lotniczy. 
8. Oddziaływanie na przestrzeń społeczną i gospodarczą
Społeczne oddziaływanie portów lotniczych również należy do problematyki 
badawczej, która terytorialnie może dalece odbiegać od bezpośredniego sąsiedz-
twa tych obiektów (Garland, Wise, Hopkin 1998). Nie tylko bowiem bezpośred-
nie sąsiedztwo obiektów infrastruktury transportu lotniczego narażone jest na 
tego rodzaju negatywne oddziaływanie. 
Jednym z częściej podejmowanych problemów badawczych z tego zakresu 
jest oddziaływanie hałasu wytwarzanego przez statki powietrzne. Analizy prze-
strzenne opierają się w tym wypadku na mapach akustycznych, które stanowią 
bardzo ważne narzędzie przy planowaniu przestrzennym – zwłaszcza lokalizowa-
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niu osiedli. Problem ten nie dotyczy bynajmniej jedynie samego portu i obszaru 
z nim sąsiadującego, ale całej strefy nalotów i obszarów położonych na trasie dróg 
lotniczych, którymi samoloty podchodzą do lądowania. Negatywne oddziaływa-
nie tego typu rośnie wraz z deregulacją transportu lotniczego. Wynika to z faktu, 
iż statki powietrzne wykorzystywane przez przewoźników niskokosztowych, ze 
względu na ich wiek i stopień wysłużenia, emitują hałas wielokrotnie bardziej 
odczuwalny niż nowa fl ota, w której stosowane są rozwiązania ograniczające ten 
aspekt funkcjonowania. Ludność zamieszkująca obszar strefy, nad którą statki 
powietrzne podchodzą do lądowania, dostrzega rosnący dyskomfort wraz z roz-
wojem portu, wyrażającym się w zwiększającej się liczbie operacji lotniczych 
(startów i lądowań). W takiej sytuacji rozwój portu lotniczego, który globalnie 
z punktu widzenia obsługiwanego miasta lub regionu utożsamiany jest z ogólnym 
rozwojem i bodźcem ekonomicznym, w skali lokalnej może być postrzegany jako 
zjawisko negatywne. Poziom hałasu oddziałujący na jakość życia mieszkańców 
może nawet spowodować spadek cen nieruchomości na takim obszarze. 
Problem hałasu, który w przeważającej mierze zależny jest od stanu fl oty, jaką 
dysponują przewoźnicy obsługujący połączenia lotnicze z udziałem danego por-
tu, nie jest jedyną negatywną formą jego oddziaływania na przestrzeń społeczną. 
Inne negatywne interakcje wynikają z zagrożeń związanych z ewentualnymi ka-
tastrofami lotniczymi. Obszar portu oraz jego sąsiedztwa należy do najbardziej 
wrażliwych pod tym względem. Zagrożenie wykracza jednak poza ten obszar 
– u części społeczeństwa sam lecący samolot powoduje obawę przed potencjal-
ną katastrofą. Lęk ludności przed katastrofami lotniczymi wzmógł się w ciągu 
ostatnich lat w związku z atakami terrorystycznymi w Stanach Zjednoczonych 11 
września 2001 roku. Rozwiązania w zakresie bezpieczeństwa (zwłaszcza lotni-
ctwa komercyjnego) są także często przedmiotem odrębnych badań (Wells 2001, 
Sweet 2003). Duże znaczenie mają tu również badania, które dotyczą ekonomicz-
nych skutków takich ataków dla przemysłu lotniczego. Przede wszystkim zwra-
cano w nich uwagę na problematykę kondycji ekonomicznej poszczególnych linii 
lotniczych (Harumi, Darin 2005). 
Społeczne oddziaływanie portu lotniczego ma jednak również pozytywne 
aspekty. Duże znaczenie społeczne ma chociażby poprawa dostępności komuni-
kacyjnej miasta bądź obsługiwanego regionu. Lokalnie pojawiają się tego rodzaju 
korzyści jako rezultat rozbudowy systemu dróg dojazdowych do portu lotniczego, 
które równocześnie poprawiają dostępność komunikacyjną znacznych obszarów, 
nie tylko samego portu lotniczego. Wraz z rozwojem usług świadczonych przez 
tzw. tanie linie lotnicze porty lotnicze przyczyniły się do wzrostu osiągalności 
bardzo oddalonych obszarów jako potencjalnych miejsc pracy, czy też turystyki. 
Możliwość dotarcia drogą powietrzną do prawie wszystkich zakątków Europy 
w czasie wielokrotnie krótszym niż za pomocą innych środków transportu zmie-
niła również dla dużej części społeczeństwa znaczenie pojęcia odległości. 
Gospodarcze znaczenie portów lotniczych również dotyczy wielu aspek-
tów ich funkcjonowania (Pitfi eld 1997; Hakfoort, Poort, Rietveld 2001). Przede 
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wszystkim sam port lotniczy stanowi miejsce zatrudnienia dla setek, a niekiedy 
nawet tysięcy osób. Poza personelem związanym bezpośrednio z obsługą samo-
lotów oraz pasażerów na terenie terminali lotniczych pracują osoby związane 
z działalnością gospodarczą tu prowadzoną. Istotne gospodarcze znaczenie ma 
także rosnąca wraz ze wzrostem wielkości portu lotniczego lista jego kooperan-
tów, prezentujących bardzo szerokie spektrum branż. Sam rozwój ruchu pasa-
żerskiego oznacza także potencjalne zyski miasta, do którego za pośrednictwem 
danego portu trafi ają m.in. turyści. Samo funkcjonowanie portu lotniczego oraz 
działalność gospodarcza z nim związana chociażby poprzez podatki pozytywnie 
oddziałują na budżet zlokalizowanych na tym terenie samorządów, które wyka-
zują również duże zainteresowanie udziałami w spółkach zarządzających takimi 
obiektami. Poza możliwością wpływania na kierunek ich rozwoju, ma to także 
znaczenie marketingowe. Dotyczy ono np. możliwości podkreślenia faktu posia-
dania udziałów w porcie lotniczym w materiałach promocyjnych. Do wymienio-
nych gospodarczych aspektów funkcjonowania portów lotniczych doliczyć nale-
ży ich znaczenie jako czynnika lokalizacji działalności gospodarczej. Zwraca się 
także uwagę na katalityczne oddziaływanie portu lotniczego o znaczeniu regio-
nalnym. 
9. Podsumowanie
Porty lotnicze ze względu na ich rozmiary oraz charakter funkcjonowania 
można uznać za obiekty osobliwe. Zarówno ich gospodarcze i społeczne znacze-
nie, jak również oddziaływanie na środowisko przyrodnicze stanowi przedmiot 
wielu badań, nie tylko geografi cznych. Badania te obejmują szeroki zakres inter-
akcji między punktową infrastrukturą transportu lotniczego a innymi elementami 
przestrzeni. Zainteresowanie tematyką lotniczą z punktu widzenia związanych 
z nią obiektów dotyczy zarówno relacji bezpośrednich, jak i pośrednich. 
Popularyzacja transportu lotniczego jest w dużej mierze rezultatem jego libe-
ralizacji, która pośrednio popularyzuje również same porty lotnicze jako obiekt 
badań. Zarówno analizy poszczególnych przykładów oddziaływania określonych 
portów, jak i ujęcia modelowe czy systemowe stanowią często podejmowaną te-
matykę. Porty lotnicze Polski nie były dotychczas popularnym problemem ba-
dawczym. Istnieje jednak duże prawdopodobieństwo, że ich rosnące znaczenie 
w skali Europy oraz zwiększające się ich oddziaływanie, lokalne i regionalne, 
zaowocują wzrostem zainteresowania tą tematyką. Przy założeniu rozwoju iloś-
ciowego oraz jakościowego transportu lotniczego w Polsce, a zatem i samych 
portów lotniczych, wyniki tych badań będą miały duże znaczenie aplikacyjne. 
95Porty lotnicze i ich oddziaływanie jako przedmiot badań geografi cznych
Literatura
Ashford N., Stanton H.P.M., Moore C.A., 1996, Airport operations, McGraw-Hill Professio-
nal.
Barbot C., 2006, Low-cost airlines, secondary airports, and state aid: An economic assessment 
of the Ryanair-Charleroi Airport agreement, Journal of Air Transport Management, 12, 
Elsevier, 197-203.
Borenstein S., 1990, Airline merger, airport dominance and market power, American Econo-
mic Review, Papers and Proceedings, 80, 400-403.
Bruinsma F., 1999, Comparative study of hub airports in Europe: Ticket prices, travel time and 
rescheduling costs, Free University Amsterdam.
Bryan D., O’Kelly M.E., 1999, Hub and spoke networks in air transportation: an analytical 
review, Journal of Regional Science, 39, 2, 275–295.
Button K.J., 1991, Airline deregulation: international experiences, David Fulton Publishers, 
London.
Doganis R., 1992, The airlines business, Routledge, London.
Garland D.J., Wise J.A., Hopkin V.D. (red.), 1998, Handbook of Aviation Human Factors, La-
wrence Erlbaum Associates.
Goetz A.R., Sutton C.J., 1997, The geography of deregulation on the US airline industry, An-
nals of the Association of American Geographers, 82, 238–263.
Hakfoort J.R., Poort T., Rietveld P., 2001, The Regional Economic Impact of an Airport: The 
Case of Amsterdam Schiphol Airport, Regional Studies, 35(7), 595–604.
Harvey G., 1987, Airport Choice in a Multiple Airport Region, Transportation Research, 
21A(6), 439–449.
Harumi I., Darin L., 2005, Comparing the impact of the September 11th Terrorist Attacks in 
International Airline Demand, International Journal of the Economics of Business, 12, Ro-
utledge, London.
Horonjeff R., McKelvey F.X., 1993, Planning and Design of Airports, McGraw-Hill Profes-
sional.
Janic M., 2000, Air Transportation Systems and Modelling, Capacity, Quality of Services and 
Economics, CRC.
Leśko M., Pasek M., 1997, Porty lotnicze. Wybrane zagadnienia inżynierii ekologicznej, Wy-
dawnictwo Politechniki Śląskiej, Gliwice.
Longhurst J., Gibbs D.C., Raper D.W., Conlan D.E., 1996, Towards sustainable airport deve-
lopment, The Environmentalist, 16, 3, Springer Netherlands, 197–200.
Martin J.C., Roman C., 2004, Analyzing competition for hub location in intercontinental avia-
tion markets, Transportation Research Part E 40, 135–150.
Ndoh N.N., Pitfi eld D.E., Caves R.E., 1990, Air Transportation Passenger Route Choice: A Nested 
Multinomial Logit Analysis [w:] M.M. Fischer, P. Nijkamp, Y.Y. Papageorgiou (red.), Spatial 
Choices and Processes, Elsevier Science Publishers, North-Holland, 349–365.
Nijkamp P., 1996, Liberalisation of air Transport in Europe: The survival of the Fittest?, Fa-
culteit der Esconomische Warenschappen er: Econometrie, Serie Research Memoranda, 
Amsterdam.
Pels E., Nijkamp P., Rietveld P., 1997, Substitution and Complementarity in Aviation: Airports 
vs Airlines, Transportation Research, 33E, 275–286.
Pels E., Nijkamp P., Rietveld P., 1998, Airport choice in a multiple airport region: a case study 
for the San Francisco Bay Area, Free University Amsterdam.
96 Piotr Trzepacz
Pitfi eld, D.E., 1981, The economics of airport impact, Transportation Planning and Technology, 
7, 21–31.
Rydzykowski W., Król-Wojewódzka K. (red.), 1997, Transport, Wydawnictwo Naukowe PWN, 
Warszawa.
Schipper Y., Rietveld P., 1997, Economic and environmental effects of airline deregulation 
[w:] Capineri C., Rietveld P. (red.), Networks in Transport and Communications, Ashgate, 
Adlershot, 325–344.
Sweet K.M., 2003, Aviation and Airport Security: Terrorism and Safety Concerns, Prentice 
Hall.
Wells A.T., 2001, Commercial Aviation Safety, McGraw-Hill Professional, New York.
Wells A.T., Chadbourne B.D., 2002, General Aviation and Management, Krieger Publishing 
Company.
Wells A.T., Young S., 2003, Airport planning and management, McGraw-Hill Professional, 
New York.
Wells A.T., Wensveen J.G., 2003, Air Transportation: A management Perspective, Brooks 
Cole.
Williams G., 1993, The Airline Industry and the Impact of Deregulation, Ashgate, Adlershot.
Summar y
Airports and their impact as research objects 
for geographers
Air transportation infrastructure and its impact on social and economic space is a popular re-
search area. In countries like Poland, the popularity of this research grows. In part, it is a reac-
tion for an increase of the meaning of this branch of transportation. Air transportation, mostly 
because of low cost carriers’ popularity, is no longer an elite way of transportation. Its potential 
market grows. The liberalization and deregulation of air transportation caused the enlargement 
of potential customers number (Nijkamp 1996). The growth of passengers’ traffi c impacts on 
airports spatial development needs and changes in airports’ vicinity. This kind of spatial chang-
es triggered by airports are often analysed with a wide spectrum of coexisting factors.
Notional aspects of air transportation infrastructure researches are connected with a discus-
sion on the terms of point and linear infrastructure. One of the main research questions is: can 
we speak of a linear infrastructure in case of air transportation. The localization and hierarchy 
of point infrastructure, as well as changes of those, are a common research topic, especially 
since the idea of „open sky” is spreading in Europe and in other continents. Impacts of struc-
tural changes on air transportation are analyzed also in connection with the development of new 
cheap airports, which are used by low cost carriers. The growth of passengers’ traffi c in relative 
small airports leads to airport hierarchy changes (Barbot 2006). This hierarchical transforma-
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tion causes also a systematic one, which in general means changes from HUB-and-SPOKE 
system to FULLY CONNECTED (Bryan, O’Kelly 1999). 
Also the impact of 11th of September 2001 is an important research area. Bankruptcy of 
several important and traditional airlines infl uenced airports, where most connections were op-
erated by those airlines (Harumi, Darin 2005). 
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