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Abstract
Continuous time Bayesian networks are investigated with a special focus on
their ability to express causality. A framework is presented for doing inference
in these networks. The central contributions are a representation of the
intensity matrices for the networks and the introduction of a causality measure.
A new model for high-frequency financial data is presented. It is calibrated to
market data and by the new causality measure it performs better than older
models.
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1. Introduction
Continuous time Bayesian networks (CTBNs) are graphical representations of the
dependence structures between continuous time random processes with finite state
spaces. The name stems from a certain similarity to Bayesian networks, which give
a graphical representation between random variables, rather than from shared mathe-
matical properties. CTBNs were introduced by Nodelman et al. (2002) independently
of Schweder (1970), who called them Composable processes. In this paper the name
CTBN will primarily be used. An important feature of the CTBNs is their ability to
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express causality. In time series analysis, a process has a causal e ect if other time series
are more precisely predicted given the causing process. This concept was introduced
by Granger (1969). Schweder’s Composable processes can be seen as a continuous time
version of Granger’s causality. The link is also discussed in Didelez (2007). Florens
and Fougere (1996) define di erent conceps in noncausality in continuous time and
charcterize these in the case of Markov processes; thus extending Schweder (1970).
Aalen et al. (2012) discusses Schweder’s theory from a causality and martingale point of
view. Gourieroux et al. (1987) have the same approach to causality as we do; they allow
general state spaces but are limited to discrete time. Ge´gout-Petit and Commenges
(2010) are also working from the martingale perspective and introduces a theory of
influence between stochastic processes. Eichler (2012) considers composability in a
time series setting. Sugihara et al. (2012) perform inference using the causal time
series perspective in an eco-system.
Directed information theory is linked conceptually and theoretically to Granger
causality, see Amblard and Michel (2012). Hlava´cˇkova´-Schindler et al. (2007) explore
the information theoretic concepts for detecting causality in time series. The directed
information is defined for the information transfered from one instant to another
in discrete time. Kaiser and Schreiber (2002) consider the directed information for
processes in discrete time and takes the limit, thereby forming a continuum of instances.
A similar approach is taken byWeissman et al. (2013) who define a directed information
measure in continuous time by taking the limit of the discrete time directed information
measure. These papers have an approach to causality in continuous time that is similar
to ours–although distinctively di erent. Seghouane and Amari (2012) have an approach
that is similar to the directed information theory but with terminology close to ours.
Causality for continuous time Bayesian networks is defined with the continuous time
processes as a starting point without a limiting procedure. The causality measure is
then defined directly for the process as opposed to taking the limit of a measure for a
discrete process.
The object of this paper is to develop tools that simplify inference and detect
Hoem (1969) cites a working paper on Composable processes by Schweder from 1968, predating
Granger’s paper. However, Schweder refrain from explicitly mentioning causality.
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causality in the CTBNs. Let W be a continuous time stochastic process with two
components, (X,Y ), taking values in the finite space W̃ = X × Y. The process W is
called a CTBN or a Composable finite Markov process if it satisfies
lim
h→0 1hP(Xt+h ≠ x ,Yt+h ≠ y ￿Xt = x,Yt = y) = 0. (1)
That is, for a su ciently small interval, the probability that more than one of the two
component processes has changed their state tends to zero. The processes X and Y are
called composable if W = (X,Y ) satisfies the composable property above. Throughout
the paper the composable process will have two components. The contributions of
the paper are as follows. CTBNs are Composable finite Markov processes and vice
versa. The intensity matrix of a CTBN must have a specific structure. This structure
is described. We design an operator which takes components and composes them into
a CTBN. We provide an ordering for this composition which simplifies inference. A
new model for tick-by-tick financial data is proposed and calibrated using the tools
developed in the paper. A new measure of causality is proposed and demonstrated on
a simulated CTBN.
The paper consists of seven sections. In this introduction some background and the
definition of a CTBN is given. In Section 2 a key lemma is derived. The lemma lays
the foundation for the construction of an operator in Section 3 which describes how
CTBNs are represented as Markov processes. An ordering of the states and an example
illustrating the operator are presented. Section 4 introduces the Kullback–Leibler
divergence for two components in a CTBN. The divergence is used to define the causal
relation between two components in a network. Section 5 applies the methodology
developed to a novel model for financial tick data. In Section 6 the financial model is
calibrated. A simulation study is done on the model from Section 3 demonstrating the
frameworks ability to detect causality. The paper is concluded with a discussion.
2. Graphical representation
Let {Wt}t≥0 be a CTBN with state spaceW. Let {Xt}t≥0 and {Yt}t≥0 be continuous
time stochastic processes with state spaces X and Y respectively. Throughout the paper
our objects of interest are finite state spaces. Thus, without loss of generality, assume
that X = {1,2, . . . , nX} and Y = {1,2, . . . , nY }. LetW take values inW = {1,2, . . . , nW }
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where there is a one-to-one correspondence from X × Y = W̃ to W implying that nW =
nX ⋅ nY . Details on the correspondence are given in Section 3.2. In this paper all
Markov processes are assumed to be time homogeneous. Elements in an intensity
matrix for a time homogeneous continuous time Markov process Wt are defined as
q(wj ￿ wi) = QWij = lim
h→0 1hP(Wt+h = wj ￿Wt = wi),
q(wi ￿ wi) = QWii = −nW￿
j
QWij ,
and are constant in t, see Doob (1953) for details. Inspired by this, define for X
q(xj ￿ xi, yk) = lim
h→0 1hP(Xt+h = xj ￿Xt = xi, Yt = yk), (2)
and an analogous function for Y . In the next section an operator producing intensity
matrices for CTBNs is presented. The construction of that operator is based on the
following lemma.
Lemma 1. Let W = (X,Y ), be a CTBN. Then the intensity for W is given by
q(xj , y¸ ￿ xi, yk) =
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
q(xj ￿ xi, yk), xj ≠ xi,
q(y¸ ￿ xi, yk), y¸ ≠ yk,
q(xi ￿ xi, yk) + q(yk ￿ xi, yk), xj = xi, y¸ = yk,
0, xj ≠ xi, y¸ ≠ yk.
(3)
The proof is given in Appendix A.
2.1. Local Independence
The process X is said to be locally independent (LI) of Y if q(xi ￿ xj , y) is constant in
y. If W = (X,Y ) is a composable process and X is locally independent of Y then X is
a Markov process since q(xi ￿ xj , y) = q(xi ￿ xj) makes up the elements of an intensity
matrix QX for X. This was proved by Schweder (1970), and with the formulation
provided by Lemma 1 it is evident.
That X is locally independent of Y is equivalent to that Xt+h ￿Xt is independent of
Yt, as proved by Schweder (1970). In other words the values of Xt+h are not a ected
by Yt conditioned that Xt is known. This is denoted by X ￿← Y . Lack of local
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Figure 1: Four possible combinations of causal relationships
independence can be interpreted as presence of causality. Thus there are four possible
combinations of causality: X ↔ Y , or X ￿← Y and Y ← X, or X ← Y and Y ￿← X, or
X ￿← Y and Y ￿← X, see Figure 1. A result from Schweder (1970) states that X and
Y are stochastically independent if and only if they are both locally independent of
each other. That is, the first three configurations in Figure 1 must have dependence
between X and Y while there can be none in the last one.
3. Composing intensity matrices
The object of this section is to compute the intensity matrix for a CTBNW = (X,Y ).
If the process Xt+h ￿ Yt = yk is Markov, which is not necessarily the case, define a
conditional Markov process with transition probabilities q(xi ￿ xj , yk). These quantities
make up the conditional intensity matrix QX ￿yk .
3.1. Conditional Markov Processes
Assume that the process Xt ￿ Yt = yk is a continuous time Markov process for all
yk and ditto for Yt ￿ Xt = xi. The intensity matrix for X is denoted by QX ￿yk and an
element QX ￿ykij of the intensity matrix is given by q(xj ￿ xi, yk) as defined in Equation
(2). By Lemma 1 it is possible to construct QW using the matrices QX ￿yk and QY ￿xi
for k = 1, . . . , nY , i = 1, . . . , nX . An operation which arranges the conditional intensity
matrices in a suitable way is therefore desired. The particular choice of operation
presented here will utilize full intensity matrices of sizes nXnY × nXnY denoted by
QX ￿Y and QY ￿X respectively. These matrices will be specific arrangements of all the
elements from the conditional intensity matrices. Lemma 1 implies that the intensity
matrices must be arranged such that they interfere only on the main diagonal; any
other arrangement would violate the lemma.
A natural way to organize the intensity matrix for X ￿ Y is to divide it into nY
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blocks of size nX × nX ￿￿￿￿￿￿￿￿￿￿￿￿￿
QX ￿y1 0 0 0
0 QX ￿y2 0 0
0 0 ￿ 0
0 0 0 QX ￿ynY
￿￿￿￿￿￿￿￿￿￿￿￿￿
, (4)
this is known as the matrix direct sum and is denoted ￿nYk=1QX ￿yk . By definition, if X
is locally independent of Y then the blocks are all identical. On the other hand, if the
blocks are all identical then the function q(xj ￿ xi, y) is constant in y and, again by
definition, X ￿← Y .
For the operator working on QY ￿X the Kronecker product is involved. Let B and A
be be two quadratic matrices of size nB and nA respectively. Recall that the Kronecker
product between the matrix B and any other matrix C is defined as
B ⊗C =
￿￿￿￿￿￿￿￿￿￿
b11C ￿ b1nBC⋮ ￿ ⋮
bnB1C ￿ bnBnBC
￿￿￿￿￿￿￿￿￿￿
.
Thus, for two quadratic matrices B and C, of size nB and nC respectively, their
Kronecker product B ⊗C is of size nBnC × nBnC . Define
nA￿
k=1Bk = n￿k=1Bk ⊗ I[nA]k . (5)
The new operator fulfills the specifications above; it arranges the conditional intensity
matrices into a full intensity matrix such that the elements on the o -diagonals will
not collide with the ones from the direct sum. The new operator takes several matrices
Bk (of size nB × nB), extends them to a larger space of size nBnA × nBnA and then
sums them together. This is similar to the Kronecker sum. Let b(k)ij denote element
i, j of the matrix Bk. Then the operation gives the nBnA × nBnA matrix
nA￿
k=1Bk =
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
b(1)11 0 ￿ 0 b(1)12 0 ￿ 0 ￿
0 b(2)11 ￿ 0 0 b(2)12 ￿ 0 ￿⋮ 0 ￿ 0 ⋮ 0 ￿ 0 ￿
0 ￿ 0 b(nA)11 0 ￿ 0 b(nA)12 ￿
b(1)21 0 ￿ 0 b(1)22 0 ￿ 0 ￿
0 b(2)21 ￿ 0 0 b(2)22 ￿ 0 ￿⋮ 0 ￿ 0 ⋮ 0 ￿ 0 ￿
0 ￿ 0 b(nA)21 0 ￿ 0 b(nA)22 ￿
0 ￿ 0 0 ￿ ￿ 0 0 ￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
.
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Define the nA × nA matrix
B˜jk =
￿￿￿￿￿￿￿￿￿￿￿￿￿
b(1)jk 0 ￿ 0
0 b(2)jk ￿ 0⋮ 0 ￿ 0
0 ￿ 0 b(nA)jk
￿￿￿￿￿￿￿￿￿￿￿￿￿
,
then we can write
nA￿
k=1Bk =
￿￿￿￿￿￿￿￿￿￿￿￿￿
B˜11 B˜12 ￿ B˜1nB
B˜21 B˜22 ￿ B˜2nB⋮ ￿ ￿ ⋮
B˜nB1 B˜n2 ￿ B˜nBnB
￿￿￿￿￿￿￿￿￿￿￿￿￿
.
The direct sum from Equation (4) is defined as
nB￿
k=1Ak =
￿￿￿￿￿￿￿￿￿￿￿￿￿
A1 0 0 0
0 A2 0 0
0 0 ￿ 0
0 0 0 AnB
￿￿￿￿￿￿￿￿￿￿￿￿￿
.
As a result, in the operation ￿nBk=1Ak +￿nAk=1Bk, it is clear that only diagonal elements
of the matrices Ak and Bk collides. The purpose of the operators is to provide us with
a way to compose several single processes in to one. We end up with the following
proposition.
Proposition 1. Let W = (X,Y ), be a process where X ￿ Y and Y ￿ X are continuous
time Markov processes. Then, given the conditional matrices split up by state, the
intensity matrix from Lemma 1 can be written as
QW = nY￿
k=1QX ￿yk + n
X￿
k=1QY ￿xk , (6)
if and only if X and Y are composable.
The operation in (6) is not unique. Arranging the state space of the CTBN in a
di erent manner requires the operation to change. Nevertheless, it should still produce
something equivalent. An example of an intensity matrix for a CTBN is seen in Figure
2. The dark diagonal elements are negative, the positive elements are light and the
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Figure 2: Intensity matrix for a 10 × 5 Composable process
remaining elements are zero-valued. The figure shows two processes, one with a state
space of cardinality ten and the other with five. On the main diagonal there are five
blocks, QX ￿yk , of size 10 × 10, one for each possible state of the second process. The
other intensity matrix, QY ￿xi , is spread out as the diagonal bands in the matrix.
3.2. Ordering of the States
The ordering of the states is essential. The operation ￿nYk=1QX ￿yk + ￿nXk=1QY ￿xk
produces one particular ordering. We regard this as a natural one. It is induced by an
ordering of X and Y. For integer-valuedX and Y the ordering is self-evident. When the
states are of the type “roe” and “fish” the ordering is arbitrary and must be decided.
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The ordering produced by ￿nYk=1QX ￿yk +￿nXk=1QY ￿xk can be written as
W ={1,2, . . . , nX , nX + 1, . . . , nX + nX(2 − 1), . . . , nXnY }. (7)
The intensity matrix for QW will have nY blocks of size nX × nXnY given as￿￿￿￿￿￿￿￿￿￿￿￿￿
x ￿ y1
x ￿ y2⋮
x ￿ yn
￿￿￿￿￿￿￿￿￿￿￿￿￿
.
This means that each row of the intensity matrix QW will have the ordering given by
(7). For X and Y this corresponds to the states
W̃ = {{1,1}, . . . ,{nX ,1}, . . . ,{1, nY }, . . . ,{nX , nY }}.
This state space is perhaps more easily understood as the matrix￿￿￿￿￿￿￿￿￿￿￿￿￿
1,1 2,1 ￿ nX ,1
1,2 2,2 ￿ nX ,2⋮ ⋮ ￿ ⋮
1, nY ￿ ￿ nX , nY
￿￿￿￿￿￿￿￿￿￿￿￿￿
,
where each increase in column represents an increase of state in X and each row the
same for Y . The corresponding numbering of the states is given by￿￿￿￿￿￿￿￿￿￿￿￿￿
1 2 ￿ nX
nX + 1 nX + 2 ￿ nX + nX(2 − 1)⋮ ⋮ ￿ ⋮
1 + nX(nY − 1) ￿ ￿ nXnY
￿￿￿￿￿￿￿￿￿￿￿￿￿
.
We end up with an ordering that we can compute from the relations given in the
following proposition where ￿⋅￿ denotes the ceiling function.
Proposition 2. For three states w, x and, y of W,X and Y respectively we have the
relations
w = x + nX(y − 1),
x = 1 + (w − 1 mod nX),
y = ￿ w
nX
￿.
(8)
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These relations depend on the operations in ￿nYk=1QX ￿yk +￿nXk=1QY ￿xk and might be
invalidated if the operators are defined in a di erent manner.
3.3. Example: Markov Process with Markov Modulated Intensity
Consider a process X switching between two states {1,2} with intensities given by
a process Y taking values in {1,2}, that is,
QX ￿y1 = ￿￿￿￿￿￿￿
−⁄(1) ⁄(1)
µ(1) −µ(1)
￿￿￿￿￿￿￿ , QX ￿y2 =
￿￿￿￿￿￿￿
−⁄(2) ⁄(2)
µ(2) −µ(2)
￿￿￿￿￿￿￿ .
The process Y will have similar matrices,
QY ￿x1 = ￿￿￿￿￿￿￿
−—(1) —(1)
“(1) −“(1)
￿￿￿￿￿￿￿ , QY ￿x2 =
￿￿￿￿￿￿￿
−—(2) —(2)
“(2) −“(2)
￿￿￿￿￿￿￿ .
Further, let the processes be composable. The intensity matrix for the CTBN is given
by Proposition 1 as
2￿
k=1QX ￿yk + 2￿k=1QY ￿xk =
￿￿￿￿￿￿￿
−⁄(1)−—(1) ⁄(1) —(1) 0
µ(1) −µ(1)−—(2) 0 —(2)
“(1) 0 −⁄(2)−“(1) ⁄(2)
0 “(2) µ(2) −µ(2)−“(2)
￿￿￿￿￿￿￿
with state space {{1,1},{2,1},{1,2},{2,2}}. We can write this matrix in several
equivalent ways but note that doing so implies that we rearrange the order of the state
space. For instance,
2￿
k=1QY ￿xk + 2￿k=1QX ￿yk =
￿￿￿￿￿￿￿
−⁄(1)−—(1) —(1) ⁄(1) 0
“(1) −⁄(2)−“(1) 0 ⁄(2)
µ(1) 0 −µ(1)−—(2) —(2)
0 µ(2) “(2) −µ(2)−“(2)
￿￿￿￿￿￿￿
has state space {{1,1},{1,2},{2,1},{2,2}}.
We write A ∼ B and say that the two matrices are stochastically equivalent if there
exists a permutation matrix R such that RAR = B. The relation ∼ is an equivalence
relation. Let
R =
￿￿￿￿￿￿￿￿￿￿￿￿￿
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
￿￿￿￿￿￿￿￿￿￿￿￿￿
,
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then we see that (￿2k=1QX ￿yk+￿2k=1QY ￿xk) ∼ (￿2k=1QY ￿xk+￿2k=1QX ￿yk). Checking the
formulas describing the ordering from Proposition 2 for the X process in the example
above gives the states {1,2,1,2} for X in the first example and {1,1,2,2} in the second
one.
Note that this is only two of the total (nXnY )! possible configurations. One of the
22 other possible state spaces is
{{2,2},{1,1},{1,2},{2,1}}.
This ordering induce another permutation of the intensity matrix.
From now on, us assume that the process Y is controlling the intensities of X but
Y is locally independent of X. In other words QY ￿x1 = QY ￿x2 , with —(1) = —(2) and
“(1) = “(2). Note that the processes in this example are for illustrative purposes only.
In a more realistic setting the process X would be observed and a ected by the hidden
process Y . Ryde´n (1996) does inference in the case when X is a Poisson process and
Y is governing its intensity.
4. Measuring causality
In previous sections we introduced causality and local independence. This section
develops a methodology testing for presence of causality. It is done by measuring a
distance between the processes X and Y . For this measure, we consider the Kull-
back–Leibler divergence.
4.1. Kullback–Leibler Causality
Let P0 be a probability measure that is absolutely continuous with respect to P. The
Kullback–Leibler (KL) divergence is defined as DKL(P0￿P) = EP0￿ log dP0dP ￿. It can be
viewed as the distance between two probability measures. Let Q0 and Q be intensity
matrices coupled with Markov processes, and let PQ0 ,PQ be the probability measures
parametrized by them. Let AT (i) denote the time spent in state i during [0, T ] and
denote ETPQ0 [AT (i)] = AT .
Proposition 3. The Kullback–Leibler divergence for two continuous time Markov pro-
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cesses over [0, T ] parametrized by the intensity matrices Q0 and Q is
DKL(PQ0￿PQ) =￿
i
AT (i)￿￿￿￿￿￿￿q0(i ￿ i) − q(i ￿ i) +￿j≠i q0(j ￿ i) log q0(j ￿ i)q(j ￿ i)
￿￿￿￿￿￿￿,
with the convention 0 log 00 = 0.
A corollary follows since AT is increasing in T : the KL divergence will either tend to
infinity or to a constant as T tends to infinity.
If the chain is not irreducible it is possible that the KL divergence converges to
a constant. In that case there exists a closed communicating class such that that
q0(i ￿ i) − q(i ￿ i) +∑j≠i q0(j ￿ i) log q0(j￿i)q(j￿i) is zero for all i in that class.
LetW = (X,Y ) form a CTBN. Denote the probability which governs the network by
PQW . For a fixed value, yk, the parameter QX ￿Y =yk is not stochastic. Let u be a uniform
random variable on the interval [0, T ] and define Y (T ) ￿ Yu. Then the parameter
QX ￿Y (T ) is a random variable in Y (T ). It is natural to define QX ￿ ￿ ETPQW [QX ￿Y (T )] and
denote its elements by q(xj ￿ xi). Let PQX￿ be a probability measure with parameter
QX ￿ and let PQX￿yk be one which takes the component Y into account. That is,
PTQX￿ (Xt+h = xj ￿Xt = xi) ￿￿
k
PQX￿yk (Xt+h = j ￿Xt = xi)AYT (yk)T , and
PQX￿yk (Xt+h = xj ￿Xt = xi) = PQW (Xt+h = xj , Yt+h = yk ￿Xt = xi, Yt = yk).
Thus, by Doob (1953) and Lemma 1,
q(xj ￿ xi) =￿
k
q(xj ￿ xi, yk)AYT (yk)
T
= ￿￿￿￿￿￿￿￿￿￿￿
∑k q(wkj ￿ wki ), i ≠ j,−∑j≠i q(xj ￿ xi), i = j, (9)
where wki = wi+nX(k−1) according to Proposition 2. The KL divergence requires
absolute continuity between the two measures. We will define a causality measure
based on this divergence so the following proposition is necessary.
Proposition 4. PQX￿yk is absolutely continuous with respect to PTQX￿ . In general PTQX￿
is not absolutely continuous with respect to PQX￿yk .
If the chain has no closed communicating class (or specifically: absorbing state), see Norris (1998),
such that q0(i ￿ i) − q(i ￿ i) +∑j≠i q0(j ￿ i) log q0(j￿i)q(j￿i) is zero for all i in that class (state) then the
constant must be zero.
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Define the amount of causality as
CTKL(X ← Y ) ￿ ETPQW [DKL(PQX￿Y (T ) ￿PQX￿ )].
This definition can be viewed as the expected distance over a interval [0, T ]. Denote
ETPQW [AYT (k)] = AYT (k). Using this with Proposition 3 and Lemma 1 produces the
following identity.
Proposition 5. The causality for a CTBN is finite and may be written as
CTKL(X ← Y ) =￿
k
AYT (yk)
T
DKL(PQX￿yk ￿PQX￿ ),
where
DKL(PQX￿yk ￿PQX￿ ) =￿
i
AX ￿ykT (xi)￿￿￿￿￿￿￿q(xi ￿ xi, yk)
− q(xi ￿ xi) +￿
j≠i q(xj ￿ xi, yk) log q(xj ￿ xi, yk)q(xj ￿ xi)
￿￿￿￿￿￿￿
=￿
i
AWT (wki )￿￿￿￿￿￿￿q(xi ￿ xi, yk)
− q(xi ￿ xi) +￿
j≠i q(wkj ￿ wki ) log q(w
k
j ￿ wki )
q(xj ￿ xi)
￿￿￿￿￿￿￿.
(10)
Here AX ￿ykT (xi) = ∫ T0 PQX￿yk (Xt = xi)dt. It is more convenient to work with a “pure”
process W . For instance, once the W process is formed from observations X and Y it
is easy to estimate AWT (wki ) = ∫ T0 PQX￿yk (Wt = wki ), in contrast to AX ￿ykT (xi) where the
state of Y needs to be taken into consideration.
4.1.1. Average Causality and Calibration The average causality
1
T
CTKL(X ← Y )
is more convenient to work with. Since AT (i) is bounded above by T for all i, so is
the increase of the KL divergence. Therefore, we expect that for average causality
C1KL(X ← Y ) ≈ 1T CTKL(X ← Y ) ≈ 1T + SCT+SKL (X ← Y )
for any positive T,S with equality in the last relation as T tends to infinity.
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Proposition 6. The average causality 1T CTKL(X ← Y ) is bounded from above by the
constant
max
k,i
q(xi ￿ xi, yk) − q(xi ￿ xi) +￿
j≠i q(xj ￿ xi, yk) log q(xj ￿ xi, yk)q(xj ￿ xi)
and the causality is bounded by T scaled with the same constant.
The KL calibration, Ÿ(x), is defined as the solution to the equation
x = DKL(Be(12)￿Be(Ÿ(x)))
and is given by Ÿ(x) = 12(1 +√1 + e−2x), see McCulloch (1989). It is a standardized
measure taking values in [12 ,1] and will be used to evaluate our results.
5. Tick data application
In this section an application in finance is studied. High resolution data with one
data point for each time the price changes is under study. This data is called tick-by-
tick data, or simply tick data. The observations are typically not equidistant in time.
The second application is a simulation study on the example from Section 3.3 where
causality is investigated.
An initial approach to modeling the tick-by-tick data is to use the Skellam process
by Barndor -Nielsen et al. (2012).
Definition 1. Let N+t and N−t be Poisson processes with intensities ⁄+ and ⁄−. Then
the di erence of these two processes is denoted
Lt = N+t −N−t ,
and is called a Skellam process.
The object of the section is to extend the Skellam model. Let X and Y be two
independent processes taking values in the natural numbers. Define their di erence
process Zt =Xt−Yt. Since the CTBNs have finite state spaces an unbecoming technical
condition, of no practical importance, is required. The processes must be bounded;
therefore, let ·M = inft{￿Xt − Yt￿ =M + 1}, and force t to be in [0, ·M ].
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Proposition 7. Let the process Zt be the di erence of two independent processes with
independent increments. The process Z is a composable process with components(X,Y ) if and only if the product of P(￿Xt+h − Xt￿ > 0) and P(￿Yt+h − Yt￿ > 0) is of
order o(h) for every t < ·M .
Proof. A process with independent increments is a Markov process, see e.g. Doob
(1953), thus
P(Xt+h = k, Yt+h = j ￿Xt ≠ k, Yt ≠ j) = P(￿Xt+h −Xt￿ > 0)P(￿Yt+h − Yt￿ > 0).
In other words, h−1P(Xt+h = k, Yt+h = j ￿ Xt ≠ k, Yt ≠ j) tends to zero as h tends to
zero if and only if
P(￿Xt+h −Xt￿ > 0)P(￿Yt+h − Yt￿ > 0) (11)
is of order o(h).
Typically the processes X and Y will be Le´vy processes. A stochastic process is said
to be Le´vy if it has independent and stationary increments and it is stochastically
continuous. That is, if ›t − ›s is independent of ›t − ›r for any t > s > r and the
distribution of ›t+h − ›t does not depend on t, and for every Á > 0 and for every t the
probability P(￿›t+h − ›t￿ > Á) = 0 tends to zero as h tends to zero.
For example, if › is a Poisson process with intensity ⁄ then it satisfies
P(￿›t+h − ›t￿ > Á) = P(￿›t+h − ›t￿ > 0) = 1 − e−⁄h = ⁄h − o(h).
Evidently, it is stochastically continuous, and since it has independent and stationary
increments it is Le´vy. Its di erence process, the Skellam process, is composable if
the product in (11) is of su ciently low order. Consider two Poisson processes with
intensities ⁄+ and ⁄− respectively. The product from (11) will be of order (⁄+h −
o(h))(⁄−h−o(h)) = o(h). We deduce that the Skellam process is a composable process
for t < ·M .
Summarizing, to verify that a di erence process of two processes with independent
increments is composable it su ces to check that the product in (11) is of o(h) for
every t.
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5.1. Model Proposal
The price innovations are divided into upticks and downticks, i.e. positive and
negative innovations respectively. Denote the price at time t by St. Let Xt be the
increment of the price change and Yt the size of the decrease. Let ·t denote the time
for the most recent price change at time t. The di erence process Zt is defined as
Zt =Xt − Yt = St − S·t
where ·0 = infs{s ∶ Ss ≠ S0}, ·k = infs{s > ·k−1 ∶ Ss ≠ S·k−1}, and ·t =maxk{·k−1 < t}.
Thus, Zt is the di erence of the price at time t and of the previous price. The process
moves in a finite space, thus Zt is a process taking only integer values. Since only price
changes are considered, Zt can not be zero-valued. The process X is constructed
using the positive innovations of Z while Y is the value of the negative innovations in
modulus. By definition, X and Y can not change value at the same time. Thus the
process W = (X,Y ) forms a CTBN.
6. Results
We present inference done on the financial model in Section 5.1 and on the Markov
modulated process from Section 3.3.
6.1. Tick-by-tick EUR/USD
The tick-by-tick data is modeled as the di erence between two time homogeneous
Markov processes following the model from Section 5.1. The data, price quotes of
EUR/USD, is in millisecond resolution and contains roughly three hundred thousand
data points spread out over three weeks. With millisecond resolution the process
would have to be constant during long intervals in a standard time series framework.
What is worse, there would be well over a billion data points for three weeks of
data. This is gracefully evaded in the continuous time framework. The price data
were originally retrieved from Hotspot FX, an electronic communication network. It
provides a significant but not dominant part of the foreign exchange market liquidity,
see Bech (2012), and King and Rime (2010) for details.
The task at hand is to estimate the intensity matrix for the process W = (X,Y )
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Figure 3: Intensity Matrix for EUR/USD data
using the price data. It is done by composing the processes and estimating the intensity
matrix using formulas from Albert (1962), see Appendix B.
The result is presented as a heat map in Figure 3. In Figure 4 the intensities for
X when Y is in state 1 and 10 respectively is seen. In the Skellam model the two
matrices should be equal, this however does not seem to be the case. In the heatmap
we allow the prices to jump 20 units. All larger movements will be capped at 20.
The estimations indicates that the causality increases as the cap is lowered. Under
the Skellam model only up or down movements are allowed, i.e. the cap is set at one.
Under that assumption, the average causal KL calibration for the e ect of X on Y is
estimated to be 0.89. When a jump size of 5 is allowed it decreases to 0.78 and for 10
it is 0.67. The quantities are consistently smaller for the e ect of Y on X but they are
di ering by less than one percent.
6.2. Causality
Recall the example with the processes X and Y from Section 3.3. In this section a
simulation study of Y ’s e ect on X is done. The empirical estimate of all parameters
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Figure 4: Comparison of submatrices
are denoted with a hat, for instance, the estimate of CTKL(X ← Y ) is denoted as
CˆTKL(X ← Y ). The estimators and their properties are given in Section B. The
empirical estimate of causality is
CˆTKL(X ← Y ) = 2￿
k=1 AˆYT k
2￿
i=1 AˆWT (wki )
￿￿￿￿￿￿￿qˆ(xi ￿ xi, yk)
− qˆ(xi ￿ xi) + I(j ≠ i)qˆ(wkj ￿ wki ) log qˆ(wkj ￿ wki )qˆ(xj ￿ xi)
￿￿￿￿￿￿￿.
We set T = 105 and repeat the simulation a hundred thousand times producing
estimates of the causality in Figure 5. The estimated causal e ect of X on Y is close
to zero with a very small variance. This means that our inference suggests that the
process X has no impact on Y . That is, there is evidence that Y is locally independent
of X. On the other hand, the same is not true for X. Instead the evidence support
the belief X ← Y . Since X is simulated with Y as input, this is what we expected.
7. Discussion and future work
A natural extension of the applications is to look at processes with more than two
components. For instance, investigating the causality between currency pairs. Another
interesting aspect is to study what happens when a lagged version of the process is
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Figure 5: Causality estimates from the Markov modulated process
introduced. Will the process at time t − 1 have a causal connection to that at time t?
Medical data can be of high resolution and is an appealing alternative application.
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Appendix A. Proofs
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A.1. Proof of Lemma 1
The composable property in (1), the probability that both elements change tends to
zero as h does the same, can be written as
P(Wt+h = {xj , y¸} ￿Wt = {xi, yk}) = o(h),
where limh→0 o(h)￿h = 0. We will consider a chain in state {xi, yk} moving to another
state {xj , y¸} and three di erent cases: in the first case xj ≠ xi, in the second xj = xi
and y¸ = yk; and in the third xj ≠ xi, and y¸ ≠ yk. Note that first case also covers
y¸ ≠ yk. Start with the case xj ≠ xi where
P(Xt+h = xj ￿Xt = xi, Yt = yk) = nY￿
s=1P(Xt+h = xj , Yt+h = ys ￿Xt = xi, Yt = yk)= P(Xt+h = xj , Yt+h = yk ￿Xt = xi, Yt = yk)+ o(h),
holds by the composable property. Using this relation gives
P(Wt+h = {xj , yk} ￿Wt = {xi, yk}) = P(Xt+h = xj , Yt+h = yk ￿Xt = xi, Yt = yk)= P(Xt+h = xj ￿Xt = xi, Yt = yk) + o(h).
Dividing by h and taking the limit yields
q(xj , yk ￿ xi, yk) = q(xj ￿ xi, yk), (12)
i.e. the element of the intensity matrix QW is given by one in QX ￿yk . In the same way,
when y¸ ≠ yk we get q(xj , y¸ ￿ xi, yk) = q(y¸ ￿ xi, yk). For the second case, when the
chain does not change, i.e. xj = xi and y¸ = yk we get
P(Xt+h = xi, Yt+h = yk ￿Xt = xi, Yt = yk) = P(Xt+h = xi, ￿Xt = xi, Yt = yk)−￿
s≠kP(Xt+h = xi, Yt+h = ys ￿Xt = xi, Yt = yk).
Dividing the above expression by h, taking the limit and using the relation in (12)
produces the q-elements
q(xi, yk ￿ xi, yk) = q(xi ￿ xi, yk) −￿
s≠k q(ys ￿ xi, yk) = q(xi ￿ xi, yk) + q(yk ￿ xi, yk).
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Finally for the third case when xj ≠ xi and y¸ ≠ yk the composable property gives
P(Wt+h = {xj , y¸} ￿Wt = {xi, yk}) = o(h).
Thus q(xi, y¸ ￿ xi, yk) = 0, and to summarize
q(xj , y¸ ￿ xi, yk) =
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
q(xj ￿ xi, yk), xj ≠ xi,
q(y¸ ￿ xi, yk), y¸ ≠ yk,
q(xi ￿ xi, yk) + q(yk ￿ xi, yk), xj = xi, y¸ = yk,
0, xj ≠ xi, y¸ ≠ yk.
A.2. Proof of Proposition 1
It is known by Lemma 1 that, each element in the QW matrix is a sum of elements
from the QX ￿yk and the QY ￿xk matrices. Thus we see that the contribution from QX ￿yk ,
corresponds to the block operator￿ from (4) while for QY ￿xk the contribution coincides
with the expansion operator ￿ defined in (5). In other words, the two operations
expand the conditional matrices to the full space while keeping them consistent with
the additive property from (3). This implies that the equality in Equation (6) holds
for a composable process.
For the converse, that the operation produces a composable process, consider the
operations ￿ and ￿. These operations produce matrices which when added together
always satisfy the condition that only elements on the diagonal are changed. Thus
P(More than one process changes state in [t, t + h])
is of order o(h), which implies that the process is composable.
A.3. Proof of Proposition 2
The relation for w follows from the construction of the operators. The established
w relation implies that
y = w − x
nX
+ 1 = w
nX
+ 1 − x
nX
= w
nX
+ c,
where c is a non-negative number not larger than one. Since y only can take integer
values it must be the smallest integer greater than or equal to wnX . This means that
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the constant c can be ignored. For the final equality, observe that
x = w − nX(y − 1) = w − nX￿￿ w
nX
￿ − 1￿
= 1 + (w − 1) − nX￿w − 1
nX
￿ = 1 + (w − 1 mod nX)
where we use that ￿ nm ￿ − 1 = ￿n−1m ￿ when n,m are positive integers.
A.4. Proof of Proposition 3
Let NT (j ￿ i) denote the number of times that the process transits from state i to
state j during the time [0, T ]. From Albert (1962) the log-likelihood for Q is given as
¸Q = log dPQ = C +￿
i
￿
j≠iNT (j ￿ i) log q(j ￿ i) +￿i AT (i)q(i ￿ i).
Thus
¸Q0 − ¸Q = C −C +￿
i
￿
j≠iNT (j ￿ i) log q0(j ￿ i)q(j ￿ i)+￿
i
AT (i)￿q0(i ￿ i) − q(i ￿ i)￿. (13)
Theorem 5.1 by Albert (1962) states that ETPQ0 [NT (j ￿ i)] = q0(j ￿ i)AT (i). Noting that
DKL(PQ0￿PQ) = EPQ0 [¸Q0 − ¸Q] and taking the expectation of (13) gives
DKL(PQ0￿PQ) =￿
i
￿
j≠iAT (i)q0(j ￿ i) log q0(j ￿ i)q(j ￿ i) +￿i AT (i)￿q0(i ￿ i) − q(i ￿ i)￿.
Finally, collecting the factors gives the result.
A.5. Proof of Proposition 4
Theorem 3.3 by Albert (1962) states: if q(xj ￿ xi, yk) vanishes whenever q(xj ￿ xi)
does, then the probability measure on (W,P) under QX ￿yk is absolutely continuous
with respect to the one under QX ￿ .
If q(xj ￿ xi, yk) is positive then X can transit from i to j, thus the probability of
such a move must be positive. This occurs only if q(xj ￿ xi) is positive since there is a
direct relation between that probability and q(xj ￿ xi), see e.g. Doob (1953).
By the same theorem, if any q(xj ￿ xi, yk) is equal to zero while q(xj ￿ xi) is strictly
positive, then PTQX￿ is not absolutely continuous with respect to PQX￿yk .
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It is possible that the process X can move from i to j under only some states of Y .
That is, q(xj ￿ xi, yk) can be zero-valued for some k while q(xj ￿ xi) > 0 implying that
PTQX￿ is not absolutely continuous with respect to PQX￿yk .
A.6. Proof Proposition 5
Firstly, let „ be a function such that „(Y ) has a finite expectation under PQW , and
let u be a uniform random variable in [0, T ] then
ETPQW [„(Y )] =￿
k
„(yk)E[PQW (Yu = yk)] =￿
k
„(yk) 1
T ￿ T0 PQW (Yt = yk)]dt
=￿
k
„(yk)AYT (yk)
T
.
Instead of „, use the Kullback–Leibler divergence to obtain
￿
k
DKL(PQX￿yk ￿PQX￿ )AYT (yk)T .
Proposition 4 states that the measures are absolutely continuous as required for the KL
divergence to be finite. The KL divergence for two probability measures parametrized
by intensity matrices are given by Proposition 3 and Lemma 1 delivers the elements of
the intensity matrix. Thus
CTKL(X ← Y ) =￿
k
AYT (yk)
T
￿
i
AX ￿ykT (xi)￿￿￿￿￿￿￿q(xi ￿ xi, yk)
− q(xi ￿ xi) +￿
j≠i q(xj ￿ xi, yk) log q(xj ￿ xi, yk)q(xj ￿ xi)
￿￿￿￿￿￿￿.
Finally, by using Proposition 2 we find that AX ￿ykT (xi) = AWT (wki ) and analogously
q(xi ￿ xi, yk) +￿
j≠i q(xj ￿ xi, yk) log q(xj ￿ xi, yk)= q(xi ￿ xi, yk) +￿
j≠i q(wkj ￿ wki ) log q(wkj ￿ wki )
which concludes the proof.
A.7. Proof of Proposition 6
Let cki denote
q(xi ￿ xi, yk) − q(xi ￿ xi) +￿
j≠i q(xj ￿ xi, yk) log q(xj ￿ xi, yk)q(xj ￿ xi) ,
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and c∗ the maximum over k, i. Then
DKL(PQX￿yk ￿PQX￿ ) =￿
i
AX ￿ykT (xi)cki ≤ c∗￿
i
AX ￿ykT (xi) = c∗T.
Thus CTKL(X ← Y ) ≤ c∗T ∑k AYT (yk)T = c∗T and we deduce that the average causality is
bounded from above by c∗.
Appendix B. Estimators
This section closely follows Albert (1962) and Basawa and Rao (1980). It is included
for completeness. LetW be a time homogeneous continuous time finite Markov process,
and let the elements of its intensity matrix be denoted by q(j ￿ i). Let
N (m)T (j ￿ i) = the total number of transitions fromstate i to state j observed during m trials, and
A(m)T (i) = the total length of time thatstate i is occupied during m trials.
The likelihood for Q is then
logL(m)Q = Cm +￿
i
￿
j
N (m)T (j ￿ i) log q(j ￿ i) + M￿
i=1A
(m)
T (i)q(i ￿ i),
where Cm is finite almost surely and does not depend on Q. The maximum-likelihood
estimate is given by qˆ(m)T (j ￿ i) = N(m)T (j￿i)A(m)T (i) , where we use the convention qˆ(m)T (j ￿ i) = 0
if i ≠ j and A(m)T (i) = 0.
B.1. Estimates for CTBNs
As before, let AT (i) be the time a process spends in state i and NT (i ￿ j) the number
of time a process transits from i to j during the interval [0, T ].
The likelihood estimate of the elements in QX ￿yk are given by
qˆ(xj ￿ xi, yk) = NX ￿ykT (xj ￿ xi)
AX ￿ykT (xj)
with the convention qˆ(xj ￿ xi, yk) = 0 if AX ￿ykT (xj) = 0, i.e. if the process never enters
state xj during the time [0, T ]. The estimate of
1
T
ETPQW [AYT (yk)] = AYT (yk)T
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is given by
1
T
AYT (yk) = 1T AˆYT (yk) = 1T ￿ T0 I(Yt = yk)dt
and the expectation of the integral is 1T ∫ T0 P(Yt = k)dt so the estimator is unbiased.
Further, for any indicator variable
V￿￿ T0 I(⋅t)dt￿ = E￿￿￿ T0 I(⋅t)dt￿2￿ −E￿￿￿ T0 I(⋅t)dt￿￿2≤ E￿￿ T0 I(⋅t)2 dt￿ −E￿￿￿ T0 I(⋅t)dt￿￿2= E￿￿ T0 I(⋅t)dt￿￿1 −E￿￿ T0 I(⋅t)dt￿￿ ≤ T2 ,
where we use Jensen’s inequality for the first inequality. In the second we use that
f(T )(1 − f(T )) = T 2 f(T )T ( 1T − f(T )T ) is maximized at f(T ) = T2 for functions f taking
values in [0, T ]. Thus 1T 2VTPQW [AYT (yk)] ≤ 12T resulting in the following proposition.
Proposition 8. ETPQW [ 1T AYT (yk)] = AYT (yk)T and VTPQW [ 1T AYT ] ≤ 12T .
The elements in the estimator of QX ￿ are denoted qˆ(xi ￿ xj) and given by
qˆ(xj ￿ xi) = NXT (xj ￿ xi)
AXT (xj) .
The estimate does not take Y into account at all which is what we want. However the
quantity in QX ￿ must consider Y in its definition since the transitions of X are not
available without Y . Plug the estimate of q into the definition of QX ￿ from (9) to
obtain
ETPQW ￿￿
k
qˆ(xj ￿ xi, yk) AˆYT (yk)
T
￿
=￿
k
ETPQW [qˆ(xj ￿ xi, yk)]ETPQW ￿ 1T ￿ T0 I(Yt = yk)dt￿
=￿
k
1
T ￿ T0 q(xj ￿ xi, yk)PQW (Yt = yk)dt
= 1
T ￿ T0 limh→0 1h￿k PQW (Xt+h = xj , Yt = yk ￿Xt = xi)dt= 1
T ￿ T0 limh→0 1hPQW (Xt+h = xj ￿Xt = xi)dt= q(xj ￿ xi) 1
T ￿ T0 dt = q(xj ￿ xi) = ETPQW ￿NXT (xj ￿ xi)AXT (xj) ￿,
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where we use that the estimator qˆ(xj ￿ xi, yk) = NX￿ykT (xj ￿xi)
A
X￿yk
T (xj) is independent of 1T ∫ T0 I(Yt =
k)dt. This shows that the definition is consistent with the estimator we want to use.
Note that while PQW (Xt+h = xj ￿Xt = xi) coincides with
PTQX￿ (Xt+h = xj ￿Xt = xi)
the two are not the same measure. Under PTQX￿ the process X is locally independent
of Y and for instance
PTQX￿ (Xt+h = xj ￿Xt = xi, Yt = yk) = PTQX￿ (Xt+h = xj ￿Xt = xi),
which is not true under PQW .
Appendix C. Some notes for nonfinite sample spaces
Let X and Y have measurable spaces (X,X ) and (Y,Y) respectively where X and
Y are subsets of the real line and X ,Y their corresponding Borel sigma-algebras. Then
define a process to be composable if
P({￿Xt+h −Xt￿ > Á ∩ ￿Yt+h − Yt￿ > Á ￿Xt = xi, Yt = yk) = o(h), (14)
for every Á > 0 and t ≥ 0. The calculations from Lemma 1 can be repeated to produce
P(Xt+h ∈ A ￿Xt = xi, Yt = yk)= ￿Y P(Xt+h ∈ A,Yt+h ∈ du ￿Xt = xi, Yt = yk)= P(Xt+h ∈ A,Yt+h ∈ Yt ± Á ￿Xt = xi, Yt = yk) + o(h),
(15)
where A = X￿{xk ± Á}. Define B in the same way for Y : B = Y￿{yk ± Á}. Dividing by
h and taking the limit yields
q(A,yk ± Á ￿ xi, yk) = qX(A ￿ xi, yk),A ∈ X
q(xk ± Á,B ￿ xi, yk) = qY (B ￿ xi, yk),B ∈ Y . (16)
For the case when both processes change we have
P(Xt+h ∈ A,Yt+h ∈ B ￿Xt = xi, Yt = yk) = o(h) (17)
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by definition since the processes are composable. For the final case, let AC denote the
complement of the set A,
P(Xt+h ∈ AC , Yt+h ∈ BC ￿Xt = xi, Yt = yk), (18)
we use
P(Xt+h ∈ AC ￿Xt = xi, Yt = yk)= P(Xt+h ∈ AC , Yt+h ∈ Y ￿Xt = xi, Yt = yk)= P(Xt+h ∈ AC , Yt+h ∈ B ￿Xt = xi, Yt = yk)+ P(Xt+h ∈ AC , Yt+h ∈ BC ￿Xt = xi, Yt = yk).
(19)
Thus
P(Xt+h ∈ AC , Yt+h ∈ BC ￿Xt = xi, Yt = yk)= P(Xt+h ∈ AC ￿Xt = xi, Yt = yk)− P(Xt+h ∈ AC , Yt+h ∈ B ￿Xt = xi, Yt = yk)= P(Xt+h ∈ AC ￿Xt = xi, Yt = yk)− P(Yt+h ∈ B ￿Xt = xi, Yt = yk) + o(h).
(20)
Dividing by h and taking the limit gives us that
q(AC ,BC ￿ xi, yk) = qX(Ac ￿ xi, yk) − qY (B ￿ xi, yk)= qY (Bc ￿ xi, yk) − qX(A ￿ xi, yk) = qY (Bc ￿ xi, yk) + qX(AC ￿ xi, yk).
Finally we see that this definition is consistent with the one from Equation (1) in the
introduction. Note that if the condition that the space should be finite is removed the
relation still holds. It was not mentioned in Lemma 1 but the equations derived do
not require the state space to be finite.
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