Abstract-The paper proposes an extension of CFDS [1], referred to as extended Conditional Functional Dependencies (eCFDs). In contrast to CFDs, eCFDs specify patterns of semantically related values in terms of disjunction and inequality, and are capable of catching inconsistencies that arise in practice but cannot be detected by CFDs. The increase in expressive power does not incur extra complexity: we show that the satisfiability and implication analyses of eCFDs remain NPcomplete and CONP -complete, respectively, the same as their CFDS counterparts. In light of the intractability, we present an algorithm that approximates the maximum number of eCFDs that are satisfiable. In addition, we revise SQL techniques for detecting CFD violations, and show that violations of multiple eCFDs can be captured via a single pair of SQL queries. We also introduce an incremental SQL technique for detecting eCFD violations in response to database updates. We experimentally verify the effectiveness and efficiency of our SQL -based detection methods.
I. INTRODUCTION
Conditional functional dependencies (CFDs) have recently been introduced in [1] for data cleaning. CFDs extend functional dependencies (FDs) by enforcing patterns of semantically related values, and have proved more effective in catching data inconsistencies than FDs, which were currently the basis of many data-cleaning tools [2] , [3] , [4] , [5] , [6] .
To capture inconsistencies that commonly arise in reallife data, however, one often needs to use more expressive constraints, as illustrated by the following example. One may want to specify the CFD below on cust:
X1: (CT -÷ AC, {(Albany || 518), (Troy 1 1 518), (Colonie 1 1 518)})
The CFD is a pair consisting of an embedded standard FD and a pattern tableau. It states that the FD CT -> AC ( (Long Island) . Such situations commonly arise in practice, and it is useful to capture this as constraints when checking inconsistencies of the data. Unfortunately, it cannot be defined as a standard FD or even a CFD.
This, however, can be expressed as the constraint below:
02: CT f {NYC, LI} -) AC which assures that the FD CT -> AC holds if CT is not in the set {NYC, LI}, instead of on the entire cust database. For NYC, one can write the following constraint:
(3: CT C {NYC} I-0 with AC c {212, 718, 646, 347, 917}
This asserts that when CT is NYC, AC must be either 212, 718, 646, 347, or 917. That is, here CT is associated with a disjunction of options rather than with a single value, and chooses one from the multiple choices. Again this is common in practice. With 3 we can identify tuple t4 of Fig. 1 as an error: 100 is not one of the area codes associated with NYC.
Similarly one can specify the area codes for LI.
However, these constraints cannot be defined as CFDs: they are specified with inequality (02) and disjunction (03), which are beyond the expressive power of CFDs.
D
A more powerful language is necessary to express these constraints. However, increased expressive power often comes with the extra charge for complexity. Contribution. The first contribution of the paper is a CFD extension, well-balanced between expressiveness and complexity, referred to extended Conditional Functional Dependencies (eCFDs). eCFDs support disjunction and inequality, and can express all the constraints we have encountered so far. They include CFDs as a special case, and can catch inconsistencies, as violations of eCFDs, that commonly arise in real-life data but cannot be detected by CFDs.
Our second contribution consists of complexity bounds of two central technical problems associated with eCFDs: the satisfiability problem is to determine whether or not an input set of eCFDs makes sense, i.e., whether there exists a nonempty database that satisfies the eCFDs; and the implication problem is to determine whether or not an eCFD is entailed by a given set of eCFDs. These are important in validation and optimization of data-cleaning processes in practice. We show that despite the increased expressive power, eCFDs do not make our lives harder: for eCFDs these problems remain NPcomplete and coNP-complete, respectively, the same as their CFD counterparts.
Our third contribution is an approximation-preserving reduction from the maximum satisfiability problem of eCFDs to the maximum generalized satisfiability problem (MAXGSAT) [7] . As a result we can apply existing approximation algorithms for MAXGSAT to find an approximation of the largest possible subset of satisfiable eCFDs in a given input set S. This not only allows to efficiently detect the unsatisfiability of E with some certainty, but also provides the user with a set of satisfiable eCFDs that can serve as a starting point to inspect the remaining eCFDs in S.
Our fourth contribution consists of two algorithms for detecting data inconsistencies. The first one is a batch algorithm that, given a dataset D and a set E of eCFDs, finds all tuples that violate some eCFDs in S. We revise the SQL detection technique developed in [1] and show that a single pair of SQL queries suffices to find all violations of E despite that E may consist of multiple eCFDs. The second one is a novel incremental algorithm: in response to updates AD to the database D, the algorithm efficiently finds all violations of E in the updated dataset D A AD, by updating violations of E in D and minimizing unnecessary recomputation. This again uses SQL queries only.
Our fifth contribution is an experimental study of the performance of our batch and incremental detection methods. We find that our methods scale well when the data size gets large and eCFDs (pattern tuples in the eCFDs) get complicated; in addition, the incremental method outperforms the batch one in response to reasonably-sized database updates.
Organization. Section II formally defines eCFDs. The satisfiability and implication problems of eCFDs are studied in Section III, followed by our approximation analysis of the satisfiabilty problem in Section IV. Next, Section V presents the batch and incremental detection techniques, followed by their experimental study in Section VI. Related work is discussed in Section VII and Section VIII presents some concluding remarks. 
This highlights the need for the satisfiability analysis of eCFDs: it is necessary to determine whether or not the given eCFDs are not dirty themselves before one uses the eCFDs to detect inconsistencies in a database, which is typically much larger than the set of constraints.
It is known that the satisfiability problem for CFDs is NPcomplete [1] . The result below tells us that eCFDs do not make the satisfiability analysis more complicated. Proposition 3.1: The satisfiability problem for eCFDs is NPcomplete.
Proof: The lower bound follows from the NP hardness of the CFD counterpart, since CFDs are a special case of eCFDs. For the upper bound, the satisfiability problem has the following small model property: For any given set E of eCFDs, if E is satisfiable, then there exists a database consisting of a single tuple that satisfies S. Thus an NP algorithm for checking eCFD satisfiability (i) guesses a database I with a single tuple and (ii) then checks whether I l= Z; the latter can be done in PTIME. E Implication. Due to the presence of pattern tuples in eCFDs, one expects the number of eCFDs to be larger than their FD counterparts. A natural optimization strategy for cleaning data with eCFDs is by removing redundancies in a given set of eCFDs, i.e., by removing eCFDs and pattern tuples that are entailed by other eCFDs. This calls for the implication analysis of eCFDs. The implication problem is coNP-complete for CFDs [1] . The complexity remains unchanged for eCFDs: Proposition 3.2:. The implication problem for eCFDs is coNPcomplete.
Proof: The coNP-hardness follows from the lower bound for CFD implication. For the upper bound, the complement of the implication problem has the following small model property: for any given set E of eCFDs and a single eCFD o on a schema R, E bL o iff there exists an instance I of R such that I l= E but I L o, and moreover, I consists of at most two tuples. Proof: For the satisfiability problem, the NP-hardness is by reduction from CFD satisfiability with finite-domain attributes. Given any CFDs E on schema R, we define another schema R' with only infinite-domain attributes: for each A e attr(R) with a finite domain we replace A with A' of an infinite domain; in addition, we define Z' to be the set 
IV. APPROXIMATION ALGORITHM FOR SATISFIABILITY
In light of the intractability of the eCFD satisfiability analysis, it is beyond reach to find an efficient algorithm that, given a set E of eCFDs, returns true iff E is satisfiable.
This motivates us to consider the maximum satisfiable subset problem (MAXSS): given a set E of eCFDs, it is to find a maximum subset of E that is satisfiable. Although this problem is also intractable, we develop an approximation factor preserving reduction to a well-studied NP-complete problem, called Maximum Generalized Satisfiability (MAXGSAT), for which a number of approximation algorithms are already in place (see, e.g., [7] (2) and (3) above, it follows that card(g(JDm)) > (1 -e) card(OPTmaxss(Z)). In particular, one can verify that if -J.m is the optimal solution of MAXGSAT for f(E), then g(Dm) is the optimal solution of MAXSS for S.
Reduction. We give a reduction by leveraging the small model property shown in the proof of Proposition 3.1. We define an R-tuple template t such that E is satisfiable iff there is a valuation p for variables in t with {p(t)} l= .
We first introduce variables used in the reduction. Consider a set E of eCFDs defined on a relation schema R, where attr(R) = {A1,... ,A . For each i e [1, n] , we define the active domain adom(Ai) of Ai to be the set consisting of (1) all the constants appearing in tp [Ai] for some pattern tuple tp in Z; (2) 
Let 1R be the conjunction of all oi for i e [1, n] . Then 1R guarantees that t is characterized by these variables.
We define the reduction function f to characterize eCFDs. (1m) ). Proof: First, functions f and g can be computed in PTIME in k and n. Second, card(OPTmaxgsat(f(Z))) = card(OPTmaxss(Z)). Third, for any truth assignment p for be, if JD.m is the set of formulas in JD satisfied by p, then card(1m) = card(g(1m)). Taken together, the reduction is indeed approximation factor preserving. m V. DETECTING eCFD VIOLATIONS In this section, we develop techniques for detecting violations in a database D w. rt. a given set E of eCFDs. We consider static and dynamic settings, stated as follows:
Given a database D and a set E of eCFDs, a batch detection algorithm is to find the violation set vio(D) w.rt. E, i.e., the set of all tuples in D that violate some eCFDs in S.
Given In Sections V-A and V-B, we develop a batch and an incremental detection algorithm, referred to as BATcHDETEcT and INcDETECT, respectively. Both algorithms only generate SQL queries to detect violations. This is important since eCFD violation detection can then be directly implemented on top of RDBMS, and we can therefore benefit from existing optimization techniques of RDBMS. Better still, in both settings, only a fixed number of SQL queries are needed, no matter how many eCFDs are in Z, how many pattern tuples are in the eCFDs, and how large the sets are in each pattern-tuple attribute. The key idea is to treat pattern tableaux in E as data tables, rather than as meta-data.
Before we present our detection algorithms we decide on a uniform way of representing the set of violations. (1) We first detect single-tuple violations that are caused by pattern constraints, i.e., tuples in D that satisfy the pattern constraints of the LHS of an eCFD in E but do not satisfy those of its RHS. The encoding is similar to the one for CFDs presented in [1] , by literally expressing pattern-constraint violation in SQL. In contrast to CFDs, patterns are now sets (or the complement thereof). For this, we need to express the fact that an element is in (resp. not in) a set by means of EXI STS (resp. NOT EXISTS). Figure 4 (top) shows the query Q,, for the example eCFDs given in Fig. 2 In the queries in Fig. 4 , ,u stands for a mapping defined by ,u(AL) = A and ,u(AR) = A for all A C attr(R). We omit parts of the queries addressing irrelevant attributes. (2) We next detect the multiple-tuple violations that are caused by violations of the embedded FDs in the eCFDs in S. Similar to [1] , detection of such violations can be readily expressed using GROUP BY in SQL. However, we have to group by different attributes depending on the eCFD under consideration. This can be achieved by blanking out (using a constant "@" not appearing in any database) those attributes that are not relevant. Attributes irrelevant to the embedded FD have nonpositive entries in the relation enc. We use the CASE construct in the SELECT statement to replace the attributes values of tuples in D by '@' if the attribute is irrelevant to the embedded FD; otherwise we return the attribute value of the tuple instead. We provide an example query Qmv in Fig. 4 such that t matches p. An additional SQL query identifies these tuples and updates their MV-attribute to "1".
Putting these together, given schema R and set E of eCFDs defined on R, algorithm BATCHDETECT generates SQL queries and update statements for detecting pattern-constraint violations and embedded FD violations, respectively, by capitalizing on the encoding given above. Remarks. (1) The schema of the encoding relations, namely, enc and the binary relations TA, is determined by the schema R rather than S. ( 2) The entire encoding relations are linear in the size of the input eCFDs . (3) The detection SQL queries conduct two passes of the database D, regardless of the number of eCFDs and the size of pattern tuples in S. That is, they have the same data complexity as detection queries for CFDs [1] . Note that these queries necessarily use EXISTS and NOT EXISTS; but these operations are only applied to auxiliary relations that encode the sets of constants mentioned in the eCFD patterns, rather than to the underlying database. Indeed, for each data tuple Q,v conducts a linear scan of Z, the same as its CFD counterpart; similarly for Qmv. It is also worth remarking that the coding of eCFDs for algorithm BATCHDETECT is more involved than that of [1] , Q,, =(SELECT t.AC, t.PN, t. NM t.STR t.CT t.ZIP in order to cope with the set elements in pattern tuples (D D AD) . Moreover, INcDETECT performs these tasks using SQL statements only. Since deletions and insertions are dealt with in different ways, we treat them separately. We first consider the case of deletions.
Tuple deletions. Let AD-be the set of tuples that are to be deleted from D. We first explain how Aux(D) is updated and then show how it is used to correctly update the multiple violation attribute MV in D. Because deletions do not eliminate single tuple violations (except for those that are in AD-), we do not need to update the SV attribute. It is easily verified that the above steps correctly maintain both the auxiliary relation and violation set for both tuple deletions and insertions. Moreover, they can all be performed using SQL statements. Remarks. (1) Algorithm INcDETECT uniformly employs an auxiliary relation and SQL queries to handle multiple tuple deletions and insertions, for the entire set E of eCFDs. This is the first SQL-based technique for incrementally detecting violations of multiple eCFDs. (2) Recomputation is avoided by only considering relevant tuples in D using both the auxiliary relation and the update set.
VI. EXPERIMENTAL STUDY
Our experimental study focuses on the SQL-based algorithms BATCHDETECT and INcDETECT for detecting data inconsistencies. We evaluate (1) the scalability of BATcHDE-TECT and INCDETECT w.rt. the size of databases, the complexity of eCFDs and the error rate in the databases, and (2) the performance of INcDETECT versus BATCHDETECT in response to database updates. Experimental setting. Our experiments are based on an extension of the cust relation shown in Fig. 1 , that adds information about items bought by different customers. We scraped reallife CT, AC, ZIP data for cities and towns in the us and different items, such as books, CDs and DVDs, from online stores. Using this, we wrote a program to generate synthetic datasets, denoted by D. We considered two parameters of the datasets D: D for the number of tuples in D, ranging from 10k to 100k, and noise% for the percentage of tuples in D that were modified to violate an eCFD, ranging from 0% to 9%. The modification consists of changing tuples in D in attributes in the right-hand side of some eCFDs from a correct to an incorrect value.
We used a set E consisting of 10 eCFDs to express reallife semantics of the real-life data, including the two eCFDs of Fig. 2 . We measured the complexity of the eCFDs in terms of the ITpl, i.e., the number of tuples in the pattern tableaux Tp, ranging from 10 to 500 pattern tuples. Note that each tuple itself is a constraint. The number of wildcards (' '), positive domain constraints (S) and negative domain constraints (S) We then set D = 100k and noise% = 5%, and studied the impact of varying the complexity of eCFDs of E on the cost of BATCHDETECT. We selected an eCFD from E and varied its lTpl from 50 to 500 in 50 increments. As shown in Fig. 5 (c) BATCHDETECT scales linearly in |Tp|. Fig. 7(a) Finally, in Fig. 7(b) , we report the growth of the number of single (resp. multiple) tuple violations, denoted by DSV (resp. DMV), in the database before and after updates, for an increasing number of updates. On our datasets, we observed that the number of single-tuple violations grows linearly in the number of updates. However, the number of multipletuple violations increases dramatically for large updates. This also explains why BATCHDETECT performs better for large updates (see Fig. 7(a) [1] for data cleaning. In [1] , the intractability of the satisfiability and implication problems for CFDs is proved, and a batch algorithm for detecting inconsistencies based on CFDs and SQL is developed. In [8] , approximation of the satisfiability analysis and incremental inconsistency detection are addressed for CFDs. This work differs from [1] , [8] in that we study eCFDs, a class of dependencies more expressive than CFDs, and show that the complexity bounds for CFDs carry over to these dependencies. In addition, we develop effective techniques to tackle detection issues for eCFDs; in particular, incremental detection methods were not considered in [1] , [8] for multiple CFDs. Database repairing techniques were developed in [9] based on CFDs, which we do not consider in this paper.
As observed in [1] , previous work on constraint-based data cleaning has mostly focused on two topics, both introduced in [2] : repairing is to find another database that is consistent and minimally differs from the original database (e.g., [3] , [4] , [5] ); and consistent query answering is to find an answer to a given query in every repair of the original database (e.g., [2] , [6] ). A variety of constraint formalisms have been used in data cleaning, ranging from standard FDs and inclusion dependencies [2] , [3] , [4] , denial constraints [10] to logic programs (see [11] for a survey). To our knowledge, except [1] , [9] no prior work on data cleaning has studied pattern tableaux as those embedded in eCFDs.
Closer to eCFDs are dependencies of [12] , [13] , [14] , [15] developed for constraint databases. Constraints of [13] , also referred to as conditional functional dependencies, are of the form (X -> Y) -> (Z -> W), where X -> Y and Z -> W are standard FDs. Constrained dependencies of [14] extend [13] by allowing ( -> (Z -> W), where ( is an arbitrary constraint that is not necessarily an FD. In a nutshell, these dependencies are to apply FD Z -> W only to the subset of a relation that satisfies X -> Y or (. They cannot express even CFDs since Z -> W does not allow patterns with constants as found in CFDs and eCFDs. More expressive are constraint-generating dependencies (CGDs) of [12] and constrained tuple-generating dependencies (CTGDs) of [15] , of the form Vx (R1(x) ('(x, y) ), respectively, where Ri, RI are relation symbols, and (, (' are arbitrary constraints. While both CGDs and CTGDs can express CFDs and eCFDs, little is known about the complexity of their satisfiability and implication analyses, or effective algorithms for checking these dependencies. Indeed, for CGDs, the complexity of these analyses is an open issue in the presence of constants or finite-domain attributes, even when ( and (' are (=, :) constraints; for CTGDs the satisfiability and implication problems are already undecidable even in the absence of (, t' and constants. That is, the expressive power of these dependencies comes with the price of high complexity. Furthermore, none of the prior results applies to CFDs or eCFDs. We are not aware of any applications of these constraints in data cleaning.
Codd tables, variable tables and conditional tables have been studied for incomplete information [16] , [17] , which also allow both variables and constants in the specifications. As clarified in [1] , these formalisms differ from eCFDs and CFDs in that each of these tables is used as a representation of possibly infinitely many relation instances, one instance for each instantiation of variables in the The satisfiability problem is not an issue for standard FDs: one can specify arbitrary FDs without worrying about their satisfiability. There has been work on heuristic algorithms for the satisfiability analysis of first-order logic constraints (see, e.g., [18] , [19] ), but attributes with finite domains were not considered there, and those algorithms do not yield an effective method for eCFD satisfiability checking.
Incremental methods have been studied for checking constraints (see, e.g., [20] for a survey). However, we are not aware of any previous work on incrementally checking multiple constraints via a fixed number of SQL queries.
VIII. CONCLUSIONS
We have proposed eCFDs, an extension of CFDs that can capture more errors in real-life data than CFDs. We have shown that the satisfiability and implication analyses of eCFDs have the same complexity bounds as their CFD counterparts. We have also revised the detection technique for CFD violations [1] such that eCFD violations can also be handled efficiently using SQL. Thus, despite the increased expressive power, eCFDs incur no extra complexity in static analyses or inconsistency detection. Moreover, we have developed an incremental SQLbased technique for eCFD violation detection, as well as an approximation algorithm for the satisfiability analysis of eCFDs, the most important decision problem for eCFDs. Our experimental results show that our batch and incremental detection methods are effective.
One topic for future work is to develop algorithms for eliminating eCFD violations and repairing data. Another practical topic is to find effective methods for automatically discovering eCFDs from data samples; we defer the full treatment of eCFD discovery to another publication.
