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The probability density distributions for the ground states of certain model systems in quantum
mechanics and for their classical counterparts are considered. It is shown, that classical distributions
are remarkably improved by incorporating into them the Heisenberg uncertainty relation between
position and momentum. Even the crude form of this incorporation makes the agreement between
classical and quantum distributions unexpectedly good, except for the small area, where classical
momenta are large. It is demonstrated that the slight improvement of this form, makes the classical
distribution very similar to the quantum one in the whole space. The obtained results are much
better than those from the WKB method. The paper is devoted to ground states, but the method
applies to excited states too.
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I. INTRODUCTION
It is a well known fact, that the spatial probability
density distribution in quantum mechanics for low lying
states entirely disagrees with the distribution found in
classical mechanics. For instance the ground state wave-
function of the harmonic oscillator — and the probability
density as well — has a Gaussian character with a strong
maximum around the center of the force, whereas the
classical probability density acquires the largest values
(or, more precisely, diverges as the inverse square root)
close to the turning points. There is nothing strange in
this behavior: the classical probability for finding the
particle in a certain interval [x, x + dx] is proportional
to the time spent within it, i.e. to dx/v(x). Close to
the turning points the particle velocity approaches zero
so the probability density infinitely increases.
The common explanation of this discrepancy is that
the quantum-mechanical ground state of certain energy
E (which is nonzero due to the Heisenberg uncertainty
principle) does not correspond to the classical state of
the same energy [1]. The classical ground state is a state
of a particle at rest (i.e. of zero energy) and, as such,
is represented by the Dirac delta function δ(x), and not
that describing a particle bouncing between the walls.
The disagreement between quantum and classical
probability distributions is not so severe for high energy
states. A well known picture of this phenomenon for
the harmonic oscillator is presented in Fig. 1. The sub-
sequent quantum probability density plots for increasing
quantum number n (drawn in black lines) more and more
approach — after the appropriate averaging — the clas-
sical distribution (gray lines). This effect constitutes the
subject of the correspondence principle [2, 3], which in the
widely accepted although not unanimous [4, 5] formula-
tion states, that the predictions of quantum mechanics
∗ t.radozycki@uksw.edu.pl
and classical mechanics should agree for n→∞. Similar
results are obtained for other potentials [6].
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FIG. 1. The comparison of classical (gray lines) and quan-
tum (black lines) probability density distributions for the har-
monic oscillator. On the subsequent plots n = 0, 3, 6, 10. ξ de-
notes the dimensionless position defined in (13a). The classi-
cal total energy on each plot is put to be equal the quantum
one: En = ~ω(n+ 1/2).
It was admittedly shown, in the spirit of the statistical
interpretation of quantum mechanics, that the moments
for canonical variables do agree in both cases [7] , but
the spatial distributions of the probability density remain
dissonant. The other approach consisted in considering
a localized wave-packet, representing the trapped par-
ticle, bouncing between cavity walls [8–10]. However
such a wave-packet, of the size much smaller than that
of the cavity, corresponds to the particle motion with a
relatively high energy, certainly much larger than that
of ground state. This model is, therefore, related to the
situation of the last plot of Fig. 1, for which the com-
pliance between classical and quantum results does not
raise any doubt, and not with the first one, we are in-
terested in. A low-energy wave-packet should have an
extent comparable to the cavity size.
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2In [11] the idea of the averaging of the classical proba-
bility density over various classical states (i.e. states with
different energies) was formulated. The obtained result
is in rough agreement with quantum distribution — in
particular the divergences close to the turning points are
removed. However the incorporation of the uncertainty
principle for the concrete classical state — in the way
suggested below — instead of smearing the probability
over different states, seems to be conceptually more jus-
tifiable and leads to much more accurate results.
The aim of this paper is then to show that the incom-
patibilities between probabilities in classical and quan-
tum mechanics may be strongly reduced or even elimi-
nated with the use of the Heisenberg uncertainty princi-
ple. It is the most essential ingredient of quantum me-
chanics — some kind of its cornerstone — and it consti-
tutes the source of the fundamental distinctions between
classical and quantum physics. Therefore it has to be
inevitably included in our considerations if we want to
reproduce quantum results even approximately. Below
we show, that actually one can relatively easily obtain
the agreement between classical and quantum probabil-
ity distributions, even for the ground state, if one incor-
porates into the former the uncertainty relation between
position and momentum in the qualitative form:
∆x∆p ≈ ~. (1)
No other quantum postulates are necessary. We use the
classical distributions and simply smear them according
to (1), obtaining that way the corrected distributions.
We would like to emphasize, that throughout this pa-
per we concentrate solely on ground states, since the
agreement for highly excited states is well established
and commonly accepted. In contrast, the ground state is
viewed as purely quantum and it is worth specifying the
conditions under which it remains in harmony with the
classic one. This relation (1) — what may seem surpris-
ing while looking at the first plot of Fig.1 — turns out
to be sufficient to transform the gray line into the black
one with a relatively good approximation.
The main idea of this work is formulated in the next
section. In the following section we consider first the
quantum and classical distributions for ground states of
certain simple one-dimensional mechanical systems: the
harmonic oscillator, the particle in gravitational poten-
tial (or in uniform electric field), in Morse potential and
in some special potential and next try to generalize the
method for the multidimensional cases: the hydrogen
atom and two-dimensional asymmetric harmonic oscil-
lator. We start with determining the classical probabil-
ity distributions in these cases and then modify them
by including the uncertainty principle. These modified
distributions are then compared with quantum ones.
II. THE FORMULATION OF THE METHOD
In the usual approach the classical probability density
PCl(x) for the bound system in one dimension is defined
as ratio of the time spent by a moving particle in the
interval [x, x + dx] to the total time T needed to move
between turning points (half of the period):
PCl(x)dx =
dt
T
=
dx/v(x)
T
, (2)
where v(x) is the velocity at a given point x. Close to
the turning points, where the particle decelerates to zero,
PCl(x) diverges. On the other hand the quantum proba-
bility density PQ(x) for the ground state has a maximum
in the middle of the potential cavity. These two functions
substantially differ, as may be seen on the first plot of
Fig. 1. The main idea of the present work is to slightly
modify the classical distribution in order to embody the
Heisenberg uncertainty principle.
We would like to stress that the modification we wish
to introduce should be very simple. We treat it as an
essential ingredient of the proposed approach. We do
not want to create a sophisticated procedure to improve
PCl(x) in order to create the new ‘classical’ distribution,
which would be as complicated as solving Schro¨dinger
equation itself, but our purpose is to show, that when
the uncertainty principle is incorporated even in the triv-
ial and elementary manner, the discrepancy between the
new probability P (x) and PQ(x) becomes minor in large
space area.
The idea formulated below is based on the behavior
of the quantum bouncer in the harmonic potential and
in other potentials. It is known, that the high energy
wave-packet is a superposition of the large spectrum of
stationary oscillator states. Close to the turning points,
when kinetic energy decreases, the long wavelength com-
ponents are subject to the interference, which results
in the reduction of tails and enhancement of the peak
height [9, 12, 13], similarly as the superposition of plane
waves can lead to the Dirac function δ(x). For low-energy
wave-packets the number of superposed states is strongly
reduced and such an interference does not take place.
Contrary, due to the decreasing kinetic energy de Broglie
wavelength increases and the wave-packet broadens. This
effect is well illustrated in [9]. The classical particle be-
haves like high-energy wave-packet. But for low lying
states the uncertainty relation compensates the behavior
resulting from (2).
If the classical point particle — according to Ehren-
fest idea [14] — is to be promoted to the bouncing wave
packet, then its position should become unknown up to
a couple of the de Broglie wavelengths:
∆x ∼ nλdB = n h
p
, (3)
where n is a certain positive number (not necessarily an
integer). To facilitate our further analysis and to allow
3for comparison of the results in different models, in each
of the cases considered in the following section we define
the dimensionless position ξ and momentum η simulta-
neously eliminating the dimensional constants present in
every model. For these variables the uncertainty princi-
ple (1) reads
∆ξ∆η ≈ 1. (4)
Let us now assume that ∆η is maximally of order of
η itself, by putting ∆η = κ|η|, where κ ≤ 2 is a certain
parameter to be fixed later. The ‘2’ comes from the ut-
most classical values of momentum at each point: from
−|η| to +|η|. It will turn out, that the optimal value of
this parameter and, what should especially be pointed
out, common for all considered cases (except that in two
dimensions) is κ = 1.7. Now upon (3) we can put
∆ξ =
1
κ|η| . (5)
Since inside a cavity the momentum η is in general ξ-
dependent, the same refers to the indefiniteness of ξ,
which will change from point to point.
How to incorporate (4) and (5) into classical probabil-
ity distribution? We achieve this by assuming that the
value PCl(ξ) is not attributed to the single point ξ but
to the whole ‘cell’ of the spread ∆ξ around it. Therefore,
to the corrected probability density at a certain point do
contribute all cells (potentially with different weights),
that contain it.
We introduce below a certain function Φ(ξ, ξ′), which
specifies in what way the value PCl(ξ
′) is distributed
within such an elementary cell. The most natural will
be to choose it in the Gaussian form, but we start with
the trivial case of a properly normalized constant in the
whole interval (throughout the paper this interval will be
called ‘the uncertainty cell’):
Dξ′ = [ξ−, ξ+], (6)
where
ξ± = ξ′ ± 1
2κ|η(ξ′)| = ξ
′ ± ∆ξ
2
. (7)
The size of this interval changes together with ξ′ and
becomes larger close to the turning points. We then first
define the function φ(ξ, ξ′)
φ(ξ, ξ′) = (∆ξ)−1χξ′(ξ) = κ|η(ξ′)|χξ′(ξ), (8)
where χξ′ is the characteristic function of the set Dξ′ ,
and next
Φ(ξ, ξ′) = φ(ξ, ξ′)PCl(ξ′). (9)
It obviously satisfies
ξ+∫
ξ−
Φ(ξ, ξ′)dξ = PCl(ξ′). (10)
The new probability distribution is now created as the
sum (or rather integral) over contributions coming from
each cell (the integral over ξ′ is in fact the integral over
different cells)
P (ξ) =
ξmax∫
ξmin
Φ(ξ, ξ′)dξ′, (11)
where ξmin and ξmax denote the turning points of the
bouncing particle. This formula constitutes our main in-
strument in the following section. The function Φ(ξ, ξ′)
has an interesting property: integrated over first argu-
ment gives the old probability distribution PCl, while
integration over the second one leads to the improved
distribution P .
The choice of the function φ as given by (8) is the sim-
plest one, but as we shall see below, already in this form
it is sufficient to reproduce relatively well the quantum
probability distribution of the ground states, except for
certain small regions. Our goal is to use, however, the
Gaussian form of φ(ξ, ξ′), for which the results are still
better.
III. NUMERICAL RESULTS
A. One-dimensional systems
In this section we apply our formula (11) to a couple
of simple one-dimensional quantum-mechanical systems.
We begin with the harmonic oscillator and continue with
other examples for which the quantum solutions are well
known.
1. Harmonic oscillator
Let us consider classical one-dimensional system de-
scribed by the Hamiltonian
H = p
2
2m
+
mω2x2
2
. (12)
The ground state energy of the quantum version of the
system is E = ~ω/2. We will consider the classical mo-
tion of the same energy (and not of the zero energy!) and
compare PQ(x) and P (x).
Let us introduce dimensionless variables
ξ =
√
mω
~
x, η =
p√
m~ω
, (13a)
τ = ωt, E = E
~ω
. (13b)
The oscillator equation for the movement of energy E
in the new variables reads
ξ2
2
+
η2
2
= E , (14)
4with
dξ
dτ
= η, (15)
and turning points are
ξmin = −
√
2E , ξmax =
√
2E . (16)
At a certain point ξ, the corresponding momentum is
obviously equal to
η(ξ) = ±
√
2E − ξ2. (17)
Since the dimensionless period is equal to 2pi, according
to (2) we have
PCl(ξ
′) =
1
pi|η(ξ′)| , (18)
and we are in the position to write down the function
Φ(ξ, ξ′):
Φ(ξ, ξ′) =
1
pi|η(ξ′)| κ|η(ξ
′)|χξ′(ξ) = κ
pi
χξ′(ξ). (19)
For the state in question (both classical and quantum)
we put E = 1/2 and then the modified probability distri-
bution will be given by
P (ξ) =
κ
pi
1∫
−1
χξ′(ξ)dξ
′, (20)
with Dξ′ defined by (6) and |η(ξ′)| =
√
1− ξ′2. This
result should be compared with the quantum probability
distribution for ground state, which is well known [15],
and has the form:
PQ(ξ) =
1√
pi
e−ξ
2
. (21)
In Fig. 2 the modified probability distribution P (x)
is plotted with solid line. Except for the middle of the
cavity it perfectly agrees with the quantum distribution
PQ(ξ) plotted with dashed line. Not only the singularities
of the classical distributions have been cured, but also
the penetration of the classically forbidden region has
been reconstructed. As it has already been advertised it
is noticeable that the best fit here and for all following
curves corresponds to the value κ = 1.7. The unmodified
classical distribution PCl(ξ) for the same energy is shown
in gray color.
This result demonstrates the fundamental role played
by uncertainty principle. The inclusion of it even in the
rough form is enough to obtain nearly perfect agreement
in large areas. The visible deviation from the quantum
result in the center may be explained by the coarse form
of (8), which is a constant within the interval Dξ′ . For
small values of ξ, where the momentum η(ξ) becomes
relatively large, its indefiniteness is overestimated. This,
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FIG. 2. Plot of the modified ‘classical’ ground-state distri-
bution P (ξ) defined by (18) drawn with solid line. The pa-
rameter κ is chosen to be 1.7. For comparison PQ(ξ) – the
quantum distribution (dashed line) and PCl(ξ) – the classical
distribution (gray line) are shown.
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FIG. 3. The various possible forms of the function φ(ξ, ξ′):
the step behavior (solid line), the triangle behavior (dashed
line) and the Gaussian behavior (dotted line). The area under
all curves is normalized to unity.
via (5), results in a relatively narrow interval Dξ′ , thus
conformed to the classical case.
To verify this observation, we modify below the be-
havior of φ(ξ, ξ′) to improve its sharp shape (8) and dis-
tribute PCl(ξ
′) more smoothly inside the uncertainty cell.
In Fig. 3 we show simple alternatives: the triangle and
the Gaussian behavior. We choose two different forms to
verify, how sensitive to them the probability distribution
P (ξ) is.
In the first case instead of (8), we have
φ(ξ, ξ′) = χ¯ξ′(ξ)(∆ξ)−2(∆ξ − |ξ − ξ′|)
= χ¯ξ′(ξ)(κ|η(ξ′)|)2
(
1
κ|η(ξ′)| − |ξ − ξ
′|
)
, (22)
where χ¯ξ′(ξ) is the characteristic function of the interval
5[ξ−, ξ+] but now with modified ξ±:
ξ± = ξ′ ± 1
κ|η(ξ′)| = ξ
′ ±∆ξ. (23)
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FIG. 4. Same as Fig. 2, but with P (x) found with the use
of (22).
For Φ(ξ, ξ′) we obtain
Φ(ξ, ξ′) =
κ2|η(ξ′)|
pi
χξ′(ξ)
(
1
κ|η(ξ′)| − |ξ − ξ
′|
)
, (24)
and again P (x) will be found using formula (11). The
result is plotted in Fig. 4. As one can see the agreement
between quantum and modified classical case is strongly
improved and may be considered satisfactory.
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FIG. 5. Same as Fig. 4, but with P (x) found with the use
of (25).
As a Gaussian shape of φ(ξ, ξ′) we in turn take
φ(ξ, ξ′) =
√
2
pi
(∆ξ)−1e−2(ξ−ξ
′)2/(∆ξ)2√
2
pi
κ|η(ξ′)|e−2κ2η(ξ′)2(ξ−ξ′)2 , (25)
which gives
Φ(ξ, ξ′) =
√
2
pi3
κe−2κ
2η(ξ′)2(ξ−ξ′)2 . (26)
It may be easily verified, that the condition (10) is
satisfied, with the appropriate change of the integration
limits:
∞∫
−∞
Φ(ξ, ξ′)dξ = PCl(ξ′). (27)
The probability distribution obtained according to (11)
is plotted in Fig. 5. The agreement of this curve with the
quantum result is again very good. It is also noteworthy
that the difference between plots in Figs 4 and 5 is hardly
visible. This suggests that the details of the form of the
function φ(ξ, ξ′) are inessential. The truly important is
the inclusion of the uncertainty principle itself and the
size of the uncertainty cell.
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FIG. 6. Comparison of the WKB probability density (solid
line) and the quantum one (dashed line) for the ground state
harmonic oscillator.
Our results even in the simplest case presented in Fig. 2
are much more accurate than those obtained from the
WKB method [16–18]. The comparison of the quasi-
classical probability density and the quantum one is done
in Fig. 6. It is known, however, that the WKB method
fails close to the turning points, as well as for low lying
states [15]. Moreover this method transforms the quan-
tum distribution into the (quasi) classical one rather than
conversely.
The parameter κ in our approach may serve to mediate
between the classical and the quantum case. Smaller val-
ues correspond to large uncertainty in position, whereas
for bigger ones the uncertainty decreases, which should
lead to reproducing the classical result. From Fig. 7 one
sees, that it is really the case. The subsequent plots
are drawn for increasing values of κ (from 1.7 to 20),
actually approaching more and more the classical distri-
bution. For these plots the function Φ(ξ, ξ′) was taken
6in the Gaussian form (26), but similar results may be
obtained for (19) and (24). It was mentioned that the
optimal value is κ = 1.7.
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FIG. 7. The dependence of the probability density distribu-
tion P (x) of the value of parameter κ. The successive plots
are performed for κ = 1.7, 6, 10, 20.
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FIG. 8. The comparison of P (ξ) (solid line) and P˜Q(ξ)
(dashed line) for excited oscillator state of n = 20. The aver-
aging length d was arbitrarily chosen as equal to 1. The plot
for P (ξ) was performed with the use of (25).
As it was told in the introduction, this paper is devoted
to the ground states. However we would like to empha-
size, that our formula (11) exhibits the correct behavior
for highly excited states too. We will not analyze this
point here but merely compare in Fig. 8 the plot of P (ξ)
for large n and the quantum distribution P˜Q(ξ), obtained
by the appropriate averaging:
P˜Q(ξ) =
1
d
ξ+d/2∫
ξ−d/2
PQ(ζ)dζ, (28)
where d is a certain averaging length. The agreement is
almost perfect.
In the following subsections we will try to confirm these
results for other quantum-mechanical systems.
2. Particle in gravitational field
Let us now consider the second model, which will con-
stitute the particle in the potential
V (x) =
{
Fx, for x ≥ 0,
∞, for x < 0, (29)
with F > 0, which may be called ‘the quantum
bouncer’ [19]. It can describe the freely falling parti-
cle in gravitational field in which case F = mg, with the
elastic barrier for x = 0, or a charged particle in uniform
electric field. This problem is not purely academic, since
such kind of bound states for neutrons in the gravita-
tional field of the Earth has been observed [20–22].
The Hamiltonian of the system is given by
H = p
2
2m
+mgx, (30)
and the classical motion is limited between the initial
height H and x = 0.
Introducing the dimensionless parameters in the fol-
lowing way
ξ =
(
m2g
~2
)1/3
x, η = (m2g~)−1/3p, (31a)
τ =
(
mg2
~
)1/3
t, E = (mg2~2)−1/3E. (31b)
we can rewrite the energy conservation equation in the
form
η2
2
+ ξ = E , (32)
where energy E is nothing else but the dimensionless ini-
tial height
E =
(
m2g
~2
)1/3
H. (33)
In these new variables the relations (4) as well as (15)
hold. The turning points naturally are
ξmin = 0, ξmax = E (34)
To write down the formula for PCl(ξ) we need T i.e.
half of the period of the oscillatory motion. This value
is well known from school physics to be T =
√
2H/g,
which in the dimensionless variables simply is
√
2ξmax.
We obtain then
PCl(ξ) =
1√
2ξmax |η(ξ)|
, (35)
7with |η(ξ)| = √2(E − ξ).
Let us now construct P (ξ) for the uniform distribution
of PCl(ξ
′) within an uncertainty cell. We cannot uncon-
sciously take for the function φ(ξ, ξ′) the form (8) chosen
in the case of the harmonic oscillator, since the region
ξ < 0 is now excluded from the penetration by the par-
ticle in both classical and quantum cases. Therefore, if
for certain value ξ′ it turns out that ξ− < 0, then in the
definition (6) of Dξ′ , we abruptly put ξ− = 0. One can
say, that we cut off the protruding portion of the interval.
This of course must be accompanied by the adjustment
of the normalization constant, so as to maintain the con-
dition (10). Formally we define the quantity L(ξ′) (i.e.
length of the interval Dξ′) as
L(ξ′) =
{
∆ξ, if ξ′ −∆ξ/2 > 0,
ξ′ + ∆ξ/2, if ξ′ −∆ξ/2 ≤ 0. (36)
This allows us to write the function φ(ξ, ξ′) in the form
φ(ξ, ξ′) = L(ξ′)−1 χξ′(ξ)Θ(ξ), (37)
where Θ(ξ) is the Heaviside step function. Now P (ξ)
may be found in the standard way, with the use of for-
mulas (9), (11) and (37).
In order to guarantee that the classical motion corre-
spond to the quantum-mechanical ground state, the value
of E (or equivalently of height H) will be chosen to be
minus the first zero of the Airy Ai function [23], which
simultaneously is the ground state energy got from the
appropriate Schro¨dinger equation [24–26]:
E = ξmax ≈ 2.33811. (38)
The quantum probability distribution is given by
PQ(ξ) = Nq[Ai(2
1/3(ξ − ξmax))]2. (39)
where Nq is the normalization constant and can be found
numerically as Nq ≈ 2.5624.
The results are plotted in Fig. 9. As before PCl(ξ) is
drawn in gray line. We see again the significant improve-
ment of the classical distribution after having applied the
proposed procedure. For larger values of ξ the agreement
between P (ξ) and PQ(ξ) is perfect. The deviations for
smaller values of ξ are of the similar origin as those in
Fig. 2.
If we wish to ameliorate the behavior of P (ξ) for large
values of η, i.e. close to the earth surface, we can mod-
ify the function φ(ξ, ξ′) in the way analogous to that of
the previous subsection and shown in Fig. 3. Because
of the ‘rigid wall’ at ξ = 0, we have to, however, make
some adjustments similar to that, which led to (37) and
which restrict the accessible space to ξ > 0. The normal-
ization has to be properly corrected as well in order to
ensure (10). Let us first define
L(ξ′) =
{
∆ξ2, if ξ′ −∆ξ/2 > 0,
∆ξ2 − (∆ξ/2− ξ′)2, if ξ′ −∆ξ/2 ≤ 0.
(40)
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FIG. 9. Same as Fig. 2, but for the system defined by (30).
The function φ(ξ, ξ′) is given by (37). The parameter κ is
equal to 1.7.
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FIG. 10. Same as Fig. 9 but obtained with the use of (41).
In place of (37) we will now have
φ(ξ, ξ′) = L(ξ′)−1Θ(ξ)χξ′(ξ)(∆ξ − |ξ − ξ′|), (41)
where Θ(ξ) is the Heaviside step function. This leads
to P (ξ) shown in Fig. 10. Almost identical results are
obtained with the Gaussian form of φ(ξ, ξ′) cut from the
left at ξ = 0:
φ(ξ, ξ′) = C(ξ′)Θ(ξ)e−2(ξ−ξ
′)2/(∆ξ)2 , (42)
where
C(ξ′) =
2
√
2√
pi∆ξ(1− erf(−√2 ξ′/∆ξ)) , (43)
and erf(x) is the error function. The obtained plot of
P (ξ) is presented in Fig. 11. It is visible that the distri-
butions are not sensitive to the details of φ. The same
observation was made for the harmonic oscillator
The reader may point out to the pronounced discrep-
ancy between P (ξ) and PQ(ξ) for small ξ. However it is
connected with the unphysical notion of the ideal rigid
wall. None wall is perfectly rigid. The improvement of
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FIG. 11. Same as Fig. 9 but obtained with the use of (42).
the behavior close to such a wall can be achieved if one
assumes the more smooth form of φ(ξ, ξ′) on this border
as for instance asymmetrically squeezed Gaussian func-
tion. This would be, however, at odds with our main
idea of the only slight adjustment of the classical distri-
bution. Such discrepancies do not arise for more physical
potentials than the rigid wall in (29).
3. Morse potential
The next example we are going to consider is the Morse
potential, which constitutes a relatively good approxima-
tion for describing the vibrational degrees of freedom of a
diatomic molecule [27, 28]. It is then a really important
case of some practical significance. The corresponding
Hamiltonian may be given the form
H = p
2
2m
+ V0
(
e−2x/d − 2e−x/d
)
, (44)
where V0, d > 0. The dimensionless variables in this case
are
ξ =
x
d
, η =
d
~
p (45a)
τ =
~
md2
t, E = d
2m
~2
E, (45b)
and in consequence the relations (4) and (15) are satis-
fied. In these variables the equation (44) becomes simply
η2
2
+ β(e−2ξ − 2e−ξ) = E , (46)
where we introduced the additional dimensionless con-
stant
β =
d2mV0
~2
. (47)
For the momentum we get
|η(ξ)| =
√
2(E − β(e−2ξ − 2e−ξ)) (48)
Solving (46) for η = 0, we easily find the turning points
(E < 0 for bound states):
ξmin = − ln(1 +
√
1 + E/β), (49a)
ξmax = − ln(1−
√
1 + E/β). (49b)
To write down the formula (2) for classical probability
we have to find the period (i.e. 2T ). Equivalently one
can write PCl(ξ) in the form:
PCl(ξ) =
Nc
|η(ξ)| , (50)
and find the unknown constant Nc from the normaliza-
tion:
ξmax∫
ξmin
PCl(ξ)dξ = 1. (51)
This is an elementary integral, from which one immedi-
ately gets
Nc =
√−2E
pi
, (52)
independently on the value of β.
In the simplest case (8), we now have
φ(ξ, ξ′) =
κ
√−2E
pi
χξ′(ξ), (53)
and the improved probability distribution P (ξ) is given
by (11) with (9).
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FIG. 12. Same as Fig 2, but for the Morse potential. The
parameter β has been put to 1/2.
The quantum distribution for the Morse potential may
be found elsewhere [29]:
PQ(ξ) = Nqe
−2√2β e−ξe−2
√−2E ξ, (54)
where
E = 1
2
(
1
2
−
√
2β
)
(55)
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FIG. 13. Same as Fig. 12 but with the triangle form of φ(ξ, ξ′).
is the ground state dimensionless energy and Nq can be
obtained numerically (for any chosen value of β) from
normalization condition (for instance for β = 1/2 one
gets Nq ≈ 3.00609).
The results are shown in Fig. 12. The value of the
parameter β has to be greater than 1/8, since otherwise
the potential has no bound states, and we have chosen
β = 1/2 which gives E = −1/4. We see that the clas-
sical distribution, after having included the uncertainty
relation, agrees with the quantum distribution except for
the small region around the maximal value of particle
momentum. We are already familiar with this effect. As
before, it may be cured by choosing one of the modified
functions φ(ξ, ξ′) shown in Fig. 3.
We first take the triangle form of φ(ξ, ξ′). Since there
are no unphysical rigid walls in the potential, no fur-
ther modifications are required, and we can directly ap-
ply (22), (24) and (11) with the substitution (48) for mo-
mentum. We expect P (ξ) to approximate relatively well
PQ(ξ) in the whole space. This is actually what happens
as may be seen in Fig. 13. The agreement becomes really
satisfactory.
For Gaussian form of φ(ξ, ξ′), we simply take (25)
which leads to the plot in Fig. 14. Just as we are already
used to, the differences between the curves of the last two
figures are minor.
4. Some special potential
Our next testing example is some special potential,
which — up to our knowledge — has no special name
and which sometimes is viewed as resulting from the ra-
dial reduction of the spherically symmetric harmonic os-
cillator after having eliminated the angular variables [30].
The Hamiltonian of this model has the form
H = p
2
2m
+ V0
(
d
x
− x
d
)2
, (56)
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FIG. 14. Same as Fig. 12 but with the Gaussian form of
φ(ξ, ξ′).
with the condition x > 0. The dimensionless variables
remain the same as in the case of the Morse potential,
and are given by (45). The same refers to the parameter
β defined in (47).
In these variables the Eq. (56) becomes
η2
2
+ β
(
1
ξ
− ξ
)2
= E , (57)
and for the momentum we get
|η(ξ)| =
√
2(E − β(1/ξ − ξ)2). (58)
The turning points are
ξmin =
√
1 + E/(4β)−
√
E/(4β), (59a)
ξmax =
√
1 + E/(4β) +
√
E/(4β). (59b)
In this example we do not have any rigid wall, nonethe-
less we cannot allow the uncertainty cells to extend to the
negative values of ξ, which would be unphysical. There-
fore we will use formulas (36) and (37), together with
the classical probability distribution in the form
PCl(ξ) =
Nc
|η(ξ)| . (60)
The constant Nc may be explicitly obtained from the
condition (51), but this time it is too lengthy expression
to be quoted below. Its numerical value for β = 2 (which
is chosen below as an exemplary value) is Nc ≈ 1.27324.
The quantum ground state has the energy
E =
√
2β
(
1 +
√
1/4 + 2β −
√
2β
)
, (61)
and its probability distribution is [31]
PQ(ξ) = Nq
e−βξ
2
ξ1+
√
1+8β
, (62)
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FIG. 15. Same as Fig. 2 but for the potential defined in (56).
The parameter β has been chosen to be equal to 2.
with the normalization constant given by
Nq =
2β1+
√
1/4+2β
Γ(1 +
√
1/4 + 2β)
. (63)
The calculated probability distributions shown in
Fig. 15 confirm our earlier results: the agreement be-
tween P (ξ) and PQ(ξ) is excellent except for a narrow
strip around the minimum, which moreover can further
be improved.
The results for more smooth forms of the function
φ(ξ, ξ′) may be immediately obtained with the use of for-
mulas (41) and (42). They are plotted in Fig. 16 and 17.
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FIG. 16. Same as Fig. 15, but with the use of (41).
B. More than one dimension
In this subsection we apply the method to the mo-
tion in more than one dimension. As examples we will
consider the hydrogen atom and the asymmetric two-
dimensional harmonic oscillator.
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FIG. 17. Same as Fig. 15, but with the use of (42).
1. Hydrogen atom
Due to the spherical symmetry of the problem (and
of the ground state) it may be effectively reduced to the
one-dimensional case and our procedure may be directly
applied. The classical Hamiltonian in the case of zero
angular momentum is
H = p
2
2m
− 1
4pi0
e2
r
. (64)
If we introduce the Bohr radius
a0 =
4pi0~2
me2
, (65)
we can define the dimensionless parameters in a way sim-
ilar to (45):
ξ =
x
a0
, η =
a0
~
p (66a)
τ =
~
ma20
t, E = a
2
0m
~2
E, (66b)
which leads to the simple energy equation
η2
2
− 1
ξ
= E , (67)
where E < 0. The turning points are
ξmin = 0, ξmax = − 1E . (68)
The classical probability density is
PCl(ξ) =
1
T |η(ξ)| , (69)
where
|η(ξ)| =
√
2(1/ξ + E). (70)
T is, as usually, a half of the period. In the formula (69)
it should be expressed in the dimensionless variables i.e.
we have to put T = pi(−2E)−3/2.
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FIG. 18. Same as Fig. 9, but for hydrogen atom.
To define the modified classical probability density we
apply the same formulas as in subsection III A 2. The re-
gion ξ < 0 has to be excluded from the uncertainty cells,
with the appropriate change in their normalization. We
first take (37) and obtain for P (ξ) the behavior plotted
in Fig. 18. For the energy we put E = −1/2, which
corresponds to the 1S state in the hydrogen atom. The
quantum radial distribution for this state is well known
to be [15]
PQ(ξ) = 4ξ
2e−2ξ. (71)
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FIG. 19. Same as Fig. 10, but for hydrogen atom.
The improved results obtained with the use of (41)
and (42), are given in Figs 19 and 20. They confirm
the conclusions from earlier plots: the general agreement
with the quantum distributions and relative insensitiv-
ity to technicalities connected with the chosen classical
probability distributions inside the uncertainty cell.
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FIG. 20. Same as Fig. 11, but for hydrogen atom.
2. Asymmetric harmonic oscillator
Let us now consider the two-dimensional system with
the Hamiltonian
H = 1
2m
(p2x + p
2
y) +
m
2
(ω2xx
2 + ω2yy
2), (72)
with ωx 6= ωy. We choose that case to see, how the pro-
posed method works in a system without rotational sym-
metry. It may also serve as a simple model of molecular
vibrations.
The quantum probability density can be obtained by
separation of variables in the Schro¨dinger equation and
is a product of one-dimensional densities:
PQ(x, y) =
m
√
ωxωy
~pi
e−mωxx
2/hbare−mωyy
2/~. (73)
In the dimensionless variables
ξx =
√
mωx
~
x, ξy =
√
mωy
~
y, (74a)
ηx =
px√
m~ωx
, ηy =
py√
m~ωy
, (74b)
it may be given a rotationally symmetric (in the plane
ξxξy) form
PQ(ξx, ξy) =
1
pi
e−ξ
2
x−ξ2y . (75)
Let us define the auxiliary angle α, which specifies the
asymmetry of the potential
sinα =
ωx√
ω2x + ω
2
y
, cosα =
ωy√
ω2x + ω
2
y
(76)
Considering classical motion of energy E, corresponding
to that of the quantum ground state, we can define two
dimensionless energies, which will be useful, and the cor-
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responding dimensionless times:
E = E
~
√
ω2x + ω
2
y
, E˜ = E
~√ωxωy , (77a)
τ =
√
ω2x + ω
2
y t, τ˜ =
√
ωxωy t. (77b)
Inserting the ground state energy E = ~(ωx+ωy)/2, one
obtains E = (sinα+ cosα)/2 and E˜ = (tanα+ cotα)/2.
To find the classical probability density we have to know
the particle velocity at each point of the classically al-
lowed region. To this goal it is convenient to introduce
new variables, as
ξ˜x = ξx tan
1/4 α, ξ˜y = ξy cot
1/4 α (78a)
η˜x = ηx tan
1/4 α, η˜y = ηy cot
1/4 α. (78b)
Eq. (72) may now be given the form:
1
2
(η˜2x + η˜
2
y + ξ˜
2
x + ξ˜
2
y) = E˜ , (79)
from which one gets
|η˜(ξ˜, φ˜)| =
√
2E˜ − ξ˜2, (80)
where |η˜| =
√
η˜2x + η˜
2
y, and ξ˜, φ˜ being the polar coordi-
nates in the plane ξ˜xξ˜y. It should be noted, that the
transition from the initial Cartesian coordinates to the
present ones leads to the Jacobian merely equal to a con-
stant, which disappears when the probability is normal-
ized to unity.
Due to the symmetry of (79) the classical probability
density is φ˜ independent, and therefore may be written
as
PCl(ξ˜, φ˜) =
C˜
|η˜(ξ˜, φ˜)| , (81)
where C˜ is certain constant to be fixed from the proba-
bility normalization condition. Coming back to the vari-
ables ξx, ξy, we obtain
PCl(ξx, ξy) =
C√
(2E − ξ2x sinα− ξ2y cosα)(ξ2x sinα+ ξ2y cosα)
,
(82)
where the additional factor in the denominator comes
from the Jacobian. Integration over whole allowed region
leads to
C =
√
sinα cosα
pi2
. (83)
It is obvious from (81) that PCl is rotationally invari-
ant only in the plane ξ˜xξ˜y, and not ξxξy, where level sets
are rather ellipses, and the major contribution for the
probability comes from the vicinity of the curve ξ˜2 = 2E˜ .
The shape PCl(ξx, ξy) is shown on the first plot of Fig. 22.
The visible enhancement of the classical probability close
to the origin is connected with the fact, that for vari-
ous trajectories the particle approaches very often the
cavity center and therefore it becomes more probable to
be found there. This can be seen in Fig. 21, where the
compilation of 50 exemplary random trajectories is pre-
sented. In turn on this graph the increased probability on
the perimeter is not exposed, since it is connected with
the particle velocity and not its position.
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FIG. 21. The 50 random classical trajectories for the fixed
value of E = (sinα+ cosα)/2. The characteristic frequencies
of the cavity have been chosen to be ωy/ωx = 2.
The distribution of PCl is in strong contradiction with
the quantum probability PQ (shown on the second plot
of Fig. 22), which has Gaussian character and in these
variables is rotationally invariant.
Now we are in the position to apply our scheme to ver-
ify, whether it leads the (almost) quantum distribution.
Due to the multidimensional nature of our problem, it re-
quires some small modifications. First, to define the gen-
eralization of the function (7), we need two uncertainties
∆ξx and ∆ξy. They are connected with the velocities ηx
and ηy at a given point, but these are unknown. From the
energy equation (79) we obtain only
√
η˜2x + η˜
2
y, but the
direction of the motion — and simultaneously ∆ξx and
∆ξy at each point — is unspecified and depends on the
initial conditions. Therefore we introduce a certain angle
β, which defines this direction. For any fixed β the values
of ∆ξx and ∆ξy become known and the final probability
distribution will be that obtained by averaging over pos-
sible directions. This angle averaging refers to the initial
state of the classical particle only and should not be con-
fused with the directions in the harmonic potential: the
trap does not change it shape as given by (72). In this
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way we have
|ηx(ξx, ξy)| =
√
2E − ξ2x sinα− ξ2y cosα cot1/4 α cosβ,
(84a)
|ηy(ξx, ξy)| =
√
2E − ξ2x sinα− ξ2y cosα tan1/4 α sinβ,
(84b)
and we can define the generalization of the function φ
given by (8):
φ(ξ, ξ′) = (∆ξx∆ξy)−1χx,ξ′(ξx)χy,ξ′(ξy)
= κ2|ηx(ξ′)ηy(ξ′)|χx,ξ′(ξx)χy,ξ′(ξy). (85)
As before, χx,ξ′(ξx) is the characteristic function of the
interval
Dx,ξ′ = [ξx−, ξx+], (86)
where
ξx± = ξ′x ±
1
2κ|ηx(ξ′)| = ξ
′
x ±
∆ξx
2
, (87)
and similarly for χy,ξ′(ξy). Now the improved probability
density amplitude may be defined by the simple general-
ization of the formulas (9) and (11):
Φ(ξ, ξ′) = φ(ξ, ξ′)PCl(ξ′). (88)
and
P (ξ) = 〈
∫
DCl
Φ(ξ, ξ′)dξ′xdξ
′
y〉β , (89)
where by DCl we denoted the classically allowed re-
gion, i.e. the ellipse defined by the condition ξ′2x sinα +
ξ′2y cosα < 2E .
If we preferred a Gaussian distribution of probability
within the uncertainty cell, we would use, instead of (88),
the obvious generalization of (26):
Φ(ξ, ξ′) =
2κ2
pi
|ηx(ξ′)ηy(ξ′)| (90)
× e−2κ2ηx(ξ′)2(ξx−ξ′x)2e−2κ2ηy(ξ′)2(ξy−ξ′y)2PCl(ξ′).
In Fig. 22 we draw the improved probability distribu-
tion P (ξx, ξy) obtained with the use of (90), for the value
of parameter κ = 1.8 (this gives slightly better agree-
ment than the ‘one-dimensional value’ 1.7) and compare
it to the quantum probability PQ(ξx, ξy)). The obtained
result turns out again to be noteworthy. The main fea-
tures and even the rotationally invariant character of PQ
in the variables ξx, ξy have been approximately restored
from (82) thanks to the application of the uncertainty
relation.
IV. SUMMARY
In the present paper we proposed a simple way to im-
prove the classical probability density distribution, by in-
corporating the Heisenberg uncertainty principle in order
to make it consistent with the quantum distribution. It is
based on the picture of a wave packet bouncing between
classical turning points. We concentrated on the ground
states for which the discrepancy between classical and
quantum results was the most severe. The procedure was
tested for various one-dimensional quantum-mechanical
models: harmonic oscillator, linear (gravitational) poten-
tial, Morse potential and some special potential, as well
as for models in more than one dimension: the hydrogen
atom and asymmetric harmonic oscillator. They all show
the unexpectedly good agreement between the improved
distribution and the quantum one. This is all the more
noteworthy that the proposed modification is very simple
if not trivial.
In the region of large particle momenta, the agreement
is not so good, but it was shown, that further improve-
ments may be easily achieved by the slight and still sim-
ple modification of the classical probability distribution
within the uncertainty cell. After this modification the
obtained results are satisfactory for all tested potentials
and for the whole space.
The comparison of all plots reveals one feature in com-
mon: the probability is slightly underestimated in the
center of cavity and slightly overestimated far from it.
This is a consequence of our simple assumption (5) and
entails a little larger values for the variance
σ2ξ = 〈(ξ − 〈ξ〉)2〉, (91)
than those found from quantum distribution. In some
small limits (91) may be modified by the choice of pa-
rameter κ, whose value (mostly κ = 1.7) was fixed to
obtain the visual agreement between P (ξ) and PQ(ξ).
One might have a hope that for the determination of
the approximate probability distribution one does not
necessarily have to go through the often complicated pro-
cess of finding the quantum state, but sufficient is the
knowledge of the classical motion and of the uncertainty
principle. The solving of ordinary differential equations
describing the classical motion of a particle should be
numerically much more efficient than that of the partial
Schro¨dinger differential equation, for instance with the
use of the Monte Carlo methods.
The presented idea seems promising and should be
tested for more complicated cases, also going beyond the
simple non-relativistic quantum mechanics. What is re-
quired, is the knowledge of velocities or momenta at each
classically allowed point, which, at least at the numerical
level, should be available. At the same time the method
confirms the fundamental role played in quantum me-
chanics by the uncertainty principle. The comparison
of classical and quantum results allows for better un-
derstanding of the underlying physics and especially the
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FIG. 22. The classical (first graph), quantum (second graph) and improved classical probability density distribution (third
graph) for the ground state of the asymmetric harmonic oscillator obtained for κ = 1.8 and ωy/ωx = 2.
connection between quantum mechanics and the macro-
scopic world.
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