Abstract-In this paper, we examine the problem of optimal state estimation or filtering in stochastic systems using an approach based on information theoretic measures. In this setting, the traditional minimum mean-square measure is compared with information theoretic measures, Kalman filtering theory is reexamined, and some new interpretations are offered. We show that for a linear Gaussian system, the Kalman filter is the optimal filter not only for the mean-square error measure, but for several information theoretic measures which are introduced in this work. For nonlinear systems, these same measures generally are in conflict with each other, and the feedback control policy has a dual role with regard to regulation and estimation. For linear stochastic systems with general noise processes, a lower bound on the achievable mutual information between the estimation error and the observation are derived. The properties of an optimal (probing) control law and the associated optimal filter, which achieve this lower bound, and their relationships are investigated. It is shown that for a linear stochastic system with an affine linear filter for the homogeneous system, under some reachability and observability conditions, zero mutual information between estimation error and observations can be achieved only when the system is Gaussian.
theory [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . Recently, Saridis [13] proposed a general conceptual framework for stochastic and adaptive control problems using Jaynes maximum entropy principle [21] ; this work provides a nice interpretation for many performance criteria and control algorithms.
It is well known that except for LG systems (and/or linear systems with a quadratic cost), the stochastic optimal control problem is in general a dual control problem [23] , [24] , and an optimal feedback control has two different, usually conflicting, attributes known as probing (or learning) and regulating. A general solution to such dual control problems has yet to be found. The probing aspect of a feedback control is critical in the dual control problem. We expect that a better understanding of how the control will effect the way the system performs the learning or probing for uncertainties will provide more insight into the final solution of the dual control problem. In this paper, we study the state estimation problem and the probing effects of a feedback control on state estimation. We use an information theoretic approach and illustrate the distinquishing features of an LG system that enable solutions to certain control problems for these systems to be obtained. We also investigate some interesting properties for the information theoretic measures introduced. In particular, for linear stochastic systems, we shall show that the entropy measures introduced in this work enjoy the same invariance properties as the mean-square error. A lower bound on the attainable mutual information between the estimation error and observation processes among all admissible controls and filters is established for linear stochastic systems. We conjecture that under some weak conditions this bound is zero if and only if the system is Gaussian. We partially justify this conjecture in Section IV by showing that it is true for systems with a linear affine filter for the homogeneous system. An example is given to illustrate some of the main results of the paper. The paper is organized as follows. In Section II after a brief survey of the existing results, we formulate the general estimation problem for nonlinear stochastic systems in an information theoretic framework. In Section III, we establish some important properties of the optimal filter for linear systems. In Section IV, for linear systems with an affine linear filter for the homogeneous system, we prove that zero error/observation mutual information can be achieved only for an LG system, provided that some reachability and observability conditions are satisfied. Section V contains an example for the linear non-Gaussian case, and Section VI contains our concluding remarks. where in (N), is the system state, is the control variable, and is the output. denotes the admissible control set. The sequences of independent random vectors and model the driving and measurement noise processes, respectively. We assume that the basic random variables and defined on a probability space are independent with finite covariance matrices and for all . For a random vector defined on is the -algebra generated by .
is the observation (information) vector at time , and a feedback control is a sequence of measurable functions with . Let denote the collection of all feedback controls. A filter is a sequence of measurable functions with the estimate of the state based on . Let denote the collection of all filters. Our objective is to design a feedback control and a filter in a certain optimal fashion and to study the relationship between and . Although the least squares family of estimators has been extensively studied, most notably, the minimum mean-square estimator for LG systems and extensions to affine linear minimum mean-square estimators for general linear systems, few researchers have asked the questions: Is it possible to go beyond the traditional approaches? If so, what is an appropriate framework for estimation, a criteria for optimality, and what is the relationship to control system design? This paper proposes a framework for state estimation, develops performance indexes for state estimation using information theoretic concepts, and investigates the intimate relationship between the design of an optimal filter and a feedback control for the system. Kalman filtering theory [1] [2] [3] [4] [5] [6] [7] [8] revolutionized the classical least squares method and also provided a methodology for solving certain control problems, in particular, the stochastic optimal control problem for LG systems where a separation principle holds. For general classes of stochastic systems, the difficulty in determining an optimal control and filter is immediately apparent, even for a linear non-Gaussian system with a quadratic cost functional. Even though a separation principle holds for this case and the optimal filter is the (true) minimum mean-square filter, it is generally not that the Kalman filter and recursive finite-dimensional realizations of this optimal filter are unknown. Further, complications result from the dual concept of a feedback control law introduced by Feldbaum [23] . Researchers have devoted a significant effort to studying the dual optimal control problem, and even though many meaningful results have been obtained, an optimal solution to the problem is unknown. Consider, for example, an LG system with unknown parameters in the system matrix taking values from a finite discrete set and a quadratic cost functional. It is shown [9] that a finite-dimensional nonlinear filter exists for the joint estimation of state and the unknown parameter; however, the dynamic programming approach does not lead to a closed-form analytical solution for the optimal control. The cost-to-go involves three terms: one for regulation, one for probing (estimation), and one for equivocation. Due to the conflicting nature of each of these cost terms, it is expected that an inferior solution to this "multiobjective" optimization problem should provide a reasonable solution to the problem. In spite of the developments of control design using quadratic cost functionals for LG systems, the computational difficulties of dual control problems suggest that the traditional quadratic cost functionals may not be the best criteria to use in the synthesis of feedback control policies for general classes of stochastic systems.
Information theory has revolutionized communication and coding theory and has had significant applications in other fields like statistics, physics, economics, and computer science. A marriage between information and control theory may provide better insight and understanding of many complicated control problems. Several researchers have developed some important results [10] [11] [12] [13] [14] , [17] [18] [19] [20] . In particular, Saridis [13] has given an entropy formulation of optimal and adaptive control problems and has interpreted the dual effect in terms of information theoretic measures. In [11] and [12] , Weidemann and Stear studied estimation and feedback control systems and analyzed various information quantities associated with such a system. Kalata and Priemer [17] and Tomita et al. [18] , [19] subsequently investigated prediction, filtering, and smoothing problems for signals generated by an LG system and showed that the Kalman filter minimizes the mutual information between the estimation error and observation process as well as the error entropy. A study of the optimal dual control problem for linear stochastic systems with parameter uncertainty using Saridis' formulation is presented in [15] and [16] . Before presenting a generalization of the setup presented in [10] for the problem of synthesizing a probing feedback control associated with a filtering problem, some elementary results from information theory are discussed. A detailed account of information theory and its contribution to communication theory and applications are presented in [26] and [27] .
An essential notion of Shannon's information theory is entropy, including conditional entropy and mutual information. For random variables and given, the (differential) entropy of and the joint (differential) entropy of are defined as (1) where and are the (joint) density functions of and , respectively. Likewise, the conditional (differential) entropy of given is defined as (2) where is the conditional density function. Another important concept is the mutual information of , which is defined as (3) Roughly speaking, the differential entropy measures the dispersion of the random variable . The smaller the differential entropy , the more concentrated the density function of . Because is not invariant with respect to a bijective transformation, it is usually not a measure of information. However, the nonnegative quantity , which is invariant with respect to a bijective transformation, is a quantitative measure of the mutual information of and . The following properties [which we will refer to as Property (P)] can be easily proved. , if independent. References [26] and [27] provide a detailed account of these properties and their interpretation in information theory.
A general framework for state estimation (filtering) in terms of the information theoretic measures defined in (1)-(3) is provided next. For a feedback control given, the closedloop quantities, like the state , the output , and the control , are random variables which depend on . We shall use the notation and to signify this fact. Similarly, the superscript indicates that the estimate also depends on . Let denote the filtering error. A diagram for the combined estimation/control can be represented as in Fig. 1 .
In Fig. 1 , denotes the output (or sensor) channel with output function and measurement noise , and denotes the filter. The objective is to design and so that a certain optimal estimate is obtained. Note that the estimate and the error depend on the selections of both the filter and the feedback controller . This is a simple indication of the dual property of the control . To make this relationship more precise, we define the following types of optimal estimators and optimal (probing) control laws in terms of some useful information theoretic measures.
Definition 2.1: Consider the stochastic system (N) and the estimation/control configuration given in Fig. 1 ) the minimum error/observation pair, and ( ) the minimum error entropy pair. In particular, when , the minimum error/observation information pair is referred to as the zero error/observation information pair. We assume that all information theoretic quantities, like entropy and mutual information, are well defined and that the indicated infimum and supremum are achievable (the optimal performance measures can, however, take extended real values). Next, we comment on the probing effect of a feedback control .
The probing effect of a control can be defined as the influence that control actions have on estimation. This will be quantified by a certain performance measure defined for estimation. To be more precise, suppose that is a performance measure for estimation, which we would like to minimize. We will say has no probing effect [with respect to ], if for any , there exists a filter such that is the global minimum defined by . This probing effect of is the same probing or learning effect as in the dual control problem.
The concept of the minimum mean-square estimator associated with a feedback control is well known. For (N), we have . In particular, for LG systems, i.e., for (N) with and Gaussian, is realized by the Kalman filter. It is also well known that in this case the error covariance matrix is independent of the selection of , and therefore has no probing effect. As mentioned previously, the quantity measures the mutual information between the estimation error and the information vector . if and only if is independent of and therefore can be regarded as a measure of the dependence between and . Minimizing this measure can lead to better estimation. Again, for an LG system, it is well known that the minimum mean-square estimation error is independent of for any , and as a consequence has no probing effect in this sense as well. If the mutual information , then the minimum mean-square estimator extracts all the relevant information about from the observation . The error (differential) entropy measure measures the dispersion of the estimation error , and for an LG system it can be shown that , where and are constants and is the error covariance matrix. Hence, the Kalman filter also minimizes the error (differential) entropy measure for any , and the control has no probing effect in this sense as well. We conclude that for LG systems, the Kalman filter is optimal in all senses 1)-3), and the optimal costs and are independent of the choice of the feedback law . The pair for any is also optimal in all senses 4)-6), and has no probing effect. This can be considered as an equivalent statement of a separation principle for the linear-quadratic-Gaussian (LQG) problem. In general, for nonlinear systems a feedback control law does have an influence on state estimation, and the solutions to any of the above optimal (probing) estimation problems defined by 1)-6) remain unknown. Before going into further analysis, we comment on the sensor channel transmittance [11] , which is a quantity that only depends on the sensor and the feedback law . For a fixed sensor , the data-processing inequality [32, p. 208] yields , for any . Therefore, provides an upper bound on the amount of information that can be extracted from the observations by a filter . Intuitively, the synthesis of a probing control should maximize so that the maximum amount of information about is obtained from through the design of the filter . If we regard the sensor as a communication channel, can be interpreted as the channel capacity.
Remark: To simplify notation, we will use the superscripts " " and " " on variables and functionals of variables to denote the dependence on the choice of the feedback law and the filter . For example, and both denote the mean-square error of the filter associated with the given and . The synthesis of a probing control requires maximizing the sensor channel transmittance (4) and minimizing the error/observation (mutual) information (P3) (5) Thus, from (4), select to minimize , while from (5), select to maximize . Therefore, (4) and (5) are in conflict, and one approach is to maximize the difference, i.e., (6) From (4) and (5) and (6) is equivalent to (7) The constant is referred to as the entropy performance index of the filter channel because it measures the reduction (or difference) between the differential entropy of the input to the channel and the differential entropy of the output from the channel ; see Fig. 1 . Next, we show that for all "nontrivial" filters . Because the mutual information is nonnegative, for all and if the filter is a given deterministic sequence , which is referred to as a constant filter, then (8) It follows that . Thus, a reasonable choice of a filter should make the mutual information difference nonnegative. Indeed, in the LG case, the Kalman filter gives . A filter is called a nontrivial filter associated with , if . Because is a measurable function of , for a nontrivial filter (9) This inequality is important because it relates the three differential entropies in (9) that are the quantities to be optimized in (4), (5), and (7). An optimal probing control simultaneously optimizes (4) and (5) with appropriately defined filters. If a solution exists, we say that the optimal probing control is nonconflicting.
For an LG system (LG) with independent basic random variables, because there is no dual effect, there is no conflict for any , and the Kalman filter simultaneously optimizes all criteria. However, for a general nonlinear stochastic system, this problem is extremely difficult, and no general answers have been obtained to date. Some preliminary results for this problem are presented in this paper. In particular, we shall show in the next section that for a linear (non-Gaussian) system, there exists a single probing control which is optimal for all the measures defined. This is not true for general nonlinear systems.
Before concluding this section, we derive some general results for the nonlinear system (N) using an assumption which is similar to the one adopted by several researchers [11] , [12] , [17] [18] [19] . This assumption makes the probing effect of partially nonconflicting. In Section IV, we shall show that this restrictive assumption, under a reachability and observability condition, is equivalent to the Gaussian assumption on the basic random variables for a linear stochastic system, given a linear affine filter for the homogeneous system. Theorem 2.2: Consider the nonlinear stochastic system (N) with the filtering configuration shown in Fig. 1 . a) Let be fixed. Then, the minimum mean-square estimator is given by . Furthermore, the minimum error/observation information filter is equivalent to the minimum error entropy filter .
given, there is a filter such that . That is, for any , the zero error/observation information filter exists and the estimation error is independent of . Then, the minimum mean-square filter associated with is such a filter , i.e., , forms a zero error/observation information pair. Let satisfy (10) then is the minimum error entropy pair. Let be the optimal probing control in the sensor channel transmittance sense, then maximizes the entropy performance index with (11) Proof: We show a) first. Let be a fixed feedback control. The fact that is the minimum mean-square estimator is well known. With fixed, for any , we have
The next statement of a) follows directly. For b), given that Assumption A) holds, we first show that the minimum meansquare filter associated with a is such a filter . Consider that (a.s.) (12) It follows that with a constant. Thus, is also independent of and is a zero error/observation information filter associated with . Now, with for any , it is easy to see that is also the minimum error entropy pair. Similarly, with for any and , it is easy to see that under Assumption A), maximizes the entropy performance index and (11) holds. In Theorem 2.2, the probing control laws and are defined by (13) and (14) respectively. Given Assumption A), these two optimal probing control laws are not necessarily conflicting. We shall show later that for a linear stochastic system, even without Assumption A), a single feedback control can be selected which is optimal in all senses defined earlier.
Although Assumption A) is restrictive, it is also intuitive from an information theory perspective since for any given, the filter extracts all the necessary information about from the observations . In this case, the control sends the largest amount of information about to the observation for a given sensor configuration, and either or is the optimal control and filter pair in in terms of mutual information. For an LG system, Assumption A) is satisfied with , the Kalman filter. We show in the next section that for a general linear stochastic system, is actually independent of . Thus, is the control which maximizes , i.e., the feedback control which maximizes the dispersion of the state. This is a very naive solution from a signal detection perspective. One may ask: Can Assumption A) hold for a linear system without the Gaussian assumption? We conjecture that in general the answer is no, although we do not have a definitive proof.
III. FILTERING IN LINEAR STOCHASTIC SYSTEMS
A general framework for filtering and state estimation was proposed, and an appealing but restrictive assumption, satisfied by an LG system which guarantees that the probing control is nonconflicting for a general nonlinear system, was presented. In the next section it is shown that for a linear stochastic system with an affine linear filter for the homogeneous system, Assumption A) is equivalent to the Gaussian assumption, under some reachability and observability conditions. Therefore, we expect that in general there is no zero error/observation pair for linear non-Gaussian systems, i.e., there is no feedback control and filter such that . The question then becomes: What is the lower bound for the error/observation information measure , and how do we characterize the pair ? In this section, we study linear stochastic systems defined by
where in (L), the independent basic random variables and are assumed to have the first-and second-order statistics (15) for all . In (L), the superscript is used to signify the fact that all closed-loop variables depend on the selection of a feedback control law . Here, is the measurement (information) vector. When and are Gaussian, (L) is an LG system. We begin by examining the Kalman filter for an LG system in the present framework. Proposition 3.1: Consider an LG system. Let be the Kalman filter, i.e., . Then we have the following. i)
is the optimal filter in the senses 1)-3) given in Definition 2.1. Furthermore, the optimal costs associated with are ), and , which are all independent of the selection of . Here and are constants and is the error covariance matrix of (which is independent of ). Therefore, for any feedback control law , the pair is the optimal control and filter pair in the senses defined in 4)-6) in Definition 2. is the minimum meansquare estimator, and the filter is given by the conditional mean . Also, the error covariance matrix can be computed off-line and is independent of the selection of . This shows that is optimal in the sense 1) of Definition 2.1. It is also known that the estimation error is independent of and is distributed according to . Then, it follows that . Because for any , this shows that is optimal in the sense of 2). For fixed, by 1) of Theorem 2.2, we know that is also the minimum error entropy filter associated with . Since , we have by direct computation (17) for some and constants. The fact that for any , the pair is optimal for any measures of 4)-6) is a direct consequence of the fact that is independent of the selection of . This proves i). For ii), by the independence of and , we have from (P3) and (P4) that for any (18) Now, take as an open-loop control, i.e., a deterministic sequence. Then, the state process is Gaussian with distribution . Here satisfies (16) . Therefore, we obtain (19) with and constants. Thus, if goes to , (18) and (19) imply that will go to as well. This completes the proof. Proposition 3.1 states that for an LG system, the control law has no probing effect in any of the above senses, and the zero error/observation information pair is defined via the Kalman filter. This is another explanation for the separation principle which holds for LG systems. For general linear stochastic systems, it is known that the (true) minimum meansquare filter associated with (which may not be the Kalman filter for non-Gaussian systems) also makes the error covariance matrix independent of the selection of . However, may not be optimal in other senses. Another observation is that infinite sensor channel transmittance corresponds to infinite channel capacity of an ideal Gaussian channel without power limitation. From the state detection perspective, this result says that optimal state detection is realized when the dispersion of the state distribution is maximized, i.e., tends to infinity.
In general, the feedback control law does have a probing effect on state estimation, and the answer to any of the above optimal (probing) estimation problems defined by 1)-6) remain as open questions, even for the simplest nonlinear/nonGaussian systems. We address some of these issues in the remainder of the paper.
We begin by studying a general linear system (L). The following decomposition of (L) [22] is essential to our development. For a , we can decompose and as (20) In ( where and are given as before. Let be the past control inputs up to time , and let be the information vector. Let be the information vector associated with the homogeneous system (H). Consider the following lemma, whose proof is given in [22] .
Lemma 3.2:
For the linear system (L), let be arbitrarily given. We have (21) where in (21) , denotes the -algebra generated by the random vector . Equivalently, and are (measurable) functions of each other. Note that the conditional differential entropy is associated with the "homogeneous" system (H) and therefore is independent of the selection of and . 2) For any and given, there is a such that . Proof: For 1), let and be given. Since , the equality follows from (P3). Since from (20) (24) where in (23), the filter is defined by (25) Proposition 3.3 is a very interesting result because 1) states that for a linear system, the conditional entropy , which is the equivocation of the sensor channel, is independent of the selection of . From the previous discussion, given Assumption A) for the nonlinear system (N), the optimal probing controls and defined in Theorem 2.2 may not be conflicting. From Proposition 3.3, for the linear system (L) without Assumption A), a single feedback control , which is optimal for all the performance measures defined for the probing estimation problem, can be determined. It is in this sense that the probing estimation problem for a linear systems is nonconflicting. (30) This establishes the fourth equation in (26) . The last equation follows directly from the fact that from the third and the fourth equations in (26) .
Theorem 3.4 states that for the linear stochastic system (L), the pair is simultaneously the optimal control and filter pair in all the senses defined in 2), 3), and 5)-7) given in Definition 2.1. Furthermore, will maximize the entropy and therefore will tend to increase the dispersion of the state . This destabilizes the system so that the sensor channel transmittance is maximized. is the optimal filter which minimizes the error entropy , and therefore is minimized. We know from Theorem 2.2 that under Assumption A), can be selected as the minimum mean-square estimator, similar to the LG case. However, we will see later that Assumption A) does not hold for linear nonGaussian systems in general. Thus, may not in general be the minimum mean-square filter. Now, suppose we ignore the probing effect of on the sensor channel transmittance and only concern ourselves with the error/observation information or the error entropy . Then, a direct consequence of Proposition 3.3 is that has no probing effect, and the attainable lower bound on only depends on the homogeneous system (H). We study this in some detail next. In what follows, we shall use to denote the family of filters associated with the homogeneous system (H). (22) 
and (P3).
It is important to note that if a realization of the "homogeneous" optimal filter for the homogeneous system (H) can be determined, then the associated optimal filter which minimizes can be realized for any given from (25), i.e., (37) because is deterministic. In (37), and are sequences that can be computed directly. We also observe from Theorem 3.5 that the achievable lower bound on the error/observation information measure depends only on the homogeneous system (H).
has no probing effect for this measure. Equation (37) gives an equivalent optimal filter for (L). A corollary to this theorem is given next.
Corollary 3.6: For the linear stochastic system (L), there exists a control and filter pair such that for all , i.e., there is a zero error/observation pair if and only if there exists a filter for the homogeneous system (H) such that for all (38) This corollary provides conditions for which Assumption A) is satisfied. Furthermore, from our previous results, if such an exists, then the minimum mean-square estimator for the homogeneous system given by is such a filter. We know that for LG systems, the Kalman filter is a realization of the minimum mean-square estimator. In general, however, the minimum mean-square estimator is a nonlinear function of and determining a finite-dimensional realization of the filter may not be possible. One may ask: What is the condition for the existence of a zero error/observation filter ? A partial answer to this question is presented in the next section, where we show that for the linear stochastic system (L) with an affine linear filter for the homogeneous system, under some reachability and observability conditions, a necessary and sufficient condition for the existence of a zero error/observation control and filter pair is that the basic random variables are Gaussian.
IV. ZERO ERROR/OBSERVATION INFORMATION
AND THE GAUSSIAN ASSUMPTION In the previous sections we discussed the importance of a zero error/observation control and filter pair such that (39)
Roughly speaking, this is the control and filter pair such that all the information about contained in is extracted by the filter. For a linear stochastic system (L), from the previous section, we see that the feedback control plays no role in this case, and the problem is equivalent to determining the existence of a filter for the homogeneous system (H) such that the zero error/observation information is achieved by . For an LG system, the Kalman filter is such a filter. Or in other words, the Gaussian assumption on the basic random variables is a sufficient condition for the existence of such an . Is the Gaussian assumption also necessary? In this section, Note that the usual observability and reachability (from zero) condition for is a sufficient condition (not necessary) for the componentwise observability and output reachability we just defined. The next theorem is the main result of this section.
Theorem 4.3:
For the system (H ), a necessary and sufficient condition for Statement B) given below to be true is that and the system is both componentwise observable and output reachable from zero. Statement (B): If a linear (or affine linear) zero error/observation information filter exists so that is independent of for all , then the basic random variables and must be Gaussian for all . Remark: If all the basic random variables are Gaussian, then the Kalman filter is an affine linear zero error/observation information filter, and Theorem 4.3 says that under the conditions posed, the existence of a linear (affine linear) zero error/observation filter is equivalent to the Gaussian assumption on the system.
Before we begin the proof of this important theorem, some technical results, stated as lemmas, are required. A key result from statistics [28] , Lemma 4.4 is presented next. are independent, then must be Gaussian. However, the distribution of can be arbitrary (unspecified). Proof: Define . Then, by the assumption of the lemma, we see that and are independent because is independent of both and . From Lemma 4.4, we know that must be Gaussian. Clearly, the distributions of remain unspecified. Lemma 4.6: Let be a matrix, and let be the th column of . There is a row vector such that for all if and only if for all .
Proof (Necessity): Assume that for some . Then for all . For sufficiency, assume that for all . Consider that for any fixed, the relation defines an -dimensional subspace in . Then, with , the set has volume zero, and we can always select such that for all . Proof: We show sufficiency first. Note that and are independent if and only if and are independent for all and . For the and given in the theorem, since is independent of , it follows that and are independent. However, from (43) and (44), we have (48) Equations (46) and (47) are equivalent to the fact that all the coefficients inside on the right-hand side of (48) (except those for ) are not zero. We conclude that and are Gaussian from Lemma 4.5.
For necessity, assume that for all and , (46) and (47) do not hold. That is, for any and constant vectors, at least one coefficient inside on the right-hand side of (48) is zero. It is easy to see that this implies that there is a coefficient, without loss of generality, say , that is zero for almost all . This implies that is independent of . Then, by Lemma 4.5, the distribution of can be arbitrary (even though is independent of ). At this stage, from Lemma 4.6, the necessary and sufficient condition given in Theorem 4.7 is equivalent to the following two conditions: (C1) and (C2) where in (C2), and is the th standard basis vector for . Note that Condition (C2) is equivalent to and the system is componentwise observable and output reachable. Therefore, the necessity part of Theorem 4.3 is proved. To show sufficiency, we prove the following result.
Proposition 4.8: Assume that , and is both componentwise observable and output reachable. Then, for the Kalman filter and arbitrary but fixed, we have for some for some for some
Proof: Without loss of generality, we can assume that all the basic random variables are Gaussian. (Otherwise, just regard the notation as the orthogonal projection of onto the Hilbert space , and change "independent" to "uncorrelated" in the following proof, etc. For a detailed account on the Hilbert space approach to the filtering problem, see [25] .) Note also that all random variables involved are zero mean. We show the first equation in (C3 The last equality follows the fact that and are independent and has a symmetric distribution about zero. After some manipulation with densities and entropy, it can be shown that a global minimum is attained at and the affine linear minimum mean-square filter is given by (80)
From the above, we see that the (true) minimum meansquare filter is a piecewise linear function of . In the case when , we have . That is, the Kalman filter, the minimum mean-square filter, and the affine linear minimum entropy filter are the same linear function of . To compare the performance of these (optimal) filters according to different measures, we have to compute the error covariance, the error entropy, and the error/observation (mutual) information associated with each of them. The computation is straightforward but tedious and is omitted here. We present the results next. (Note that the superscripts and indicate the Kalman filter, the minimum mean-square filter, and the minimum error entropy filter, respectively.)
For the error covariances, we have (85), we see that there is no affine linear zero error/observation information filter. System (73) apparently satisfies the condition of Theorem 4.9, and the basic random variables are uniform rather than Gaussian. Also, we observe that in terms of all performance measures, the (true) minimum mean-square filter always has the best performance among these three filters. For the error covariance, the Kalman filter (the affine linear minimum mean-square filter) is superior to the affine linear minimum error entropy filter. But, for the error entropy (and error/observation information measures), the affine linear minimum error entropy filter is superior to the Kalman filter. Hence, we expect that there will be conflict or competition among these measures. One may ask whether or not there is a nonlinear filter for the homogeneous system which will have a lower error entropy (or error/observation) information measure when compared to the (true) minimum mean-square filter, or what is the true minimum error/observation information filter? We are unable to answer these questions so far. Some simulation evidence suggests that for piecewise linear filters with one corner, no filter will perform better than the minimum mean-square filter . Finally, from (72) and (20) , we see that for any feedback control , the optimal filter(s) for the inhomogeneous system (73), defined according to 1)-6) of Definition 2.1, is given by (86) where is the (piecewise) linear function defined in (77), (78), and (80) for respectively. For a detailed discussion on systems with quantization and the application of the framework developed in this work to this class of systems, the readers are referred to [10] .
VI. CONCLUDING REMARKS
A general framework for filtering and state estimation in stochastic systems from an information theoretic point of view is proposed in this paper. Linear stochastic systems are studied in some detail, and it is shown that under some reachability and observability conditions, the existence of an affine linear zero error/observation filter for the homogeneous system or a quasi-affine linear filter for the inhomogeneous system is equivalent to having all the basic random variables Gaussian. An example is given to illustrate some of the results for linear stochastic systems. Reference [10] illustrates the application of the proposed framework to quantized systems. We observe that, in general, there is conflict and competition between the different performance criteria that can be used to design an estimator. For linear stochastic systems, we showed that a feedback control strategy has no probing effect in the sense of the mean-square error, the error entropy, and the error/observation information measures. However, for a nonlinear system (e.g., the quantized system studied in [10] ), the choice of the feedback control can have a significant effect on estimation in all of the senses considered in this paper.
For future research, there are many problems that need to be studied. The first and most important one is constructing a realization of the minimum error entropy filter, or a realization of a suboptimal filter for a general linear stochastic system, as a finite-dimensional dynamic system. We know that this realization should reduce to the Kalman filter for LG systems. Apparently, this will involve an entropy optimization problem. Current results available in the literature may not be sufficient to accomplish this task. One problem is that the orthogonality condition which results in the Kalman filter is lacking. The second interesting problem is to determine how far the results developed in Section IV can be extended. In particular, under what conditions does there exist a zero error/observation filter for the general class of stochastic systems? A third problem is to determine under what circumstances the (true) minimum mean-square filter is actually the minimum error entropy filter. We see that from the example given in Section V, the (true) minimum mean-square filter associated with a feedback control is actually the minimum error entropy and minimum error/observation information filter associated with the same control. Furthermore, the filtering error associated with the minimum mean-square filter has a density function , which is a piecewise linear, even, nonincreasing function centered at when . We wonder if this is the reason why the filters are equivalent.
