We study smooth backfitting when there are errors-in-variables, which is motivated by functional additive models for a functional regression model with a scalar response and multiple functional predictors that are additive in the functional principal components of the predictor processes. The development of a new smooth backfitting technique for the estimation of the additive component functions in functional additive models with multiple functional predictors requires to address the difficulty that the eigenfunctions and therefore the functional principal components of the predictor processes, which are the arguments of the proposed additive model, are unknown and need to be estimated from the data. The available estimated functional principal components contain an error that is small for large samples but nevertheless affects the estimation of the additive component functions. This error-in-variables situation requires to develop new asymptotic theory for smooth backfitting. Our analysis also pertains to general situations where one encounters errors in the predictors for an additive model, when the errors become smaller asymptotically. We also study the finite sample properties of the proposed method for the application in functional additive regression through a simulation study and a real data example.
Introduction
There is currently no theory available for smooth backfitting with errors-in-variables for the additive predictors, and we develop such theory in this paper. The need for this is demonstrated in an example from functional regression that is emphasized throughout the paper. Models that pair functional predictors with a scalar response are commonly encountered and constitute one of the central modeling problems in functional data analysis (FDA) (Ramsay and Silverman, 2005) , motivated by applied problems where one wishes to predict a scalar outcome from observed functional predictors or to model the nature of the relationship. Specifically, we consider the problem where one has d random predictor functions X 1 , . . . , X d defined on intervals I 1 , . . . , I d , respectively, that are coupled with a continuous scalar response Y . Our goal is to model and implement the regression E(Y |X 1 , . . . , X d ).
Many approaches have been developed for the special case d = 1. Writing X 1 = X and E(X) = µ, highly structured approaches include the well-established functional linear model (FLM), where one assumes E(Y |X) = µ 0 + β(s)(X(s) − µ(s))ds
(1) (Cardot et al., 1999; Bosq, 2000) for a smooth fixed parameter function β. This model is a direct extension of the classical linear regression model with multiple predictors. While this model is linear in the predictor process X, extensions to nonlinear cases include the functional quadratic (and polynomial) model (FQM) E(Y |X) = µ 0 + β(s)(X(s) − µ(s))ds + γ(s, t)(X(s) − µ(s))(X(t) − µ(t))ds dt, (2) (Yao and Müller, 2010) , which contains a second parameter function γ that communicates the quadratic and interaction effects that are part of this model.
These models can be directly represented in terms of functional principal components, as follows. For each predictor function X j , assumed to be fully observed and to be recorded without noise, let φ jk , 1 ≤ k < ∞, be the set of the orthonormal eigenfunctions of the integral operator having the auto-covariance surface C j (u, v) = E[X j (u) − µ j (u)][X j (v) − µ j (v)] as its kernel. We assume that φ jk are ordered in terms of the respective eigenvalues λ j1 ≥ λ j2 ≥ · · · . Each set of eigenfunctions (φ jk : 1 ≤ k < ∞) forms a basis for L 2 (I j ), 1 ≤ j ≤ d. Let ξ jk denote the functional principal components (FPC) of X j defined by ξ jk = (X j (t) − µ j (t))φ jk (t) dt, where µ j (t) = EX j (t). Then it is straightforward to see that the FLM can be written as
in terms of the FPCs with coefficients β k , while the FQM can be written as
with coefficients β k and γ kl . When implementing these models, only a finite number of predictor scores are used, based on a truncated eigenfunction expansion. Using these representations, these two models can be straightforwardly extended to the case with multiple predictor functions, simply by collecting the FPCs from all predictor functions and then applying a multiple linear or quadratic model to the combined scores.
The perspective of representing the above models in terms of the FPCs suggests a model that is additive in the FPCs,
where the additive component functions f k are supposed to be smooth and are required to satisfy E(f k (ξ 1k )) = 0. This model has been referred to as the Functional Additive Model (FAM) (Müller and Yao, 2008) . Our goal is to extend the additive model of Stone (1985) to functional regression and in particular, to provide rigorous theoretical justification for this
extension. An interesting feature of additive functional regression models is that in case of independent predictor FPCs, as in the case of a Gaussian predictor process, the functions f k can be consistently estimated by marginal regressions in model (5), i.e., consistent estimates of the component functions f k can be obtained by regressing Y against each of the predictors ξ 1k separately, which can be easily done by componentwise nonparametric regression.
However, for the case of multivariate predictors that we consider here this simple device is not possible anymore and the marginal regression approach will be biased, due to the dependencies among the predictor components.
Other approaches along these lines include additive regression models for longitudinal data (Carroll et al., 2008) and a "time-additive regression" approach that stands in contrast to the "frequency-additive" regression models described above that are additive in the FPCs, while the time-additive models are additive in time and have been referred to as "continuous additive model" (Müller et al., 2013; McLean et al., 2014) . Another related class of models are single index (Jiang and Wang, 2011; Ma, 2014) and multiple index models that have been considered for single predictor functions (Chen et al., 2011; Ferraty et al., 2013) as well as multiple predictor functions (James and Silverman, 2005) . Additive models with functional predictors and generalized responses have been considered in Febrero-Bande and González-Manteiga (2013) and with penalized least squares in B spline and reproducing kernel Hilbert space settings in Fan and James (2013) ; Zhu et al. (2014) .
In this paper, we develop the theory for smooth backfitting to fit a functional regression model that is additive in the FPCs of the predictor processes, which are used for dimension reduction of each of the predictor processes X j . Specifically, we study the additive functional score model (AFSM)
where f jk are unknown univariate functions. In the case of more than one predictor function, the FPC scores of the different predictors will in general be correlated. This means that the marginal regression approach employed in the Functional Additive Model (FAM) to estimate the various additive component functions is bound to fail, and needs to be replaced with a more complex backfitting method in order to obtain consistent estimates of the component functions in (6). For this, we apply the smooth backfitting technique of Mammen et al. (1999) for the estimation of the component functions f jk in the AFSM. In the case of real-valued predictors, the smooth backfitting method is known to provide a powerful technique for the estimation of component functions in various structured nonparametric models. Recent work for the non-functional application and implementation of smooth backfitting includes Yu et al. (2008) , Lee et al. (2010 Lee et al. ( , 2012 and Zhang et al. (2013) . Smooth backfitting avoids the curse of dimensionality and is known to achieve the optimal univariate estimation error rate in multivariate regression.
In the application of the smooth backfitting technique to estimate the additive component functions f jk in the AFSM, we replace the unobserved FPC scores ξ jk by the FPCs that are obtained from the spectral decomposition of the sample covariance surfaces, which is the usual practice in functional data analysis. This is the key feature which motivates the development of a theory of smooth backfitting with errors-in-variables, as existing theory on smooth backfitting is focused on real-valued predictors under the assumption that the predictors are fully observed without error. To address this issue, we develop here an innovative 4 extension of the theory of smooth backfitting methods to cover this case. While we illustrate the extension in the context of functional additive regression, it is also of interest for other applications where one has errors in the predictors that can be assumed to be asymptotically small. To obtain a complete asymptotic theory for this case requires to go deep inside the operation of smooth backfitting.
A related paper is Hildebrandt, Bissantz and Dette (2014) , where it is assumed that the signal (the regression function) is contaminated (convoluted) by some known function and the goal is to recover the signal. This model differs substantially from the case considered here, where the predictors (FPC scores) are contaminated by estimation errors that are asymptotically small but where the contamination distribution is of unknown nature and therefore the convoluting function is not known. Since the errors vanish asymptotically in our application to functional data, they do not affect the asymptotics of the resulting regression estimators and therefore asymptotically we do not face a deconvolution problem. Another difference lies in the method of estimating additive regression models, where Hildebrandt, Bissantz and Dette (2014) adopt the marginal integration technique, while we develop our approach for the smooth backfitting approach. The latter has emerged as a powerful technique that gives reliable estimators for various structural nonparametric regression problems (see, e.g., Yu, Park and Mammen, 2008 , Lee, Mammen and Park, 2010 , 2012 and Zhang, Park and Wang, 2013 .
The purpose of this paper is to develop smooth backfitting methodology for the case of asymptotically small errors in the predictors, as motivated by additive functional regression.
We present rigorous asymptotic theory and our analysis is complemented by simulations and a data application. The proposed smooth backfitting approach is introduced in the next sections, followed by asymptotic theory in Section 3. Simulation results are reported in Section 4 and an application to bike usage data is in Section 5. This is followed by additional technical details and proofs in Section 6.
Methodology

Range of estimation
We begin by describing briefly the smooth backfitting method in the case where the predictors are real-valued and fully observed. In the classical nonparametric additive regression model, 
Under this model and the constraints, it holds that
and f 0 = E(Y ), where p Z j and p Z j ,Z k denote the density functions of Z j and (Z j , Z k ), respectively. The smooth backfitting estimator (
is defined to be the solution of the system of integral equationŝ
For identifiability of the component functions f jk in the AFSM (6) we also need to invoke a constraint for each and may rewrite the model as
with the constant term f 0 depending the constraints. Here and in the following, we assume that it suffices to approximate the functional predictors X j by their first L j functional principal components in the AFSM (6), where the truncation points L j are tuning parameters. To obtain an analogue of equation (7) for estimating f jk in the AFSM one may consider simply replacing Z j by the FPC scores ξ jk , f j by f jk , and the integration over the interval [0, 1] by integrating over the whole real line. One would then need to estimate the conditional means E(Y | ξ jk = · ) and the densities of ξ jk and (ξ jk , ξ j k ) on R or R 2 . This is however not feasible since the collection of observed data is bounded. The usual practice in nonparametric regression analysis is to consider a bounded region for the estimation of the regression function, and we adopt this approach by aiming to estimate f jk on bounded intervals. 6
Constraints for component functions
We note that we may not use the constraint Ef jk (ξ jk ) = 0 for the true component function f jk as in smooth backfitting for bounded real-valued predictors, since then the corresponding constraint for the estimator of f jk requires the estimation of f jk on the entire support of the density of ξ jk , which in general has an unbounded support as the ξ jk in general are unbounded random variables. To describe the constraints that we employ instead, let I jk be the bounded intervals on which we estimate f jk , and define
and define
where
is the resulting vector one obtains from u after deleting u jk , and I −jk = (j ,k ) =(j,k) I j k . We then adopt the constraints
One may prefer to employ other constraints, such as I jk f jk (u)w jk (u) du = 0, instead of (9), for some known weight functions w jk . We choose the constraint (9) since it is natural and gives simpler forms for f 0 and its estimator. The method and theory that we develop here can be easily modified if one uses different constraints.
Smooth backfitting for the Additive Functional Score Model
Suppose that we observe (X 
where u −jk,j k is the resulting vector one obtains from u after deleting u jk and u j k , and
Multiplying both sides of (8) by the joint density p and then integrating them over the rectangle I −jk gives the following system of integral equations:
It can be shown that this system of integral equations also follows when minimizing
2 I(ξ ∈ I) over a constant g 0 and univariate functions g jk .
Let ξ i jk be the FPC score of the jth predictor X j for the ith subject, i.e., ξ
We estimate ξ i jk from the standard eigenanalysis of the estimated autocovariance surfaceĈ j , which is defined bŷ
. Specifically, let (φ jk : 1 ≤ k < ∞) be the orthonormal eigenfunctions in the spectral decomposition ofĈ j , ordered in terms of the respective eigenvalueŝ λ j1 ≥λ j2 ≥ · · · . The estimators of ξ i jk are then obtained by approximating the defining integrals, i.e.,ξ
To consider the estimation of the integral equation (10) 
and I is the indicator. The kernel function K h jk (u, v) with a bandwidth h jk and a baseline kernel K is defined by
With these definitions, it follows that
We also estimate f 0 byf 0 = n
, and the first term on the right hand side of (10) bỹ
The system of smooth backfitting equations for the tuple (
with the constraints forf jk that
The solution of equation (13) is obtained by an iteration. With an initial tuple (f
in the rth cycle of the backfitting iteration is given bŷ
We remark that in the estimation of the component functions we use only (ξ
One may think of using the full data (ξ i , Y i ), 1 ≤ i ≤ n, to avoid boundary effect near the end points of the set I. This turns out to be not relevant, however. The reason is that the smooth backfitting technique depends on the range of estimation, I, via the integration of the components f jk on I jk . Consequently, the integral equations at (10) involve p I 0 , p I jk and p I jk,j k , instead of the corresponding p 0 = 1, p jk and p jk,j k , the latter two being the densities of ξ jk and (ξ jk , ξ j k ), respectively, and it is not appropriate to estimate these quantities with the full data. If one is interested in estimating the component functions on a compact set I, and also wants to avoid boundary effect when estimating near ∂I, then one may apply the smooth backfitting method that we describe above, to a compact set which is slightly larger than I, and then take the function estimates only on the set I.
Theoretical Properties
We assume without loss of generality that
the L j . As already mentioned, we do not assume that ξ jk across k are independent, neither that the predictors X j are independent.
Convergence rates of FPC estimators
Here, we derive a uniform (over 1 ≤ i ≤ n) rate of convergence ofξ i jk under a moment condition on the predictor processes X j . The uniform convergence rate will be used frequently in our theoretical development for the proposed smooth backfitting estimators. Recall that λ jk , k ≥ 1, denote the ordered eigenvalues in the spectral decomposition of the jth covariance surface C j (s, t) = Cov(X j (s), X j (t)). In the following, we denote the L 2 -norm by · , for spaces of square integrable functions that can have one or two arguments.
We assume (A1) For each j, the eigenvalues λ jk for different k are separated and E X j 2β < ∞ for some β ≥ 2.
LetĈ j denote the covariance operator associated with the covariance surfaceĈ j , which
According to Lemma 4.3 of Bosq (2000),
whence (16) and (17) 
where β is the constant in the condition (A1). This with the fact that μ j − µ j = O p (n −1/2 ) entails the following proposition, which will be crucial for replacing estimated by true predictor scores when deriving the asymptotic properties of the proposed smooth backfitting method.
Proposition 1. Under the condition (A1) it holds that
max 1≤i≤n |ξ i jk − ξ i jk | = O p (n −(β−1)/2β ), 1 ≤ j ≤ d, 1 ≤ k ≤ L j .(18)
Theory for smooth backfitting with errors-in-variables
Our first theorem demonstrates that, with probability tending to one, when available predictorsξ i jk satisfy property (18), then the backfitting equation (13) has a unique solution and the iterative algorithm (15) converges to the solution at a geometric rate. We note that these results are independent of our application to functional additive regression and pertain to smooth backfitting in general contexts where one has errors-in-variables. Collecting here the assumptions we use to establish the convergence of the smooth backfitting algorithm, conditions (A2)-(A6) below are typical for nonparametric additive modeling.
(A2) The baseline kernel function K is bounded, has compact support [−1, 1], is symmetric about zero, differentiable and its derivative is Lipschitz continuous.
(A3) The bandwidths h jk satisfy n 1/5 h jk → c jk for some positive constants c jk .
(A4) The joint density p of ξ is bounded away from zero and infinity on I. (13) subject to the constraints (14); (ii) there exists a constant 0 < γ < 1 and c > 0 such that with probability tending to one
The alternative version of this result applies to general errors-in-variables situations where the errors in the predictors decrease with increasing sample size, and therefore is of interest independently of the application to functional regression. Our second theorem gives the rates of convergence and the asymptotic distributions of the estimators of the component functions f jk . Here, we make the moment condition on X j in (A1) a bit stronger for the effect of estimating ξ i jk to be negligible in the estimation of the component functions.
(A1 ) For each j, the eigenvalues λ jk for different k are separated and E X j 2β < ∞ for some β > 5.
For the statement of the theorem, let p
(1)
where the constants c jk are defined in the condition (A3) above. Let the tuple (β *
Theorem 2. Assume the conditions (A1 ) and (A2)-(A6), or alternatively, (18) for β > 5
and (A2)-(A6). Then it follows that for a given vector (u :
, the estimatorsf jk (u jk ) for different pairs (j, k) are asymptotically independent and
Again, the alternative version includes a result that is of primary interest for additive modeling with smooth backfitting when one has a general error-in-variables situation that is not necessarily related to functional regression. The results of the above theorem also hold for the theoretical estimators of f jk , denoted byf * jk , that use the true ξ i jk instead of the estimatedξ i jk , which is seen by a straightforward extension of the standard theory of smooth backfitting.
The proof of the above theorem is based on comparisons of thef jk with their theoretical
jk . Then, the additive functionŝ f + andf * + , respectively, are the solutions of the equationŝ
for appropriately defined additive functionsf ⊕ andf * ⊕ , and for appropriately defined linear operatorsT andT * , see Section 6.2 for the explicit forms of these functions and operators.
The additive functionsf ⊕ andf * ⊕ , as well asT andT * , differ only in that the former are based on the estimated FPCs,ξ i jk , while the latter are based on the true FPCs ξ i jk . In the proof of Theorem 1 in Section 6, we show that T −T * = o p (1) and T ≤ 1 − δ with probability tending to one for a small constant δ > 0. From this we can argue that
To establish that the estimation of the FPC scores has a negligible effect on the first-order properties off + , we needf + −f * + to be of an order smaller than n −2/5 . One might want to prove this by establishing that thef jk , of whichf ⊕ is composed, differ from the correspondingf * jk by an order smaller than n −2/5 .
But it turns out that this is not the case. In fact, max 1≤i≤n |ξ
) as demonstrated in Proposition 1, which is inflated inf kJ −f * jk by a factor of the inverse of the bandwidth size, n 1/5 , so that one can only havef jk −f * jk = O p (n −(3β−5)/10β ). Note that (3β − 5)/10β < 3/10 < 2/5 for all β > 0. Thus, the proof of Theorem 2 requires a careful 13 asymptotic analysis, deep inside the operation of the smooth backfitting technique. This led us to develop an innovative way of understanding the theory of smooth backfitting methods, which may be also useful for other related problems.
Additional overview on the main steps of the proof which provide further insights how the technical challenges provided by the presence of errors can be overcome and the detailed steps of the proof can be found in Section 6.3.
Finite Sample Performance
In this section, we demonstrate the finite sample performance of the proposed additive functional regression with smooth backfitting. In a simulation setting, we generated a pair of random functions X = (X 1 , X 2 ) such that
for j = 1, 2, where the mean functions µ j of X j are given by
We chose the normalized Fourier basis φ 11 (t) = √ 2 sin(2πt), φ 12 (t) = √ 2 cos(2πt), φ 21 (t) = √ 2 sin(4πt) and φ 22 (t) = √ 2 cos ( were independent of ξ. We target the centered component functions f jk = g jk − I jk g jk p I jk satisfying the constraints (9) in the estimation. For the domains I jk in the estimation we 2] . Under this data generating scheme, we obtained B = 400 Monte Carlo samples of sizes n = 100, 200, 400 and 1000.
Let X n denote a generated sample {(
For the eigen-analysis of the sample covariance functionĈ j , we adopted a standard discretization method (Kneip and Utikal, 2001; Ramsay and Silverman, 2005) , choosing a dense grid
, with equi-spaced 0 = t 0 < t 1 < · · · < t M = 1, calculating for each sample properly normalized eigenvectors (φ jk (t l ) : 1 ≤ l ≤ M ) of the discretized sample covariance matrices
To determine the number of included components, we employed a 'fraction of variance explained' (FVE) criterion, choosing the first L j eigenfunctions that explained at least 90% of the variation of the sample predictors {X In the practical implementation of our method, one needs to determine d j=1 L j bandwidths for each updating iteration of the smooth backfitting algorithm. Direct application of cross validation (CV) is highly time-consuming and therefore not feasible. We propose an alternative efficient 'bandwidth shrinkage scheme' that is based on K-fold CV as follows. Let (J : 1 ≤ ≤ K) be a partition of the index set {1, . . . , n} such that K =1 J = {1, . . . , n} and J ∩ J = ∅ for = . Let X ( ) n denote the sub-sample corresponding to J . Then, (i) compute a baseline bandwidth vector h ( ) = {h
is the estimated additive function based on the sub-sample X n \ X To assess estimation performance, we computed the Monte Carlo approximation of the mean integrated squared error (MISE):
jk is the estimate from the bth Monte Carlo sample and we divide the integrated value by 4 to normalize the integral over the interval I jk = [−2, 2]. The results are summarized in Table 1 and Figure 2 , the latter exhibiting the bias and variance of the component function estimatorsf jk . These results suggest that the bandwidth shrinkage scheme works well, as the global bandwidth shrinkage factor adjusts for the overall smoothness level of the estimated component functionsf jk , while the baseline bandwidths adjust for the smoothness of the individual component functions. This bandwidth shrinkage scheme also gave reliable results for the auxiliary density estimation, demonstrated in Figure 3 .
We also compared the prediction performance of the proposed ASFM with that of a naive application of the functional additive model (FAM) based on marginal regression (Müller and Yao, 2008) , and also with the functional linear model (FLM) and functional quadratic model We assessed the prediction performance by the mean squared prediction error (MSPE)
Here, Y new,i are the responses in a test sample X new of size N that are independent of the training sample X n of size n, the FPC score vectorsξ
are computed from the test sample, andf n is the estimated model based on the training sample X n . We report results that are averaged over B = 400 Monte Carlo training samples and took N = 1000. The prediction results are provided in Table 2 . The unconditional variance of Y was found to be 64.64 in this simulation setting, which is useful to judge the improvement in prediction one obtains from each of the the four methods in comparison with the naive prediction provided by the sample mean of the training data responses. The results show that AFSM gave the best performance, followed by FAM, and then the parametric FLM and FQM approaches by a large margin, especially for large sample sizes. The FAM approach performs worse compared to AFSM, because the former neglects the correlation structure between the FPC scores of different predictors, while the latter adjusts for it via the backfitting operation.
In implementing the FAM approach we used the baseline bandwidths h full jk .
Illustration with Bike Sharing Data
Bike sharing systems increasingly replace traditional bike rentals, where the whole process of membership, rental and return is automatic (Fanaee-T and Gama, 2013). More than 500 bike sharing systems are operating around the world Figure 4 , so this corresponds to a baseline factor that is likely due to seasonal effects. The second eigenfunctionφ 12 presents a contrast between morning and afternoon bike usage, while the third eigenfunctionφ 13 further differentiates usage around midday and evening.
Analogously to the situation for the Friday data, the first eigenfunctionφ 21 for the Saturday data, depicted in Figure 6 , also is similar to the mean bike usage.
We applied the proposed additive functional regression with smooth backfitting method as well as the functional linear linear model (FLM) and functional additive model (FAM) approaches to the CBS dataset, aiming to predict the Sunday total bike usage from the functional profiles generated by the hourly count data observed for the preceding Friday and Saturday. Friday is associated with increased bike usage on Sunday, as these features are associated with a negative value ofξ i 12 . The third additive functionf 13 for the Friday predictor profile in the bottom left panel is monotonously declining, and viewing it in conjunction with the shape ofφ 13 suggests that relatively more evening bike usage on Fridays, which probably is related to leisure use, relatively to morning and mid day use, which probably is related to work usage, is associated with increased subsequent Sunday bike usage.
We also observe that the additive functions except for the second component of Friday have an overall linear trend, which suggest that the FLM might also work well for this functional regression problem. Using all the data, we found that the prediction performance of the FLM approach was similar to that of the proposed method, as √ MSPE = 1143.3 for the proposed method and √ MSPE = 1145.2 for the FLM, based on 10-fold CV. In contrast, the prediction error of the FAM was √ MSPE = 1815.6, which suggests that FAM is strongly biased for this prediction task, as it assumes independent predictor scores, an assumption that is violated for these data. Alexandria, Virginia, which also likely affected bike usage on that Saturday. If we remove these three outliers from the data, we obtain the prediction results as depicted in the right panel of Figure 8 , and the prediction accuracy was much improved, with √ MSPE = 819.1 for our method, √ MSPE = 861.4 for FLM and √ MSPE = 1348.2 for FAM.
Technical Details
We may estimate the mean functions µ j byX j = n −1 n i=1 X j and these estimates will have the parametric √ n rate of convergence to µ j . Thus, we assume without loss of generality that µ j ≡ 0 and neglect their estimation. As mentioned earlier, we consider in our asymptotic analysis the theoretical estimatorsf * jk that use the true unknown FPC scores ξ i jk . Below, we introduce some terminology for related terms. We letf * 0 ,p * I 0 ,p * I jk ,p * I jk,j k andf * jk , respectively, denote versions off 0 ,p jk are defined analogously for the backfitting iteration (15).
We write
.
Likewise, definef * A 
Preliminary results
Here, we present two lemmas for the approximation of some relevant terms in the analysis of the backfitting equations. The lemmas are based on Proposition 1 in Section 3.1. Lemma 1. Under the conditions (A1)-(A6), we havê
Proof. For the proof of the first claim, we may assume that max i,j,k |ξ
for some positive constant C 0 , due to Proposition 1. Define I n = I L n /I S n , where
The volume of I n in R L 1 +···+L d is of order n −(β−1)/(2β) . Thus, we have
Among the last two claims of the lemma, we only prove the third one. The second one follows by similar arguments. From the condition (A2) and Proposition 1, we get
for all 1 ≤ i ≤ n, where L > 0 is an absolute constant and
From (20) and (21) we can deduce
as in the proof of the first claim and making the following approximation completes the proof of the third part of the lemma:
uniformly for u, v ∈ [0, 1].
Lemma 2. Under the conditions (A1)-(A6), we have
Proof. We prove the first and third parts only. The second part follows by the arguments used in the proof of the third part. For the first part we note that from (20)
uniformly for u ∈ [0, 1]. By an application of an exponential inequality conditioning on (X i : 1 ≤ i ≤ n) and the use of Proposition 1, we may show that the second term on the right hand side of (23) is of order
uniformly for u ∈ [0, 1], where we have used
uniformly for u ∈ [0, 1]. This completes the proof of the first part.
To prove the third part, we replace 
27
All others are of smaller order. Using the third property of (21) and the fact that
for some constant C > 0, we get that both I and II are of order O p (n −(β−1)/(2β) ) uniformly for u ∈ [0, 1]. Note that (24) also holds with K * i
. This together with (22) gives III = O p (n −(β−1)/(2β) ) uniformly for u ∈ [0, 1]. This completes the proof of the lemma.
Proof of Theorem 1
Define linear operators 
and likewiseT andT * with π jk being replaced byπ jk andπ * jk , respectively. For a linear operator F that maps the space of additive functions to itself, we define its norm F by
Then, along the lines of the proof of Theorem 1 in Mammen et al. (1999) it can be proved
for some constant 0 < γ < 1.
Next, we definẽ
and likewisef * ⊕ withπ jk being replaced byπ * jk . With the additive functionŝ
jk (u jk ), 28 the whole system of the backfitting equations at (13) and its theoretical version can be written asf + =f ⊕ +Tf + andf * + =f * ⊕ +T * f * + , respectively. It also follows thatf
. Because of (25) and from the standard theory of smooth backfitting, the theorem follows if we prove T −T * = o p (1). The latter is a direct consequence of Lemma 1 since the second and third parts of the lemma imply
Proof of Theorem 2
We assume f 0 = 0 and ignoref 0 andf * 0 in the backfitting equation (13) and its theoretical version, respectively. This is justified sincef *
The main idea of the proof is to extract the key stochastic terms fromf jk , put them into the smooth backfitting operation together withf jk and then prove that the estimation of the FPC scores ξ i jk byξ i jk has a negligible effect on the resulting smooth backfitting equation. Indeed, with those terms defined in (19) we may express the backfitting equation (13) as follows.f
For the equation (27) we have used K i jk (u) du = 1. We take some parts off C jk,j k (u) and put them into the integral term in (27) and then approximate the solution of the resulting backfitting equation to get
Here and below, µ l,jk (z) = h 
Also, the tuple (
is defined to be the solution of the system of equations
where µ l = u l K(u) du and
The tuple that satisfies the system of equations (29) is unique up to an additive constant vector. This can be seen from the fact that replacing ∆ jk (u) by ∆ jk (u) + c on the left hand side and ∆ j k (v) by ∆ j k (v) − c for a particular (j , k ) on the right hand side gives another solution. With the constraints at (30), however, the tuple (
The first part of the theorem follows immediately from (28) sincef * A jk for different pairs (j, k) are asymptotically independent and n 2/5 (f * A
For the second part of the theorem, we note
from standard results of kernel smoothing. Since we also have a jk (u) = 0 for u ∈ [2h jk , 1 − 2h jk ] and sup u∈[0,1] |a jk (u)| = O(1), the second part of the theorem follows from (28). We now prove (28). The proof is decomposed into several steps.
Approximation off
First of all, we note from Lemma 2 thatf log n).
We compute E(δ 
We further approximate the main term on the right hand side of (33). From (32) we get 
where I 0 = {u : 2h jk < u jk < 1 − 2h jk , 1 From (25) and the fact T −T * = o p (1), we also have T − T = o p (1) and T < 1. These with (41) The second term on the right hand side of the above equation is of order n −(β−1)/(2β) . This is due to the constraint (9), n In the first approximation of VI, we have used Proposition 1 and Lemma 1. We also have These approximations of the terms in (43) and the constraint of ∆ jk at (30) give C jk = o p (1).
