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Abstract
Characterizations are obtained for maps on real or complex matrices which preserve both the Schur
(Hadamard) product and a given unitarily invariant norm.
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1. Introduction
Let Mm,n denote the space of m × n matrices over a field F, where F is either R or C. (When
m = n, we write Mn.) The Schur product (also known as the Hadamard product) of two matrices
A = [aij ] and B = [bij ] is just the entrywise product A ◦ B = [aij bij ]; its usage arises in areas
both pure and applied (for example, see [4]).
We say a map φ : Mm,n → Mm,n is Schur-multiplicative if φ(A ◦ B) = φ(A) ◦ φ(B) for all
A,B ∈ Mm,n. There has been much interest in studying multiplicative maps φ on matrices which
leave certain sets or functions invariant (i.e., φ(S) ⊂ S for a certain subset S of matrices, or
F(φ(A)) = F(A) for a given function F on Mm,n); see, for example, [2,3,5,9,10]. These problems
are but a part of the larger purview of so-called “preserver” problems ([7] is a nice survey of
traditional linear preserver problems). Recently, there has been interest in extending these results
to Schur-multiplicative maps and beyond [1,6,8]. In this paper, we investigate Schur-multiplicative
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maps φ which preserve a given unitarily invariant norm ‖ · ‖ (that is, ‖φ(A)‖ = ‖A‖ for all
A ∈ Mm,n).
We first fix some notation. A norm ‖ · ‖ on Mm,n is unitarily invariant if ‖UAV ‖ = ‖A‖ for all
A ∈ Mm,n and any unitary matrices U ∈ Mm, V ∈ Mn. (Alternatively, such a norm depends only
on the singular values sj of a matrix.) In particular, the Frobenius norm ‖A‖F =
√∑
i,j |Aij |2 =
(
∑
j sj (A)
2)1/2 is unitarily invariant. C∗ is the set of nonzero complex numbers and T is the unit
circle in the complex plane. We write Eij for the matrix with a one in the (i, j)th entry and zeros
elsewhere. Our main theorem is:
Theorem 1.1. Let ‖ · ‖ be a unitarily invariant norm on Mm,n(F) which is not a multiple of the
Frobenius norm. Then a Schur-multiplicative map φ : Mm,n → Mm,n is a ‖ · ‖-isometry if and
only if φ(A) = PAσQ for some permutations P ∈ Mm,Q ∈ Mn. Here Aσ is one of A,A (or At,
A∗ if m = n).
2. Proofs
In order to prove this theorem, we begin with a simple observation (see also [1]) about the
structure of Schur-multiplicative isometries.
Proposition 2.1. Let ‖ · ‖ be a norm on Mm,n(F) and let φ : Mm,n(F) → Mm,n(F) be a Schur-
multiplicative ‖ · ‖-isometry. Then φ must have the form
φ(A) =
∑
i,j
fij (Aij )Eρ(i,j)
for some permutation ρ of {(i, j) : 1  i  m, 1  j  n} and some modulus-preserving multi-
plicative homomorphisms fij of F.
Proof. Since
A ◦ B = 0 ⇐⇒ ‖A ◦ B‖ = 0 ⇐⇒ ‖φ(A) ◦ φ(B)‖ = 0 ⇐⇒ φ(A) ◦ φ(B) = 0,
applying the pigeonhole principle to {φ(Eij ) : 1  i  m, 1  j  n} shows that there exist
nonzero μij ∈ F and a permutation ρ of {(i, j) : 1  i  m, 1  j  n} such that φ(Eij ) =
μijEρ(i,j). Since φ(Eij ) = φ(Eij ◦ Eij ) = φ(Eij ) ◦ φ(Eij ), μij = 1. Define fij : F → F by
φ(aEij )=fij (a)Eρ(i,j). Clearlyfij is multiplicative and modulus-preserving. Sinceφ(AijEij ) =
φ(A) ◦ φ(Eij ), the result follows. 
Note that any map having the form in Proposition 2.1 preserves the Frobenius norm, so we
have a complete characterization of Schur-multiplicative maps which preserve the Frobenius
norm. The next two lemmas distinguish the Frobenius norm from other unitarily invariant norms.
(We henceforth assume m, n > 1; otherwise, if m or n equals 1, all unitarily invariant norms are
multiples of the Frobenius norm.)
Lemma 2.2. Let ‖ · ‖ be a unitarily invariant norm on Mm,n(C), normalized so that ‖E11‖ =
1. Write A(z) =
[
z 1
1 1
]
. Suppose for any diagonal matrix D ∈ Mm−2,n−2(C), ‖A(z) ⊕ D‖ is
constant for z ∈ T. Then ‖ · ‖ is the Frobenius norm.
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Proof. Without loss of generality assume m  n. Suppose, by way of contradiction, ‖ · ‖ is not
the Frobenius norm ‖ · ‖F. Let k be the largest integer such that ‖B‖ = ‖B‖F for all matrices B
with rank at most k, so 1  k < m.
Since the singular values (s1, s2) of A(eiθ ) =
[
eiθ 1
1 1
]
are (2, 0) when θ = 0 and (√2,√2)
when θ = , by continuity we obtain all pairs of singular values (s1, s2) satisfying s21 + s22 = 4
by varying θ from 0 to .
Now let C be a matrix of rank k + 1, and write s1  · · ·  sk+1 > 0 for its singular values.
Write 2s =
√
s21 + s22 and tj = sj/s, so t21 + t22 = 4. Thus
‖C‖ = s‖A(z) ⊕ diag(t3, . . . , tk+1)‖
for some z ∈ T. But, by hypothesis,
‖A(z) ⊕ diag(t3, . . . , tk+1)‖ = ‖A(1) ⊕ diag(t3, . . . , tk+1)‖ = ‖A(1) ⊕ diag(t3, . . . , tk+1)‖F
since the last matrix has rank k. But this shows ‖C‖ = ‖C‖F for any rank k + 1 matrix C, contradicting
the maximality of k. Hence ‖ · ‖ must be the Frobenius norm, as desired. 
Lemma 2.3. Let ‖ · ‖ be a unitarily invariant norm on Mm,n(R), normalized so that ‖E11‖ = 1.
Suppose that for any non-negative diagonal matrix D ∈ Mm−2,n−2(R),∥∥∥∥
[−a a
b b
]
⊕ D
∥∥∥∥ =
∥∥∥∥
[
a a
b b
]
⊕ D
∥∥∥∥
for all a, b > 0. Then ‖ · ‖ is the Frobenius norm.
Proof. As in the previous proof, suppose ‖ · ‖ is not the Frobenius norm and let k be the largest
integer such that ‖B‖ = ‖B‖F for all matrices B with rank at most k. Let C be a rank k + 1
matrix with nonzero singular values s1, . . . , sk+1. Let D = diag(s3, . . . , sk+1) and a = s1/
√
2,
b = s2/
√
2. Then
‖C‖ =
∥∥∥∥
[−a a
b b
]
⊕ D
∥∥∥∥ =
∥∥∥∥
[
a a
b b
]
⊕ D
∥∥∥∥ = ‖C‖F.
Since C was arbitrary, this contradicts the maximality of k and the result follows. 
Finally, we shall use the following two results in the proof of the theorem. They are undoubtedly
known, but we include proofs for completeness.
Lemma 2.4. A multiplicative homomorphism f : C∗ → C∗ is either continuous everywhere or
discontinuous everywhere.
Proof. Fix w0 ∈ C∗ and  > 0. If f is continuous at z0 ∈ C∗, then there exists some δ > 0 such
that |f (z) − f (z0)| < M whenever |z − z0| < δ, where M = |f (z0/w0)|. Let K = |z0/w0|. If
|w − w0| < δ/K then |z0w/w0 − z0| < δ, whence |f (w)f (z0/w0) − f (w0)f (z0/w0)| < M.
Dividing both sides by M , we see that f is continuous at w0. Since w0 is arbitrary, f is continuous
everywhere. 
Lemma 2.5. Let f : T → T be a multiplicative homomorphism which is discontinuous at 1. Then
for any δ > 0, f ({z ∈ T : | arg z| < δ}) is dense in T.
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Proof. Since f is discontinuous at 1, there is some α0 ∈ (0, 1/2] such that for any δ > 0, there
exists some θ ∈ (−δ, δ) such that | arg f (eiθ )|  2α0. Define
α = 1
2
lim sup
→0
{arg f (z) : | arg z| < }  α0 > 0.
Fix δ > 0 and N ∈ N. We claim there exists z ∈ T and m  N such that | arg(zj )| < δ for
j = 1 . . . m and every mth root of unity lies within an arclength 2/N of {f (zj ) : j = 1 . . . m}.
Thus any w ∈ T lies within an arclength 4/N of some f (zj ). Since N is arbitrary, verifying our
claim will finish the proof.
Case i: If α ∈ Q, write α = p/q where p, q ∈ N are relatively prime. By definition of α, there
exists w ∈ T with | arg w| < δ/q such that
| arg f (w) − 2p/q| < 1/(qN). (1)
Case ii: If α /∈ Q, then, by Dirichlet’s approximation theorem, there are relatively prime p, q ∈ N,
q  13N , such that |α − p/q| < 1/(13qN) < 1/(4qN). Choose w ∈ T with | arg w| < δ/q
such that | arg f (w) − 2α| < 1/(2qN), and so we again obtain (1).
In either case, choose r so that qr  N and let z = ei arg w/qr . Since f is a homomorphism,
f (z) is a (qr)th root of f (w). Writing 2 = arg f (w) − 2p/q, we have
arg f (z) = 2
qr
( + p/q + k) = 2
qr+1
(q + p + kq) mod 2
for some 0  k  qr − 1.
Since p and q are relatively prime, so are p + kq and m = qr+1, and hence ρ = e2i(p+kq)/m
is a primitive mth root of unity. Note that
|arg(zj )| = |(j arg w)/qr | < δ for all j = 1 . . . m
and
|f (zj ) − ρj | = |f (z)j − ρj | = |ρj (e2ijq/m − 1)| = |e2ijq/m − 1|.
By (1), |2jq/m| < 1/N for all j = 1 . . . m, so every mth root of unity lies within an arclength
2/N of {f (zj ) : j = 1 . . . m}, justifying our original claim. 
Proof of Theorem 1.1. Sufficiency is clear. For necessity, we assume without loss of generality
that m  n and normalize ‖ · ‖ so that ‖E11‖ = 1. Note φ must have the form given in Proposition
2.1.
Step 1: Showing φ(Eij ) = Eij modulo permutations and transposition.
Let k be the largest integer such that ‖B‖ = ‖B‖F for all matrices B of rank at most k, so
1  k < m. Let Ei1,j1 , . . . , Eik+1,jk+1 be distinct elementary matrices whose nonzero entries lie
in a single generalized diagonal (i.e., no two nonzero entries lie in the same row or column). Then
the nonzero entries of φ(Ei1,j1), . . . , φ(Eik+1,jk+1) also lie in a single generalized diagonal for, if
not,
∑k+1
l=1 clφ(Eil,jl ) has rank at most k for any c1, . . . , ck+1 ∈ F and hence has norm equal to
the Frobenius norm. But then∥∥∥∥∥
k+1∑
l=1
slEil ,jl
∥∥∥∥∥ =
∥∥∥∥∥φ
(
k+1∑
l=1
slEil ,jl
)∥∥∥∥∥ =
∥∥∥∥∥
k+1∑
l=1
sle
iθl φ(Eil ,jl )
∥∥∥∥∥ =
√
s21 + · · · + s2k+1
for all s1, . . . , sk+1 > 0, contradicting the maximality of k. It follows that there exist some per-
mutations P ∈ Mm and Q ∈ Mn such that φ(Eij ) = PEijQ for all 1  i  m, 1  j  n, or
possibly φ(Eij ) = PEjiQ for all 1  i, j  n if m = n.
E. Poon / Linear Algebra and its Applications 428 (2008) 865–870 869
By suitably modifying φ, we may suppose φ(Eij ) = Eij for all i, j , and hence φ(A) =∑
i,j fij (Aij )Eij . We shall treat the case F = C first, returning to F = R in the final step.
Step 2: Showing all homomorphisms fij are continuous.
Suppose, by way of contradiction, that fij is not continuous. Choose permutations P , Q such
that PE11Q = Eij . Fix a diagonal D ∈ Mm−2,n−2. Using the notation from Lemma 2.2, define
g(z) = ‖A(z) ⊕ D‖. Then
g(z) = ‖P(A(z) ⊕ D)Q‖ = ‖φ(P (A(z) ⊕ D)Q)‖ = ‖P(A(fij (z)) ⊕ UD)Q‖ = g(fij (z))
(where U ∈ Mm is some diagonal unitary). Let z0 ∈ T. Fix  > 0. Since g is continuous, there
exist δ1, δ2 > 0 such that |g(z) − g(1)| < /2 whenever |z − 1| < δ1, and |g(z) − g(z0)| < /2
whenever |z − z0| < δ2. By Lemmas 2.4 and 2.5, we can find z ∈ T such that |z − 1| < δ1 and
|fij (z) − z0| < δ2, so
|g(z0) − g(1)|  |g(z0) − g(z)| + |g(z) − g(1)| = |g(z0) − g(fij (z))| + |g(z) − g(1)| < .
Since  is arbitrary, it follows that g is constant on T. Applying Lemma 2.2, we conclude ‖ · ‖ is
the Frobenius norm. Contradiction.
This shows that fij |T is a continuous homomorphism of the circle group, so we must have
fij (e
iθ ) = einij θ for some nij ∈ Z. Since fij preserves modulus, the map r → fij (r)/r is a
continuous homomorphism from R+ to T and thus we must have fij (r) = reicij ln r for some
constant cij ∈ R.
Step 3: Showing all homomorphisms fij |T are either the identity or conjugation.
Suppose, by way of contradiction, we have fij (eiθ ) = eipθ for some p ∈ Z with |p| > 1. Let
P ∈ Mm, Q ∈ Mn be permutations such that PE11Q = Eij . Fix a diagonal D ∈ Mm−2,n−2. For
any r ∈ N,
‖P(A(eiθ/pr ) ⊕ D)Q‖ = ‖φr(P (A(eiθ/pr ) ⊕ D)Q)‖
= ‖P(A(eiθ ) ⊕ UrD)Q‖ = ‖P(A(eiθ ) ⊕ D)Q‖
for some diagonal unitary Ur . Taking the limit r → ∞ gives ‖A(eiθ ) ⊕ D‖ = ‖A(1) ⊕ D‖. By
Lemma 2.2, ‖ · ‖ is the Frobenius norm. Contradiction. Similarly, if p = 0 then
‖P(A(eiθ ) ⊕ D)Q‖ = ‖φ(P (A(eiθ ) ⊕ D)Q)‖ = ‖P(A(1) ⊕ UD)Q‖
for some unitary U , again leading to a contradiction. Thus fij (eiθ ) = eiθ or e−iθ .
Step 4: Showing all homomorphisms fij |T are the same.
Suppose, by way of contradiction, that not all fij |T are the same. Without loss of generality
we may assume one of f11, f12 is the identity map and the other is conjugation. Since the singular
values of A(eiθ ) =
[
eiθ 1
1 1
]
and of B(θ) =
[
eiθ/2 e−iθ/2
1 1
]
are the same, we have
‖A(eiθ ) ⊕ D‖ = ‖B(θ) ⊕ D‖ = ‖φ(B(θ) ⊕ D)‖ = ‖A(1) ⊕ D‖
for any diagonal D ∈ Mm−2,n−2. By Lemma 2.2, ‖ · ‖ is the Frobenius norm. Contradiction. By
replacing φ with φ¯ if necessary, we may thus assume fij |T is the identity map for all i, j .
Step 5: Showing all homomorphisms fij preserve R+.
Let r > 0. Suppose, by way of contradiction, we have fij (r) = reic ln r for some real c /= 0.
Without loss of generality i = j = 1. Fix a diagonalD ∈ Mm−2,n−2. Using the notation in Lemma
2.2, for all p ∈ N we have
‖A(r) ⊕ D‖ = ‖φp(A(r) ⊕ D)‖ = ‖A(f p11(r)) ⊕ D‖.
If r ∈ R = {r : c ln r/(2) is irrational}, then {f p11(r)/r : p ∈ N} is dense in T, so by continuity
of the norm, ‖A(reiθ ) ⊕ D‖ is independent of θ ∈ R when r ∈ R. Since R is dense in R, by
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continuity of the norm it follows that ‖A(eiθ ) ⊕ D‖ does not depend on θ . By Lemma 2.2, ‖ · ‖
is the Frobenius norm. Contradiction. Thus each fij is the identity map and the proof is finished
for the case F = C.
Step 6: Case F = R.
The only modulus-preserving homomorphisms of R are the identity map and the absolute-
value map z → |z|. Suppose one of the fij , without loss of generality f11, is not the identity.
Then, for any non-negative diagonal D ∈ Mm−2,n−2 and for any a, b > 0,∥∥∥∥
[−a a
b b
]
⊕ D
∥∥∥∥ =
∥∥∥∥φ
([−a a
b b
]
⊕ D
)∥∥∥∥ =
∥∥∥∥
[
a a
b b
]
⊕ D
∥∥∥∥ .
By Lemma 2.3, ‖ · ‖ is the Frobenius norm. Contradiction. Thus each fij is the identity map. 
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