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UDTPSOAbstract This paper presents an attempt to analyze the effect of multi-fuel and practical con-
straints on economic load dispatch problem using a novel uniform distributed two-stage particle
swarm optimization (UDTPSO) algorithm without and with uniﬁed power ﬂow controller (UPFC)
while satisfying equality, inequality, practical constraints such as ramp-rate and prohibited operat-
ing zone (POZ) limits and device operating limits. A Novel severity function is formulated based on
the transmission line overloads and bus voltage violations to identify an optimal location to install
UPFC. A multi-objective optimization problem is solved for multi-fuel non-convex cost and trans-
mission power loss objectives. Obtained results for considered standard test functions and electrical
systems indicate the effectiveness of the proposed algorithm and can obtain efﬁcient solution when
compared to existing methods. Hence, the proposed method is a promising method and can be eas-
ily applied to optimize the power system objectives.
 2015 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Economic dispatch (ED) is one of the most challenging tasks
in power system analysis. The objective of this task was to
maximize the utilization of lowest cost of generation whilesatisfying physical and operating constrains. Nowadays, the
degradation of fuel levels and the increased cost of fossil fuels
such as, coal, oil, and natural gas for power generation turn
our interest toward ED problem. Generally power plants are
equipped with multiple steam valve turbines; hence, the valve
loading effect should be considered in ED problem. In this
paper, more realistic problem is by stating that, power plants
are supplied by multiple fuels and the effect of this should also
be considered in ED problem.
Conventionally, Interior point methods, many mathemati-
cal programming approaches, Gradient based optimization
algorithms, Nonlinear Programming (NLP), Linear Program-
ming (LP) methods and Newton method have been applied for
804 C.V. Suresh, S. Sivanagarajueconomic dispatch problem [1,2]. These methods have several
limitations in handling non-linear, discrete–continuous func-
tions while satisfying constraints [3] and these methods are fac-
ing some difﬁculties in handling the objectives having multiple
local minima. To overcome these limitations of classical opti-
mization algorithms, recently various heuristic optimization
algorithms have been developed such as Genetic Algorithm
(GA) [4,5], Simulated Annealing (SA) [6,7], Tabu Search
(TS) [8], Differential Evolution (DE) [9–11], Harmony Search
(HS) [12], biogeography based optimization (BBO) [13,14],
Evolutionary Programming (EP) [15,16], artiﬁcial immune sys-
tem [17], quantum genetic algorithm [18], enhanced cross-
entropy [19] and Particle Swarm Optimization (PSO) [20–23]
methods have proved its effectiveness in solving economic load
dispatch problems. These heuristic optimization algorithms
often provide reasonable and fast solutions but do not guar-
antee in obtaining global best solution. GA suffers from the
premature convergence; SA needs ﬁne tuning of control
parameters which degrades the system performance. The
modiﬁcations in PSO algorithm were proposed by [24–29]
and are applied for solving various optimization problems
in electrical power engineering. The OPF problem was solved
based on two stage initialization process [30] by avoiding
mutation operation in DE algorithm. Because of this, the
ﬁnal convergence of the OPF problem is obtained in less time
with enhanced accuracy.
Flexible AC Transmission System (FACTS) controllers are
equipped with power semi-conductor converters; this enhances
the capability of controlling various electrical parameters in
transmission circuit. Some of the popular devices include, Thy-
ristor controlled series compensator (TCSC), Static VAr com-
pensator (SVC), Uniﬁed power ﬂow controller (UPFC), etc.
Modeling and incorporation of these devices in conventional
power ﬂow studies were presented in [31,32]. Out of these
devices, TCSC can control the transmission line inductive reac-
tance so as to control the active power ﬂow. SVC can be used
to absorb/inject the reactive power at a bus to control the volt-
age magnitude. UPFC can handle active and reactive power
ﬂows in transmission lines and voltage magnitude at buses
simultaneously or any combination thereof, provided no oper-
ating and system limits are violated [33].
To obtain the better functionality of UPFC, it is necessary
to identify proper installation location in a given system with
appropriate device settings. One of the critical power system
problems is blackout. To prevent this, the transmission line
loadings and bus voltage magnitudes need to be considered
to analyze the system security/severity. Recently, majority of
research concentrates in ﬁnding an optimal location to install
UPFC and various FACTS devices using evolutionary optimi-
zation techniques [34–37]. Optimal location of UPFC can be
identiﬁed through contingency selections to enhance the steady
state security level [38–42]. Differential Evolution algorithm
has been successfully implemented to minimize generation fuel
cost in the presence of FACTS devices such as TCSC and
TCPS [43].
Generally power plants are equipped with multiple valves in
order to get controlled output power. In real time power sys-
tem operation, the effect of prohibited operating zones needs
to be considered due to physical limitations and vibrations in
the shaft bearings. The problem with all these constraints such
as multi-fuel, ramp-rate and POZ limits turns the problem into
more complicated one. Hence there is a need of more accurateoptimization algorithm to solve the OPF problem. In this
paper, a newly developed heuristic optimization algorithm
based on uniform distribution of control variables to start
the iterative process with good initial value and two stage ini-
tialization processes to reach ﬁnal best value in less number of
iterations are implemented along with the conventional PSO
algorithm, called UDTPSO is proposed to solve OPF problem
which is formulated as a nonlinear optimization problem while
satisfying equality, inequality and practical constraints in a
given power system. The objective functions formulated are
quadratic cost, quadratic cost with valve loading effect,
multi-fuel quadratic cost and multi-fuel non-convex cost func-
tions. The effect of multi-fuel and practical constraints is ana-
lyzed in the presence of UPFC. The optimal location of UPFC
is identiﬁed based on the transmission line overloads and bus
voltage violations. The performance of the proposed method-
ology is tested on standard Himmelblau and sphere functions
and electrical test systems such as IEEE-30 bus and Indian
62-bus systems. Obtained results demonstrate the effectiveness
of the proposed method and are validated with the existing
methods in the literature.
2. Problem formulation
Optimal Power Flow (OPF) problem optimizes the power
system objectives, includes non-linear. In this paper, a newly
developed heuristic optimization algorithm based on uniform
distribution of control variables and two stage initialization
processes are implemented along with the conventional PSO
algorithm, called UDTPSO is proposed to solve OPF problem
which is formulated as a nonlinear optimization problem while
satisfying equality, inequality and practical constraints in a
given power system. Finally a set of control variables are
obtained as a solution for the problem while satisfying equal-
ity, inequality and practical constraints. Conventionally eco-
nomic load dispatch problem includes generation fuel cost as
an objective is optimized.
The problem can be formulated mathematically as a con-
strained nonlinear objective optimization problem as follows:
A ¼ Min½Jðx; uÞ ð1Þ
Subjected to
gðx; uÞ ¼ 0
hðx; uÞ 6 0
where ‘g’ and ‘h’ are the equality and inequality constraints
respectively and ‘x’ is a control vector of dependent variables
such as slack bus active power generation ðPg;slackÞ, load bus
voltage magnitudes ðVLÞ and generator reactive powers ðQGÞ
and vector ‘u’ consists of control variables such as active pow-
ers ðPGÞ and voltages ðVGÞ of generators, transformer tap
ratios (T) and shunt compensation ðQShÞ and device control
parameters.
2.1. Constraints
The above problem is optimized by satisfying the following
equality, inequality, and practical constraints.
2.1.1. Equality constraints
These constraints are typically load ﬂow equations.
Figure 1 Principle conﬁguration of UPFC.
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XNB
m¼1
jVkjjVmjjYkmj cosðhkm  dk þ dmÞ ¼ 0 ð2Þ
QGk QDm þ
XNB
m¼1
jVkjjVmjjYkmj sinðhkm  dk þ dmÞ ¼ 0 ð3Þ
where ‘PGk, PDk’ are the active and reactive power generations
at kth bus, ‘PDm, QDm’ are the active and reactive power
demands at mth bus, ‘NB’ is number of buses, |Vk|, |Vm| are
the voltage magnitudes at kth and mth buses, ‘dk, dm’ are the
phase angles of voltages at kth and mth buses, |Ykm|, hkm are
the bus admittance magnitude and its angle between kth and
mth buses.
2.1.2. In-equality constraints
Generator bus voltage limits : VminGi 6VGi 6V
max
Gi
; 8i2NG ð4Þ
Active Power Generation limits : PminGi 6PGi 6P
max
Gi
; 8i2NG ð5Þ
Transformers tap setting limits : Tmini 6Ti6Tmaxi ; i¼ 1;2; . . . ;nt ð6Þ
Capacitor reactive power generation limits : QminShi
6 QShi 6 Q
max
Shi
; i ¼ 1; 2; . . . ; nC ð7Þ
Transmission line flow limit : Sli 6Smaxli ; i¼ 1;2; . . . ;Nline ð8Þ
Reactive Power Generation limits : QminGi 6QGi 6Q
max
Gi
; 8i2NG
ð9Þ
Bus voltage magnitude limits : Vmini 6 Vi 6 Vmaxi ;
i ¼ 1; 2; . . . ;Nload ð10Þ
where nt is the total number of taps, nC is the total number of
VAr sources, Nload is the total number load buses.
The abovementioned problem in Eq. (1) can be generalized
using penalty factors as follows:
Am;augðx; uÞ ¼ Amðx; uÞ þ R1 Pg;slack  Plimg;slack
 2
þ R2
XNLoad
i¼1
Vi  Vlimi
 2 þ R3X
NG
i¼1
QGi QlimGi
 2
þ R4
XNline
i¼1
Sli  Smaxli
 2
where R1, R2, R3 and R4 are the penalty quotients having large
positive value. The limit values are deﬁned as
xlim ¼ x
max; x > xmax
xmin; x < xmin

Here ‘x’ is the value of Pg,slack, Vi, QGi.
2.1.3. Practical constraints
2.1.3.1. Prohibited operating zones (POZs). Because of the
mechanical vibrations in shaft bearings, thermal stresses in
the boilers, etc., synchronous generators at generating stations
must avoid the operation in certain operating zones, popularly
known as prohibited operating zones (POZs) to enhance the
performance of the thermal units. This constraint can be incor-
porated in the problem formulation asPi ¼
Pmini 6 Pi 6 PLi;1
PUi;k1 6 Pi 6 PLi;k
PUi;ni 6 Pi 6 P
max
i
8><
>:
k ¼ 2; 3; . . . ; ni ð11Þ
where k is the index of prohibited zone of unit-i and ni is the
number of prohibited zones. PLi;k and P
U
i;k are the respective
lower and upper limit of kth prohibited zone of ith generator.
2.1.3.2. Ramp-rate limits. Increasing/decreasing the power out-
put of a generating unit follows ramp-rate limits, which is a
function of resource size. The sudden change in load affects
the generation output. This constraint can be modeled as
max PminGi ;P
0
i DRi
 
6 PGi 6 min PmaxGi ;P
0
i þURi
 
ð12Þ
where, P0i is the power generation of ith unit in previous hour.
DRi and URi are the respective decreasing and increasing
ramp-rate limits of ith unit.
3. UPFC modeling
UPFC can be represented by two voltage sources representing
fundamental components of output voltages of converter
transformers. The equivalent circuit of UPFC power ﬂow
model and its respective power injection models are shown in
Figs. 1 and 2. In this paper, the following rules are considered,
to identify the proper device location so as to reduce the pos-
sible number of locations.
i. It should be located between two PQ buses and there
should not be any shunt capacitors.
ii. It should not be placed in a line where tap changing
transformer exists.
The complete mathematical modeling of the UPFC can be
obtained by combining series connected and shunt connected
voltage source models [44,45] and injecting respective powers
at buses i and j. The power injection equations at respective
buses including converter switching losses can be expressed as
Pi;UPFC ¼ 0:02rbseV2i sin c 1:02rbseViVj sinðhi  hj þ cÞ ð13Þ
Pj;UPFC ¼ rbseViVj sinðhi  hj þ cÞ ð14Þ
Qi;UPFC ¼ rbseV2i cos c ð15Þ
Qj;UPFC ¼ rbseViVj cosðhi  hj þ cÞ ð16Þ
Figure 2 Power injection model of UPFC.
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0 < r < 0:1; 0 < c < 360; 0 < bse;ij < 0:025
where ‘r’ and ‘c’ are respective pu magnitude and phase angle
of series voltage source converter of UPFC, operating within
its speciﬁed limits. Vi, Vj and hi, hj are respective pu magnitude
and angles at buses i and j. ‘Xse,ij’ and ‘bse,ij’ are the reactance
and respective susceptance of series converter transformer. The
complete incorporation and implementation procedure of
UPFC in conventional NR-load ﬂow described in [45] is fol-
lowed in this work to analyze the effect of the same.
3.1. Optimal location
A severity function is formulated based on transmission line
loadings and bus voltage magnitude violations under contin-
gency conditions. The proposed severity function (Fseverity)
can be expressed as [46]
FSeverity ¼
XNline
i¼1
Si
Smaxi
 2q
þ
XNbus
j¼1
Vj;ref  Vj
Vj;ref
 2r
ð17Þ
where Nline, Nbus are the total number of lines and buses in a
given system. Si and S
max
i are the present and maximum appar-
ent powers of ith line. Vj,ref and Vj are the nominal voltage and
present voltage values at jth bus. ‘q’ and ‘r’ are two coefﬁcients
used to penalize more or less overloads and voltage violations.
These are considered to be equal to 2.
With this, the system security has been enhanced under
contingency conditions by placing UPFC in a proper location.
After performing contingency analysis, one of the highest crit-
ical lines is identiﬁed and also its corresponding total Number
of Voltage Violation Buses (NVVB) and total Number of Over
Loaded Lines (NOLL) are identiﬁed. After this the perfor-
mance index is calculated by adding NOLL and NVVB for
the respective contingencies. Now, remove this critical line
from the system and identify the possible device installation
locations for a given system. Place the UPFC in one of these
locations and minimize the severity function. Repeat this pro-
cess for all possible locations and identify the severity function
values. Selecting the location which has the least severity func-
tion value in the presence of UPFC under contingency condi-
tions is the best UPFC installation location. Finally system
security has been enhanced with this location in the presence
of UPFC.
4. Proposed UDTPSO
The performance of the existing Particle Swarm Optimization
(PSO) is enhanced by implementing uniform distribution of
problem control variables and two stage initialization pro-
cesses. In this section, the complete methodology of the pro-
posed method is explained.4.1. Overview of existing PSO
The PSO is a population based selfadaptive stochastic optimi-
zation technique [26]. This algorithm starts with initialization
of system control variables randomly as a population. These
are treated as problem particles and each of one has its own
position and velocity. In multi-dimensional solution search
space, each of this particle moves toward optimal solution.
Each particle adjusts its new velocity based on local and global
best solutions. The updated position is calculated by adding
new velocity with its earlier position. The new velocity and
updated positions are calculated using the following
expressions:
Velkþ1ij ¼ W Velkij þ C1  rand1  Localbestij  Xkij
 
þ C2  rand2  Globalbesti  Xkij
 
ð18Þ
Xkþ1ij ¼ Xkij þ Velkþ1ij ð19Þ
where Xkij and Vel
k
ij are the present position and velocities of ith
particle in jth dimension in kth iteration.
These new velocities and updated positions are calculated
repeatedly for a pre-deﬁned number of iterations reached.
For minimization of the objective functions, the ﬁtness func-
tion is evaluated using the following expression:
Fitness ¼ 1
1þ Am;aug
The other important steps in the existing PSO method are
initialization, iterations update, weight update, velocity
update, position update, local best update, and global best
update.
4.2. UDTPSO methodology
Many programming languages used for simulation of applica-
tions need to generate pseudo random numbers, which are
effectively distributed using standard uniform distributions.
Uniform distribution is one of the important members in the
family of symmetric probability distribution. In this, all distri-
butions have equal probability intervals. This is used to gener-
ate random variables between limits ‘a’ and ‘b’. This
distribution can be abbreviated as U(a,b) [47].
4.2.1. Initialization
Start the process by setting iteration is equal to zero. In this
method, generate control variables uniformly rather than ran-
domly as in existing PSO, between its minimum and maximum
limits. In MATLAB environment, we have a ﬂexibility to gen-
erate control variables using the following expressions:
Existing PSO: a+ (b  a) * rand (population number, par-
ticles number)
Proposed UDTPSO: random (‘unif’, a, b, population num-
ber, particles number)
While in other programming languages, the variables can
be generated uniformly by following the uniform distribution
procedure given in [48].
Figure 3 Methodology of the proposed UDTPSO.
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The ﬁrst stage of the process is that, update the system data
with newly generated control variables and evaluate the objec-
tive function and ﬁtness values. The second stage of the pro-
cess is that, obtaining the pairwise best population using
comparison process between previously obtained solutions.
The ﬁnal solutions are treated as local best values. From these
solutions, identify global best value. Start the iterative process
by calculating dynamic weight and new velocities and update
the position of the particles. The chaotic inertia weight
[24,29] is calculated based on the experience of the previous
positions and velocities of the particles. Because of this, the
iterative process starts with large inertial weight to search glo-
bal best values and decreases its value as iterations increase to
beneﬁt the local best values. Evaluate the function using new
position of the particles and update global and local best val-
ues. The complete methodology is shown in Fig. 3.
5. Illustrative example
To test the effectiveness of proposed method a standard Him-
melblau function given in Eq. (20) is used and the correspond-
ing results are tabulated in Table 1. The comparison of
convergence characteristics is shown in Fig. 4.Table 1 Comparison of optimal solution obtained for Himmelblau
S. No Parameters Existing GA
1 X1 3.003
2 X2 1.994
3 Function value 1.000e03
4 Computational time (s) –fðx1; x2Þ ¼ x21 þ x2  11
 2 þ x1 þ x22  7 2 ð20Þ
It is observed from Fig. 4 that, the convergence of the pro-
posed UDTPSO method starts with good function value and
ﬁnal best value is obtained within less number of iterations
when compared to PSO. It is also observed that the computa-
tional time taken for the convergence is 1.1002 s which is
3.505 s less when compared with PSO.
Further the effectiveness of the proposed method is vali-
dated on the standard sphere function for 100 trails and
the corresponding results are tabulated in Table 2. From this
table, it is observed that, the standard deviation of the func-
tion values for 100 trails is almost zero, which means that the
ﬁnal best values have negligible deviation. The variation of
the initial and ﬁnal function values for 100 trails is shown
in Fig. 5. From this ﬁgure, it is identiﬁed that, in majority
of the trails, function ﬁnal values are below their mean value.
This is happened because of the effectiveness of the proposed
algorithm.6. Electrical system simulation results
In this section the proposed methodology is tested in standard
IEEE-30 bus and Indian-62 bus electrical systems.function.
[49] PSO Proposed UDTPSO
2.996035929 3.000869494
2.017203557 2.003608544
0.004287118 0.000312504
4.6052 1.1002
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IEEE-30 bus system with 41 transmission lines is considered
[8,50,51]. The total control variables in this system are 18,
which include 6 active power generations and respective
voltage levels, 4 tap settings of tap-changing transformers
and 2 shunt VAr sources. The generator fuel cost function
‘J’ is formulated as follows:
J ¼
XNG
i¼1
FCi $=h ð21ÞFigure 5 Variation of sphere function initial and ﬁnal values for
100 trails.
Figure 4 Comparison of convergence characteristics of Him-
melblau function.
Table 2 Comparison of UDTPSO performance on sphere
function for 100 trails.
Function
P2
i¼1X
2
i
Name Sphere
No. of particles 2
Search space [100,100]
Worst value 0.0035
Average value 7.4241e004
Best value 2.0088e006
Standard deviation 7.2195e0046.1.1. Case-1: Generation quadratic cost function (convex cost
function)
The generator cost characteristics are represented by its qua-
dratic cost curve. This function can be expressed as:
FCi ¼ aiP2i þ biPi þ ci ð22Þ
where ai; bi; ci are the fuel cost-coefﬁcients of the ith unit. The
values of these coefﬁcients are given in Table A1. For this sys-
tem, the 2nd generator cost curve characteristics including
ramp-rate and POZ effects are shown in Fig. 6.
To validate the proposed UDTPSO method, obtained gen-
eration cost is compared with the exiting PSO and TS methods
and the corresponding results are tabulated in Table 3. From
this table, it is observed that, with the proposed method, the
cost reduction of 2.7524 $/h and 1.6722 $/h are obtained when
compared to existing TS and PSO methods. The obtained
results are validated with some of the existing literature and
are tabulated in Table 4. From this table, it is observed that,
the proposed method gives the best value than the existing
methods. The convergence patterns for the existing PSO and
proposed methods are shown in Fig. 7. From this ﬁgure, it is
observed that, proposed method starts with good initial value
(because of uniform distribution of control variables) and
reaches best ﬁnal value (because of two stage initialization pro-
cess) in less number of iterations when compared to existing
PSO. The uniform distribution of 2nd generator control vari-
ables for 100 iterations is shown in Fig. 8. From this ﬁgure it
is observed that, the diversity of these variables is very close
to each other as number of iterations is increasing. It is also
observed that, in ﬁrst iteration, the control variables are con-
ﬁned to entire solution search space, later it is conﬁned to glo-
bal best search space.
Further, the effect of considered practical constraints such
as, ramp-rate and POZ limits is analyzed in four cases, and
the obtained results are tabulated in Table 5.
Case-A: Without ramp-rate and without POZ.
Case-B: With ramp-rate and without POZ.
Case-C: Without ramp-rate and with POZ.
Case-D: With ramp-rate and with POZ.Figure 6 Quadratic cost curve of 2nd generator in IEEE-30 bus
system.
Table 3 Comparison of OPF results for quadratic cost minimization.
Control variable TS [8] PSO Proposed UDTPSO
PG1, MW 176.04 178.3828 177.7624
PG2, MW 48.76 47.82553 48.9829
PG5, MW 21.56 21.83552 21.0188
PG8, MW 22.05 20.15342 21.02163
PG11, MW 12.44 12.46363 11.43384
PG13, MW 12 12 12
VG1, p.u. 1.0500 1.1 1.1
VG2, p.u. 1.0389 0.98322 1.087706
VG5, p.u. 1.0110 1.047196 1.061636
VG8, p.u. 1.0198 1.1 1.069037
VG11, p.u. 1.0941 0.960144 1.007715
VG13, p.u. 1.0898 1.027252 1.099918
Tap 6-9, p.u. 1.0407 1.016406 0.97872
Tap 6-10, p.u. 0.9218 1.098762 0.957272
Tap 4-12, p.u. 1.0098 1.031778 0.99571
Tap 28-27, p.u. 0.9402 0.994868 0.975997
Qc 10, p.u. – 27.1497 19.49261
Qc 24, p.u. – 20.98052 15.07354
Quadratic cost ($/h) Best 802.29 801.2098 799.5376
Average NA 804.5299 800.141
Worst NA 819.5471 804.9866
TPL, MW NA 9.260945 8.819618
Time (s) NA 30.45271 21.66243
Table 4 Summary and validation of OPF results for qua-
dratic cost minimization.
S. No Method Quadratic cost ($/h)
1 EP [52] 803.754
4 PSO [27] 800.41
5 Improved GA [4] 800.805
6 MDE [10] 802.376
7 Gradient method [53] 804.853
8 EADDE [54] 800.2041
9 EADHDE [55] 800.1579
10 Enhanced GA [56] 802.06
11 Proposed UDTPSO 799.5376
Figure 7 Comparison of convergence characteristics of qua-
dratic cost.
Figure 8 Iteration-wise distribution of 2nd generator control
variables.
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tors are tabulated in Table 6. From these tables, it is
clearly observed that, there is an effect of practical con-
straints on generator characteristics. The obtained results
for the fuel cost in the presence of ramp-rate and POZ lim-
its are validated with some of the existing literature and are
tabulated in Table 7. From this table, it is observed that,
the proposed method gives the best value than the existing
methods. The convergence characteristics for these cases are
shown in Fig. 9. From this ﬁgure, it is observed that, the
iterative process initial value is increasing as the number
of constraints is increasing. It is also observed that, in all
these cases, the iterative process reaches ﬁnal best value
in less than 40 iterations.
Table 5 Comparison of OPF results for quadratic cost
minimization in the presence of practical constraints for four
cases.
Control variable Case-A Case-B Case-C Case-D
PG1, MW 177.7624 175.9465 176.5707 174.8563
PG2, MW 48.9829 48.04176 48.10696 48.20543
PG5, MW 21.0188 21.39244 21.69975 21.58456
PG8, MW 21.02163 19.9913 21.79422 21.13414
PG11, MW 11.43384 13 12.47445 13.00708
PG13, MW 12 14 12.05295 14
VG1, p.u. 1.1 1.079895 1.08192 1.069923
VG2, p.u. 1.087706 1.068357 1.02548 1.038589
VG5, p.u. 1.061636 1.039705 1.034214 1.012481
VG8, p.u. 1.069037 1.049274 1.040158 1.02098
VG11, p.u. 1.007715 1.047178 1.07 1.040455
VG13, p.u. 1.099918 1.079461 1.069098 1.05
Tap 6-9, p.u. 0.97872 1.035364 1.026671 1.017749
Tap 6-10, p.u. 0.957272 0.935362 0.975617 0.976178
Tap 4-12, p.u. 0.99571 1.025723 1.011592 0.975001
Tap 28-27, p.u. 0.975997 0.980173 0.967758 0.954504
Qc 10, p.u. 19.49261 19.47396 21.39108 27.53183
Qc 24, p.u. 15.07354 12.02089 13.56383 11.79691
Quadratic cost ($/h) 799.5376 800.8702 801.7697 802.658
TPL, MW 8.819618 8.972009 9.299054 9.387534
Time (s) 21.66243 32.12234 38.77821 45.18272
Table 7 Summary and validation of OPF results for qua-
dratic cost objective minimization with practical constraints.
S.No Method Quadratic cost ($/h)
1 IFEP [57] 803.86
2 PSO [58] 803.52
3 HSA [59] 802.84
4 Proposed UDTPSO 802.658
Figure 9 Comparison of convergence characteristics of qua-
dratic cost without and with practical constraints.
810 C.V. Suresh, S. Sivanagaraju6.1.2. Case-2: Generation quadratic cost function with valve
loading effects (Non-convex cost function)
The generator fuel cost function is obtained from the data
taken from the heat-run tests, and for accurate modeling valve
point loading should also be included as a sinusoidal function
in the cost function. The fuel input and power output, cost
function of the ith unit with valve loadings are given as
FCi ¼ aiP2i þ biPi þ ci þ jei  sinðfi  ðPmini  PiÞÞj ð23Þ
where ai; bi; ci are the fuel cost-coefﬁcients of the ith unit and
ei; fi are the fuel cost-coefﬁcients of the ith unit with valve load-
ing effects. For this system, the 2nd generator cost curve char-
acteristics including ramp-rate and POZ effects are shown in
Fig. 10. For this system, the generators at buses 1 and 2 are
considered to have the valve loading effects. The values of
these coefﬁcients for ﬁrst two generators are given in
Table A1, and the coefﬁcients for the remaining generators
are same as that of Case-1. Obtained results for this case are
tabulated in Table 8.Table 6 Ramp rates and POZ limits followed by the
generators for cases A, B, C and D.
Gen. No. Case-A Case-B Case-C Case-D
1 – Up 2 Up, 2
2 – Up 1 Up, 1
5 – Down 1 Down, 1
8 – Down 1 Down, 1
11 – Down 1 Down, 1
13 PG, min Down 1 Down, 1
1 – Below POZ lower limit, 2 – Above POZ upper limit.
UP – following up-ramp rate, Down – following down-ramp rate.6.1.3. Case-3: Multi-fuel quadratic cost function
In real time power system operation and control, many of the
thermal generating stations are equipped with multiple fuel
sources such as coal, natural gas, and oil. The cost curves
for these generators may have the different cost coefﬁcients.
The piecewise/multi-fuel quadratic cost function can be
expressed as
FCi ¼
ai1P
2
i þ bi1Pi þ ci1; Pmini 6 Pi 6 P1i
ai2P
2
i þ bi2Pi þ ci2; P1i 6 Pi 6 P2i
  
aikP
2
i þ bikPi þ cik; Pk1i 6 Pi 6 Pmaxi
8>><
>>:
ð24ÞFigure 10 Quadratic cost curve with valve loading effects of 2nd
generator in IEEE-30 bus system.
Figure 11 Multi-fuel quadratic cost curve of 2nd generator in
IEEE-30 bus system.
Analysis and effect of multi-fuel and practical constraints 811where aik; bik; cik are the fuel cost-coefﬁcients of the ith unit for
fuel type-k. The cost coefﬁcients for the ﬁrst two generators are
given in Table A2. The variation of the 2nd generator multi-
fuel cost curve is shown in Fig. 11. Obtained results for this
case are tabulated in Table 8.
6.1.4. Case-4: Multi-fuel quadratic cost function with valve
loading effects (Multi-fuel Non-convex cost)
In practical power system operation, thermal generating units
are supplied with multiple fuels and their auxiliary equipment
such as boilers is equipped with valve point effects to control
power output. The more realistic cost curve including multiple
fuels and its respective valve loading effects can be expressed as
FCi ¼
ai1P
2
i þbi1Piþ ci1þjei1 sinðfi1ðPmini PiÞÞj; Pmini 6Pi6P1i
ai2P
2
i þbi2Piþ ci2þjei2 sinðfi2ðPmini PiÞÞj; P1i 6Pi6P2i
  
aikP
2
i þbikPiþ cikþjeik sinðfikðPmini PiÞÞj; Pk1i 6Pi6Pmaxi
8>><
>>:
ð25Þ
where aik; bik; cik; eik; fik are the fuel cost-coefﬁcients of the ith
unit with valve loading effects for fuel type-k. The values of
these coefﬁcients are given in Table A2. The variation of gen-
eration cost for the 2nd generator including multi-fuel and
valve loading effects can be shown in Fig. 12. From this ﬁgure,
it is identiﬁed that, the valve loading effects for different fuel
might be different. Obtained results for this case are tabulated
in Table 8.
6.1.5. Case-5: Total Transmission Power Loss (TPL)
In power system, the active power loss should be minimized to
enhance power delivery performance and can be calculated
using
J ¼ TPL ¼
XNline
m¼1
gm V
2
i þ V2j  2ViVj cosðdi  djÞ
h i
MW ð26ÞTable 8 Comparison of OPF results for cases 2, 3, 4, 5 and 6 for w
Control variable Case-2 Case-3
TS [8] Without With Without With
PG1, MW 200.00 192.9751 191.9855 139.9813 139.9864
PG2, MW 39.65 42.04204 39.26563 54.93806 50
PG5, MW 20.42 19.96234 20.02186 23.55821 25.55859
PG8, MW 12.47 16.83401 15 34.41323 30
PG11, MW 10.00 10.01554 13 19.44754 21.45031
PG13, MW 12.00 12.01089 14 18.00646 23.61184
VG1, p.u. 1.05 1.082987 1.09665 1.093433 1.067075
VG2, p.u. 1.0342 1.058762 1.041058 1.009973 0.983353
VG5, p.u. 1.0118 1.020481 1.072164 1.042341 1.014593
VG8, p.u. 1.0185 1.068426 1.066606 1.057513 1.040494
VG11, p.u. 1.0868 1.031774 1.059097 1.059239 1.005428
VG13, p.u. 1.0942 0.992062 1.06536 1.029953 0.991226
Tap 6-9, p.u. 0.9993 1.091536 1.030682 1.055177 1.041806
Tap 6-10, p.u. 1.0017 0.992947 1.044612 0.981692 1.000813
Tap 4-12, p.u. 1.0184 1.000026 1.034351 1.003243 1.000879
Tap 28-27, p.u. 0.9586 1.022707 1.004656 0.994089 0.988386
Qc 10, p.u. – 15.9861 20.02583 24.34213 17.74326
Qc 24, p.u. – 15.33373 12.61963 13.24154 15.47772
Fuel cost ($/h) 919.72 917.9846 918.2415 647.5118 662.991
TPL 10.43989 9.873033 6.94476 7.207161
Case-6 VALUE – – – – –where ‘Nline’ is total number of transmission lines, ‘gm’ is
the conductance of mth line which connects buses ‘i’ and
‘j’. Vi, Vj and di, dj are voltage magnitude and angle of
ith and jth buses. Obtained results for this case are tabu-
lated in Table 8.
6.1.6. Case-6: Minimization of fuel cost and TPL
The aim of this type of problem is to minimize the total fuel
cost and TPL simultaneously while satisfying all constraints
and it is formulated as follows: [60]
J ¼
XNG
i¼1
aiP
2
Gi
þ biPGi þ ci
þ ei  sin fi  PminGi  PGi
  			 			þ FC
Pd
 TPL ð27Þithout and with practical constraints for IEEE-30 bus system.
Case-4 Case-5 Case-6
Without With Without With Without With
139.8217 139.9396 51.34983 82.12314 81.22057 98.49953
54.95776 50 80 63 54.9837 50
25.71689 26.78133 49.99966 49 50 49
25.6556 25 35 30 35 30
19.46511 24.47651 30 28 30 25
24.92612 24 40 35 35.68889 35
1.081011 1.068304 1.1 1.1 1.099967 1.1
1.011849 1.05429 1.098277 1.026681 1.007843 1.032285
1.035938 1.020323 1.08068 1.077312 1.076726 1.076982
1.036927 1.033486 1.08905 1.072681 1.097245 1.081166
1.027438 1.047493 0.996508 1.038465 1.024713 1.034994
1.04537 1.051766 1.099818 1.1 1.1 1.1
0.961401 1.008546 1.010603 0.973144 0.987749 1.010529
0.961715 0.984092 0.964953 0.989799 0.983118 0.930768
1.00518 1.004904 0.994236 0.975125 0.973374 0.971699
0.974407 1.001898 0.970434 0.964664 0.965564 0.967176
18.32053 15.22686 28.28745 24.9794 30 26.45441
20.39457 13.65292 13.42331 11.96349 11.46897 12.29822
651.8872 664.2395 963.4638 887.7182 813.3425 783.2371
7.143211 6.797426 2.949494 3.723141 3.493157 4.098989
– – – – 1815.859 1916.081
Figure 12 Quadratic cost curve of 2nd generator in IEEE-30 bus
system.
Table 10 Summary and validation of OPF results for
quadratic cost with valve loading effects objective
minimization.
S.No Method Non-convex cost
1 BBO [61] 919.7647
2 GSA [62] 929.72404
3 MDE [10] 930.793
4 Proposed UDTPSO 917.9846
Table 11 Summary and validation of OPF results for multi-
fuel quadratic cost objective minimization.
S.No Method Multi-fuel quadratic cost
1 BBO [61] 647.7437
2 DE [9] 650.8224
3 PSO [27] 647.69
4 MDE [10] 647.846
5 Proposed UDTPSO 647.5118
812 C.V. Suresh, S. SivanagarajuThe optimized control variables and respective results for
the cases 2, 3, 4, 5, and 6 are tabulated in Table 8. The effect
of practical constraints on these objectives is tabulated in
Table 9. From these tables, it is observed that, the objective
function value is increased in the presence of practical con-
straints. The multi-fuel generation cost is increased from
649.6987 $/h in case-3 to 651.8872 $/h in case-4, because of
valve loading effects for without practical constraints and this
value is increased from 662.991 $/h in case-3 to 664.2395 $/h in
case-4 in the presence of practical constrains. In case-4, the
transmission power losses are reduced by 0.40974 MW when
compared to without and with practical constraints. In case-
5, the losses are increased from 2.9494 MW to 3.7231 MW in
the presence of practical constrains, conversely the generation
cost is decreased by 75.7456 $/h.
In case-6, multi-objective optimization problem by combin-
ing multi-fuel non-convex cost (MFNCC) and transmission
power loss (TPL) objectives are optimized using Eq. (12).
From this table, it is observed that, based on the system load-
ing conditions, generation cost and TPL values are optimized
and obtained within its individual minimization limits. From
this analysis it is summarized that, there is an effect of valve
loadings and practical constraints on multi-fuel generation
cost and transmission losses.
The obtained results for the Non-convex fuel and multi-fuel
quadratic costs without ramp-rate and POZ limits areTable 9 Ramp rates and POZ limits followed by the
generators for cases 2, 3, 4, 5 and 6.
Gen. No. Case-2 Case-3 Case-4 Case-5 Case-6
1 Up, 2 Down, 2 Down, 2 Down, 1 Down, 1
2 Up, 1 Up, 3 Up, 3 Up, 2 Up, 3
5 Down, 1 Down, 1 Down, 1 Up, 2 Up, 2
8 Down, 1 Up, 4 Up, 3 Up, 4 Up, 4
11 Down, 1 Up, 1 Up, 1 Up, 4 Up, 3
13 Down, 1 Up, 1 Up, 3 Up, 2 Up, 2
1 – Below POZ lower limit, 2 – Above POZ upper limit.
3 – Equal to POZ lower limit, 4 – Equal to POZ upper limit.
UP – following up-ramp rate, Down – following down-ramp rate.validated with some of the existing literature and are tabulated
in Tables 10 and 11. From these tables, it is observed that, the
proposed method gives the best value than the existing
methods.
To show the effect of practical constraints clearly, the var-
iation of active power generation control variables for case-4 is
shown in Fig. 13. From this ﬁgure it is observed that, the con-
trol variables (Pg1–Pg6) are characterized by their practical
constraints. In Fig. 13(a) it is in continuously distorting man-
ner while in Fig. 13(b), it is in smooth manner.
Here to show the effect of UPFC, initially the formulated
severity function given in Eq. (17) is optimized. The optimal
location to install UPFC is identiﬁed by performing the proce-
dure described in Section 3.1. The result of contingency anal-
ysis for this system is given in Table 12. To maintain the
continuity in supplying/receiving the power, the contingency
analysis is not performed for lines between buses 9–11, 12–
13, and 25–26. Hence, for this system only 38 transmission lineFigure 13 Variation of active power generation control variables
in case-4 for without and with practical constraints.
Table 12 Results of contingency ranking.
S. No. Line No Outage Line Overloaded lines (Line ﬂow/MVA limit) Noll Voltage violated buses NVVB PI Rank
1 5 2–5 (1–2) (171.399/130) 6 – 0 6 1
(2–4) (77.671/65)
(2–6) (105.434/65)
(4–6) (121.418/90)
(5–7) (110.190/70)
(6–8) (35.828/32)
2 36 28–27 (1–2) (180.949/130) 3 27 (0.8989) 3 6 2
(22–24) (20.246/16) 29 (0.8760)
24–25) (19.501/16) 30 (0.8627)
Table 13 Severity function values under rank-1 contingency
with UPFC.
S. No. UPFC location Severity function
value
Sending end bus Receiving end bus
1 12 14 1.608
2 30 27 1.6479
3 15 14 1.6484
4 27 25 1.6503
5 6 4 1.6573
Figure 14 Comparison of convergence characteristics in the
presence of UPFC under normal condition in case-6 for without
and with practical constraints.
Analysis and effect of multi-fuel and practical constraints 813contingencies out of 41 are considered. The result of only top 2
contingencies is tabulated.
From Table 12, it is very clear that, the line connected
between buses 2 and 5 is the most critical one. By following
above rules given in Section-3, the possible UPFC installation
locations are 38. Severity function is evaluated in all locations
with UPFC and the top 5 least severe function valued locations
are tabulated in Table 13 under rank-1 contingency.
From Table 13, it is observed that, ﬁrst location is the best
location for placing the UPFC, because it has least severity
function value. The further analysis is performed by placing
device in this location.
The analysis is performed to identify the effect of UPFC on
the considered objectives. The OPF results for cases 4, 5, and 6Table 14 Comparison of OPF results for normal, single line and d
constraints.
Case Objectives Normal
Without With
Without Case-4 MFNCC 651.8872 664.2395
TPL 7.143211 6.797426
Case-5 MFNCC 963.4638 887.7182
TPL 2.949494 3.723141
Case-6 Function value 1815.859 1916.081
MFNCC 813.3425 783.2371
TPL 3.493157 4.098989
UPFC Case-4 MFNCC 649.6137 663.6464
TPL 7.263833 6.897366
Case-5 MFNCC 963.4891 887.4848
TPL 2.891629 3.700542
Case-6 Function value 1790.798 1892.254
MFNCC 814.2064 780.4159
TPL 3.399213 4.037525under normal, single line (2–5) and double line (2–5, 28–27)
contingency cases are tabulated in Table 14. From this table,
it is observed that, minimizing one of the objectives sacriﬁces
the other objectives. It is observed that, in the presence of prac-
tical constraints and in contingency conditions, the objective
function values are increased. Finally, with UPFC, the singleouble line contingency conditions for without and with practical
Single line contingency Double line contingency
Without With Without With
669.9045 686.3319 680.3726 700.0991
11.89348 11.66354 13.04804 12.62619
966.6805 892.1422 903.9518 839.5114
5.437907 6.517208 9.132667 10.64863
2557.224 2742.985 3024.328 3120.327
827.6603 786.0787 833.5588 790.3732
5.922217 7.05511 7.448351 8.354394
666.097 685.9325 678.2233 699.0834
13.06038 11.78724 13.51211 12.72169
968.8229 899.2809 882.9286 858.5399
5.374356 6.353759 9.116038 10.52589
2531.34 2683.386 2974.724 3103.935
831.2264 785.6935 833.4822 781.7124
5.796402 6.844987 7.280635 8.890224
Figure 15 Variation of active power ﬂow in lines in the presence
of UPFC under normal condition in case-6 for without and with
practical constraints.
814 C.V. Suresh, S. Sivanagarajuand multi-objective optimization problems are optimized and
are enhanced under normal and contingency conditions when
compared to without device. The convergence characteristics
for case-6 are shown in Fig. 14. From this ﬁgure, it is observed
that, with UPFC and in the presence of practical constraints,
the iterative process starts with good initial value and obtained
better convergence characteristics when compared to without
device. The variation of the apparent power ﬂows in the pres-
ence of UPFC is shown in Fig. 15. From this ﬁgure, it is
noticed that, the power ﬂow is diverted through lines 11Table 15 Comparison of OPF results for all cases for without and
Control
variable
Case-1 Case-2 Case-3
Without With Without With Without With
PG1 62.84395 178.1201 256.7089 269.3694 157.4156 144.95
PG2 226.3074 204.8721 245.2081 253.2243 242.543 241.76
PG5 269.291 290 246.7826 250 248.0004 250.23
PG9 100 46.49528 17.04873 14.16873 38.53341 76.730
PG14 200.2826 194.9787 55.79072 58.66968 198.3589 136.43
PG17 267.3617 139.0095 258.5341 197.2661 248.3751 252.05
PG23 152.5738 100 53.53095 54.85379 136.5025 88.722
PG25 183.9104 318.3758 353.9653 376.244 273.043 281.28
PG32 129.2219 267.6361 279.8838 349.5012 123.7085 200
PG33 83.61177 30 32.98271 25.69971 97.83594 30
PG34 119.9931 150 136.9573 100 122.1537 150
PG37 50 19.02751 69.15782 57.24218 24.24226 25.614
PG49 248.9817 137.2589 53.9571 59.62966 181.3891 200
PG50 146.0361 85.92167 77.83726 64.83452 128.7132 99.151
PG51 126.9405 212.7356 199.7142 220 160.9392 154.38
PG52 138.2644 96.38393 71.51308 57.11659 117.1491 97.078
PG54 74.1645 50.07593 60.77472 55.06572 84.36429 69.790
PG57 283.6437 197.152 75.78781 68.75055 286.6001 72.441
PG58 116.4547 250 415.5484 429.6062 111.5435 400
Fuel
cost ($/h)
13972.07 16901.25 19803.04 20873.9 13051.56 15084
TPL,
MW
71.88322 60.04317 53.68363 53.24229 73.41094 62.640
Case-6
VALUE
– – – – – –(6–9) and 12 (6–10) because of the presence of tap setting
transformers instead of 8 (5–7). It is also observed that, power
ﬂow variations are obtained in the lines nearer to the device
connected location.
6.2. Example-2
To extend the effectiveness of the proposed methodology,
tamilnadu-62 bus system with 89 lines is considered [63]. The
total control variables in this system are 49. The cost coefﬁ-
cients for quadratic, non-convex and multi-fuel costs are given
in Tables A3 and A4. Due to space restrictions, the OPF
results without UPFC with active power generation control
variables are tabulated in Table 15. From this table, the similar
observations can be interpreted as in example-1.7. Conclusion
In this paper, a novel optimization algorithm based on uni-
form distribution of control variables and two-stage initializa-
tion processes in conventional PSO has been proposed to solve
OPF problem. The objectives such as conventional quadratic,
non-convex costs and multi-fuel quadratic, non-convex costs
are optimized while satisfying equality, inequality and practi-
cal constraints. The effect of multi-fuel on economic load
dispatch has been presented with respective validations. The
effect of practical constraints such as ramp-rate and POZ
limits has been analyzed on the deﬁned objectives. It is
concluded that, using the proposed UDTPSO, best objectivewith practical constraints for Indian-62 bus system.
Case-4 Case-5 Case-6
Without With Without With Without With
91 238.4362 226.0235 281.9596 147.9991 251.7562 287.7347
27 239.5133 244.9003 192.6162 312.3889 241.9397 229.1803
74 250 250 233.769 250 218.38 200
15 20.97844 17.53986 20.73626 12.53121 19.87155 18.00571
53 53.00234 56.92066 58.99504 56.71781 55.89784 56.85449
27 226.2347 199.8762 188.3961 200 201.7091 250.1909
54 56.70202 56.11039 53.35763 55.26965 60.77544 61.62265
14 352.4963 406.3642 478.4623 387.8164 450.16 364.6005
276.188 358.2202 409.5176 407.3194 409.747 375.1018
26.09565 30 20.74734 25.04595 23.55847 27.50485
149.4415 99.76187 85.07666 97.21979 96.18686 150
69 46.61751 55.06063 52.00272 47.31379 43.13058 30
62.40242 56.93291 58.84986 53.28536 58.22001 56.30938
4 89.75654 26.49188 73.97933 73.06235 42.06086 58.84013
28 220 193.7099 154.7769 150 185.8271 151.8179
04 78.69458 69.80723 44.98833 56.00961 34.45864 44.80536
82 69.11714 65.78293 65.12345 71.00474 48.01833 62.2626
51 108.1123 102.1119 51.66241 113.2402 69.83553 100.4075
400 440.987 428.2606 443.2921 437.9604 431.5099
.01 17881.58 19197.24 19917.85 18947.44 19655.52 18804.4
62 55.78892 48.6015 45.27738 51.51621 41.49373 48.7485
– – – – 48409.06 50964.99
Analysis and effect of multi-fuel and practical constraints 815values are obtained when compared to existing methods
discussed in the literature. The proposed approach has been
successfully and inﬂuentially tested on standard test functions
and electrical systems. The objective values in electrical sys-
tems are further enhanced in the presence of UPFC with
appropriate optimal settings. Finally, this paper presents a
solution methodology to optimize more realistic problem by
considering multi-fuel and practical constraints on economic
load dispatch. The proposed method has proved its effective-
ness in terms of speed of convergence, consistency, andTable A1 Quadratic and Non-convex cost coefﬁcients data for IEE
S. No Gen No Convex cost Pmin Pmax Non-co
a b c a
1 1 0.00375 2 0 50 200 0.0016
2 2 0.0175 1.75 0 20 80 0.01
3 5 0.0625 1 0 15 50 0.0625
4 8 0.00834 3.25 0 10 35 0.00834
5 11 0.025 3 0 10 30 0.025
6 13 0.025 3 0 12 40 0.025
Table A2 Multi-fuel quadratic and Multi-fuel non-convex cost coe
S. No Gen. No. Convex cost Pmin
a b c
1 1 0.005 0.7 55 50
0.0075 1.05 82.5 140
2 2 0.01 0.3 40 20
0.02 0.6 80 55
Table A3 Quadratic and Non-convex cost coefﬁcients data for Ind
S. No Gen. No. Convex cost pgmin pgmax Non-c
a b c a
1 1 0.007 6.8 95 50 300 0.0097
2 2 0.0055 4 30 50 450 0.0055
3 5 0.0055 4 45 50 450 0.0055
4 9 0.0025 0.85 10 0 100 0.0025
5 14 0.006 4.6 20 50 300 0
6 17 0.0055 4 90 50 450 0.008
7 23 0.0065 4.7 42 50 200 0
8 25 0.0075 5 46 50 500 0.0075
9 32 0.0085 6 55 0 600 0.0085
10 33 0.002 0.5 58 0 100 0.009
11 34 0.0045 1.6 65 50 150 0.0045
12 37 0.0025 0.85 78 0 50 0.0025
13 49 0.005 1.8 75 50 300 0
14 50 0.0045 1.6 85 0 150 0.0045
15 51 0.0065 4.7 80 0 500 0.0065
16 52 0.0045 1.4 90 50 150 0.0045
17 54 0.0025 0.85 10 0 100 0.0025
18 57 0.0045 1.6 25 50 300 0.0045
19 58 0.008 5.5 90 100 600 0.008robustness. From this, it is very clear that, the proposed
approach can be a promising approach for real-time and
real-size applications.Appendix A
The OPF data related to the considered test systems is given in
Tables A1–A4.E-30 bus system.
nvex cost Ramp-rate limits POZ
b c d e UR DR Pi0
2 150 0.5 0.063 60 80 150 100–120
2.5 25 0.4 0.098 28 10 35 50–60
1 0 0 0 10 20 39 30–36
3.25 0 0 0 10 5 20 25–30
3 0 0 0 10 5 18 25–28
3 0 0 0 15 6 20 24–30
fﬁcients data for IEEE-30 bus system.
Pmax Non-convex cost
a b c d e
140 0.005 0.7 55 0.35 0.3
200 0.0075 1.05 82.5 0.25 0.2
55 0.01 0.3 40 0.2 0.2
80 0.02 0.6 80 0.9 0.2
ian-62 bus system.
onvex cost Ramp-rate limits POZ
b c d e UR DR Pi0
6.8 119 90 0.72 95 150 250 150–200
4 90 79 0.05 138 180 300 150–200
4 45 0 0 100 200 300 200–250
0.85 0 0 0 5 12 20 80–85
5.28 0.891 0 0 80 90 120 200–250
3.5 110 0 0 100 150 300 200–250
5.439 21 0 0 70 100 130 100–130
6 88 50 0.52 400 500 600 200–250
6 55 0 0 200 300 500 200–250
5.2 90 0 0 10 15 30 30–40
1.6 65 0 0 55 85 100 100–150
0.85 78 58 0.02 25 25 50 30–40
2.55 49 0 0 80 90 120 200–250
1.6 85 0 0 40 45 50 100–120
4.7 80 92 0.75 95 105 125 100–150
1.4 90 0 0 25 40 55 100–120
0.85 10 0 0 25 40 55 30–40
1.6 25 0 0 80 100 150 80–100
5.5 90 0 0 100 150 550 250–300
Table A4 Multi-fuel quadratic and Multi-fuel non-convex cost coefﬁcients data for Indian-62 bus system.
S. No Gen. No. Convex cost pgmin pgmax Non-convex cost
a b c a b c d e
1 1 0.005 3.2 45 100 180 0.005 3.2 45 0.25 0.25
0.0045 6.1 60.5 180 300 0.0045 6.1 60.5 0.9 0.15
2 2 0.0045 2.15 35.5 120 250 0.0045 2.15 35.5 0.31 0.0454
0.00255 4.48 54.5 250 438 0.00255 4.48 54.5 0.562 0.0542
3 8 0.0035 3.55 50.5 100 300 0.0035 3.55 50.5 0.65 0.1002
0.0055 5.51 30.5 300 500 0.0055 5.51 30.5 0.26162 0.0542
4 12 0.035 5.25 40.5 25 50 0.035 5.25 40.5 0.543 0.1421
0.0055 8.41 50.5 50 75 0.0055 8.41 50.5 0.5543 0.1234
5 15 0.0055 4.25 60 20 120 0.0055 4.25 60 0.453 0.0843
0.0045 3.41 50.5 120 220 0.0045 3.41 50.5 0.645 0.0652
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