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Abstract
Mixture model-based clustering has become an increasingly popular data analysis
technique since its introduction fifty years ago, and is now commonly utilized within the
family setting. Families of mixture models arise when the component parameters, usu-
ally the component covariance matrices, are decomposed and a number of constraints
are imposed. Within the family setting, we need to choose the member of the family,
i.e., the appropriate covariance structure, in addition to the number of mixture com-
ponents. To date, the Bayesian information criterion (BIC) has proved most effective
for model selection, and the expectation-maximization (EM) algorithm is usually used
for parameter estimation. To date, this EM-BIC rubric has monopolized the literature
on families of mixture models. We deviate from this rubric, using variational Bayes
approximations for parameter estimation and the deviance information criterion for
model selection. The variational Bayes approach alleviates some of the computational
complexities associated with the EM algorithm by constructing a tight lower bound
on the complex marginal likelihood and maximizing this lower bound by minimizing
the associated Kullback-Leibler divergence. We use this approach on the most famous
family of Gaussian mixture models within the literature and real and simulated data
are used to compare our approach to the EM-BIC rubric.
1 Introduction
Most early clustering algorithms were based on heuristic approaches and some such methods,
including hierarchical agglomerative clustering and k-means clustering (MacQueen, 1967;
Hartigan & Wong, 1979; McLachlan & Peel, 2000a), are still widely used. The use of mix-
ture models to account for population heterogeneity has been very well established for over
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a century (e.g., Pearson, 1893), but not until the 1960s were mixture models applied to clus-
tering (Wolfe, 1963). Because of the lack of suitable computing equipment, it was even later
before the use of mixture models (Banfield & Raftery, 1993; Celeux & Govaert, 1995) and,
more generally, the use of probability models (Bock, 1996, 1998a,b) for clustering took off.
Since the turn of the century, the use of mixture models for clustering has burgeoned into
a popular subfield of cluster analysis (recent examples include McLachlan & Peel, 2000b;
Fraley & Raftery, 2002; McLachlan et al., 2003; Raftery & Dean, 2006; McLachlan et al.,
2007; Bouveyron et al., 2007; Lin et al., 2007; Gormley & Murphy, 2008; McNicholas & Murphy,
2008, 2010; Scrucca, 2010; Greselin & Ingrassia, 2010; Andrews & McNicholas, 2011a; Browne et al.,
2012; McNicholas & Subedi, 2012).
A random vector Y is said to arise from a parametric finite mixture distribution if,
for all y ⊂ Y, we can write its density as f(y | ϑ) =
∑G
g=1 ρgpg(y | θg), where ρg > 0
such that
∑G
i=1 ρg = 1 are the mixing proportions, pg(y | θg) are component densities, and
ϑ = (ρ1, . . . , ρG, θ1, . . . , θG) is the vector of parameters. When the component parameters
θ1, . . . , θG are decomposed and constraints are imposed on the resulting decompositions, the
result is a family of mixture models. Typically, each component probability density is of the
same type and, when they are Gaussian, the density function is f(y | ϑ) =
∑G
g=1 ρgφ(y |
µg,Σg) and the likelihood is
L(ϑ | y1, . . . ,yn) =
n∏
i=1
G∑
g=1
ρgφ(yi | µg,Σg),
where ϑ denotes the model parameters. In Gaussian families, it is usually the component
covariance matrices Σ1, . . . ,ΣG that are decomposed (cf. Section 2).
The expectation-maximization (EM) algorithm (Dempster et al., 1977) is often used
for mixture model parameter estimation but its efficacy is questionable. As discussed by
Titterington et al. (1985) and others, the nature of the mixture likelihood surface leaves the
EM algorithm open to failure; although this weakness can be mitigated by using multiple
re-starts, there is no way to completely overcome it. The EM algorithm also relies heavily
on starting values and convergence can be very slow. When families of mixture models are
used, the EM algorithm approach must be employed in conjunction with a model selection
criterion to select the member of the family and, in many cases, the number of components.
There are many model selection criteria to choose from, such as the Bayesian information
criterion (BIC; Schwarz, 1978), the integrated completed likelihood (ICL; Biernacki et al.,
2000), and the Akaike information criterion (AIC; Sakamoto et al., 1986). All of these model
selection criteria have some merit and various shortcomings, but the BIC remains by far the
most popular.
There has been interest in the use of Bayesian approaches to mixture model parame-
ter estimation, via Markov chain Monte Carlo (MCMC) methods (e.g., Diebolt & Robert,
1994; Richardson & Green, 1997; Bensmail et al., 1997; Stephens, 1997, 2000; Casella et al.,
2002), difficulties have been encountered with, inter alia, computational overhead and con-
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vergence (cf. Celeux et al., 2000; Jasra et al., 2005). Variational Bayes approximations
present an alternative to MCMC algorithms for mixture modelling parameter estimation
and are gaining popularity due to their fast and deterministic nature (cf. Jordan et al.,
1999; Corduneanu & Bishop, 2001; Ueda & Ghahramani, 2002; McGrory & Titterington,
2007, 2009; McGrory et al., 2009).
With the use of a computationally convenient approximating density in place of a more
complex ‘true’ posterior density, the variational algorithm overcomes the hurdles of MCMC
sampling. For observed data y, the joint conditional distribution of parameters θ and missing
data z are approximated by using another computationally convenient distribution q(θ, z).
This distribution q(θ, z) is obtained by minimizing the Kullback-Leibler (KL) divergence
between the true and the approximating densities, where
KL(q(θ, z) | p(θ, z | y)) =
∫
Θ
∑
z
q(θ, z) log
{
q(θ, z)
p(θ, z | y)
}
dθ.
The approximating density is restricted to have a factorized form for computational con-
venience, so that q(θ, z) = qθ(θ)qz(z). Upon choosing a conjugate prior, the appropriate
hyper-parameters approximating density qθ(θ) for data can be obtained by solving a set of
coupled non-linear equations.
The variational Bayes algorithm is initialized with more components than expected. As
the algorithm iterates, if two components have similar parameters then one component dom-
inates the other causing the dominated component’s weighting to be zero. If a component’s
weight becomes sufficiently small, less than or equal to two observations in our analyses, the
component is removed from consideration. Therefore, the variational Bayes approach allows
for simultaneous parameter estimation and selection of the number of components.
2 Methodology
2.1 Introducing Parsimony
If d-dimensional data y1, . . . ,yn arise from a finite mixture of Gaussian distributions, then
the log-likelihood is
log p(y | θ) =
n∑
i=1
log
[
G∑
g=1
ρg
|Σ−1g |
2π
d
2
exp
{
1
2
(yi − µg)
′Σ−1g (yi − µg)
}]
.
The number of parameters in the component covariance matrices of this mixture model is
Gd(d+ 1)/2, which is quadratic in d. When dealing with real data, the parameters to be
estimated can very easily exceed the sample size by an order of magnitude. Hence, the
introduction of parsimony through the imposition of additional structure on the covariance
matrices is desirable.
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Banfield & Raftery (1993) exploited geometrical constraints on the covariance matrices
of Gaussian distribution using the eigen-decomposition of the covariance matrices, such that
Σg = λgDgAgD
′
g, where Dg is the orthogonal matrix of eigenvectors and Ag is a diagonal
matrix proportional to the eigenvalues of Σg, such that |Ag| = 1 and λg is a constant. The
parameter λg controls the cluster volume, Ag controls the cluster shape, and Dg controls
the cluster orientation. This allows for imposition of several constraints on the covariance
matrix that have geometrical interpretation giving rise to a family of 14 models known as
Gaussian Parsimonious clustering models (GPCM; Celeux & Govaert, 1995).
The mclust package (Fraley & Raftery, 1998) for R (R Development Core Team, 2012)
implements ten of the 14 GPCM models (Fraley & Raftery, 1998). Bensmail et al. (1997)
used Gibbs sampling to carry out Bayesian inference for eight of the MCLUST models.
Bayesian regularization of some of the MCLUST models has been considered by Fraley & Raftery
(2007); after assigning a highly dispersed conjugate prior, they replaced the maximum like-
lihood estimator of the group membership obtained using the EM algorithm by a maximum
a posteriori probability (MAP) estimator. Note that MAP(zˆig) = 1 if maxg(zˆig) occurs in
component g and MAP (zˆig) = 0 otherwise. A modified BIC using the maximum a pos-
teriori probability was then used for model selection. However, here we implement twelve
of those 14 GPCM models using variational Bayes approximations; conjugate priors for the
remaining two models were not available.
2.2 Priors and Approximating Densities
As suggested by McGrory & Titterington (2007), the Dirichlet distribution was used as the
conjugate prior for the mixing proportion, such that
p(pi) = Dir(pi, α
(0)
1 , . . . , α
(0)
G )
and, conditional on the precision matrix Tg, independent normal distributions were used as
the conjugate priors for the means, such that
p(µ | T1, . . . ,TG) =
G∏
g=1
Np(µg;m
(0)
g , (β
(0)
g Tg)
−1),
where α
(0)
g ,m
(0)
g , and β
(0)
g are the hyper-parameters. Fraley & Raftery (2007) assigned priors
on the parameters for the covariance matrix and its components in a Bayesian regularization
application. However, we assign priors on the precision matrix with the hyperparameters
shown in Table 1. Note that it was not possible to put a suitable (i.e., determinant one)
prior on the matrix Ag for the models EVI and VVI nor on A for models VEV and VEI;
accordingly, we instead put a prior on cgA
−1
g or cA
−1, respectively, where cg or c is con-
stant. Using the expected value of cgA
−1
g or cA
−1, the expected value of A−1g or A
−1 was
determined to satisfy the constraint that their determinant is 1. Because Dg is the orthogo-
nal matrix of eigenvectors, the matrix von Mises-Fisher (or Langevin) distribution (Downs,
1972; Khatri & Mardia, 1977) is used as the prior for Dg.
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The von Mises-Fisher distribution is a probability distribution on a set of orthonormal
matrices that is widely used in orientation statistics and has recently been used in multi-
variate analysis and matrix decomposition methods (Hoff, 2009). The density of the von
Mises-Fisher distribution as defined by Downs (1972) is
p(D) = a(C) exp( tr{CD′}),
for D ∈ O(n, p), where O(n, p) is the Stiefel manifold of n × p matrices. The resulting
posterior distribution in this case is a matrix Bingham-von Mises-Fisher or matrix Langevin-
Bingham distribution (Khatri & Mardia, 1977). The density of a matrix Bingham-von Mises-
Fisher distribution is given by
p(D|A,B,C) ∝ exp( tr{C′D+BD′AD}),
where A and B are symmetric and diagonal matrices, respectively. Samples from the matrix
Bingham-von Mises-Fisher distribution can be obtained using the Gibbs sampling algorithm
implemented in the R package rstiefel (Hoff, 2012).
Table 1: Prior distributions for the parameters of the eigen-decomposed covariance structures.
Model Covariance Parameter Prior
EII λI λ−1 Gamma (a(0), b(0))
VII λgI λ
−1
g Gamma (a
(0)
g , b
(0)
g )
EEI λA kth diagonal element of (λA)−1 Gamma (a
(0)
k , b
(0)
k )
VEI λgA λ
−1
g Gamma (a
(0)
g , b
(0)
g )
kth diagonal elements of cA−1 Gamma (al
(0)
k , be
(0)
k )
EVI λAg λ
−1 Gamma (a(0), b(0))
kth diagonal elements of cgA
−1
g Gamma (al
(0)
gk , be
(0)
gk )
VVI λgAg λ
−1
g Gamma (a
(0)
g , b
(0)
g )
kth diagonal elements of cgA
−1
g Gamma (al
(0)
gk , be
(0)
gk )
EEE λDAD′ T = (λDAD′)−1 Wishart (v(0),Σ(0)−1)
VEE* λgDAD
′ λ−1g Gamma (a
(0)
g , b
(0)
g )
T = (DAD′)−1 Wishart (v(0),Σ(0))
EEV λDgAD
′
g kth diagonal elements of (λA)
−1 Gamma (a
(0)
k , b
(0)
k )
Dg matrix Von mises-Fisher (C
(0)
g )
VEV λgDgAD
′
g λ
−1
g Gamma (a
(0)
g , b
(0)
g )
kth diagonal element of cA−1 Gamma (al
(0)
k , be
(0)
k )
Dg matrix Von mises-Fisher (C
(0)
g )
EVV* λDgAgD
′
g λ
−1 Gamma (a(0), b(0))
Tg = (DgAgD
′
g)
−1 Wishart (v
(0)
g ,Σ
(0)
g )
VVV λgDgAgD
′
g Tg = (λgDgAgD
′
g)
−1 Wishart (v
(0)
g ,Σ
(0)−1
g )
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Note: The four models (the two marked by ∗, VVE and EVE) are not implemented within
the EM framework in the R package mclust (Fraley & Raftery, 1998). In our variational Bayes
framework, conjugate priors for two models (VVE and EVE) were not available.
The approximating densities that minimize the KL divergence are as follows. For the
mixing proportions, qpi(pi) = Dir(pi, α1, . . . , αG), where αg = α
(0)
g +
∑n
i=1 zˆig. For the mean,
qµ(µ | T1, . . . ,TG) =
G∏
g=1
Np(µg;mg, (βgTg)
−1),
where βg = β
(0)
g +
∑n
i=1 zˆig and
mg =
β
(0)
g m
(0)
g +
∑n
i=1 zˆigyi
βg
.
The probability that the ith observation belongs to a group g is then given by zˆig =
ϕig/
∑G
j=1 ϕij , where
ϕig =
exp
(
E[log ρg] +
1
2
E[log |Tg|]−
1
2
tr
{
E[Tg](yi − E[µg])(yi − E[µg])
′ + Ip
βg
})
∑G
g=1 ϕij
,
E[µg] = mg, E[log(ρg)] = Ψ(αˆg) − Ψ
(∑G
g=1 αˆg
)
, and Ψ(·) is the digamma function. The
values of E[Tg] and E[log |Tg|] vary depending on the model (see Appendix Table 9 for
details). The posterior distribution of the parameters λ−1g and Ag are well-known gamma
distributions and, therefore, the expected value of E[λ−1g ], E[log |λ
−1
g |], E[Ag], and E[log |Ag|]
have a closed form. The posterior distribution for DgAgD
′
g is Wishart with a closed form
solution for E[DgAgD
′
g] and E[log |DgAgD
′
g|]. The posterior distribution of the parameter
Dg is a matrix Bingham-von Mises-Fisher distribution (see Appendix for details) and, hence,
Monte Carlo integration was used to find the expected values of E[Tg] and E[log |Tg|].The
estimated model parameters maximize the lower bound of the marginal log-likelihood.
2.3 Convergence
The posterior log-likelihood of the observed data obtained using the posterior expected values
of the parameters is
log p(y1, . . . ,yn | θ˜) =
n∑
i=1
log
[
G∑
g=1
ρ˜g
|T˜g|
2π
d
2
× exp
{
1
2
(yi − µ˜g)
′T˜g(yi − µ˜g)
}]
,
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where ρ˜g = αj/
∑G
g=1 αg and µ˜g = mg. The expected precision matrix T˜g varies according
to the model. Convergence of the algorithm for these models is determined using a modified
Aitken acceleration criterion. The Aitken acceleration (Aitken, 1926) is given by
a(m) =
l(m+1)−lm
lm − l(m−1)
,
where l(m−1), lm, and l(m+1) are values of the posterior log-likelihoods at iterations m − 1,
m, and m+ 1, respectively. Convergence is achieved when l
(m+1)
∞ − l(m+1) < ǫ, where l
(m+1)
∞
is an asymptotic estimate of the log-likelihood (Bo¨hning et al., 1994) given by
l(m+1)
∞
= l(m) +
1
(1− a(m))
(l(m+1) − l(m−1)).
The VEV and EEV models utilize Gibbs sampling and Monte Carlo integration to find
both the expected value of the parameter Tg and the expectations of functions of Tg. As
the Gibbs sampling chain approaches the stationary posterior distribution, the posterior
likelihood oscillates around the maximum likelihood rather than increasing at every new
iteration. This would lead our modified Aitken’s acceleration criterion to fail to determine
convergence. Hence, our variational Bayes algorithm was modified to ensure that the log-
likelihood increases at every iteration. This modification is simple: if the parameter estimates
obtained using Gibbs sampling fail to increase the posterior log-likelihood, those estimates
are discarded and resampled using different random starts. Hence, the check for convergence
can be achieved using a modified Aitken’s acceleration criterion. However, due to the use of
the Monte Carlo approximation, the posterior likelihood at every iteration is not monotonic.
The maximum posterior likelihood (or a value very close to it) can be reached before the
difference between successive likelihoods is small enough to be detected by the modified
Aitken’s acceleration criterion. No further values will then be accepted if the maximum
posterior likelihood is reached or very few values will be accepted if the likelihood is close to
the maximum. In such scenarios, the algorithm will take an extremely long time to converge
sometimes even fail to converge. Hence, to reduce the computational burden, convergence
to maximum posterior likelihood was assumed if no values were accepted with 50 different
random starts for Gibbs sampling at an iteration.
2.4 Model Selection
Despite the benefits of simultaneously obtaining parameter estimates along with the number
of components, a model selection criterion is needed to determine the covariance structure.
For the selection of the model with the best fit, the deviance information criterion (DIC;
Spiegelhalter et al., 2002) is used as suggested by McGrory & Titterington (2007). The DIC
is given by
DIC = −2 log p(y | θ˜) + 2pD,
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where
2pD ≈ −2
∫
qθ(θ) log
{
qθ(θ)
p(θ)
}
dθ + 2 log
{
qΘ(θ˜)
p(θ˜)
}
and log p(y | θ˜) is the posterior log-likelihood of the data.
2.5 Performance Assessment
The adjusted Rand index (ARI; Hubert & Arabie, 1985) is used to assess the performance of
the classification techniques applied in Section 3. The Rand index (Rand, 1971) is based on
the pairwise agreement between the predicted and true classifications. The ARI corrects the
Rand index to account for agreement by chance: a value of ‘1’ indicates perfect agreement,
‘0’ indicates random classification, and negative values indicate a classification that is worse
than would be expected by guessing.
2.6 Model-Based Classification
Model-based classification (cf. McLachlan, 1982), a semi-supervised alternative to model-
based clustering, has been garnering increased attention of late (Dean et al., 2006; McNicholas,
2010; Andrews et al., 2011; Andrews & McNicholas, 2011b; Browne et al., 2012). Some re-
cent work (Dean et al. (2006) and McNicholas (2010)) demonstrated that model-based clas-
sification can give excellent performance in real applications. Model-based classification is
best explained through likelihoods.
In the model-based clustering framework, where the group membership of all the obser-
vations are taken to be unknown, the likelihood is given by
L(ϑ | y1, . . . ,yn) =
n∏
i=1
G∑
g=1
ρgφ(yi | µg,Σg).
In the model-based classification framework, suppose that there are k observations with
known group memberships. Without loss of generality, order the data so that the first k
observations have known group memberships. Then, the likelihood is
L(ϑ | y1, . . . ,yn) =
k∏
i=1
G∏
g=1
[ρgφ(yi | µg,Σg)]
zig ×
n∏
j=k+1
G∑
h=1
ρhφ(yj | µh,Σh).
Parameter estimation under model-based classification is obtained by jointly modelling data
with known and unknown group memberships. These parameters are then used to estimate
the unknown group memberships.
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3 Results
3.1 Simulation Study 1
Our variational Bayes algorithm was run on a simulated two-dimensional Gaussian data set
with three components and known mean and covariance structures Σg = λgI (VII, see Table
3). We ran multiple simulations, with different random starts, and we set the maximum
number of components to ten each time.
−10 −5 0 5 10
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10
−
5
0
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x 2
−10 −5 0 5 10
−
10
−
5
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x 2
Figure 1: The three component simulated data (left) along with the classification given by
best EII model selected using DIC(right).
The model with the minimum DIC was the VII model, which gave perfect classifications
for all 10 random starts. Note that the models with geometrically similar covariance struc-
tures, such as VEI (λgA) and VVI (λgAg), also give perfect classifications at every random
start. However, their DIC is slightly higher than the true model VII (cf. Table 2).
The algorithm was also compared to the widely used EM-framework within the mclust
package in R (cf. Table 2). Note that the VEE and EVV models are not implemented within
the EM-framework in mclust. The EM approach in conjunction with the BIC also chose the
VII model with perfect classification, but all other models also gave a perfect classification.
Using the posterior log-likelihood from variational Bayes algorithm, the BIC for each model
was also calculated for comparison using the mclust package in R. The best model selected
by the BIC was again VII, which also had the highest BIC. Hence, model selection using the
DIC and BIC seem to be in agreement with one another for these data.
Also, it should be noted that the VEV and EEV models had a larger range of DIC,
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Table 2: Summary of the variational Bayes analysis of the two-dimensional simulated data
using 10 different random starts and and mclust analysis using hclass starting values.
Model Variational Bayes mclust
Range of DIC G(ARI) max. ARI BIC G(ARI)
EII 2667.063–2694.071 5(0.69) 1 -2771.197 3(1)
VII∗ 2608.909– 2608.909 3(1) 1 -2656.302 3(1)
EEI 2671.156–3431.661 5(0.69) 1 -2816.169 3(1)
VEI 2610.728–2610.728 3(1) 1 -2703.927 3(1)
EVI 2692.363–3405.379 4(0.99) 1 -2766.508 3(1)
VVI 2615.471–2615.471 3(1) 1 -2695.575 3(1)
EEE 2690.559–2691.912 3(1) 1 -2797.31 3(1)
VEE 2612.663–2612.663 3(1) 1 NA NA
EEV 2685.597–2798.992 4(0.87) 1 -2904.788 3(1)
VEV 2600.353–3494.347 3(1) 1 -2914.068 3(1)
EVV 2614.778–2617.280 4(0.92) 1 NA NA
VVV 2613.617–2613.617 3(1) 1 -2747.571 3(1)
∗True model.
indicating more sensitivity to starting values. Estimation for the VEV and EEV models
utilizes Gibbs sampling. The estimated parameters of model VII, µg, and λg were very close
to the true parameters (cf. Table 3).
Table 3: Estimated parameters along with true parameters of the two-dimensional simulated
data for one run.
n µg µˆg λg λˆg
100 (-2,2) ( -2.11, 2.03) 0.5 0.52
150 (8,0) ( 8.11,-0.02) 1.2 1.31
75 (-7,-7) (-7.17,-7.11) 2.5 2.10
As seen in Figure 1, the data are clearly spherical with unequal covariances. Hence,
forcing an incorrect covariance structure might result in misrepresentation of cluster mem-
bership. For example, let us consider results for our simulated data. If forced to have
covariance structure EII, which imposes clearly inappropriate spherical clusters, the result
is over-estimation of the number of components. Figure 1 depicts results for the EII model
with the minimum DIC from the 10 runs. Note that even though the maximum ARI ob-
tained from 10 runs is 1, the model with minimum DIC has five components and an ARI of
0.69. Hence, it can be argued that despite the true model being VII with three components,
in so far as the EII model is concerned the best model actually has five components. Also,
it should be noted that the best classification, as chosen by the DIC, for all models with
varying volume, i.e., λg, always gave a perfect classification (Table 2).
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3.2 Simulation Study 2
We ran another simulation study with three component, three dimensional Gaussian distri-
butions with known mean and covariance structure Σg = Σ = λDAD
′. Again, ten different
runs with different random starts were used and the maximum number of components was
set to ten. The best model selected by the DIC was the true model (EEE), which consis-
tently gave perfect classification. Again, the range of the DIC for the EEV and VEV was
also comparatively large (Table 4).
Table 4: Summary of variational Bayes analysis of the three-dimensional simulated data
using 10 different random starts and mclust analysis using hclass starting values.
Model Variational Bayes mclust
Range of DIC G(ARI) max. ARI BIC G(ARI)
EII 3212.374–3315.574 8(0.60) 0.95 -3349.019 8 (0.56)
VII 3218.001–3249.194 8(0.54) 0.73 -3379.786 8(0.47)
EEI 3189.586–3251.990 7(0.64) 0.87 -3320.393 8(0.58)
VEI 3211.733–3225.936 6(0.63) 0.71 -3347.572 4(0.77)
EVI 3228.900–3283.098 6(0.65) 0.96 -3401.726 3(1)
VVI 3264.784–3566.454 5(0.70) 0.98 -3400.097 3(1)
EEE∗ 3146.962–3146.962 3(1) 1 -3211.357 3(1)
VEE 3148.806–3154.764 4(0.94) 1 NA NA
EEV 3203.836–3855.437 4(0.62) 1 -3533.506 3(1)
VEV 3189.757–3225.281 5(0.82) 1 -3368.527 3(1)
EVV 3159.890–3165.685 4(0.93) 1 NA NA
VVV 3157.890 3167.064 4(0.93) 1 -3274.09 3(1)
∗True model.
In terms of the best model overall, the BIC and DIC were in agreement with one another.
The estimated parameters for the EEE model were very close to the true parameters; the
values for µg and µˆg and for Σ and Σˆ using one random start are given in Table 5.
Table 5: Estimated and true parameters for the EEE model of the three-dimensional simu-
lated data.
n µg µˆg
150 (-2,-2,-2) ( -2.08, -1.96, -1.84)
100 (4,0,0) ( 3.95,-0.08, -0.06)
75 (-5,0,2) (-5.04, -0.03, 1.81)
Σ =

0.50 0.35 0.250.35 1.00 0.45
0.25 0.45 1.20

 , Σˆ =

0.48 0.28 0.250.28 0.97 0.44
0.25 0.44 1.14

 .
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3.3 Clustering of Leptograpsus Crabs Data
The Leptograpsus crab data set, publicly available in the package MASS for R, consists of
biological measurements on 100 crabs from two different species (orange and blue) with 50
males and 50 females of each species. The biological measurements (in millimeters) include
frontal lobe size, rear width, carapace length, carapace width, and body depth. Although
this data set has been analyzed quite often in the literature, using several different clustering
approaches, the correlation among the variables makes it difficult to cluster (Figure 2). Due
to this known issue with the data set, we introduced an initial step of processing using prin-
cipal component analysis. Principal component analysis used orthogonal transformation to
convert these correlated variables into linearly uncorrelated principal components (Figure 3).
Finally, the variational Bayes algorithm was run on these uncorrelated principal components
with a maximum of G = 6 components.
FL
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Figure 2: Scatter plot matrix showing the relationships among the variables of Leptograpsus
crab data.
The VVV model was selected by the DIC criterion (DIC = 2594.893) and an adjusted
Rand index of 0.44 relative to the partition given by species (Table 6). Note that this
classification output (Table 7) leads to the blue crabs having membership in clusters 1, 2,
and 4, with clusters 3 and 5 containing orange crabs only. Cluster 6, however, contains only
6 observations — 3 blue and 3 orange — which could potentially be a group of outliers.
The VVV model seems to create sub-clusters, consequently resulting in a spike in the log-
likelihood and thereby lowering the DIC. However, such clusters within a cluster might be
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Figure 3: Scatter plot matrix showing the relationships among the uncorrelated principal
components.
Table 6: Summary of the variational Bayes analysis of the principal components of the
Leptograpsus crab data using 10 different random starts; the ARI was computed using
species.
ARI Values
Model range DIC min DIC mclust
EII 4196.889–4220.479 0.016 0.006
VII 4110.647–4903.835 0.19 0.02
EEI 2724.222–2885.731 0.33 0.24
VEI 2624.506–2744.128 0.33 0.23
EVI 2606.964–2624.034 0.22 0.25
VVI 2967.315–2968.406 0.24 0.16
EEE 2703.988–2960.721 0.34 0.18
VEE 2716.454–2849.483 0.38 NA
EEV 2698.490–2826.421 0.23 0.36
VEV 2690.440–2792.741 0.32 0.36
EVV 2791.910–2813.595 1 NA
VVV 2594.893–2760.433 0.44 0.005
equally informative as they could explain some other unknown variations within a given
cluster.
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Table 7: Classification of the principal components of the Leptograpsus crabs data using the
VVV and EVV models.
VVV EVV
1 2 3 4 5 6 1 2
Blue 38 51 0 8 0 3 0 100
Orange 0 0 50 0 47 3 100 0
On the other hand, the EVV model had a perfect classification but a higher DIC (DIC
= 2791.910). It should be noted that it is not necessarily true that choosing the model
with the minimum DIC leads to the model with the best classification. The crabs could be
classified based on species (blue and orange) only, or sex only, or by both sex and species.
Also, note that the authors suspect that a model selection criterion such as the DIC might
be more appropriate for choosing the best model among models with the same covariance
structure rather than between covariance structures.
3.4 Classification of Olive Oil Data
The olive oil data set, originally reported by Forina & Tiscornia (1982); Forina et al. (1983),
consists of the percentage composition of eight fatty acids obtained through lipid fraction-
ation of 572 olive oils from nine different regions in Italy: North Apulia, Calabria, South
Apulia, Sicily, Inland Sardinia, East Linguria, West Linguria, and Umbria. These data are
publicly available in the R package pgmm (McNicholas et al., 2011) and have been previously
used for classification and clustering examples; they are known to be a very challenging
data set for clustering (Cook & Swayne, 2007). We take a model-based classification ap-
proach, assuming that 50% of the data have known classifications and the remaining 50%
are unknown. Our algorithm was run with 10 randomly selected 50/50 partitions of the
data.
The best model chosen by the DIC was VVV, with a DIC of 3755.207–3934.210 and ARI
values in the range 0.91–0.95 (Table 8). The model EVV also has a very close DIC at every
run, ranging from 3757.207–3936.210 with an ARI of 0.91–0.95. Precisely how to handle
close DIC values, or indeed close BIC values, remains problematic. For these data, the best
classification results were given by the VEV model with an ARI of 0.96 but a much higher
DIC.
The classification performance using the variational Bayes algorithm was compared with
mclust discriminant analysis available in the mclust package in R. MCLUST discriminant
analysis (mclustDA) is a classification technique that performs parameter estimation using
a training set of observations with known group memberships and predicts the group mem-
bership of the test set using the posterior MAP classifications. Applying mclustDA to these
data resulted in an ARI ranging from 0.19–0.68 over all 10 runs.
This data set has also been analyzed using latent Gaussian mixture models in a classifi-
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Table 8: Summary of the variational Bayes analysis of the olive oil data using 10 different
random starts.
ARI Ranges
Model range DIC min. DIC mclustDA
EII 8865.603–9030.999 0.84 (0.84–0.90) 0.78–0.92
VII 8437.173–8484.987 0.87(0.87–0.91) 0.86–0.92
EEI 8382.770–8503.314 0.87(0.85–0.91) 0.74–0.91
VEI 7965.48–8024.94 0.78(0.84–0.93) 0.84–0.97
EVI 7502.372–7672.412 0.86(0.84–0.91) 0.88–0.96
VVI 6521.262–6663.063 0.87(0.87–0.93) 0.88–0.96
EEE 5846.456–5922.331 0.89(0.89–0.92) 0.56–0.78
VEE 5508.114–5623.301 0.87(0.86–0.91) NA
EEV 10132.15–10270.94 0.85(0.85–0.98) 0.58–0.79
VEV 9052.345–9422.970 0.96(0.88–0.98) 0.29–0.71
EVV 3757.207–3936.210 0.95(0.91–0.95) NA
VVV 3755.207–3934.210 0.95(0.91–0.95) 0.79–0.89
cation framework (McNicholas, 2010). These models also outperformed mclustDA on these
data. The percentage of misclassification for all 10 runs using our variational Bayes algorithm
ranged from 3.15–7.69, which is comparable to the performance reported by McNicholas
(2010). Comparing our approach with a MCLUST model-based classification approach would
be interesting, but there is no model-based classification facility built into mclust.
4 Conclusion
The performance of the variational Bayes approach seems comparable to the EM approach for
model-based clustering. The parameters estimated using variational Bayes approximations
were very close to the true parameters and perfect classification was obtained using the true
model. Variational Bayes was also applied to two of the GPCMs not included within mclust.
Despite the advantage of the variational Bayes approach for simultaneously obtaining the
number of components and the parameter estimation, a model selection criterion needs to
be utilized while selecting the covariance structure. We used the DIC for the selection
of the covariance structure and, as can be seen from the simulation studies, the correct
structure can be selected using the DIC in conjunction with the variational Bayes approach.
That said, it may well be the case that another criterion is more suitable for selecting the
member of a family of models (i.e., the covariance structure). The variational Bayes approach
seems less sensitive to starting values than the EM algorithm, the models that utilize the
Gibbs sampling technique being the exception. However, we note that starting values play a
different role for variational Bayes than for the EM algorithm; because the former gradually
reduces G as the algorithm iterates, the ‘starting values’ for all but the initial G are not the
15
values used to start the algorithm.
In summary, we have explored an alternative Bayesian approach to the most widely used
family of Gaussian mixture models: MCLUST. The use of variational Bayes in conjunction
with the DIC for a family of mixture models is a novel idea and lends itself nicely to further
research. It also provides the flexibility to model complex structures, for example the EVV
and VEE models that are not implemented in mclust. Moreover, the DIC provides an
alternative model selection criterion to the traditional BIC. This paper also explores several
issues with the cluster structure and provides promising avenues for further research.
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Table 9: Posterior distributions for the parameters of the eigen-decomposed covariance matrix.
Model Posterior Distributions Parameters
EII Gamma (a, b) a = a(0) +
∑G
g=1
∑n
i=1 zˆig × d
b = b(0) +
∑G
g=1(
∑n
i=1 zˆigy
′
iyi + β
(0)
g m
(0)T
g m
(0) − βgm
′
gm)
VII Gamma (ag, bg) ag = a
(0)
g +
∑n
i=1 zˆig × d
bg = b
(0)
g +
∑n
i=1 zˆigy
′
iyi + β
(0)
g m
(0)T
g m
(0) − βgm
′
gm
EEI Gamma (ak, bk) ak = a
(0)
k +
∑G
g=1
∑n
i=1 zˆig
bk = b
(0)
k +
∑G
g=1
∑n
i=1(zˆigy
2
ik + β
(0)
g m
(0)2
gk − βgm
2
gk)
VEI Gamma (ag, bg) ag = a
(0)
g +
∑n
i=1 zˆig × d
bg = b
(0)
g +
∑n
i=1 zˆigy
′
iyi + β
(0)
g m
(0)T
g m
(0) − βgm
′
gm
Gamma (al, be) alk = al
(0)
k +
∑G
g=1
∑n
i=1 zˆig
bek = be
(0)
k +
∑G
g=1
∑n
i=1(zˆigy
2
ik + β
(0)
g m
(0)2
gk − βgm
2
gk)
EVI Gamma (a, b) a = a(0) +
∑G
g=1
∑n
i=1 zˆig × d
b = b(0) +
∑G
g=1
∑n
i=1 zˆigy
′
iyi + β
(0)
g m
(0)T
g m
(0) − βgm
′
gm
Gamma (algk, begk) algk = al
(0)
gk +
∑n
i=1 zˆig
begk = be
(0)
gk +
∑n
i=1 zˆigy
2
ik + β
(0)
g m
(0)2
gk − βgm
2
gk
VVI Gamma (ag, bg) ag = a
(0)
g +
∑n
i=1 zˆig × d
bg = b
(0)
g +
∑n
i=1 zˆigy
′
iyi + β
(0)
g m
(0)T
g m
(0) − βgm
′
gm
Gamma (algk, begk) algk = al
(0)
gk +
∑n
i=1 zˆig
begk = be
(0)
gk +
∑n
i=1 zˆigy
2
ik + β
(0)
g m
(0)2
gk − βgm
2
gk
EEE Wishart (v,Σ−1) v = v(0) +
∑G
g=1
∑n
i=1 zˆig
Σ−1 = Σ(0)−1 +
∑G
g=1(
∑n
i=1 zˆigy
′
iyi + β
(0)
g m
(0)T
g m
(0) −
βgm
′
gm)
VEE Gamma (ag, bg) ag = a
(0)
g +
∑n
i=1 zˆig × d
bg = b
(0)
g +
∑n
i=1 zˆigy
′
iyi + β
(0)
g m
(0)T
g m
(0) − βgm
′
gm
Wishart (v,Σ) v = v(0) +
∑G
g=1
∑n
i=1 zˆig
Σ = Σ(0) +
∑G
g=1(
∑n
i=1 zˆigy
′
iyi + β
(0)
g m
(0)T
g m
(0) − βgm
′
gm)
EEV Gamma (ak, bk) ak = a
(0)
k +
∑G
g=1
∑n
i=1 zˆig × d
bk = b
(0)
k +
∑G
g=1(
∑n
i=1 zˆigy
2
ik + β
(0)
g m
2
gk − βgm
2
gk)
matrix Bingham-von See mathematical details for the EEV model below.
Mises-Fisher (P,Qg, R)
VEV Gamma (ag, bg) ag = a
(0)
g +
∑n
i=1 zˆig × d
bg = b
(0)
g +
∑n
i=1 zˆigy
′
iyi + β
(0)
g m
(0)T
g m
(0) − βgm
′
gm
Gamma (alk, bek) alk = al
(0)
k +
∑G
g=1
∑n
i=1 zˆig
bek = be
(0)
k +
∑G
g=1(
∑n
i=1 zˆigy
2
ik + β
(0)
g m
(0)2
gk − βgm
2
gk)
Continued on next page...
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Model Posterior Distributions Parameters
matrix Bingham-von Mises-
Fisher (Pg, Qg, R)
See posterior for Dg in the VEV Model below.
EVV Gamma (a, b) a = a(0) +
∑G
g=1
∑n
i=1 zˆig × d
b = b(0) +
∑G
g=1(
∑n
i=1 zˆigy
′
iyi + β
(0)
g m
(0)T
g m
(0) − βgm
′
gm)
Wishart (vg,Σ
−1
g ) vg = v
(0)
g +
∑n
i=1 zˆig
Σ−1g = Σ
(0)−1
g +
∑n
i=1 zˆigyiy
′
i + β
(0)
g m
(0)
g m
(0)T
g − βgmgm
′
g
VVV Wishart (vg,Σ
−1
g ) vg = v
(0)
g +
∑n
i=1 zˆig
Σ−1g = Σ
(0)−1
g +
∑n
i=1 zˆigyiy
′
i + β
(0)
g m
(0)
g m
(0)T
g − βgmgm
′
g
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Table 10: Posterior expected value of the parameters of the eigen-decomposed covariance matrix
Model Parameters Expected Values
EII λI E[(λ)−1] = a
b
E[log |(λ)−1|] = Ψ(12a)− log(
b
2 )
VII λgI E[(λg)
−1] =
ag
bg
E[log |(λg)
−1|] = Ψ(12ag)− log(
bg
2 )
EEI λA E[(λA)−1k,k] =
ak
bk
E[log |(λA)−1k,k|] = Ψ(
1
2ak)− log(
bk
2 )
VEI λgA E[λ
−1
g ] =
ag
bg
E[log |λ−1g |] = Ψ(
1
2ag)− log(
bg
2 )
E[(cA−1)k,k] =
alk
bek
E[log |(cA−1)k,k|] = Ψ(
1
2alk)− log(
bek
2 )
EVI λAg E[λ
−1] = a
b
E[log |λ−1|] = Ψ(12a)− log(
b
2 )
E[(cgA
−1
g )k,k] =
agk
bgk
E[log |(cgA
−1
g )k,k|] = Ψ(
1
2agk)− log(
bgk
2 )
VVI λgAg E[λ
−1
g ] =
ag
bg
E[log |λ−1g |] = Ψ(
1
2ag)− log(
bg
2 )
E[(cgA
−1
g )k,k] =
agk
bgk
E[log |(cgA
−1
g )k,k|] = Ψ(
1
2agk)− log(
bgk
2 )
EEE λDAD′ E[(λDAD′)−1] = vΣ−1
E[log |(λDAD′)−1|] =
∑d
k=1Ψ(
v+1−k
2 ) + d log(2) − log |Σ|
VEE λgDAD
′
E[λ−1g ] =
ag
bg
E[log |λ−1g |] = Ψ(
1
2ag)− log(
bg
2 )
E[(DAD′)−1] = vΣ−1
E[log |(DAD′)−1|] =
∑d
k=1Ψ(
v+1−k
2 ) + d log(2) − log |Σ|
EEV λDgAD
′
g E[(λA)k,k] =
ak
bk
E[log |(λA)k,k|] = Ψ(
1
2ak)− log(
bk
2 )
E[(λDgAD
′
g)
−1|(λA)−1]= Monte Carlo integration
VEV λgDgAD
′
g E[λ
−1
g ] =
ag
bg
E[log |λ−1g |] = Ψ(
1
2ag)− log(
bg
2 )
E[(cA−1)k,k] =
alk
bek
E[log |(A−1)k,k|] = Ψ(
1
2alk)− log(
bek
2 )
E[(λ−1g DgAD
′
g)
−1|(λgA)
−1]= Monte Carlo integration
EVV λDgAgD
′
g E[λ] =
a
b
E[log λ] = Ψ(12a−) log(
b
2 )
E[(DgAgD
′
g)
−1] = vΣ−1g
E[log |(DgAgD
′
g)
−1|] =
∑d
k=1Ψ(
vg+1−k
2 ) + d log(2)− log |Σg|
Continued on next page...
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Model Parameters Expected Values
VVV λgDgAgD
′
g E[(DgAgD
′
g)
−1] = vΣ−1g
E[log |(DgAgD′g)
−1|] =
∑d
k=1Ψ(
vg+1−k
2 ) + d log(2)− log |Σg|
Mathematical Details for the EEV Model:
The mixing proportions were assigned a Dirichlet prior distribution, such that
qpi(pi) = Dir(pi, α
(0)
1 , . . . , α
(0)
G ).
For the mean, a Gaussian distribution conditional on the covariance matrix was used, such
that
qµ(µ | λ,A,D1, . . . ,DG) =
G∏
g=1
Np(µg;m
(0)
g , (β
(0)−1
g λDgAD
′
g)).
For the parameters of the covariance matrix, the following priors were used: the kth diagonal
elements of (λA)−1 were assigned a Gamma (a
(0)
k , b
(0)
k ) distribution and Dg was assigned a
matrix von Mises-Fisher (C
(0)
g ) distribution. By setting τ = (λA)−1, its prior can be written
as
pτ (τ) ∝
K∏
k=1
τ
a
(0)
k
2
−1
k exp
{
−
b
(0)
k
2
τk
}
.
The matrix D has a density as defined by Downs (1972):
pD(D) =
G∏
g=1
a(C(0)g ) exp tr(C
(0)
g D
′
g),
for Dg ∈ O(n, p), where O(n, p) is the Stiefel manifold of n× p matrices.
The joint distribution of µ, λ,A, and D becomes
p(µ, τ,D) ∝
G∏
g=1
|β(0)g τ |
1
2 exp
{
−(µg −m
(0)
g )β
(0)
g D′gτDg(µg −m
(0)
g )′
2
}
× exp
{
tr(C(0)g D
′
g)
} K∏
k=1
τ
a
(0)
k
2
−1
k exp
{
−
b
(0)
k
2
τk
}
.
The likelihood of the data can be written as
L(µ, τ,D | y1, . . . ,yn) ∝ |τ |
∑n
i=1 zig
2 exp
{
−
∑n
i=1 zig(y− µg)D
′
gτDg(y − µg)
′
2
}
.
Therefore, the joint posterior distribution of µ, λ,A, and D is
p(µ, τ,D | y1, . . . ,yn) ∝ p(µ, τ,D)× L(µ, τ,D | y1, . . . ,yn).
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Thus, the posterior distribution of mean becomes
qµ(µ | τ,D1, . . . ,DG) =
G∏
g=1
Np(µg;mg, (βgD
′
gτDg)
−1),
where βg = β
(0)
g +
∑n
i=1 zˆig and
mg =
β
(0)
g m
(0)
g +
∑n
i=1 zˆigyi
βg
.
The posterior distribution for the kth diagonal element of τ = (λA)−1 becomes
qτ (τk) = Gamma(ak, bk)
where
ak = a
(0)
k +
G∑
g=1
n∑
i=1
zˆig × d
and
bk = b
(0)
k +
G∑
g=1
(
n∑
i=1
zˆigy
2
ik + β
(0)
g m
2
gk − βgm
2
gk).
We have
q(Dg|y;µg, τ) ∝ exp
{
tr
(
−(µg −m
(0)
g )β
(0)
g D′gτDg(µg −m
(0)
g )′
2
)}
× exp
{
tr
(
−
∑n
i=1 zig(y − µg)D
′
gτDg(y − µg)
′
2
+C(0)g D
′
g
)}
,
which has the functional form of a matrix Bingham-von Mises-Fisher distribution, i.e., the
form
exp
{
tr(QgDgPD
′
g +RgD
′
g)
}
,
where
Qg = −(
n∑
i=1
zig(y − µg)(y − µg)
′ + (µg −m
(0)
g )β
(0)
g (µg −m
(0)
g )
′),
P = τ, and Rg = C
(0)
g .
Posterior for Dg in the VEV Model:
Similarly, the posterior distribution of Dg for the VEV model has the form
q(Dg|y;µg, τg) ∝ exp
{
tr
(
−(µg −m
(0)
g )β
(0)
g D′gτgDg(µg −m
(0)
g )′
2
)}
× exp
{
tr
(
−
∑n
i=1 zig(y − µg)D
′
gτgDg(y − µg)
′
2
+C(0)g D
′
g
)}
,
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which has the functional form of a matrix Bingham-von Mises-Fisher distribution, i.e., the
form
exp
{
tr(QgDgPgD
′
g +RgD
′
g)
}
where
Qg = −(
n∑
i=1
zig(y − µg)(y − µg)
′ + (µg −m
(0)
g )β
(0)
g (µg −m
(0)
g )
′),
Pg = τg and Rg = C
(0)
g .
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