In this paper, we consider the nonparametric estimation of a varying coefficient fixed effect panel data model. The estimator is based in a within (un-smoothed) transformation of the regression model and then a local linear regression is applied to estimate the unknown varying coefficient functions. It turns out that the standard use of this technique produces a non-negligible asymptotic bias. In order to avoid it, a high dimensional kernel weight is introduced in the estimation procedure. As a consequence, the asymptotic bias is removed but the variance is enlarged, and therefore the estimator shows a very slow rate of convergence. In order to achieve the optimal rate, we propose a one-step backfitting algorithm. The resulting two-step estimator is shown to be asymptotically normal and its rate of convergence is optimal within its class of smoothness functions. It is also oracle efficient. Further, this estimator is compared both theoretically and by Monte-Carlo simulation against other estimators that are based in a within (smoothed) transformation of the regression model. More precisely the profile least-squares estimator proposed in this context in Sun et al. (2009) . It turns out that the smoothness in the transformation enlarges the bias and it makes the estimator more difficult to analyze from the statistical point of view. However, the first step estimator, as expected, shows a bad performance when compared against both the two step backfitting algorithm and the profile least-squares estimator.
Introduction
This paper is concerned with the nonparametric estimation and inference of panel data varying coefficient models with fixed effects. In fact, in the random effect setting, direct estimation through the use of standard nonparametric techniques is straightforward and there is only need to care about efficiency issues (see for example [14] or [6] ). However, in the fixed effect framework, direct estimation of the functions of interest produces asymptotically biased estimators. This is due to the correlation that exists between the heterogeneity term and the explanatory variables. Traditionally, standard techniques in fixed effect panel data models consist in removing the heterogeneity term by transforming the statistical model of departure. Following Su and Ullah [17] there exist, at least, two different alternative transformations. On one side, the so-called profile least-squares method and, on the other side, the differencing method. Taking first differences, subtracting the equation from time t from that for time 1 or alternatively subtracting the within-group average are all them examples that can be considered differencing techniques. In standard parametric fixed effect panel data models (see [19] ) the choice among differencing techniques is related to efficiency issues. For example, if the idiosyncratic errors follow the structure of a random walk, first differences are recommended, however in much general situations such as an i.i.d. or a strictly stationary context the within (fixed effects) estimator is recommended.
In this paper we present an estimation procedure that uses a (un-smoothed) mean deviation transformation of the varying coefficient fixed effect panel data model. Since the transformed model appears as an additive function with the same functional form at different times, the proposals to estimate this type of models are closely related to estimation techniques originally designed for additive models (see [5, 9] or [16] ). As an alternative, we propose to apply a local approximation on the T additive functions that result from the mean deviation transformation where we denote by T the number of time observations per individual. In this context, the local linear regression estimator exhibits a non-negligible bias in the estimation of the additive components. This is because these techniques approximate the unknown function around a fixed value without considering the sum of the distances between this fixed term and the other values of the sample. This phenomena was already pointed out in [12, 8] but unfortunately they did not provide a solution to this problem. In this context, our proposal is to consider a local approximation around the whole vector of time observations for each individual. Unfortunately, although the introduction of the T -variate kernel solves the bias problem, it enlarges the variance. For large T , this can create very slow rates of convergence of our estimator. As a solution, we propose to use a one-step backfitting algorithm. The idea, as already pointed out in [4] , is that additional smoothing cannot reduce the bias but it can diminish the variance. Therefore, the additional smoothing that is introduced by the backfitting enables us to achieve optimal nonparametric rates of convergence for the estimators of the unknown functions of interest. The same type of results can be found in [13] for the first differences setting.
The reason to choose the within transformation among others is twofold. First, considering efficiency issues, the resulting estimator will be more efficient than those resulting from other transformations when assuming standard assumptions such as i.i.d. or stationary idiosyncratic errors. Second, note that this transformation consists in removing the fixed effect term by deducting a (un-smoothed) cross-time average from each individual unit. On the contrary, in profile least-squares techniques the heterogeneity term is removed by deducting a smoothed cross-time average. Therefore, since they are rather similar, it can be also of great interest to compare the statistical properties of both estimators, i.e. the one obtained in this paper using the within transformation and the profile least-squares estimator proposed in [18] . Hence, the main interest of the paper is that, to our knowledge, in the framework of fixed effects varying coefficient panel data models this is the first paper where estimators that result from deducting un-smoothed and smoothed cross-time averages from each individual units are compared both from theoretical and simulation results. Furthermore, a nonparametric fixed effect estimator of the varying coefficient model is proposed, its asymptotic properties are obtained and it is also shown that it also exhibits the oracle efficiency property.
The rest of the paper is organized as follows. In Section 2 we set up the model and the estimation procedure. We also provide some comparisons with respect to profile least-squares estimators in very simple situations. In Section 3 we study the main statistical properties of both direct local linear estimator and one-step backfitting estimator for the multivariate case. We also compare both local linear and backfitting estimators against the one proposed in [18] . Finally, in Section 4 we compare empirically the performance in small sample sizes of the same estimators through a Monte Carlo simulation. The proofs of the main results are collected in the Appendix.
Statistical model and estimation procedure
We consider the following panel data varying coefficient regression model with fixed effects
. . , N; t = 1, . . . , T , (2.1) where X it and Z it are vectors of covariates of dimension d × 1 and q × 1, respectively, m(Z ) = (m 1 (Z), . . . , m d (Z)) is a d × 1 vector of unknown functions to estimate, v it is the random error term and µ i reflects the unknown cross-sectional heterogeneity. Also, we allow for µ i to be correlated with Z it and/or X it with an unknown correlation structure.
To illustrate the estimation procedure proposed in this paper and to compare it against the profile least-squares estimator proposed in [18] we first focus on the univariate regression model and later we extend the results to the multivariate case.
Consider the linear panel data model, where the dimensions of X and Z are respectively d = 1 and q = 1, 
Instead of taking averages over time for each individual, consider the following corresponding local (smoothed) averages,
g is a bandwidth and K is a kernel function such as
Since
 T s=1 ϖ is (z) µ i = µ i , for all i, then, applying the same transformation as for the within estimator we obtain,
Estimation of the quantities of interest can be implemented in (2.5) by considering, for any z ∈ A, where A is a compact subset in a non-empty interior of R, the following Taylor expansion
This suggests that we estimate m(z), m
for λ = 1, . . . , p, with kernel weights. Then, the quantities of interest can be estimated using a locally weighted linear regression,
see [3, 15] or [21] .
Let  α 0 and  α 1 be the minimizers of (2.6). The above exposition suggests as estimators for m(z) and m
. Then, the criterion function (2.6) can be rewritten as
and  α 0 and  α 1 have the following expression
This estimator is the profile least-squares estimator proposed in [18] . In fact, it turns out that the corresponding local constant regression estimator (consider α 1 = 0 in (2.6)) is 9) which corresponds to the estimator proposed in [8] .
Following the previous developments, our idea consists in estimating the quantities of interest starting from (2.3) by considering, for any z ∈ A, where A is a compact subset in a non-empty interior of R, the following Taylor expansion
. . , p, with kernel weights. Then, the quantities of interest can be estimated using a locally weighted linear regression,
where, h is the bandwidth and
Let  β 0 and  β 1 be the minimizers of (2.11). The above exposition suggests as estimators for m(z) and m
Then, the criterion function (2.11) can be rewritten as 12) and  β 0 and  β 1 have the following expression
For the sake of comparison, it is also easy to show the form of the local constant estimator as
(2.14)
The local constant estimators of m(z) obtained alternatively in (2.9) and (2.14) exhibit two main differences, first, the dimension of the kernel weights. In the profile least-squares case, the dimension of the kernel is univariate whereas in the fixed effects context the dimension is T . This might affect the variance of the fixed effects estimator. Second, the smoothed weights introduced in the profile least-squares estimator do not appear in the fixed effect estimator. This might affect the bias of the former estimator. Note that in (2.11) or (2.12) it would have been usual to introduce a kernel function around Z it . By doing so, the distance between z and any of the terms Z i1 , . . . , 
where the composed error term is of the form
The quantities of interest can be obtained by minimizing the following criterion function 18) where  h is the bandwidth of this stage. We denote by  γ 0 and  γ 1 the minimizers of (2.18). As previously, we propose as estimators for m(·) and m 19) where
Finally, for the sake of comparison the local constant version of the backfitting estimator will be
Taking into account thatŸ
(2.21)
Asymptotic properties
In this section we extend the above results for the case (d > 1, q > 1). Furthermore, we give the asymptotic expressions for the bias and the variance and we calculate the asymptotic distribution of the local linear regression estimator. Finally, we compare theoretically the results obtained in [18] for the profile least-squares estimator against our estimators.
Local linear estimator
Let us consider (2.12) in its multivariate version,
where in this case β =  β
Let H be a q × q symmetric positive definite bandwidth matrix, K is the product of q-variate kernels such that for each u it holds
Let us denote by  β the minimizer of (3.1) and assuming  Z ⊤ W  Z is nonsingular, the solution can be written as 
respectively. In particular, the local weighted linear least-squares estimator of m(z) is defined as
where
Once the estimator in its closed form is defined, let us consider the assumptions required to obtain its asymptotic properties. Consider the data generating process defined in (2.2). Furthermore, we assume the following.
..,N; t=1,...,T be a set of independent and identically distributed R 1+d+q -random variables in the subscript i for each fixed t and strictly stationary over t for fixed i. Assumption 3.2. The random errors v it are independent and identically distributed, with zero mean and homoscedastic variance, σ 2 v < ∞. They are also independent of X it and Z it for all i and t. In addition, E |v it | 2+δ , for some δ > 0.
Assumption 3.3. The unobserved cross-sectional effect, µ i , can be arbitrarily correlated with both X it and/or Z it with an unknown correlation structure.
Assumption 3.1 is standard in panel data analysis. We could consider other settings of time-dependence such as strong mixing conditions, as in [1] , or nonstationary time series, as in [2] . However, since in this paper we investigate the asymptotic properties of the estimators as N tends to infinity and T is fixed it is enough to assume stationarity. Assumption 3.2 is also standard for the conventional within transformation; see [19] or [7] for the fully parametric case. It also rules out the presence of lagged endogenous variables. Independence between the idiosyncratic error term and the covariates X it and/or Z it is assumed without loss of generality although it can be relaxed assuming some dependence in higher order moments. In particular, if heteroskedasticity of unknown form is allowed in our setting, we could transform this estimator to take into account more complex structures of the random error term contained in the variance-covariance matrix, see [10] or [20] for more details.
Assumptions 3.1 and 3.2 in some situations, as in [1] , are relaxed by considering that (X it , Z it , v it ) are for fixed, i, strictly stationary processes. Unfortunately, this set of assumptions is not sufficient to bound the asymptotic variance of the estimator and some further mixing conditions are required to achieve convergence. In this case, T must also tend to infinity. Other cases such as cross sectional dependence also requires both N and T tending to infinity. Finally, Assumption 3.3 imposes the so-called fixed effects.
Let Z = (Z 11 , . . . , Z NT ) and X = (X 11 , . . . , X NT ) be the observed covariate samples, we also need to impose the following additional assumptions about moments and densities.
Assumption 3.4. Let f Z 1t (·) be the probability density function of Z 1t , for t = 1, . . . , T . All density functions are continuously differentiable in all their arguments and they are bounded from above and below in any point of their support.
is bounded and uniformly continuous in its support. Furthermore, the matrix functions E 
are bounded and uniformly continuous in any point of their support.
This second set of assumptions is more directly related to nonparametric statistics literature. They are basically smoothness and boundedness conditions. Assumption 3.4 imposes smoothness conditions in the probability density function of Z 1t , for t = 1, . . . , T . Furthermore, Assumptions 3.5-3.6 are smoothness conditions on moment functionals. Assumptions 3.7-3.9
are standard in the literature of local linear regression where, in particular, Assumption 3.9 contains a standard bandwidth condition for smoothing techniques. Finally, Assumption 3.10 is required to show that the Lyapunov conditions holds for the Central Limit Theorem. Under these assumptions we obtain the following asymptotic expressions for the conditional bias and conditional variance-covariance matrix of the local weighted linear least-squares estimator. 
and
where τ is any index between 1 and T ,
where H m r (z) is the Hessian matrix of the rth component of m(·). Finally, we denote by ı d is a d × 1 unit vector.
The proof of this result is done in the Appendix.
This theorem shows that  m (z; H) is, conditionally on the sample, a consistent estimator of m(z). Furthermore, as it was already remarked in the previous section, although the bias shows the standard order of magnitude for this type of problems, the variance shows an asymptotic expression that is larger than the expected in this type of problems. In order to achieve an optimal rate of convergence, the variance term must be of order 1/N|H| 1/2 whereas our result shows a bound of order 1/N|H| T /2 . Just to clarify the asymptotic behavior of the estimator we show its properties for the univariate case, d = q = 1 and H = h 2 I. 
→ ∞ as N tends to infinity and T is fixed
we get
the bias term has the following expression
As a tool to construct asymptotic confidence bands we give also a result that provides the asymptotic distribution of the estimator. 
The proof of this result is shown in the Appendix. We can compare the results obtained here with those in [13] for the first differences case. As expected, the bias term presents for both estimators the same linear dependence in the trace of the bandwidth matrix H. However, the variance term differs from one to the other estimator. In the first differences case, see Theorem 3.1 in [13] , up to a constant, the variance term exhibits a dependence from the bandwidth matrix H of order 1/N|H| whereas in our case it is of order 1/N|H| T /2 . That is, the ratio between the first differences and the deviances from the mean estimators is of order |H| (T −2)/2 . For T = 2, the estimators show the same rate of convergence. This is clearly expected. For T > 2, the first differences estimator under the conditions established above shows a faster rate of convergence for the variance terms as far as the diagonal elements of the bandwidth matrix H tend to zero. This was also expected because the dimensionality of the kernel used in the local linear regression procedure is different in both cases. Of course, efficiency issues are not considered here and they will clearly depend on the stochastic structure of the idiosyncratic errors.
The backfitting estimator
As we stated previously the function of interest can be consistently estimated by using a local linear regression approach with a high dimensional kernel weight, but at the price of achieving a slow rate of convergence. However, as it is noted in Section 2, we can solve this problem turning to an alternative procedure that enables us to cancel asymptotically all additive terms expected in the model the function of interest.
Let us consider the multivariate version of (2.17) and definë
The quantities of interest in (3.4) can be estimated by minimizing the following locally weighted linear regression
where  H is a q × q symmetric positive definite bandwidth matrix, γ =  γ
 ⊤ be the minimizer of (3.5). As estimators of m(z) and 
We now study the asymptotic behavior of the so called backfitting estimator. At this stage we need the results shown in Theorem 3.1 to hold uniformly in z. In order to do so, we can rely on the well-known results in [11] . In fact, some of the conditions already enounced in Section 3.1 are sufficient to show the uniform rates for  These assumptions are needed in order to ensure that both bias and variance terms of the backfitting estimator achieve optimal rates of convergence and they are oracle efficient. Then, under these assumptions we get the following asymptotic expressions for the conditional bias and conditional 
The proof of this result is done in the Appendix. On one hand, we realize that the bias term is influenced by the amount of smoothing, H, as well as the curvature of m(z)
at z in a particular direction measured through each entry of H m (z). In this way, we can guess that this estimator exhibits a higher conditional bias when there is a higher curvature and more smoothing. On the other hand, from the standpoint of the conditional variance we can see that it is a bit different from the corresponding for the standard case. In particular, it will be increased when the smoothing is lower and sparse data near z but now also depends on the time-demeaned covariates BẌ tẌt (z). Regardless, it is proved that the estimation procedure developed in this paper provides a nonparametric estimator in which the variance-covariance matrix of all its components is asymptotically the same as if we would known the rest of components of the mean deviation transformed expression, the so-called oracle efficiency property.
Comparison of the estimators
As we have already remarked in Section 2, the main difference among the estimators (for their local constant version) consists in the types of averages that are used in order to remove fixed effects. In one case, the one step backfitting algorithm considers un-smoothed averages whereas in the profile least-squares case smoothed weighted averages are preferred. There exists also a difference between the dimension of the kernel weights. All these differences should have an impact in both bias and variances of the estimators and therefore it would be of interest to analyze them, both theoretically and empirically. This subsection will be devoted to analyze the estimators theoretically whereas in Section 4 we will do it empirically through Monte Carlo simulations.
The reader might have noticed that the conditions required to obtain the asymptotic properties of the first step fixed effects estimator and the backfitting estimator (see Theorems 3.1 and 3.2) are rather different from the conditions assumed in [18] to obtain the properties of their estimator. For the sake of comparison, in this section we introduce additional assumptions that will be used to obtain asymptotic terms that can be comparable among the three estimators. In all calculus we will assume that N tends to infinity keeping T fixed. Furthermore, we will remove the strict stationarity assumption established in the previous sections and we will not be willing to impose that
Finally it is important to note that, in the profile least-squares estimator, for fixed T , it is not possible to obtain explicitly the asymptotic bias and variance of the estimator since ϖ it is random.
In order to compare the main statistical properties of these estimators, we extend the above results assuming the following. (Y it , X it , Z it ) i=1,...,N;t=1,. ..,T be a set of independent and identically distributed random variables in the subscript i. Furthermore, let f t (·) the p.d.f. of Z it and f t (·, . . . , ·) be the p.d.f. of (Z i1 , . . . , 
where, for any ξ it between Z it and z, r(
,
In the Appendix, it is shown that under the same conditions established in the corollary, as N tends to infinity we obtain, 
In the Appendix, it is shown that under the same conditions established in the corollary, as N tends to infinity we obtain,
The proof of these corollaries is done in the Appendix. Under this setting, Theorem 3.1 of Sun et al. [18] can be rewritten for a univariate problem as follows. 
Note that in [18] it is shown
Under the set of alternative assumptions considered in this section we obtain the results shown in Corollaries 3.2-3.4. Clearly, they coincide with the results shown in Section 3.1. Corollary 3.2 points out the variance is of order 1/Nh T whereas the bias shows a term that is of order O(h 2 ). Furthermore, the backfitting estimator that is studied in Corollary 3.3 presents the correction in the variance of order 1/N  h. Furthermore, Assumption 3.12, h = o(  h), is crucial to guarantee that the additional bias term vanishes asymptotically. Finally, Corollary 3.4 shows both bias and variance of the profile least-squares estimator in the univariate case. As it can be observed from the expressions the bias shows an additional term of order
. This term does not appear in the bias expression of the other estimator. However, the variance shows the standard rate and no further procedure is needed to achieve the optimal rate as it is necessary in our case. Corollary 3.5. As N → ∞ and h → 0 and g → 0 we obtain the following bias and variance rates given a finite integer T > 0, 
Corollaries 3.5 and 3.6 show respectively relative bias and variances of the profile least-squares estimator against the local linear fixed effect estimator and the one step backfitting estimator. The ratio
shown to be greater than 1. Therefore, under the conditions established in the corollary, the bias of the profile least-squares estimator is larger than the fixed effect estimator. This difference is increased if we consider the term O
However, as N tends to infinity the difference between the bias of both estimators diminishes. The relative variance exhibits 
Monte Carlo simulations
In this section, Monte Carlo simulations are carried out in order to verify the theoretical results of the estimators proposed in this paper under the statistical setting analyzed in the previous sections. Later, we make an empirical comparison about the performance in small samples of the different estimators considered in this paper.
As it is well known, the Mean Squared Error (MSE) is a suitable measure of the estimation accuracy of the proposed estimators. Thus, let us denote ϕ as the ϕth replication and Q as the number of replications, for r = 1, . . . , d
which can be approximated by the Averaged Mean Squared Error (ASME) such as
Observations are generated from the following varying coefficient panel data model of unknown form
, where X dit and Z qit are random variables generated such that X dit = 0.5X di(t−1) + ξ it and Z qit = w qit + w qi(t−1) , where w qit is generated as an independent and identically distributed uniform random variable in [0, π /2] and ξ it is generated as an independent and identically distributed Gaussian, zero mean, variance one, random variable (NID(0, 1) ). Furthermore, v it is an NID(0, 1) random variable and m(·) is a pre-specified function to be estimated.
With the aim of verifying the theoretical results in the Section 3 we consider four different data generating process (DGP)
where the chosen functional forms are
In addition, we experiment with two specifications for the individual heterogeneity a. µ 1i depends on Z 1it , where the dependence is imposed by generating µ 1i = c 0 Z 1i. + u i for i = 2, . . . , N and where in both cases u i is an NID (0, 1) random variable and c 0 = 0.5 controls the correlation between the fixed effects and some of the regressors of the model. In the experiment we use 1000 Monte Carlo replications. The number of time observations T is set up to ten, while the number of cross-sections N is either 50, 100 or 150. The Gaussian kernel has been used and the bandwidth is chosen as
, and
−1/5 . The results from the simulation are presented in Tables 1-4 . For the sake of comparison we present the empirical AMSE of the three estimators that we compare in this paper: the local linear least-squares estimator (LLLS), the one-step backfitting estimator (OSB), and the profile least-squares estimator (PLS) proposed in [18] . Table 1 shows the results for DGP (1) . This is the simplest case without curse of dimensionality. As expected from our theoretical findings the local linear estimator presents its best result. The profile least-squares estimator, as N grows, seems to perform better than our backfitting estimator. This might be because the second term of the bias, that is related to the fixed effects, diminishes its negative impact on the bias. Table 2 starts reflecting the problem of the curse of dimensionality. Of course, since the variance of the local linear estimator is of order 1/NTh Tq , it is expected that the behavior of this estimator with respect to the others, in terms of AMSE, will be worse. This is indeed what we observe in the results. Furthermore, as N grows, the backfitting estimator performs slightly better than the profile least-squares estimator. Table 3 can be compared against Table 1 . In fact, the function m 1 (·), which is the same under other DGP's, presents similar results in terms of AMSE. That is, the estimator that presents the better performance is the local linear. On the contrary, the function m 2 (·) is better estimated using either the one-step backfitting or the profile least-squares estimators. This can be related with the oracle efficiency property of these estimators. Table 4 can be compared against Table 2 . In fact, we obtain similar conclusions as in the comparison between DGP's 1 and 3. That is, the function m 1 (·) is estimated as the same level of accuracy as if m 2 (·) were known. Both the profile leastsquares and the one-step backfitting estimators perform much better than the local linear estimator. This is the curse of dimensionality. We can say the same for m 2 (·) but in this case the profile least-squares estimator performs slightly better then the backfitting estimator.
Proof of Theorem 3.1. We first focus on the analysis of the conditional bias of the local weighted linear least-squares estimator,  m (z; H), and later on the behavior of its conditional variance-covariance matrix. We follow the standard proofs scheme as in [13] .
Let X = (X 11 , . . . , X NT ) and Z = (Z 11 , . . . , Z NT ) be the observed covariate vectors. By Assumption 3.2 we know that E (v it |X, Z) = 0, so the conditional expectation on (3.3) provides
Approximating M using the multivariate Taylor theorem we obtain
The corresponding entries of these vectors are
where we denote by
) is the Hessian matrix of the dth component of m(·).
On the other hand, the remainder term of the Taylor approximation can be written as
where the corresponding entry of each vector are
We denote by
where ω is a weight function.
If we replace (A.2) in (A.1) we obtain the conditional bias expression consisting in the following two additive terms
where we can appreciate that the vec(D m (z)) term of (A.2) vanishes by the effect of e 1 .
As this bias expression has two additive terms, to obtain the conditional bias of this estimator we must analyze both terms of (A.7) separately. Focus first on the analysis of e
, we show that is the leading term of the expression of bias and which actually sets the order of this estimator. Later, we study the behavior of e
and explain why this term is asymptotically negligible.
For the sake of simplicity let us denote
The inverse term of (A.7) can be rewritten as the following symmetric block matrix
where,
Analyzing each of these terms, we first show that as N tends to infinity
With the aim of showing this result, under the stationarity assumption and the law of iterated expectations we get
and by the Taylor expansion of the unknown functions and Assumptions 3.1 and 3.4 the expression (A.9) holds. However, note that to conclude this proof is necessary to turn to a law of large numbers. Therefore, we have to show that Var
Then, under Assumptions 3.4 and 3.6 we can show that the first element is
while the second one is
Then, if both NT |H| and N|H| tend to infinity the variance term tends to zero and (A.9) follows.
Following a similar procedure we get
This is because using the same reasoning,
and as N tends to infinity, Var
. . , T , is defined in a similar way as in [13] . Thus, DBẌ t X t (Z 1 , . . . , Z T ) is a d ×dq gradient matrix of the form
Finally, we obtain that as N tends to infinity
Then, using the results of (A.9)-(A.11) in (A.8) we obtain
On the other hand, following the same technique we can show that
where 
(A.14)
Furthermore, the terms of
and under the stationarity assumption, when N → ∞ and T remains to be fixed we get 
Focus now on the residual term of (A.7), we use the notation of the beginning of the Appendix in order to write
Note that ε 1 (z) can be decomposed into the following two terms
We want to show that as N → ∞,
so, in order to do it, we have to analyze each term of ε 1 (z) separately. Starting from ε 11 (z) and by the strict stationarity we have
By definition (A.5) and Assumption 3.7,
where ς (η) is the modulus of continuity of
Hence, by boundedness of f and BẌ t X t , and Assumption 3.4, for all t we get
Similarly, analyzing the second term of (A.21) and by strict stationarity we have
where, as previously, we can show
Then, proceeding as previously we have that by dominated convergence E(ε 12 (z)) = o p (tr(H)).
Once this result (A.22) has been verified, our interest focuses on the second term of (A.21), ε 2 (z), with the aim of showing that as N → ∞,
In order to prove this result, we follow the same lines as the proof of (A.22) and ε 2 (z) can be decomposed in two terms
Applying the same arguments as for the proof of (A.22), it is straightforward to show that 
and substituting (A.12), (A.17) and (A.28) in (A.7), the asymptotic bias can be written as
For the asymptotic expression of the variance term let us define the 
(A.29) 
Then, substituting the previous equalities into
Since Q is an idempotent matrix, the variance term of  m (z; H) can be written as
(A.32)
As by Assumption 3.2 the v it 's are i.i.d. in the subscript i, the upper left entry of (NT )
The upper right block is
Finally, the lower-right block is
Then, substituting (A.12), (A.33)-(A.35) into (A.32) we get the following conditional covariance matrix result,
Proof of Theorem 3.2. With the aim of obtaining the asymptotic distribution of the local weighted linear least-squares estimator  m (z; H) we follow a similar proof scheme as in [13] . For this, let us denote
so in order to obtain the asymptotic distribution of this estimator we must show that as N → ∞ it holds 
The behavior of the inverse term has been analyzed previously, with the aim of proving the result (A.38) we must focus on the asymptotic normality of
As (A.39) is a multivariate vector, with the sake of simplicity we can define a unit vector
Following Assumption 3.8, we have that
T holds. Combining these conditions with the results of Theorem 3.1 we can write
(A.42)
In order to check the Lyapunov condition let us denote φ * n,i = T −1/2  T t=1 φ it as independent random variables for T fixed and n = NT . Then, by the Minkowski inequality and the matrix structure of  Z it we get
Analyzing each term separately we obtain
In this way, we can write
and given that when N|H| → ∞ this term tends to zero it is proved that the Lyapunov condition holds. Then, using (A.12), (A.33)-(A.35) and the Cramer-Wold device, the proof of the result (A.36) is done. On the other hand, focus on the proof of (A.37) we know that by the law of iterated expectations
Then, we can turn to the bias expression of the estimator collected in Theorem 3.1 and the proof is closed. 
we can write
The Taylor theorem implies that we can approximate M (1) as
Following a similar nomenclature as in Theorem 3.1,
where R b (z) is the remainder term of this approximation. Then, the corresponding entries of these vectors are
where R (Z it ; z) has already been defined in (A.5).
If we replace (A.46) in (A.45) the bias expression is then
given that following [15] and Assumption 3.1,
As you can see in (A.47), this bias expression is formed by two additive terms. The first one refers to the approximation error of the estimates, whereas the second one reflects the potential estimation error dragged from the first stage. Within this context, our aim is to show that this second term converges in probability to zero, so it is the first element which provides the asymptotic distribution of the backfitting estimator. For the sake of simplicity let us denote
Focus first on the behavior of the inverse term of (A.47) we analyze
and as it is proved in [13] , using standard properties of kernel density estimators, conditions 3. 
 . 
where, for any ξ it between Z it and z and ξ is between Z is and z, the corresponding entries of the vectors Π(z) and Π(z) are Π it (z) = X it r(ξ it ; z) and Π it (z) = T and r(ξ is ; z) is defined in a similar way.
Starting from the conditional bias standpoint, as N tends to infinity the elements of the matrix (A.8) are where now
From the point of view of the variance we focus on the behavior of the middle term of (A.63 where
