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ABSTRACT 
Let B denote the open unit ball in the space of n oomplex variclbles, where n > 1. 
A speck1 case of the main result of the present paper is that the various Hardy 
spaces ID(B) (0 < p < oo) have distinct zero sets in B. 
I. IN~~DUCTION 
Throughout this paper, n will be a fixed positive integer, larger than 1, 
and 4% will be the vector space of all ordered n-tuples z = (21, . . . . z,) 
of complex numbers, with inner product 
and corresponding norm 
(1.2) 121 = (2, 2)‘. 
The unit ball B of Cl” is then the set of all z E Cln with IzI < 1. Its boundary 
6 is the sphere of (real) dimension 2n- 1 which consists of all z ~Cjn with 
IzI = 1. The letter (T will denote the (unique) rotation-invariant Bore1 
measure on S which is so normalized that c(S) = 1. 
The letters pl and y will stand for nonconstant, nonnegative, nonde- 
creasing, convex fun&ions deflned on (-00, 00). For any suoh v, the 
class of all holomorphic (complex-valued) functions f with domain B 
that satisfy the growth condition 
(1.3) ,~y~, ,s dl% Ifbwl) wJ4<~ 
will be denoted by H,(B), or simply by Hp. 
For instance, if q(t) = max (0, t) then H+, is what is usually called the 
Nevanlinna class N, or N(B). 
If O<p < oo and v(t) = exp (pt) then (1.3) becomes 
(1.4 ,yJ~, i IfWP fww) -coo. 
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For this v, H,(B) is thus the Hardy space HP(B). As usual, H”(B) is 
the space of all bounded holomorphic functions with domain B. Clearly 
(1.5) H”CH,CH,CN 
if y(t) >q$) for all sufficiently large positive t. 
Here is the main result of the present paper: 
THEOREM. Assume thut v and y, are as above, and that 
(1.6) 
Y(t) 
plo 
+3 00 as t+ + 00. 
Then there exists an f E H,(B) with the following property: 
If b E H”(B), if g is holomorphic (and not identically 0) in B, and if 
(1.7) h=(f+b)g 
then some constant multiple of h fails to be in H,(B). 
Before turning to the proof, some explanatory remarks and some 
discussion of special cases seem to be called for. 
REMARKS. (a) In the conclusion of the theorem, the appearance of 
a “constant multiple” may be a bit puzzling. Indeed, if y satisfies the 
growth condition 
(1.8) lim sup ‘p < 00 t-++CO 
then it is easy to see that HJB) is closed under scalar multiplication. 
In that case, the conclusion of the theorem is simply that h $ HIP(B). 
However, if p is chosen so that e)(t) = exp (P) for t > 1, and if 
y(t) = y(t + l), then (1.6) holds, but e-lf E HV for every f E Hq. Thus if 
b=O and g=l/e in (1.7), we have h E HIP. 
(b) Assume now that y satisfies (1.8). Taking b = 0 in (l-7), the theorem 
then furnishes the information to which the title of the paper alludes: 
There is an f G H,(B) whose zero-set (with multiplicities taken into account) 
is not the zero-set of any h E H,(B). 
More precisely, if h E H,(B) and h/f is holomorphic in B, then h GE 0. 
Moreover, this holds not only for the zero-set of f, but (letting b range 
over the constants) for every level set of f. 
Of course, the theorem asserts an even stronger result: f cannot be 
modified by the addition of any b E H” so that the zero-set of f + b is 
the zero-set of some h E HV. 
(All this is in strong contrast to the case n= 1, where H” and iV have 
the same zero-sets, completely characterized by the Blaschke condition. 
That an analogue of this condition is necessary even when n> 1 is proved 
in [l] and [2].) 
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(c) Fix p, O<~<oo, and define 
(1.9) v(t) = ept, y(t) = (2 +p2t2) ept. 
Then p is convex and increasing, (1.8) holds, HP1 = HP, and Hq C HV for 
all q>p. 
Our theorem thus furnishes an f E HP(B) such that no h of the form 
(1.7) is in Hq(B) for any q>p. In particular, the zero-set of this f E HP(B) 
is not the zero-set of any h E Hq(B), for any q>p. 
An analogous result has recently been proved for the Bergman spaces 
in the unit disc ; see [3]. 
(d) Both statement and proof of the theorem apply to polydiscs as 
well as to balls. In the construction that proves the theorem, one merely 
has to replace S and cs by the torus Tn and its Haar measure. 
In [4], J. MILES obtained a result for polydiscs which extends Theorem 
4.1.1 of [5] and which is related to the present one. In order to compare 
the two, we state the following corollary of our theorem: 
The assumption (1.6) implies the existence of an f E H,(B) with the 
following property: If h/f is holomorphic in B and if h E H,,(B) for some 
yl that satis$es 
(1.10) YJl(t-+Y(t) 
for all a >O and for all t > t(a), then h = 0. 
To see this, note that if ch $ HV and if (without loss of generality) 
c>l, then (1.10) implies that 
(1.11) ydlog IhI I> v(log WI) 
at all points at which Ihj is sufficiently large. Hence h 6 HV1. 
Miles obtained this (for polydiscs), but under the assumption that 
(1.12) Y(t) = [v(t) 1% dt)l tt 
for all large t, in place of our much weaker (1.6). 
He constructed his function f by means of an infinite product. Its 
zeros are thus explicitly visible. In the present paper, f is constructed 
as the sum of a series of homogeneous polynomials, and the information 
about its zeros is obtained more indirectly. Since the proof also furnishes 
information about the zeros of f + b, for every b E H”(B), this lack of 
explicitness seems unavoidable. 
II. A LEMMA 
Suppose 
(i) j4 is a Jinite positive measure on a set i2; 
(ii) v is a real measurable function on Q, with 0~ v< 1 a.e., whose essential 
supremum is 1; 
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(iii) @ is a continuous nondecreasing real function on [0, CO), with Q(O) = 0 
and @p(t)-+00 as t+m; 
(iv) 0<6<00. 
Then there exist constants ck E (0, oo), for k = 1, 2, 3, . . . , such that 
(2.1) s @(Ckv’) d/&=6. 
P 
These ck also satisfy 
(2.2) lim CkOrk=o 
k+oo 
whenever 1 LX I< 1. 
If 0-c t <cm and if Yk= Yk(t) is the set of ali x E 51 at which ckvk(x) > t, 
then 
(2.3) lim J @(C&) d/J = 6. 
k-+w yk 
PROOF. The monotone convergence theorem shows that 
(2.4) 
is, for each k, a continuous mapping of [0, 00) onto [0, 00) which carries 
0 to 0. Hence (2.1) holds for some ck E (0, 00). 
Assume 1011 <p < 1, and let E be the set of all x E J2 at which v(x) > /?. 
Since the essential supremum of v is 1, p(E) >O. Also, 
(2.5) @(ck pk) dE) < f @(ck vk) dp < 6. 
E 
This shows that (c&fik} is a bounded sequence, and (2.2) follows, beoause 
I4 <B- 
To prove (2.3), define 
0 
(2.6) wk(z) = 
i 
ifxsyk 
Ckvk(x) if x E Q-- Yk. 
Then O<wk<t. Since O<v< 1 a.e., (2.2) implies that w&) --f 0 a.e. on G. 
Thus 
(2.7) j @(ckVk) dp= s @(t!&) dp + o 
Q-Y, a 
as k + 00, by the dominated convergence theorem. Now (2.3) follows 
from (2.1) and (2.7). 
III. PROOF OF THE THEOREM 
It will be convenient to break the proof into four steps. 
STEP 1. A GEOMETRIC ONSTRUCTION 
We regard the torus Tn as the set of all z = (21, . . ., z,) E@ with lzil= 1 
for i=l, . . ..n. Then 
(3.1) n-* TN C S. 
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We define x: n-4 Tn --f Tn-1 by setting 
(3.2) +1, es., zn)=(+n, . . ..%-&a). 
Since n - 1 > 1, Tn-1 contains a countable set E = {q} with the following 
properties : 
(i) No point of E is a limit point of E. 
(ii) The set R of all limit points of E is a determining set for polynomials. 
More explicitly, (ii) means that if P(zi, . . . . z,+i) is a polynomial which 
is 0 at every point of K, then P E 0. For instance, we could take for K 
any compact subset of TN-1 that has no interior and whose (n- l)- 
dimensional Haar me&sure is positive. But there even exist countable sets 
K that satisfy (ii) ; see Theorem 5.1.2 of [5]. 
Let us call a set H C Cjn circular if e* w E H whenever w E H and 8 
is real. 
Define rg =n-i(z& for i = 1, 2, 3, . . . . Each rr is a circular subset of Lg. 
(In fact, each rt is a circle). No point of rf is a limit point of the union 
of the l-f with j#i. Since every point of K is a limit point of E, there 
are circular open subsets Xi of S with the following properties: 
(4 G ext. 
(b) Xr A Xl=+ if i#j. 
(c) Every circular open subset of S that intersects n-l(K) contains 
infinitely many Xt. 
Now let Q&r, . . . . z,) be a homogeneous polynomial, not identically 0. 
Put 
(3.3) P(a, *.*, xn-1)=&(x1, . . . . %a-1, 1). 
Then P is not identically 0, hence P(x) # 0 for some 2 E K, and therefore 
I&(z)] is a positive constant on the circle n-i(x). Thus ]&I is bounded from 
0 on some circular open subset of rS that intersects n-l(K). Hence (c) 
implies the following: 
(4 If &(a, . . . . z,) is a howwgeneoua polynomial, not identically 0, then 
there is a constant q > 0 and there ia an injinite set J of natural numbers, 
Buch that IQ(z)1 >q whenever z E Xt and i E: J. 
STEP 2. THE CONSTRUCTION OF f 
We assume that v and 7y satisfy the hypotheses of the theorem; in 
particular, (1.6) holds. In addition, it will be convenient to assume that 
(3.4) p,(t)=0 if t<O. 
To see that this involves no loss of generality, put To(t) = y(t) -97(O) if 
t > 0, and put 90(t) = 0 if t ~0. Then pl-q~ is bounded, hence H,= Hqo, 
and ~0 satisfies (3.4). 
Let the sets rl and Xt be as in Step 1. 
For each i, pick 5~ E rC. 
6.2 
By (1.6) there are numbers 4 > i such that 
(3.5) w(log (1+t))>i3v(log(1+t)) if t>tr. 
We now apply the lemma, for each positive integer i, with (8, a) in 
place of (9, ,u), and with 
(34 fJ4(4= I@, Tt)l, 
(3.7) @@)=q4og (1 +t)), 
(3.3) St = 219, 
(3.9) at= max {1(2, &)I : 2 ES-X6). 
Then orl<l. 
The lemma shows that there exist positive numbers ar =ckr (where Icr 
is a sufficiently large positive integer) such that, setting 
(3.10) P4(z) =&, c4z)*4 (2 E4") 
we have 
(3.11) 
(3.12) 
,s dlog p+ I~4j))do=W, 
IJ’t(x)l x2-4 on S--X4 and for 1x1< 1- l/i, 
(3.13) J 94% t1+ P4l)) oh> l/Q, 
y4 
where Y~=(z ES: IEi(z)l>t4}. 
By (3.12), Y4 C X4. By (3.5) and (3.13), 
(3.14) 
We now define 
J y(log (1+ IFil)) do>i. 
Y4 
(3.15) f(Z)= : F4(z) (2 EB). 
i-l 
The series converges uniformly on compact subsets of B, by (3.12). Hence 
f is holomorphic in B. 
STEP 3. PROOF THAT f E H,(B) 
For iV = 1, 2, 3, . . ., define 
(3.16) MN(Z)=JEIl(Z)+...+EIN(Z)I (2 din), 
(3.17) Jf(z)= 5 IF4(z)j (2 ES). 
4-l 
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If z E S- U X6, (3.12) implies that M(z) Q 1, so that p(log M(x)) = 0, 
because of (3.4). If z EX~, then x$X, for j#i, hence iIf(z)<l+lPg(z)], 
again by (3.12). It now follows from (3.11) that 
(3.18) I pl(log M) do< i 2/is < 4. 
i-1 
MN is the absolute value of a holomorphic function. Hence log MN is 
subharmonic, for each N, and so is v(log NN), since v is convex and 
nondecreasing. For 0 <r < 1, it follows that 
(3.19) i &log MN(m)) da(w) g j ‘J@g MN) da < 4. 
S 
If we fix T and let N + 00, MN(r%!?) + If( uniformly on S. Hence 
(3.19) gives 
(3.20) ,S 940g If@4 I) W4 g 4, 
for all T E (0, 1). Thus f E H,(B). 
STEP 4. COMPLETION OF PROOF 
Let f be defined by (3.15), and put 
(3.21) h=(f+b)g 
where b E EI”(B), g is holomorphic in B, g $ 0. Then g has an expansion 
of the form 
(3.22) g(z) = Cm(z) + Gm+&) + . . . (2 E B) 
in which each Gj is a homogeneous polynomial of degree j, and G, f 0. 
According to Step 1, there is an q>O and there is an infinite set J 
of natural numbers such that IG,(z)l > 11 for all z E Xg if i E J. 
We shall see that ch is not in H,(B) if c= 4/q. 
Since tt + 00 (see (3.5)) we may, after discarding at most finitely many 
members of J, assume that 
(3.23) W-3+211&, (i E J). 
We now fix j E J and choose r =r(j) < 1 so that 
(3.24) rm>+ and (l-&)llF~II,<2-~. 
If w E Y,, il EC& and 121 =r, we claim that 
(3.25) Ifw4 + wf4l> w + I~ANI) 
and 
(3.26) $ -j log 12q-1g(re’Bw)l de>0. 
n 
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To prove (3.25), note that Fg is a homogeneous polynomial of degree lci, 
by (3.10). Hence (3.12) and (3.24) give 
Thus 
(3.27) 
=~F,(w)~-1+2-~-(1-r4)IEj(w)I 
’ IFh)l - 1. 
If04 + WWI ’ IEi(w)l - I- IWI,. 
By (3.23), 2llbll,< IPf(w)l - 3. Hence (3.25) follows from (3.27). 
To prove (3.26), define 
(3.28) y(l) = 27pA-2-mg@w) (IAl < 1). 
Then y is holomorphic in the open unit disc and y(O)=27-i&(w). The 
subharmonicity of log IyJ implies therefore that 
l = log b--9+ T& --I i log 129j-ig(re’B)I ~53. 
Since log (r-m) <log 2 and l&(w)] >q, we have (3.26). 
With c=4/~, (3.21) becomes 
(3.29) cA=2(f+b).2?pg. 
Hence (3.25) and (3.26) imply that 
(3.30) & j log Ich.(reflw)I d0>log (1+ IFj(w)l). 
-n 
Since v is convex and nondecreasing, Jensen’s inequality leads from 
(3.30) to 
This holds for every w E Y+ If we integrate (3.31) over Y, and recall 
(3.14), we obtain 
(3.32) -& -I d9 Is, y(log IcW+Wl) Ww) >5 
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Since u is rotation-invariant and Y, is circular, the inner integral is 
indemndent of 8. Thus 
(3.33) s dlog lcem w4 a. 
PI 
This wan done for a fixed r= r(j). But (3.33) clearly implies that 
(3.34) ,“c’3~, ,s v(loi3 Ice4I Ww)>j 
for every j E J. The left aide of (3.34) is therefore infinite, and we have 
proved that ch is not in H+,(B). 
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