Transferring emergent target tracking data to sinks is a major challenge in the Industrial Internet of Things (IIoT), because inefficient data transmission can cause significant personnel and property loss. For tracking a constantly moving mobile target, sensing data should be delivered to sinks continuously and quickly. Although there is some related research, the end to end tracking delay is still unsatisfying. In this paper, we propose a Fast and Efficient Data Forwarding (FEDF) scheme for tracking mobile targets in sensor networks to reduce tracking delay and maintain a long lifetime. Innovations of the FEDF scheme that differ from traditional scheme are as follows: firstly, we propose a scheme to transmit sensing data through a Quickly Reacted Routing (QRR) path which can reduce delay efficiently. Duty cycles of most nodes on a QRR path are set to 1, so that sleep delay of most nodes turn 0. In this way, end to end delay can be reduced significantly. Secondly, we propose a perfect method to build QRR path and optimize it, which can make QRR path work more efficiently. Target sensing data routing scheme in this paper belongs to a kind of trail-based routing scheme, so as the target moves, the routing path becomes increasingly long, reducing the working efficiency. We propose a QRR path optimization algorithm, in which the ratio of the routing path length to the optimal path is maintained at a smaller constant in the worst case. Thirdly, it has a long lifetime. In FEDF scheme duty cycles of nodes near sink in a QRR path are the same as that in traditional scheme, but duty cycles of nodes in an energy-rich area are 1. Therefore, not only is the rest energy of network fully made use of, but also the network lifetime stays relatively long. Finally, comprehensive performance analysis shows that the FEDF scheme can realize an optimal end to end delay and energy utilization at the same time, reduce end to end delay by 87.4%, improve network energy utilization by 2.65%, and ensure that network lifetime is not less than previous research.
Introduction
Industrial Internet of Things (IIoT) [1] [2] [3] [4] [5] as well as cloud computing [6] [7] [8] [9] [10] leverage the ubiquity of sensor-equipped devices such as smart portable devices, and smart sensor nodes to collect information at a low cost, providing a new paradigm for solving the complex sensing applications from the significant demands of critical infrastructure such as surveillance systems [11] [12] [13] [14] [15] , remote patient care systems in healthcare [4, 16, 17] , intelligent traffic management [18] [19] [20] , automated performance of the whole target monitoring is greatly affected. Therefore, in this paper, a Fast and Efficient Data Forwarding (FEDF) scheme for tracking mobile targets in sensor networks is proposed to reduce tracking delay and maintain long lifetime. Innovations in this paper are as follows:
(1) We propose a method to transmit target sensing data through a QRR path which can reduce delay efficiently. In wireless sensor networks, energy consumption is not balanced, because in the area near the sink ahead of all sensing nodes, its energy consumption is far greater than that of the far sink area. And network lifetime depends on lifetime of the first node in the network. According to related research, the network still has as much as 90% of the energy left when it dies. Therefore, in FEDF scheme, a QRR path is created from target to sink. On QRR path, the duty cycle of nodes near the sink is the same as that in traditional scheme while the duty cycle of nodes far from sink is set to 1. Since most of the area of the network has surplus energy, on a QRR path, normally only one node's duty cycle is the same as the traditional one, while the duty cycles of other nodes are 1. In this way, when data is forwarding in this QRR path, its sleep delay will be reduced to 0, which can reduce the communication delay in target monitoring greatly.
(2) This paper presents a comprehensive approach to fast routing establishment and routing optimization in order to improve the efficiency of fast routing. The target data routing scheme in the paper belongs to trail-based routing, so the routing path gets longer and longer with the movement of target, leading to lower efficiency. We proposed QRR path optimization algorithm in this paper, in which the ratio of the routing path length to the optimal path is maintained at a smaller constant in the worst case.
(3) Finally, comprehensive performance analysis shows that FEDF scheme can realize the optimization of end to end delay and energy utilization at the same time, reduce end to end delay by 87.4%, improve network energy utilization by 2.65%, and ensure that network lifetime is not less than previous research.
The rest of this paper is organized as follows: in Section 2, a literature review related to this work is introduced. Then the system model and problem statement are described in Section 3. In Section 4, we propose an efficient FEDF scheme. The performance analysis of the FEDF scheme is provided in Section 5. Finally, Section 6 presents the conclusion and future perspectives of our work.
Related Work
There are already quite a few studies on tracking targets. These studies mainly focus on the following aspects.
Target Detection in Stationary Sink Network
In terms of stationary target or event monitoring [5, 25] , as shown in the network model shown in Figure 1 , in this kind of research, sensor nodes are deployed in advance in the network, the event or target can be sensed by nodes nearby when a pre-defined event or target appears in the network. The sensing data is then sent to the sink through the shortest routing path. Apparently, in such stationary sensor and sink networks, communication delay depends mainly on factors such as the distance between the location of event or targtet and sink and the method used in data transmission. In a given network, if common data transmission methods are adopted, the communication delay is usually determined, so the main concern is to reduce the sensing delay in such networks. Factors that affect delay involve several layers, mainly on the MAC layer, network layer, and application layer. Effective MAC protocol is a way to reduce energy consumption and delay. MAC protocol adopted by sensor network can be divided into synchronous MAC protocol [39, 40] and asynchronous MAC protocol [41] according to application network it is targeting. In a synchronous wireless sensor network, nodes have the same clock frequency. The nodes wake up only when they need to work, while at other times they sleep. Such protocols are mainly TDMA protocol. The TDMA protocol [42] usually minimizes power consumption while ensuring bounded delay and fairness. However, these protocols require precise synchronization, which limits the scalability of the system. Synchronization in a large-scale network is a very difficult thing. Therefore, in wireless sensor networks, most applications adopt asynchronous mode. In this way, each node only needs to select its own work slots independently without synchronization, thus increasing its applicability. In general, however, the performance of delay in a wireless sensor network is not as good as that in a synchronous network when working asynchronously. It is because, in the asynchronous mode, the wake/sleep cycle rotation of nodes is independently determined by each node. Periodic cycle is the most important factor in determining delay, so there is more research on duty cycle than delay [43, 44] . Generally speaking, increasing duty cycle of the node can reduce sleep delay so as to reduce communication delay significantly. However, increasing the duty cycle of nodes increases the energy consumption and reduces the network lifetime. Therefore, existing researches mainly focuses on how to meet the requirement of applications' delay in the case of minimizing the duty cycle. A dynamic duty cycle method is commonly used. In the method, we often set small duty cycle to nodes to extend network lifetime. In addition, when the amount of data increases, we increase the duty cycle of nodes, which can meet the application requirements, reduce the delay and maintain a relatively high network life. The main types that belong to the research are Demand Wakeup MAC (DW-MAC) [45] and Adaptive Scheduling MAC (AS-MAC) [46] . In the network where nodes have the same duty cycle, the larger the node density is, the larger the amount of nodes perceived by target. In addition, the target cannot be detected when sensor nodes are in the state of sleep. Therefore, the larger the node density, the smaller the sensing delay is. However, on the one hand, increasing node's duty cycle increases the energy consumption. On the other hand, increasing the density of nodes increases the deployment cost.
Tracking Mobile Target
In mobile target networks, nodes in the network are stationary after deployment, while the target is mobile. As shown in Figure 1 , the elephant is a mobile target. When the target moves into the network, the sensor node is required to perceive the target in the shortest possible time. The time difference between target appearing in the network and target being perceived is represented as sensing delay. In some research, sensing delay is also represented as the distance the target moves from its access to the network to when it is perceived by the sensor node. Meanwhile, it is necessary to send the target's sensing information to sink continually as the target keeps moving. As is shown in Figure 1 , when the target is in place A, the sensor node A perceives its information to be sent to the sink, while target moves to B, and the sensor node B perceives its information and sends it to the sink.
In fact, the perception of mobile target is far more simple than as described above, which can be divided into two methods: (i) non-collaborative target monitoring; and (ii) collaborative target monitoring. In a non-cooperative target monitoring method, nodes are randomly deployed in areas that need to be monitored. Therefore, one of the main research contents of non-cooperative target monitoring is target coverage. The purpose is to achieve thata situation in which, the target enters the monitoring area, at least one node can monitor the target. Huang et al. [17] studied the optimal placement of sensors with the goal of minimizing the number of installed devices, while ensuring coverage of target points; and wireless connectivity among sensors.
Collaborative target monitoring is achieved to monitor the target through collaboration between nodes. Such monitoring is mainly applied to monitoring mobile targets [5, 6, [23] [24] [25] . In such studies, when the mobile target is monitored by a node, the node will notify nodes of the next region that the target may move to. So continuous monitoring of the target is realized through collaboration between nodes. Obviously, this kind of monitoring method only sets the duty cycle of nodes to 1 at the possible location of the target, and the duty cycle of node in other areas is very small. Consequently, it can save energy and maintain high monitoring quality.
Target Detection in Mobile Sink Network
In such a network, sensor nodes are stationary after deployment, while the sink is mobile. The sensing delay in this kind of network is the same as the second network mentioned earlier. However, the communication delay is quite different from the previous network. In the previous network, sensor nodes and sinks are stationary, so we can know the path data routing to sink after sensor nodes sense data. However, in the mobile sink network, even if a routing path to the sink is established in the previous period, a sink may move to another location within the next period. Therefore, how the data monitored by a sensor node can be effectively routed to a mobile sink is more complicated in this kind of network, and the communication delay is larger. In such networks, because communication delay is the largest component of delay, such networks mainly focus on how to reduce communication delay. This type of network is usually applied to a mobile user, which require attractive events or targets to be sent to these mobile users (sinks).
Track Mobile Target with Mobile Sink Network
Multiple mobile targets and multiple sinks. There are also various applications of this type of network in practice [39] . As Figure 2 shows, in safari parks, visitors are equivalent to a mobile sink (user in Figure 2 ), and the object that attract tourists like the elephant is mobile target. Tourists is walking all the time. When sensor percieves the elephant, it informs tourists (namely mobile target) and tells them the location of elephant. Such studies generally adopt trail-based routing to maintain the route between target and sink so that the sink and target can keep up correspondence with each other. In target tracking like this, the routing trail between target and mobile sink and sink's trail are stored in the routing path. As a result, nodes can always route to sink through these trails after sensing the target. And regardless of how target and sink moves, through trail routing, a routing path from source node to sink can always be established successfully. As is shown in Figure 2 , when the target moves from A to B, user (namely mobile sink) moves from C to D. The method of establishing routing is, when mobile target (elephant) is moving, it keeps track of how it gets to A. In this way, when mobile target moves to B, the sensor node will still be able to send its sensing information to A through trail. Because routing between A and B has been established already, and when the user moves from C to D, user also retains trail between C to D. Thus, sensing data that reaches C can continue to route to user in position D. In this method, the routing from target to sink is routed through the original location, so its routing path is not optimized. As Figure 2 shows, the best routing is a straight line for routing from B to D. However, due to the mobility of target and sink, the actual routing path established is B→A→C→D whose length is twice as long as the straight line from B to D. Obviously, due to the erratic motion of target and sink, the routing path from source to sink will be longer and longer after a longer period of time, resulting in poor routing efficiency. The path to sink may actually be k hops, but the current path of source to sink could be n times as much as k. The commonly used method is, after every period of time, when the routing efficiency becomes very poor, we reestablish the straight line route from target to sink, reduce invalid path, and make its path length close to k. This method of path optimazation is also discussed in literature [24] , In their method, when a detour appear on the routing path from target to sink, there will be a certain way to find the path shortcut, reduce the path length, and improve the routing efficiency. According to the target's attributes, the network can be divided into discrete target or event perception network and continuous target monitoring network. In discrete target or event perception network, event occurs randomly in the network. In this type of network, sensor nodes typically transmit the data perceived to sink while in continuous target monitoring network, mobile target keeps moving in the network, so sensor nodes need to transmit data to sink continuously after sensing the target.
Although there is plenty of research on tracking mobile targets, these studies mainly concentrate on how to establish a routing path from mobile target to sink. And in terms of reducing delay, they specialize in reducing sensing delay and neglect communication delay and the proposed solution is very few [47] . Furthermore, the professional methods about reducing the communication delay do not take into account the actual application of mobile target. For instance, Naveen and Kumar proposed Tunable Locally-Optimal Geographical Forwarding (T-LOGF) policy, [48] in order to reduce the communication delay. Their ideas are based on the following analysis: in the network of duty cycle working mode, each node may have multiple forwarding node sets when forwarding data, these forwarding nodes use the periodic awake/sleep mode independently. So, when the sender has data to be transferred, the first node that wakes up is not necessarily close to sink. At that time, the sender can continue to wait for a node closer to sink to wake up, or send it immediately. The disadvantages of immediate dilivery are: every time the routing distance to sink is short, more hops are needed to be routed to sink, which can cause large delay. And waiting for nodes closer to sink to wake up can make the number of hops from sink smaller. It is possible to reduce the total delay but increase the waiting delay. T-LOGF proposed an algorithm of optimizing forwarding nodes choice to reduce delay [48] .
This method that only consider about routing can adopted by target tracking method. However, these routes still don't take into account factors in tracking target, such as how to maintain the uniqueness of routing trail, and also lack of ways to optimize the routing on the basis of maintaining the characteristics of the trail. Although some studies have suggested that the adoption of improved duty cycle methods can effectively reduce delay, but improving the duty cycles of the entire network will have a significant impact on network lifetime. And as a matter of fact, target occurs locally and sporadically. If we just increase the duty cycle of nodes in these areas and on routing path, it can significantly reduce the delay and has little impact on the network lifetime. The scheme demonstrated in this paper exactly are based on this idea. The FEDF scheme proposed in this paper maintains high network lifetime on the basis of reducing delay.
System Model and Problem Statement

System Model
The network model in this paper belongs to a typical planar periodic data gathering wireless sensor network, which is similar to [13, 23, 24] , and its model structure is as follows:
(1) N homogeneous sensor nodes are randomly deployed in a two-dimensional planar network whose center is sink. The network radius is R, and the node density is ρ. Each node in the network monitors the surrounding environment continuously, and once the event or target is detected, the next hop is searched in the range of the communication radius r, and the sensing data should be sent to sink through multi-hop relays.
(2) Sensor nodes adopts asynchronous sleep/wake working mode in this paper, and nodes monitor the target and transmit the data only when they are in the waking state.
(3) All the monitoring targets are randomly distributed in the network, so the probability that each node monitors target, which leads to the probability that each node generates data is equal.
Network Parameters
The component of a sensor node includes a sensing unit and a communication unit [16, 19, 41] , in which the sensing unit is in charge of sensing the monitoring target or event and mobilizing the communication unit after sensing the target or event, then the communication unit initiates its internal communication mechanism to transmit data to sink. The sensor nodes adopt sleep/wake periodic mode to save energy for lacking of energy [17] . In a unit cycle, the nodes sleep/wake work periodically. The node only transmits data and senses targets or events when it is in the waking state. In a unit cycle, the ratio of the node in the waking state to the whole cycle called duty cycle, assume that is the sensing duty cycle and is the communication duty cycle, then:
where is the time that the node is in the waking state during the sensing cycle and is the time that the node is in the sleeping state during the sensing cycle; is the sensing duration of the node and is the communication duration of the node; is the time that the node is in the waking state during the communication cycle, and is the time that the node is in the sleeping state during the communication cycle.
The energy consumption model of this paper is similar to [14, 15] , and the energy consumption of nodes is mainly composed of event sensing, data transmission, data receiving and low power listening. Therefore, the energy consumption model can be expressed as:
The main parameters of the system model used in this paper are similar to [7] , and the parameters values are derived from the internal data tables of the prototype sensor nodes. Tables 1  and 2 list the relevant parameters used in this paper, the remaining parameters not in tables will be described in the specific calculation. Power consumption in sleeping (w) 
Problem Statement
Designing an efficient communication scheme that is suitable for wireless sensor networks is a major goal of this paper. With regard to network performance, the scheme should be able to optimize the overall performance of the network, reduce the communication delay, improve the energy utilization and maintain the network lifetime. It can be expressed as follows:
(1) Minimize communication delay
In this paper, the communication delay refers to the time it takes for data to be transferred from the sending node to the sink via multi-hop relays [19] .
where d ℎ stands for the transmission delay of i-th hop, and the number of relay hop is N, then the minimized communication delay can be expressed as Formula (4).
(2) Maximize energy utilization Energy utilization refers to the ratio of the energy consumed by the network to the initial energy of the network.
where ̇ stands for the initial energy of the node i and the energy consumption of node i is i so the maximized energy utilization can be expressed as Formula (6).
(3) Maximize network lifetime
Network lifetime is defined as the death time of the first node in the network in most studies [12, 20] . In wireless sensor networks, if the energy of the node is exhausted, the node will die. As a result, the network lifetime is closely related to the maximum energy consumption of the network. Assume that there are N nodes in the network, the energy consumption of node is , its initial energy is ̇. Therefore, maximizing the network lifetime is equivalent to maximizing the lifetime of the node with the largest energy consumption, that is:
In a nutshell, the research objectives of this paper are as follows:
4. The Design of FEDF Scheme
Introduction of QRR Path
In a wireless sensor network, the sensor node has the function of sending and receiving data. In addition, in the process, there is a lot of energy consumption. Therefore, sensor nodes often take the periodic sleep/awake rotation working model in order to reduce energy consumption. Data can be sent and received only when the node is in the waking state. Therefore, when a node needs to send data to the sink, it has relatively large delay by using the traditional method, because it has to wait for the next node to wake up. In this case, the delay will be increasingly large as the routing path gets longer. We propose a method in this paper that is to create a Quickly Reacted Routing (QRR) path. On the path, the duty cycles of nodes far away from sink are set to 1, which means they are in the work state all the time. In this way, the efficiency of data transmission has been greatly improved.
Considering that most nodes on a QRR path are working all the time, the energy consumption is pretty huge. In addition, there is a phenomenon in the field of wireless sensor network called an energy hole. The energy consumption of nodes close to the sink is greater; nodes near the sink are dead in the end so as to form energy hole. The duty cycle of the nodes near the sink is set as normal. As a result, the network maintains relatively high network lifetime. Figure 3 shows the communication delay of the network by using normal path and a QRR path. The duty cycle is 0.2. The delay of the node 1 hop away from the sink is equal. As the distance from the sink is farther and farther, the communication delay is increasing whether on the normal path or the QRR path. However, it is obvious that the communication delay on normal path is far greater than on the QRR path. Figure 4 shows the communication delay on the normal path and QRR path under different duty cycles. NR in Figure 4 is short for normal path. Path under the same duty cycle have the same communication delay in the range of one hop from the sink. In addition, as the duty cycle is larger, the communication delay is smaller. Furthermore, the communication delay of QRR path is significantly smaller than that of normal path. It can be seen that using a QRR path to transmit data can greatly reduce the delay and improve the working efficiency of the network. 
General Design of FEDF Scheme
In a wireless sensor network, the target keeps moving, and when the node senses the target, it will send the data to sink. As is shown in Figure 5 , each time the node perceives the target, it goes straight through the shortest path and sends the data to the sink. However, the FEDF scheme is proposed in this paper, which can transmit data efficiently and save resources. Before introducing the scheme, we suppose that: Firstly, according to Global Positioning System (GPS) or position assessment devices, each node knows its own coordinates. Secondly, the target moves randomly. Thirdly, each time a node is passed, the node records two messages: number of hops from sink (hopCount) and a set of nodes that have been visited (visited_list).
The scheme consists of three steps. The first step is initializing the sensor network: In a circular area of radius R, set and locate the coordinates of each node and the distance between nodes and initialize the shortest distance from them to the sink. The second step is creating an initial QRR path when the sensor node senses the target in the beginning. The third step is creating a QRR path according to the random movement of mobile target. The last step is optimization of the path.
(1) Initialize the network: determine the minimum hopCount between node and sink In the initial situation, there are many sensor nodes in the provided monitoring area. In this paper, we will assume that nodes in the network are uniformly distributed, which means the distances between nodes are equal. Each node knows its position in the coordinate system. In the process of initialization, we set the number of hops from sink to sink itself (hopCount sink sink ) to 0, while set other nodes to the sink to ∞. Then the sink broadcast hopCount sink sink is 0. When other adjacent nodes received the value, they add one to this value and continue to broadcast it. When the value of hopCount is smaller than that of itself, update the value to the smaller one and add one. Update the value of each node's hopCount according to this method until hopCount of every node in the network is no longer changed. The network initialization is completed. Figure 6 shows the network after initializing. How to initialize the network is shown in Algorithm 1. sink broadcast its hopCount, and assume node's ℎ received from others is 4: For every node in the network Do 5:
If
keep its original value 10: End else 11: End for (2) Create an initial QRR path When the sensor node senses the target, it must check its recording table (including the last node and the next node) and ensure whether there has been a QRR path. If any, the node just transmits data through it. If no, we create a QRR path according to Algorithm 2, and set duty cycles of nodes far from the sink to 1. In this way, an initial QRR path is created, as is shown in Figure 7 . 
In the sensor network, a mobile target will move randomly. If we do not record its motion trail, the data will be transmitted a totally new way every time the target moves, which cannot take advantage of the QRR path that was already established. Therefore, we applied the recording table.
The recording table will be updated with the movement of the target to record its trail. In addition, as every movement of the target is the hopCount from the sink plus 1, add the node visited to visited_list, and set the duty cycle of the node to 1.
Algorithm 3 updates the recording Because the location of the target is constantly changing, the transmission path will be complicated and tortuous when the target moves fast. In this case, both the delay and the energy consumption are very costly. So we need to simplify the path (shortcut) when necessary, which can reduce the delay and energy consumption effectively.
With regard to the nodes in the wireless sensor network, the energy consumption is mainly composed of event sensing, data transmission, data receiving and low-power listening. So the total energy consumption of a node is as follows:
In Formula (8), ε stands for total energy consumption, ε stands for the energy consumption when the node in sensing, ε stand for that in sending data, ε stands for that in receiving data, and ε stand for that in sleeping. And ∀ , ∀ stands for the node's data amount for sending and receiving data. and are sending duration and communication duration respectively.
Energy consumption in sensing is as follows:
where is power consumption in sensing, is power consumption in sleeping and is sensing duty cycle.
Energy consumption in sending data is as follows:
where stands for the data packet duration, is the preamble duration and is acknowledge window duration.
Energy consumption in receiving data is as follows:
where the first item in the formula represents energy consumption in receiving data, and the second represents that in sleeping. , in the formula can be expressed as follows:
In sensor network, the closer the distance to sink is, the greater the energy consumption is. Supposing that the radius of the network is R, the communication radius of the node is r, and the probability of generating data is beta , so the data amount of the node that is i meters away from sink can be represented as follows:
where + < R Data amount of the node when sending data is equal to data amount when recieving data plus data amount produced by the node itself: ∀ = ∀ + (16) Supposing that communication duty cycle in the network is , communication duration is , so one hop transmission delay of a node is as follows:
Theorem 1. In the network, supposing that number of hops from node N to sink is ℎ , the communication delay of the node is as follows:
=ℎ =ℎ (
Proof. According to Formula (17), we have already known one hop transmission delay is , that is 
□
Theorem 2. In a wireless network with uniformly distributed nodes, distance between two adjacent nodes is d, so the communication delay from node 1 to node 2 is as follows:
Proof. According to Formula (19), the distance between 1 and 2 is D 1 2 , and distance between two adjacent nodes is d, so 1 2 /d represents number of hops from node 1 to 2 , the communication delay between two nodes is the product of the hopCount from sink and one hop delay. □
Theorem 3. In FEDF scheme, one hop delay of a hotpot is expressed as follows:
Proof. According to Formula (17), in FEDF scheme, communication duty cycle of the node is set to 1, so the value of 
Proof. According to Formula (20), the communication delay between nodes with normal communication duty cycle is ( 1 2 /d)(
(1− ) 2 2 + + + ), and energy consumption of the node is according to Formula (8). So when node N 1 send data through i nodes to node N , the total energy consumption is ∑ 1 . Compared to QRR path, it has less energy consumption. 
Proof. For a node that needs to send data, its cost in the entire process of transferring data is the sum of the cost through existing path and create a new path. According to Formula (23), the cost for the node transferring data through the existing path is ℎ N 1
, and the cost for the node creating a new path is (
. In addition, 1 and 2 stands for the degree to which these two items matter. Therefore, the total cost is expressed as Formula (25) . □
(1) Pre-Shortcuts
We do not know which situation is the best before actually take shortcuts. Therefore, exploring a relatively appropriate path is necessary. We synthesize a variety of situations and finally choose the best as the final transmission path. The process is called pre-shortcuts in this paper.
The endpoint of a shortcut is called EDP. Every time the sensor node perceives the target, the cost of every node in its visited_list will be calculated and analyzed through Algorithm 4, including the delay and energy consumption. Thus, the node that has the minimum cost is the EDP. The implementation of the procedure will be analyzed in detail.
When the target moves to the position of node source, distance between every node p (including sink) in visited_list and source is calculated and the result is D . And it is known to all that distance between two adjacent nodes is d, so D /d stands for the minimum hopCount from node p to source (ℎ ). In the condition that ℎ reaches a threshold η, the cost of creating a path from source to p can be calculated according to Formula (24) , and the cost of transmitting data from source to sink can also be caculated according to Formula (23) . Therefore, the total cost is = C 1 +C 2 according to Formula (25) . However, it is unnecessary to create a new path if transmitting data through the original path, and its cost is = 2 . In Algorithm 4, it shows the method about how to find possible EDP (pEDP). 
Calculate of p 8: add p to pre_list 9:
End if 10: End for 11: End In Algorithm 5, for every node in pre_list, the node that has the minimum will be found and it is exactly EDP.
Algorithm 5
Determining the EDP 1: begin 2: For each node in pre_list 3:
Find min{
return p 5: End for 6: End In order to reduce unnecessary delay and energy consumption, we take the shortest path when creating path, as is shown in Algorithm 6. Supposing the location of node 0 is ( 0 , 0 ), the location of source is (x, y). According to Formula (26), the offset of the abscissa and the ordinate of A (the next hop of source) can be calculated as (x.offset, y.offset) = (a, b). So nextHop(x, y) = (x-x.offset, y-y.offset).
In Formula (26), k is the slope of the straight line formed by sink and source, the location of sink is ( 0 , 0 ), the location of source is (x, y), a, b stands for the offset of the abscissa and the ordinate of source respectively, and d stands for the shortest distance from source to 0 . After the final EDP is determined, the target sends a data packets from the source to the EDP to inform it of the two ends of the shortcut. According to Algorithm 6, the next hop is found continuously and every time a node is visited, its recording table is updated, and its communication duty cycle is set to 1. Until the next hop is the EDP, the original path can be cancelled, which means restoring the duty cycle of nodes on the path and deleting relevant items of the recording table. Before that, data is transmitted through the original path.
Algorithm 6
As is shown in Figure 8 , the target sends data from source to sink through A-B-C-D-E-F-G. Assuming that the value of η is 2, the cost of nodes (except for node A an B) in visited_list can be calculated according to Algorithm 6, and add pEDPs to pre_list. We compare the cost of all nodes in pre_list according to Algorithm 5, assuming that the node that has the minimum cost is F, F is EDP in the example. Therefore, the target send a information packet from source to F to inform F, according to Algorithm 6, the sending path is H→I→F. Before the arrival of data packet, target transmit data through the original path. When the packet arrives, cancel path A→B→C→D→E→F, restore their duty cycle, remove them from visited_list and delete the relevant information of recording table. Since then, the target will send data data through path H→I→F→G.
Performance Analysis of FEDF Scheme
In this paper, we measure the performance of a FEDF scheme from three aspects: delay, energy utilization and network life. By analyzing and comparing the performance of the FEDF scheme and the traditional routing scheme (every time take the shortest way), compared to traditional scheme, the FEDF scheme reduces communication delay by 87.4%, and improves energy utilization by 2.65%. It is obvious that the FEDF scheme demonstrated in this paper performs extremely efficiently.
In the sensor network, the distance between two adjacent nodes is d. A mobile target keeps moving and moves randomly in all directions in the network, which produces a variety of paths. So in the mathematical statistics point of view, the probability that each node moves in every direction is equal. That is, the actual path (D) of the mobile target and its distance (d) to the sink are proportional. Therefore, we can set a path simplification coefficient λ (λ ≥ 1) and D = d × λ. For different scenarios, the value of λ is different. For instance, when the mobile target moves fast and the path bending degree is large, the value of λ is larger. However, when the velocity is slow, the path is similar to a straight line, and the value of λ is small and close to 1. We will analyze the delay and energy consumption in the case of different values of λ below.
Transmission Delay
Theorem 8. In FEDF scheme, assume that the network radius is R, the communication radius is r, the set of nodes with communication duty cycle of 1 is ̈, the set of nodes with common duty cycle is ̈, and one hop delay of node n can be expressed as follows:
Proof. according to Formula (17), one hop delay of node with normal communication duty cycle is (1− ) 2 2 + + + , and according to Formula (21), one hop delay of node with duty cycle of 1 is + + . In summary, one hop delay of a node can be expressed as Formula (27) . □ Theorem 9. In FEDF scheme, on QRR path, the duty cycle of node 0 near sink is normal, others is 1. HopCount from node n to 0 is ℎ 0 , and these nodes has high duty cycle. Therefore, the communication delay from node n to sink can be expressed as follows:
Proof. One hop delay of nodes with normal duty cycle is nodes is 1, the sum of the delay of these nodes is ℎ 0 ( + + ). Therefore, the communication delay from node n to sink is as Formula (28) . □ In the FEDF scheme, on a QRR path, the first hop from the sink has a normal duty cycle, while other nodes have a duty cycle of 1. However, in the traditional routing path (TRP) scheme, the communication delay is directly proportional to distance from the sink. Figure 9 shows the communication delay comparison of the FEDF scheme and the TRP scheme, in which the routing path is straight; the value of λ is 1. When the degree of bending of the path is different, the communication delay is different. In general, the longer the path, the larger the delay. Figure 10 shows the performance of the communication delay in the FEDF scheme from different λ as the distance from the sink becomes larger. It is obvious that the communication delay is large if the value of λ is large. Distance from sink (m) Figure 10 . Communication delay in FEDF from different λ. Figure 11 shows the communication delay in FEDF from different λ and in TRP. When λ is 2, the communication delay in the FEDF scheme is greatly less than that of the TRP scheme. In general, the value of λ will be maintained at a relatively small number, because every time the value of λ becomes relatively large, that is, when the degree of the path bending gets large, the path will be updated according the algorithm. In a word, with regard to delay, the FEDF scheme performs very well. Figure 12 shows the energy consumption of the TRP scheme and the FEDF scheme in the case of the communication duty cycle being 0.2. In general, the closer the sink, the greater the amount of data the node needs to forward, and the severer the energy consumption. The closer the node is to the sink, the greater the data amount that the node needs to forward, and the more the energy consumption will be. However, the first hop from the sink has normal duty cycle in the FEDF scheme, so several nodes far away from sink have more energy consumption. Energy consumption is larger in the FEDF scheme than in the TRP scheme, but the former can improve the energy utilization of the network. What should be emphasized is that, in Figure 12 , we only consider nodes on just one path. As a matter of fact, nodes that one hop away from sink have larger energy consumption than that two hops away from sink. Therefore, the curve should show a downward trend. Assume that the network communication radius is r and the node density is . There are π • • • nodes that one hop away from sink, there are (2 2 − 1 2 ) • • • nodes that two hops away from sink, there are (3 2 − 2 2 ) • •
Energy Utilization
• • nodes that three hops away from sink. In addition, the average energy consumption of nodes that have the same distance from sink is the sum of their energy consumption divided by the number of nodes. As a result, node's energy consumption reduces as its distance from sink increases.
Theorem 10.
In the wireless sensor network, there are n nodes, the average energy consumption of each node is ∈ ̅ , so energy consumption of the network can be expressed as follows:
Proof. The network energy utilization is the ratio of the total energy consumed by the entire network to the total maximal energy that can be consumed. Total energy consumption can be calculated according to Formula (8). Figure 13 shows the energy utilization in TRP scheme and FEDF scheme. Compared to TRP scheme, FEDF scheme can improve the energy utilization by 2.65% when the value of λ is 1. And when λ is larger, its energy utilization is greater. 
Network Lifetime
Theorem 11. In FEDF scheme in this paper, assume that there are n nodes in network, The i-th node is denoted as and its initial energy is ̇, so the network lifetime is expressed as follows:
Proof. In wireless sensor network, network lifetime depends on the energy consumption of nodes.
As long as there is a node dead, then the network is paralyzed. So the network lifetime is directly related to the maximum energy consumption of the node. Thus, the network lifetime is the ratio of the initial energy consumption of a node to the maximum energy consumption of a node in the network. □ Figure 14 shows the network lifetime in the FEDF scheme and the TRP scheme under different duty cycles. In the FEDF scheme, the routing path is updated all the time, so every time the node has not yet reached its lifetime it will be replaced. Therefore, the entire network is in a dynamic process; its lifetime will not change. 
Experimental Results
In this section, we will analyze the performance of the FEDF Scheme through specific examples. Assume that a mobile target keeps moving in the network, and every time the node senses the mobile target, it will send data to the sink. In the scheme, the routing path is changing dynamically with the movement of the target. The FEDF scheme is far superior to the traditional routing scheme of recreating a path every time via analysis.
In the wireless sensor network, when the mobile target moves from the sink to node I, as shown in Figure 15 , we detect possible EDP of a shortcut according to Algorithms 4 and 5. In addition, the value of path simplification coefficient λ is 1.5 through calculation. At this time, according to Formula (25) , in the example, the value of 1 , 2 are 0.7, 0.3 respectively, the calculation process is as shown in the table below. In the table, CCP stands for the cost of creating a path, including the delay and energy consumption. CSD stands for the cost of transmitting data through the existing path. TC stands for the total cost, which is the sum of the first two items in corresponding proportion. In addition, the unit of delay is ms, the unit of energy consumption is mJ.
In general, there is little possibility that the node near the sink is the EDP. According to Algorithm 4, η is set to 2. So the sink, node A, B, C, D, E, and F are pEDPs. Obviously, as is shown in Table 3 ; node B has the minimum cost, which is about 168.48. So it is selected as EDP. In addition, then the original path I→H→G→F→E→D→C→B, the target continues moving. When the mobile target moves to node M, as is shown in Figure 16 , the possible EDP is detected according to algorithms. In addition, we choose node J as EDP finally through calculation. In this case, the value of λ is 1.67. The detailed calculation process is shown in the following Table 4 . Node J, I, N, O, P, B, and A are pEDPs. If we choose node I as the EDP, hopCount from source to I is 2, hopCount from source to J is 1. It is easy to see that choosing J as the EDP costs less. So we do not include node I in the following table.
As is shown in the table below, the total cost is minimal when node J is the EDP. The value is 171.74. And after a while, the mobile target moves to node S, as is shown in Figure 17 . Possible EDPs are detected according to algorithm. Node O is the final EDP through calculation. In addition, the value of path simplification coefficient λ is 1.57. According to Algorithm 4, node M, J, I, N, O, P, B, and A are pEDPs. However, for nodes M, J, and I, the minimum hops from them to the source is the same as the hops of their original transmission path, and taking the original path eliminates the cost of re-creating a path, which has higher efficiency. The detailed calculating process is as shown in Table 5 . Obviously, taking the original path costs less than choosing any node in the visited_list as the EDP for shortcuts. Therefore, we will not update the path this time. When the mobile target moves to node U as shown in Figure 18 , nodes detected possible EDPs, and we choose the sink as the EDP finally through calculation-that is, we can create a path directly to the sink. At this moment, the routing path is close to a straight line, as is shown in Figure 19 . The value of λ is 2.17 through calculation.
According to Algorithm 4, node R, Q, M, J, I, N, O, P, B, and A are pEDPs, because the minimum hops from source to node R or Q or M is the same as the original path; taking the original path will certainly cost less. There is no possibility that they are the EDP, so we do not include these three nodes in the calculation. The detailed process is shown in Table 6 . When the sink is the EDP, the total cost is the minimum, which is 212.84. When the mobile target moves to node H', as Figure 20 shows, according to Algorithm 4, possible EDPs are found. Finally, node U is selected as the EDP. In addition, λ is 1.33 at this moment. Because we have already got the straight path U→V→W→X→Y→Z→sink, and it is the most efficient way to transmit directly through this route when data is in the position of node U, then we just need to consider node U, A', B' and C' in the visited_list. The detailed process is shown in Table 7 . When node U is EDP, the total cost is minimum, which is 212.79. In addition, the updated transmission path is shown in Figure 21 . In the end, the mobile target moves to node R, which is shown in Figure 22 . Node G' is selected as the EDP through calculation. In addition, the value of λ is 1.71. The detailed calculating process is shown in Table 8 , when choosing node G' as EDP, the total cost is minimum. In the end, the transmission path is shown in Figure 23 . Figure 24 shows the communication delay in the FEDF scheme and traditional routing path (TRP) scheme. Assuming that the mobile target moves at 1 hop/s, the communication delay of two schemes presents a completely different performance as time grows. The target transmits data directly to the sink in the TRP scheme, so the node in this routing path may be in the state of sleep, which will waste a lot of time. In addition, the communication delay in the TRP scheme is in direct proportion to distance from sink. However, in the FEDF scheme, we adopt a QRR path, which will reduce delay significantly. Furthermore, we update the routing path in a timely manner, according to the algorithm, which will also help to reduce delay. Figure 25 shows the energy consumption in the FEDF scheme and the TRP scheme. Energy consumption in the FEDF scheme is larger than that in the TRP scheme, because most nodes have high duty cycle. However, duty cycle of the node near sink is normal so as to maintain a relatively high network lifetime. 
Transmission Delay
Energy Consumption
Path Length
As is shown in Figure 26 , the path length in the FEDF scheme is roughly an increasing trend, while in the TRP scheme it is directly related to the distance from sink. 
Conclusions
In the sensor network, the node adopts the work/sleep working mode, and the end-to-end delay of data transmission from target to sink (communication delay) has a great influence on the transmission efficiency of the whole network. In a traditional scheme, the communication delay is quite large, which can waste a lot of resources. Therefore, we proposed the FEDF scheme in this paper. In the FEDF scheme, the duty cycle of nodes on a Quickly Reacted Routing (QRR) path and farther away from the sink is set to 1. Therefore, the sensing delay of each node is reduced, and the communication delay will reduce greatly. In the dynamic process of target moving, we analyze the cost of a shortcut, including the delay and energy consumption to update the routing path, and finally choose a path with relatively low cost. Comprehensive performance analysis shows that the FEDF scheme has outstanding performance both in delay and in energy utilization. Compared to a traditional routing scheme, it can reduce communication delay by 87.4%, improve network energy utilization by 2.65%, and ensure an increased network lifetime.
