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Abstract
By adopting the coupling by reflection and choosing an auxiliary function which
is convex near infinity, we establish the exponential convergence of diffusion semi-
groups (Pt)t≥0 with respect to the standard Lp-Wasserstein distance for all p ∈
[1,∞). In particular, we show that for the Itoˆ stochastic differential equation
dXt = dBt + b(Xt) dt,
if the drift term b satisfies that for any x, y ∈ Rd,
〈b(x)− b(y), x− y〉 ≤
{
K1|x− y|2, |x− y| ≤ L;
−K2|x− y|2, |x− y| > L
holds with some positive constants K1, K2 and L > 0, then there is a constant
λ := λ(K1,K2, L) > 0 such that for all p ∈ [1,∞), t > 0 and x, y ∈ Rd,
Wp(δxPt, δyPt) ≤ Ce−λt/p
{
|x− y|1/p, if |x− y| ≤ 1;
|x− y|, if |x− y| > 1.
where C := C(K1,K2, L, p) is a positive constant. This improves the main result
in [13] where the exponential convergence is only proved for the L1-Wasserstein
distance.
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1 Introduction
In this paper we consider the following Itoˆ stochastic differential equation
dXt = σ dBt + b(Xt) dt, (1.1)
where (Bt)t≥0 is a standard d-dimensional Brownian motion, σ ∈ Rd×d is a non-degenerate
constant matrix, and b : Rd → Rd is a Borel measurable vector field. Recently there are in-
tensive studies on the existence of the unique strong solution to (1.1) with singular drift b.
For example, if σ = c Id for some constant c 6= 0 and b is bounded and Ho¨lder continuous,
Flandoli et al. [14] proved that (1.1) generates a unique flow of diffeomorphisms on Rd.
The results are recently extended by F.-Y. Wang in [28] to (infinite dimensional) stochas-
tic differential equations with a nice multiplicative noise and a locally Dini continuous
drift. From these results we see that when the diffusion coefficient σ is non-degenerate,
quite weak conditions on b are sufficient to guarantee the well-posedness of (1.1), which
will be assumed throughout this paper. Moreover, we assume the solution (Xt)t≥0 has
finite moments of all orders.
Denote by (Pt)t≥0 the semigroup associated to (1.1). If the initial value X0 is dis-
tributed as µ, then for any t > 0, the distribution of Xt is µPt. We are concerned with
the long-time behavior of Pt as t tends to ∞, more exactly, the rate of convergence to
equilibrium of δxPt for any x ∈ Rd. This problem is of fundamental importance in the
study of Markov processes, and has been attacked by a large number of researchers in the
literature. To the authors’ knowledge, there are at least three approaches for obtaining
quantitative ergodic properties. The first one is known as Harris’ theorem which combines
Lyapunov type conditions and the notion of small set, see [19, 20, 15] for systematic pre-
sentations. Recently this method is further developed in [16, 17, 4] with applications to
stochastic partial differential equations (SPDE) and stochastic delay differential equations
(SDDE). The second method employs functional inequalities to characterize the rate of
convergence to equilibrium for (Pt)t≥0. It is a classical result that for symmetric Markov
processes the Poincare´ inequality is equivalent to the exponential decay of the semigroup.
More general functional inequalities were introduced in [26, 23, 27] to describe different
convergence rates. It was shown in [1] that the two methods above can be linked together
by Lyapunov–Poincare´ inequalities. We also would like to mention that Bolley et al. [2]
recently studied the exponential decay in the L2-Wasserstein distanceW2 via the so-called
WJ inequality, by using the explicit formula for time derivative of W2 along solutions to
the Fokker–Planck equation (see [2, Theorem 2.1]). An application to the granular media
was given in [3], yielding uniformly exponential convergence to equilibrium in the presence
of non-convex interaction or confinement potentials.
Yet there is another approach for studying exponential convergence of the semigroup
(Pt)t≥0 corresponding to the SDE (1.1) considered in this paper, that is, the coupling
method. If the drift vector field b fulfills certain dissipative properties, this latter method
provides explicit rate of convergence to equilibrium in a straightforward way, see e.g.
[5, 12] and the preprint [13]. The present work is motivated by [12, 13] where the author
obtained exponential decay of (Pt)t≥0 when the drift b is assumed to be only dissipative
at infinity, see the introduction below for more details.
A good tool for measuring the deviation between probability distributions is the
Wasserstein-type distances which are defined as follows. Let ψ ∈ C2([0,∞)) be a strictly
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increasing function satisfying ψ(0) = 0. Given two probability measures µ and ν on Rd,
we define the following quantity
Wψ(µ, ν) = inf
Π∈C(µ,ν)
∫
Rd×Rd
ψ(|x− y|) dΠ(x, y),
where | · | is the Euclidean norm and C(µ, ν) is the collection of measures on Rd × Rd
having µ and ν as marginals. When ψ is concave, the above definition gives rise to a
Wasserstein distance Wψ in the space P(Rd) of probability measures ν on Rd such that∫
ψ(|z|) ν(dz) < ∞. If ψ(r) = r for all r ≥ 0, then Wψ is the standard L1-Wasserstein
distance (with respect to the Euclidean norm | · |), which will be denoted by W1(µ, ν)
throughout this paper. We are also concerned with the Lp-Wasserstein distance Wp for
all p ∈ [1,∞), i.e.
Wp(µ, ν) = inf
Π∈C(µ,ν)
(∫
Rd×Rd
|x− y|p dΠ(x, y)
)1/p
.
Equipped with Wp, the totality Pp(Rd) of probability measures having finite moment of
order p becomes a complete metric space.
In this paper, we shall establish the exponential convergence of the map µ 7→ µPt
with respect to the Lp-Wasserstein distance Wp for all p ≥ 1. We first recall some known
results.
Theorem 1.1 (Uniformly dissipative case). Suppose that σ = Id and there exists a
constant K > 0 such that
〈b(x)− b(y), x− y〉 ≤ −K|x− y|2 for all x, y ∈ Rd. (1.2)
Then, for any p ≥ 1 and t > 0,
Wp(µPt, νPt) ≤ e−KtWp(µ, ν) for all µ, ν ∈ Pp(Rd). (1.3)
The proof of this result is quite straightforward, by simply using the synchronous
coupling (also called the coupling of marching soldiers in [7, Example 2.16]), see e.g. [2,
p.2432] for a short proof.
In applications, the so-called uniformly dissipative condition (1.2) is too strong. In-
deed, it follows from [22, Theorem 1] or [2, Remark 3.6] (also see [5, Section 3.1.2, Theorem
1]) that (1.3) holds for any probability measures µ and ν if and only if (1.2) holds for all
x, y ∈ Rd. The first breakthrough to get rid of this restrictive condition was done recently
by Eberle in [13], at the price of multiplying a constant C ≥ 1 on the right hand side of
(1.3). To state the main result in [13], we need the following notation which measures the
dissipativity of the drift b:
κ(r) := sup
{〈σ−1(x− y), σ−1(b(x)− b(y))〉
2|σ−1(x− y)| : x, y ∈ R
d with |σ−1(x− y)| = r
}
. (1.4)
As in [13, (2.3)], we shall assume throughout the paper that∫ s
0
κ+(r) dr < +∞ for all s > 0.
This technical condition will be used in Section 2 to construct the auxiliary function.
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Theorem 1.2 ([13, Corollary 2.3]). Suppose that the vector field b is locally Lipschitz
continuous, and there is a constant c > 0 such that
κ(r) ≤ −cr for all r > 0 large enough. (1.5)
Then there exist positive constants C, λ > 0 such that for any t > 0 and µ, ν ∈ P1(Rd),
W1(µPt, νPt) ≤ Ce−λtW1(µ, ν).
In particular, when σ = Id, the condition (1.5) holds true if (1.2) is satisfied only for
large |x− y|, that is,
〈b(x)− b(y), x− y〉 ≤ −K|x− y|2, |x− y| ≥ L
for some constant L > 0 large enough. Therefore, [13, Corollary 2.3] implies that the map
µ 7→ µPt converges exponentially with respect to the standard L1-Wasserstein distanceW1
under locally non-dissipative drift, see [13, Example 1.1] for more details. The proof of [13,
Corollary 2.3] is based on the coupling by reflection of diffusion processes and a carefully
constructed concave function, cf. [13, Section 2]. A number of direct consequences are
presented in [13, Section 2.2] which indicate that the convergence result as [13, Corollary
2.3] is extremely useful.
However, [13, Corollary 2.3] is not satisfactory in the sense that no information on
the L2-Wasserstein distance W2 is provided. This fact has also been noted in [5, Section
7.1, Remark 19], saying that “the reflection coupling cannot furnish some information on
W2”. Our main result of this paper shows that this is not the case.
Theorem 1.3. Assume that there are constants c > 0 and η ≥ 0 such that for all r ≥ η,
one has
κ(r) ≤ −cr. (1.6)
For ε ∈ (0, c), define
C0(ε) = max
{
2e2
ε
(
1 +
2√
ε
)√ 2
c− ε,
2 +
√
ε
ε(1− e−2)
[
2
√
2e2√
ε(c− ε) +
1
c− ε
]}
and
λ =
min{2, 2/ε}
C0(ε)
exp
(
− c
2
η2 −
∫ η
0
κ+(s) ds
)
.
Then for any p > 1, t > 0 and any x, y ∈ Rd, it holds
Wp(δxPt, δyPt) ≤ Ce−λt/p
{
|x− y|1/p, if |x− y| ≤ 1;
|x− y|, if |x− y| > 1. (1.7)
where C := C(c, η, ε, p) > 0 is a positive constant.
Theorem 1.3 above does provide new conditions on the drift term b such that the as-
sociated semigroup (Pt)t≥0 is exponentially convergent with respect to the Lp-Wasserstein
distance Wp for all p ≥ 1. The reason that we can obtain the exponential convergence in
Wp for all p ≥ 1, not only W1, is due to our particular choice of the auxiliary function
which is convex near infinity. It is designed by using Chen–Wang’s famous variational
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formula for the principal eigenvalue of one-dimensional diffusion operator, see for instance
[10] or [7, Section 3.4]. The reader can refer to [8] and the references therein for recent
studies on this topic.
The assertion of Theorem 1.3 can be slightly strengthened if (1.6) is replaced by a
stronger condition.
Theorem 1.4. Assume that there are constants c > 0, η > 0 and θ > 1 such that for all
r ≥ η, one has
κ(r) ≤ −crθ. (1.8)
Let λ be defined as in Theorem 1.3 with c replaced by cηθ−1. Then there is a positive
constant C such that for all t > 0 and x, y ∈ Rd, it holds
Wp(δxPt, δyPt) ≤ Ce−λt/p
{
|x− y|1/p, if |x− y| ≤ 1;
|x− y| ∧ 1
t∧1 , if |x− y| > 1.
(1.9)
The idea of the proof is to use synchronous coupling for large |x− y| and the coupling
by reflection for small |x−y|. For the latter part, we can directly use the result of Theorem
1.3, since (1.8) implies that (1.6) holds with cηθ−1 if η > 0.
Before presenting the consequences of Theorem 1.3, let us first make some comments
and give some examples. In the beginning, we intended to generalize Eberle’s results by
assuming that there is a constant c > 0 such that
κ(r) ≤ −c for all r large enough. (1.10)
It turns out that under mild conditions on κ, the two conditions (1.5) and (1.10) are
equivalent, up to changing the constants. More explicitly, we have
Proposition 1.5. Assume that there are constants c, r0 > 0 such that κ(r0) ≤ −c and
δ0 := sup0≤r≤r0 κ(r) < +∞. Then, the condition (1.5) holds with some other positive
constant.
This result indicates that if the function κ is locally bounded from above, then the
following statements are equivalent:
(i) there exist constants c, r0 > 0 such that κ(r0) ≤ −c;
(ii) there exist constants c > 0 and θ ≤ 1 such that κ(r) ≤ −crθ for r > 0 large enough;
(iii) there exists a constant c > 0 such that κ(r) ≤ −cr for r > 0 large enough.
Note that, none of the above condition is equivalent to that there exist constants c > 0
and θ > 1 such that for r > 0 large enough, κ(r) ≤ −crθ, see e.g. b(x) = −x for all x ∈ Rd.
Compared to (1.5), the seemingly much weaker condition (i), i.e. there exist two constants
c, r0 > 0 such that κ(r0) ≤ −c, has the obvious advantage of being easily verifiable. Thus
we shall sometimes use this formulation in the sequel.
The equivalence stated above also indicates that Theorem 1.3 is sharp in some situa-
tion, as shown by the next example.
Example 1.6. Assume that σ = Id and b(x) = ∇V (x) with V (x) = −(1 + |x|2)δ/2 for
some δ ∈ (0, 2). Then, we have the following statements.
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(1) If δ ∈ (0, 1), then κ(r) ≥ 0 for all r large enough, and the inequality (1.7) does not
hold for any positive constants C and λ with p = 1.
(2) If δ ∈ [1, 2), then κ(r) = 0 for all r ≥ 0, and so for all x, y ∈ Rd and t > 0,
W1(δxPt, δyPt) ≤ |x− y|. (1.11)
On the other hand, it holds that
dTV (δxPt, δyPt) ≤
√
2
pit
|x− y| for all t ≥ 0 and x, y ∈ Rd, (1.12)
where dTV is the total variation distance between probability measures.
To show the power of Theorem 1.4, we consider the following example which yields
the exponential convergence of the semigroup (Pt)t≥0 with respect to the Lp-Wasserstein
distanceWp (p > 2) for super-convex potentials. The assertion below improves the results
mentioned in [5, Section 6.1].
Example 1.7. Let σ = Id and b(x) = ∇V (x) with V (x) = −|x|2α and α > 1. It follows
from [5, Section 6, Example 1] that there is a constant c > 0 such that for all r > 0,
κ(r) ≤ −cr2α−1. (1.13)
Then, according to Theorem 1.4, the associated semigroup (Pt)t≥0 converges exponentially
with respect to the Lp-Wasserstein distance Wp for any p ≥ 1. More explicitly, there is a
constant λ := λ(α) > 0 such that for any p ≥ 1, x, y ∈ Rd and t > 0,
Wp(δxPt, δyPt) ≤ Ce−λt
[
|x− y|1/p1{|x−y|≤1} +
(
|x− y| ∧ 1
t ∧ 1
)
1{|x−y|≥1}
]
holds with some constant C := C(α, p) > 0.
Note that (1.13) implies that for all x, y ∈ Rd,
〈b(x)− b(y), x− y〉 ≤ −2c|x− y|2α.
Therefore, the uniformly dissipative condition (1.2) fails when x, y ∈ Rd are sufficiently
close to each other. That is, one cannot deduce directly from Theorem 1.1 the exponential
convergence with respect to the Lp-Wasserstein distance Wp (p ≥ 1).
As applications of Theorem 1.3, we consider the existence and uniqueness of the in-
variant probability measure, and also the exponential convergence of the semigroup with
respect to the Lp-Wasserstein distance Wp. For p ∈ (1,∞), we define
φp(r) =
{
r1/p, if r < p−p/(p−1);
r − p−p/(p−1) + p−1/(p−1), if r ≥ p−p/(p−1).
Finally, let φ1(r) = r for all r ≥ 0. Then for all p ∈ [1,∞), φp is a concave C1-function
on R+, thus Wφp is a well defined distance on Pp(Rd). Moreover,
r ∨ r1/p ≤ φp(r) ≤ r + r1/p ≤ 2(r ∨ r1/p) for all r ≥ 0, p ∈ [1,∞).
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Corollary 1.8. Suppose that the drift term b is locally bounded on Rd, and (1.6) holds
for all r > 0 large enough with some constant c > 0. Then, there exists a unique invariant
probability measure µ ∈ ∩p≥1Pp(Rd), such that there is a constant λ := λ(c) > 0 such that
for all p ∈ [1,∞) and for any probability measure ν ∈ Pp(Rd),
Wp(νPt, µ) ≤ Ce−λtWφp(ν, µ), t ≥ 0
holds with some positive constant C := C(c, p).
Remark 1.9. (1) Under the assumptions of Corollary 1.8, it is easy to establish the
following Foster-Lyapunov type conditions:
Lφ(x) ≤ −c1φ(x) + c2, x ∈ Rd,
where L is the generator of the underlying diffusion process, φ(x) = |x|2 and c1, c2
are two positive constants. Due to the existence and uniqueness of the invariant
probability measure, we know that the diffusion process exponentially converges
to the unique invariant probability measure µ with respect to the total variation
distance. That is, there are a constant θ > 0 and a measurable function C(x) such
that for all x ∈ Rd and t > 0,
dTV (P (t, ·), pi) ≤ C(x)e−θt,
where P (t, ·) is the associated transition probability.
(2) As was pointed by the referee, the conclusion of Corollary 1.8 for p = 1 also could
be deduced from Theorem 1.4 and the Foster-Lyapunov type condition above, by
Harris’s theorem for the exponential convergence to the invariant measure in the
Wasserstein metric. See [17, Theorem 4.8] and [4, Theorem 2.4] for more details.
The following statement is concerned with symmetric diffusion processes. Though we
believe the assertion below is known (see e.g. [25, Corollary 1.4]), we stress the relation
between the exponential convergence with respect to L1-Wasserstein distanceW1 and that
with respect to the L2-norm, which is equivalent to the Poincare´ inequality.
Corollary 1.10. Let U be a C2-potential defined on Rd such that its Hessian matrix
Hess(U) ≥ −K for some K > 0. Assume that µ(dx) = e−U(x) dx is a probability measure
on Rd. If there exists a constant L > 0 such that
inf
|x−y|=L
〈∇U(x)−∇U(y), x− y〉 > 0, (1.14)
then µ satisfies the Poincare´ inequality, i.e.
µ(f 2)− µ(f)2 ≤ C
∫
|∇f(x)|2 dµ, f ∈ C2c (Rd) (1.15)
holds for some constant C > 0.
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2 Preliminaries
2.1 Coupling by Reflection
Similar to the main result in [13], the proof of Theorem 1.3 is based on the reflection
coupling of Brownian motion, which was introduced by Lindvall and Rogers [18] and
developed by Chen and Li [9]. First, we give a brief introduction of the coupling by
reflection. Together with (1.1), we also consider
dYt = σ(Id− 2ete∗t ) dBt + b(Yt) dt, t < T, (2.1)
where Id ∈ Rd×d is the identity matrix,
et =
σ−1(Xt − Yt)
|σ−1(Xt − Yt)|
and T = inf{t > 0 : Xt = Yt} is the coupling time. For t ≥ T , we shall set Yt = Xt.
Then, the process (Xt, Yt)t≥0 is called the coupling by reflection of (Xt)t≥0. Under our
assumptions, the refection coupling (Xt, Yt)t≥0 can be realized as a non-explosive diffusion
process in R2d. The difference process (Zt)t≥0 = (Xt − Yt)t≥0 satisfies
dZt =
2Zt
|σ−1Zt| dWt + (b(Xt)− b(Yt)) dt, t < T, (2.2)
where (Wt)0≤t<T is a one dimensional Brownian motion expressed by Wt =
∫ t
0
〈es, dBs〉.
Next, by Itoˆ’s formula and (2.2), for t < T ,
d
(|σ−1Zt|2) = 2〈σ−1Zt, σ−1dZt〉+ 〈σ−1dZt, σ−1dZt〉
= 4|σ−1Zt| dWt + 2
〈
σ−1Zt, σ−1(b(Xt)− b(Yt))
〉
dt + 4dt.
Denote by rt = |σ−1Zt|. Then
drt =
1
2rt
dr2t −
1
8r3t
dr2t · dr2t
= 2dWt +
1
rt
〈
σ−1Zt, σ−1(b(Xt)− b(Yt))
〉
dt.
(2.3)
2.2 Auxiliary Function
For any ε ∈ (0, c), let ψ ∈ C2([0,∞)) be the following strictly increasing function
ψ(r) =
∫ r
0
exp
(
−
∫ s
0
κ∗(v) dv
){∫ ∞
s
exp
(∫ u
0
[
κ∗(v) + εv
]
dv
)
du
}
ds, (2.4)
where
κ∗(r) =
{
κ+(r), if 0 < r ≤ η;
−cr, if r > η.
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Remark 2.1. The definition of ψ seems a little bit strange at first sight, indeed, it is
motivated by Chen–Wang’s variational formula for principal eigenvalue of one-dimensional
diffusion operator
Lf(r) = f ′′(r) + b(r)f ′(r)
on [0,∞). One key to this famous formula is the following elegant mimic eigenfunction g
associated with the first eigenvalue (see [7, pp. 52–53] for a heuristic argument):
g(r) =
∫ r
0
e−C(s) ds
∫ ∞
s
h(u)eC(u) du,
where
C(s) =
∫ s
0
b(u) du, h(s) =
(∫ r
0
e−C(s) ds
)1/2
.
Now, let b(r) = −cr in the definition of the function g above. Then we have
g(r) ≍ ψ(r) as r →∞
for some proper choice of the constant ε in the definition of ψ.
On the one hand, it is easy to see that for any r > 0,
ψ′(r) = exp
(
−
∫ r
0
κ∗(v) dv
)∫ ∞
r
exp
(∫ u
0
[
κ∗(v) + εv
]
dv
)
du,
ψ′′(r) =− κ∗(r)ψ′(r)− exp (εr2/2),
and so
ψ′′(r) + κ(r)ψ′(r) ≤ − exp (εr2/2), r ≥ 0. (2.5)
On the other hand, for all r > 0,
κ∗(r) = [κ+(r) + cr]1[0,η](r)− cr.
Thus, for all r > 0,
ψ(r) =
∫ r
0
exp
(
c
2
s2 −
∫ η∧s
0
[κ+(v) + cv] dv
)
×
{∫ ∞
s
exp
(
−c− ε
2
u2 +
∫ u∧η
0
[κ+(v) + cv] dv
)
du
}
ds
≤ exp
(∫ η
0
[κ+(v) + cv] dv
)∫ r
0
ecs
2/2
(∫ ∞
s
e−(c−ε)u
2/2 du
)
ds.
(2.6)
Define
ψ1(r) =
∫ r
0
ecs
2/2
(∫ ∞
s
e−(c−ε)u
2/2 du
)
ds, ψ2(r) =
eεr
2/2 − 1
r(1 + r)
.
We first show that ψ1(r) and ψ2(r) are comparable.
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Lemma 2.2. There exist two constants C0 := C0(ε) and Cˆ0 := Cˆ0(ε) > 0 such that for
all r ≥ 0,
Cˆ0ψ2(r) ≤ ψ1(r) ≤ C0ψ2(r).
Proof. Note that r(1 + r) ∼ r as r → 0 and r(1 + r) ∼ r2 as r →∞, where ∼ means the
two quantities are of the same order. By L’Hoˆpital’s law,
lim
r→0
ψ1(r)
ψ2(r)
= lim
r→0
ecr
2/2
∫∞
r
e−(c−ε)u
2/2 du
−r−2(eεr2/2 − 1)+ r−1eεr2/2εr
=
2
ε
∫ ∞
0
e−(c−ε)u
2/2 du
=
2
ε
√
pi
2(c− ε) .
Next, using L’Hoˆpital’s law twice,
lim
r→∞
ψ1(r)
ψ2(r)
= lim
r→∞
ψ1(r)
r−2eεr2/2
= lim
r→∞
ecr
2/2
∫∞
r
e−(c−ε)u
2/2 du
eεr2/2[−2r−3 + εr−1]
= lim
r→∞
∫∞
r
e−(c−ε)u
2/2 du
e−(c−ε)r2/2r−2[−2r−1 + εr]
= − lim
r→∞
1
h(r)
,
where
h(r) = −(c− ε)r−1(−2r−1 + εr)− 2r−3(−2r−1 + εr) + r−2(2r−2 + ε).
Thus,
lim
r→∞
ψ1(r)
ψ2(r)
=
1
ε(c− ε) .
Therefore, the required assertion follows from the two limits above.
By (2.6) and Lemma 2.2, we have
ψ(r) ≤ C0 exp
(∫ η
0
[κ+(v) + cv] dv
)
eεr
2/2 − 1
r(1 + r)
and
ψ(r) ≥ Cˆ0 exp
(
−
∫ η
0
[
κ+(v) + cv
]
dv
)
eεr
2/2 − 1
r(1 + r)
.
Roughly speaking, the above two inequalities imply that the auxiliary function ψ behaves
like c′r for small r, and grows exponentially fast as ec
′′r2 for large r. Hence, the function
ψ(r) can be used to control the function rp with p ≥ 1. More explicitly, we have
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Corollary 2.3. There is a constant C1 > 1 such that for all r ≥ 0,
C−11
[
r ∨ (eεr2/2 − 1)] ≤ ψ(r) ≤ C1[r ∨ (eεr2/2 − 1)]. (2.7)
Consequently, for any p ≥ 1, there is a constant C2 = C2(p, ε) > 0 such that for all r ≥ 0,
rp ≤ C2ψ(r). (2.8)
Furthermore, we can give an explicit estimate to the constant C0 in Lemma 2.2, which
will be used in the exponential convergence rate.
Lemma 2.4. The constant C0 in Lemma 2.2 has the following expression:
C0 = max
{
2e2
ε
(
1 +
2√
ε
)√ 2
c− ε,
2 +
√
ε
ε(1− e−2)
[
2
√
2e2√
ε(c− ε) +
1
c− ε
]}
.
Proof. In order to estimate ψ1(r), we need the following inequality on the tail of standard
Gaussian distribution (e.g. see [11, (3)]):
1− Φ(r) ≤ 2φ(r)√
2 + r2 + r
for all r > 0,
where Φ(r) and φ(r) are respectively the distribution and density function of the standard
Gaussian distribution N(0, 1). Consequently, for s > 0,∫ ∞
s
e−(c−ε)u
2/2 du =
1√
c− ε
∫ ∞
√
c−ε s
e−v
2/2 dv ≤ 1√
c− ε ·
2e−(c−ε)s
2/2√
2 + (c− ε)s2 +√c− ε s.
Substituting this estimate into the expression of ψ1 leads to
ψ1(r) ≤ 2√
c− ε
∫ r
0
eεs
2/2√
2 + (c− ε)s2 +√c− ε s ds =:
2√
c− εψ˜1(r). (2.9)
Next, we consider two cases. (i) If r ≤ 2/√ε, then
ψ˜1(r) ≤
∫ r
0
e2√
2
ds =
e2√
2
r.
(ii) If r > 2/
√
ε, then
ψ˜1(r) =
(∫ 2/√ε
0
+
∫ r
2/
√
ε
)
eεs
2/2√
2 + (c− ε)s2 +√c− ε s ds
≤ e2
√
2
ε
+
1
2
√
c− ε
∫ r
2/
√
ε
eεs
2/2
s
ds.
(2.10)
By the integration by parts formula,∫ r
2/
√
ε
eεs
2/2
s
ds =
1
ε
∫ r
2/
√
ε
d
(
eεs
2/2
)
s2
=
1
ε
[
eεr
2/2
r2
− ε
4
e2 +
∫ r
2/
√
ε
eεs
2/2
s3
ds
]
≤ e
εr2/2
εr2
+
1
2
∫ r
2/
√
ε
eεs
2/2
s
ds.
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Therefore, ∫ r
2/
√
ε
eεs
2/2
s
ds ≤ 2e
εr2/2
εr2
.
Substituting this estimate into (2.10) yields
ψ˜1(r) ≤ e2
√
2
ε
+
eεr
2/2
ε
√
c− ε r2 .
Summarizing the above two cases and using (2.9), we obtain
ψ1(r) ≤


√
2
c−εe
2r, if r ≤ 2√
ε
;
2
√
2e2√
ε(c−ε) +
2eεr
2/2
ε(c−ε)r2 , if r >
2√
ε
.
(2.11)
Furthermore, since
eεr
2/2 − 1 ≥ εr2/2, r ≥ 0,
it is easy to show that for all r ∈ [0, 2/√ε ], it holds√
2
c− εe
2r ≤ C3
r(1 + r)
(
eεr
2/2 − 1), (2.12)
where
C3 =
2e2
ε
(
1 +
2√
ε
)√ 2
c− ε.
On the other hand, for r > 2/
√
ε, we have
r(1 + r)
[
2
√
2e2√
ε(c− ε) +
2eεr
2/2
ε(c− ε)r2
]
=
(
1 +
1
r
)[ 2√2e2√
ε(c− ε)r
2 +
2eεr
2/2
ε(c− ε)
]
≤ 2 +
√
ε
ε
[
2
√
2e2√
ε(c− ε) +
1
c− ε
]
eεr
2/2
and
eεr
2/2 − 1 ≥ (1− e−2)eεr2/2.
Combining the above two inequalities, we deduce that for all r > 2/
√
ε,
2
√
2e2√
ε(c− ε) +
2eεr
2/2
ε(c− ε)r2 ≤
C4
r(1 + r)
(
eεr
2/2 − 1). (2.13)
with
C4 =
2 +
√
ε
ε(1− e−2)
[
2
√
2e2√
ε(c− ε) +
1
c− ε
]
.
Having the two inequalities (2.12) and (2.13) in hand, and using (2.11), we complete the
proof.
We also need the following simple result.
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Lemma 2.5. For all r > 0,
eεr
2/2 ≥ C¯0ψ2(r), (2.14)
where
C¯0 = min{2, 2/ε}.
Proof. It is obvious that if r ≥ 1, then
ψ2(r) =
eεr
2/2 − 1
r(1 + r)
≤ e
εr2/2
2
.
If 0 ≤ r ≤ 1, then, using the fact that
er − 1 ≤ rer, r ≥ 0,
we have
ψ2(r) =
eεr
2/2 − 1
r(1 + r)
≤ εre
εr2/2
2
≤ εe
εr2/2
2
.
The required assertion follows immediately from these two conclusions.
Finally, we present a consequence of all the previous results in this part.
Corollary 2.6. Let ψ be the function defined by (2.4), and λ be the constant in Theorem
1.3. Then, for all r > 0,
ψ′′(r) + κ(r)ψ′(r) ≤ −λψ(r). (2.15)
Proof. By (2.5), we deduce from Lemmas 2.4 and 2.5 that
ψ′′(r) + κ(r)ψ′(r) ≤ −eεr2/2 ≤ −C¯0ψ2(r) ≤ −C¯0
C0
ψ1(r)
≤ −C¯0
C0
exp
(
− c
2
η2 −
∫ η
0
κ+(s) ds
)
ψ(r),
where the last inequality follows from (2.6). This, along with the definition of the constant
λ in Theorem 1.3, yields the required assertion.
3 Proofs of Theorems and Proposition
We first give the
Proof of Theorem 1.3. Recall that we assume the solution (Xt)t≥0 to (1.1) has finite mo-
ments of all orders. In particular, the left hand side of (1.7) is finite for any x, y ∈ Rd
and t > 0.
Let ψ be the function defined by (2.4). According to (2.3) and Itoˆ’s formula, it holds
that
dψ(rt) = 2ψ
′(rt) dWt + 2
[
ψ′′(rt) +
ψ′(rt)
2rt
〈
σ−1Zt, σ−1(b(Xt)− b(Yt))
〉]
dt
≤ 2ψ′(rt) dWt + 2
[
ψ′′(rt) + κ(rt)ψ
′(rt)
]
dt.
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Combining this inequality with (2.15), we obtain
dψ(rt) ≤ 2ψ′(rt) dWt − λψ(rt) dt, (3.1)
where λ is the constant in Theorem 1.3.
For n ≥ 1, define the stopping time
Tn = inf{t > 0 : rt /∈ [1/n, n]}.
Then, for t ≤ Tn, the inequality (3.1) yields
d
[
eλtψ(rt)
] ≤ 2eλtψ′(rt) dWt.
Therefore,
eλ(t∧Tn)ψ(rt∧Tn) ≤ ψ(r0) + 2
∫ t∧Tn
0
eλsψ′(rs) dWs.
Taking expectation in the both hand sides of the inequality above leads to
E
[
eλ(t∧Tn)ψ(rt∧Tn)
] ≤ ψ(r0).
Since the coupling process (Xt, Yt)t≥0 is non-explosive, we have Tn ↑ T a.s. as n → ∞,
where T is the coupling time. Thus by Fatou’s lemma, letting n → ∞ in the above
inequality gives us
E
[
eλ(t∧T )ψ(rt∧T )
] ≤ ψ(r0). (3.2)
Thanks to our convention that Yt = Xt for t ≥ T , we have rt = 0 for all t ≥ T . Therefore,
E
[
eλ(t∧T )ψ(rt∧T )
]
= E
[
eλtψ(rt)1{T>t}
]
= E[eλtψ(rt)].
Combining this with (3.2), we arrive at
Eψ(rt) ≤ ψ(r0)e−λt.
That is,
Eψ(|σ−1(Xt − Yt)|) ≤ ψ(|σ−1(x− y)|)e−λt. (3.3)
If |σ−1(x− y)| ≤ η, then for any p ≥ 1 and any t > 0, we deduce from (2.8), (3.3) and
(2.7) that
E
(|σ−1(Xt − Yt)|p) ≤ C2 Eψ(|σ−1(Xt − Yt)|) ≤ C5e−λt|σ−1(x− y)|. (3.4)
It is clear that
C−16 |z| ≤ |σ−1z| ≤ C6|z|, z ∈ Rd
for some constant C6 > 1. Therefore, if |x − y| ≤ η/C6, then for any p ≥ 1 there is a
constant C7 > 0 such that
E|Xt − Yt|p ≤ C7e−λt|x− y|, t > 0,
which implies that for any p ≥ 1 and any x, y ∈ Rd with |x− y| ≤ η/C6,
Wp(δxPt, δyPt) ≤ C1/p7 e−λt/p|x− y|1/p. (3.5)
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Now for any x, y ∈ Rd with |x− y| > η/C6, take n :=
[
C6|x− y|/η
]
+ 1 ≥ 2. We have
n
2
≤ n− 1 ≤ C6|x− y|
η
≤ n. (3.6)
Set xi = x + i(y − x)/n for i = 0, 1, . . . , n. Then x0 = x and xn = y; moreover, (3.6)
implies |xi−1 − xi| = |x− y|/n ≤ η/C6 for all i = 1, 2, . . . , n. Therefore, for all p ≥ 1, by
(3.5),
Wp(δxPt, δyPt) ≤
n∑
i=1
Wp(δxi−1Pt, δxiPt)
≤ C1/p7 e−λt/p
n∑
i=1
|xi−1 − xi|1/p
≤ C1/p7 e−λt/p n(η/C6)1/p
≤ C8e−λt/p|x− y|,
where in the last inequality we have used n ≤ 2C6|x− y|/η. The proof of Theorem 1.3 is
completed.
Next, we turn to the
Proof of Theorem 1.4. Since we assume η > 0, condition (1.8) implies that (1.6) holds
with c replaced by cηθ−1. Then, we can directly apply the assertion of Theorem 1.3 to
conclude that there exists a constant λ (which is given in Theorem 1.3 with c replaced by
cηθ−1) such that for all p ≥ 1 and x, y ∈ Rd
Wp(δxPt, δyPt) ≤ Ce−λt/p(|x− y|1/p ∨ |x− y|). (3.7)
To complete the proof, we only need to consider the case that x, y ∈ Rd with |σ−1(x−
y)| > η and t > 0 large enough. For this, we use both the synchronous coupling and the
coupling by reflection defined by (2.1). In details, with (1.1), we now consider
dYt =
{
σ dBt + b(Yt) dt, 0 ≤ t < Tη,
σ(Id− 2ete∗t ) dBt + b(Yt) dt, Tη ≤ t < T,
where
Tη = inf{t > 0 : |σ−1(Xt − Yt)| = η}
and T = inf{t > 0 : Xt = Yt} is the coupling time. For t ≥ T , we still set Yt = Xt.
Therefore, the difference process (Zt)t≥0 = (Xt − Yt)t≥0 satisfies
dZt = (b(Xt)− b(Yt)) dt, t < Tη.
As a result,
d|σ−1Zt|2 = 2
〈
σ−1Zt, σ
−1(b(Xt)− b(Yt))
〉
dt.
Still denoting by rt = |σ−1Zt|, we get
drt ≤ 2κ(rt) dt ≤ −2crθt dt, t < Tη,
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which implies that
Tη ≤ 1
2c(1− θ)
(|σ−1(x− y)|1−θ − η1−θ) ≤ η1−θ
2c(θ − 1) =: t0 (3.8)
since θ > 1.
Therefore, for any x, y ∈ Rd with |σ−1(x− y)| > η, p ≥ 1 and t > t0, we have
E|σ−1(Xt − Yt)|p = E
[
E
(XTη ,YTη )|σ−1(Xt−Tη − Yt−Tη)|p
]
≤ C9E
[|σ−1(XTη − YTη)|e−λ(t−Tη)]
≤ C9ηeλt0e−λt,
where in the first inequality we have used (3.4), and the last inequality follows from (3.8).
In particular, we have for all |σ−1(x− y)| > η and t > t0,
E|Xt − Yt|p ≤ C10e−λt
and so
Wp(δxPt, δyPt) ≤ C10e−λt.
Combining with all conclusions above, we complete the proof of Theorem 1.4.
Finally, we present the
Proof of Proposition 1.5. By the definition of κ, for all x, y ∈ Rd with |σ−1(x − y)| = r0,
we have 〈
σ−1(x− y), σ−1(b(x)− b(y))〉
|σ−1(x− y)| ≤ −2c. (3.9)
For any fixed x, y ∈ Rd with r = |σ−1(x− y)| large enough, let n0 = [r/r0] be the integer
part of r/r0. Denote by x0 = x and xn0+1 = y. We can find n0 points {x1, x2, . . . , xn0}
on the line segment linking x to y, such that |σ−1(xi−1− xi)| = r0 for i = 1, 2, . . . , n0 and
|σ−1(xn0 − xn0+1)| = |σ−1(xn0 − y)| ≤ r0. Then〈
σ−1(x− y), σ−1(b(x)− b(y))〉
|σ−1(x− y)|
=
n0∑
i=1
〈
σ−1(x− y), σ−1(b(xi−1)− b(xi))
〉
|σ−1(x− y)| +
〈
σ−1(x− y), σ−1(b(xn0)− b(y))
〉
|σ−1(x− y)|
=
n0∑
i=1
〈
σ−1(xi−1 − xi), σ−1(b(xi−1)− b(xi))
〉
|σ−1(xi−1 − xi)| +
〈
σ−1(xn0 − y), σ−1(b(xn0)− b(y))
〉
|σ−1(xn0 − y)|
.
By (3.9) and our assumption on b,〈
σ−1(x− y), σ−1(b(x)− b(y))〉
|σ−1(x− y)| ≤ −2cn0 + δ0.
Next, since r/r0 ≤ n0 + 1, we have
−2c r
r0
≥ −2cn0 − 2c
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which implies −2cn0 ≤ 2c− 2cr/r0. Therefore〈
σ−1(x− y), σ−1(b(x)− b(y))〉
|σ−1(x− y)| ≤ δ0 + 2c−
2c
r0
r
for all x, y ∈ Rd with r = |σ−1(x− y)|. As a result, the definition of κ(r) leads to
κ(r) ≤ 1
2
δ0 + c− c
r0
r ≤ − c
2r0
r
for all r ≥ r0(δ0 + 2c)/c, and so (1.5) holds with the new constant c/2r0.
4 Proofs of Examples and Corollaries
Proof of Example 1.6. (1) Since σ = Id, the supremum in the definition of κ(r) is taken
over all x, y ∈ Rd with |x − y| = r. Thus, to verify κ(r) ≥ 0 for r > 0 large enough, it
suffices to show that the supremum is nonnegative when x, y are restricted on one of the
coordinate axes with r = |x− y| large enough, that is, we can assume the dimension is 1.
Then
V (x) = −(1 + x2)δ/2, δ ∈ (0, 1), x ∈ R.
Now the result follows immediately from the fact that V ′(x) is strictly increasing when
|x| is large enough. Indeed, we have
V ′′(x) = δ(1 + x2)
δ
2
−2[(1− δ)x2 − 1]
which is positive if |x| ≥ (1− δ)−1/2.
On the other hand, it is easy to see that with the choices of σ and b above, the semi-
group (Pt)t≥0 is symmetric with respect to the probability measure µ(dx) = 1ZV e
V (x) dx.
Then, according to (the proof of) Corollary 1.10 below, we know that µ(dx) fulfills the
Poincare´ inequality (1.15) if (1.7) is satisfied with p = 1; however, this is impossible, see
e.g. [27, Example 4.3.1 (3)].
(2) In this case, V (x) = −(1+ |x|2)δ/2 with δ ∈ [1, 2). First, we prove that V is strictly
concave on Rd. Indeed, for all 1 ≤ i, j ≤ d,
∂2V
∂xi∂xj
(x) = δ(1 + |x|2)δ/2−2[(2− δ)xixj − δij(1 + |x|2)], x ∈ Rd.
Therefore, for any z ∈ Rd with z 6= 0,
d∑
i,j=1
∂2V
∂xi∂xj
(x)zizj = δ(1 + |x|2)δ/2−2
d∑
i,j=1
[
(2− δ)xixj − δij(1 + |x|2)
]
zizj
= δ(1 + |x|2)δ/2−2[(2− δ)〈x, z〉2 − (1 + |x|2)|z|2]
≤ −δ(1 + |x|2)δ/2−2|z|2 < 0,
which implies V (x) is strictly concave. Hence κ(r) ≤ 0 for all r ≥ 0. On the other hand,
to show that κ(r) ≥ 0 for all r ≥ 0, as in the proof of (1), we simply look at the one
dimensional case:
V (x) = −(1 + x2)δ/2, δ ∈ [1, 2), x ∈ R.
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For any fixed r > 0 and for any x > 0,
κ(r) ≥ 1
2
(V ′(x+ r)− V ′(x))
≥ r
2
inf
x≤s≤x+r
V ′′(s)
=
r
2
inf
x≤s≤x+r
−δ[(δ − 1)s2 + 1]
(1 + s2)2−δ/2
,
which implies that
κ(r) ≥ r
2
lim
x→∞
inf
x≤s≤x+r
−δ[(δ − 1)s2 + 1]
(1 + s2)2−δ/2
= 0.
Therefore, κ(r) = 0 for all r > 0.
We have seen from above that for V (x) = −(1 + |x|2)δ/2 with δ ∈ [1, 2), κ(r) = 0 for
all r ≥ 0, thus for any x, y ∈ Rd,
〈b(x)− b(y), x− y〉 ≤ 0.
Then, the assertion (1.11) immediately follows from (the proof of) Theorem 1.1, by simply
using the synchronous coupling, see e.g. [2, p.2432].
Finally we prove the algebraic convergence rate (1.12). For this, we mainly follow from
[9, Section 5] or [5, Section 7.2] (see also [21, Theorem 1.1]). By (2.3),
drt ≤ 2 dWt, t < T,
where T is the coupling time of the coupling process (Xt, Yt)t≥0, and (Wt)t≥0 is the same
one-dimensional Brownian motion as in (2.2). Hence,
rt ≤ |x− y|+ 2Wt, t < T.
Let
τz := inf{t > 0 : Wt = z}.
Then
T ≤ τ−|x−y|/2.
Denote by W ∗t = inf0≤s≤tWs which has the same law as that of −|Wt|. Thus for any
t > 0,
P(rt > 0) = P(T > t) ≤ P
(
τ−|x−y|/2 > t
)
= P
(
W ∗t > −|x− y|/2
)
= P
(− |Wt| > −|x− y|/2)
= 2
∫ |x−y|/2
0
1√
2pit
e−s
2/2t ds
≤ |x− y|√
2pit
.
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Therefore, for any f ∈ Cb(Rd) with ‖f‖∞ ≤ 1, we have∣∣E(f(Xt)− f(Yt))∣∣ = ∣∣E[(f(Xt)− f(Yt))1{rt>0}]∣∣
≤ 2P(rt > 0) ≤
√
2
pit
|x− y|.
In particular, by the definition of total variation distance,
dTV (δxPt, δyPt) = sup
{∣∣E(f(Xt)− f(Yt))∣∣ : f ∈ Cb(Rd), ‖f‖∞ ≤ 1} ≤
√
2
pit
|x− y|.
The proof is complete.
Finally we present the proofs of the two corollaries of Theorem 1.3.
Proof of Corollary 1.8. Recall that for all p ∈ [1,∞), Pp(Rd) is the space of all probability
measures ν on (Rd,B(Rd)) satisfying ∫ |z|p ν(dz) <∞. Note that, we assume the solution
(Xt)t≥0 to (1.1) has finite moments of all orders. In particular, for any x ∈ Rd, t > 0 and
p ≥ 1, δxPt ∈ Pp(Rd). According to (1.6) and Theorem 1.3, there is a constant λ > 0
such that for any p ∈ [1,∞) and any ν1, ν2 ∈ Pp(Rd),
Wp(ν1Pt, ν2Pt) ≤ Cpe−λtWφp(ν1, ν2), t > 0, (4.1)
where Cp is a positive constant. In particular, for any ν1, ν2 ∈ P1(Rd),
W1(ν1Pt, ν2Pt) ≤ C1e−λtW1(ν1, ν2), t > 0.
Let t0 > 0 such that C1e
−λ1t0 < 1. Then, the map ν 7→ νPt0 is a contraction on the
complete metric space (P1(Rd),W1). Hence, by the Banach fixed point theorem, there
exists a unique probability measure µt0 such that µt0Pt0 = µt0 . Let µ := t
−1
0
∫ t0
0
µt0Ps ds.
It is easy to see that µPt = µ for all t ∈ [0, t0] and so for all t ∈ [0,∞). Therefore, µ is a
invariant probability for the semigroup (Pt)t≥0. Moreover, for any ν ∈ P1(Rd) and t > 0,
W1(νPt, µ) =W1(νPt, µPt) ≤ C1e−λtW1(ν, µ).
The inequality above also yields the uniqueness of the invariant measure.
On the other hand, since b is locally bounded and satisfies (1.6), it follows from [20,
Theorem 4.3 (ii)] that the unique invariant measure µ ∈ ∩p≥1Pp(Rd). Now, replacing ν2
with µ in (4.1), we arrive at
Wp(ν1Pt, µ) = Wp(ν1Pt, µPt) ≤ Cpe−λtWφp(ν1, µ), t > 0
for any ν1 ∈ Pp(Rd). The proof is completed.
Proof of Corollary 1.10. Let (Pt)t≥0 be the semigroup generated by L = ∆ − ∇U · ∇.
Then (Pt)t≥0 is symmetric with respect to the probability measure µ. Since the Hessian
matrix Hess(U) ≥ −K, we deduce that κ(r) ≤ Kr/2 for all r > 0. Moreover, replacing
b by −∇U in the definition of κ(r), we deduce from (1.14) that κ(L) < 0. According to
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Proposition 1.5 and Theorem 1.3, we know that there exist two positive constants C, λ
such that for all t > 0 and x, y ∈ Rd,
W1(δxPt, δyPt) ≤ Ce−λt|x− y|.
This implies that (e.g. see [6, Theorem 5.10] or [24, Theorem 5.10])
‖Ptf‖Lip ≤ Ce−λt‖f‖Lip (4.2)
holds for any t > 0 and any Lipschitz continuous function f , where ‖f‖Lip denotes the
Lipschitz semi-norm with respect to the Euclidean norm | · |.
On the other hand, for any f ∈ C2c (Rd), by (4.2), we have
Varµ(f) = µ(f
2)− µ(f)2 = −
∫
Rd
∫ ∞
0
∂t(Ptf)
2 dt dµ
= −2
∫ ∞
0
∫
Rd
PtfLPtf dµ dt
=
∫ ∞
0
∫
Rd
|∇Ptf |2 dµ dt
≤
∫ ∞
0
‖Ptf‖2Lip dt ≤
C2
2λ
‖f‖2Lip.
Replacing f with Ptf in the equality above, we arrive at
Varµ(Ptf) ≤ C
2
2λ
‖Ptf‖2Lip ≤
C4e−2λt
2λ
‖f‖2Lip.
Next, we follow the proof of [23, Lemma 2.2] to show that the inequality above yields
the desired Poincare´ inequality. Indeed, for every f with µ(f) = 0 and µ(f 2) = 1. By the
spectral representation theorem, we have
‖Ptf‖2L2(µ) =
∫ ∞
0
e−2ut d(Euf, f)
≥
[∫ ∞
0
e−2us d(Euf, f)
]t/s
= ‖Psf‖2t/sL2(µ), t ≥ s,
where in the inequality above we have used Jensen’s inequality. Thus,
‖Psf‖2L2(µ) ≤
[
C4e−2λt
2λ
‖f‖2Lip
]s/t
≤ C
4s/t
(2λ)s/t
‖f‖2s/tLip e−2λs.
Letting t→∞, we get that
‖Psf‖2L2(µ) ≤ e−2λs,
which is equivalent to the desired Poincare´ inequality, see e.g. [27, Theorem 1.1.1].
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