Most previous earth models used to calculate viscoelastic relaxation after the removal of the Late Pleistocene ice loads implicitly assume that there is no exchange of mass across the mantle density discontinuities on periods of tens of thousands of years (the material boundary formulation). In the present study, simple incompressible models are used to determine the Earth's behaviour in the case where the density discontinuity remains at a constant pressure rather than deforming with the material (the isobaric boundary formulation). The calculation of the movement of the boundary is more rigorous than in earlier studies and uses the local incremental pressure calculated at the depth of the boundary and allows for the vertical deformation caused by the change in volume as material changes phase. It is shown that the buoyancy modes associated with the density discontinuities decrease in strength and increase in relaxation time analogous to what results when the density contrast is reduced. Also, two viscoelastic modes arise from an isobaric boundary, which is also predicted when there is a contrast in rigidity or viscosity across a material boundary. The difference in predicted radial deformation between the isobaric boundary model and the material boundary model is largest for long-wavelength loads for which the material incremental pressure at depth is largest. If the isobaric boundary model is appropriate for the treatment of the mineral phase changes in the mantle on glacial rebound timescales, then previous inferences of the deep-mantle to shallow-mantle viscosity ratio based on large-scale deformation (spherical harmonic degree < l o ) of the Earth and including data from the early part of the glacio-isostatic uplift are too small.
INTRODUCTION
The glacial rebound problem associated with the deglaciation of the Late Pleistocene ice sheets has the property that the Earth exhibits both elastic and fluid behaviour on the timescale of interest. Since the Earth takes some time to respond to changes in the glacial and meltwater load at the surface of the Earth, a viscoelastic rheology is commonly used to model the transition from elastic to fluid behaviour. The correspondence principle (Biot 1965; Peltier 1974) states that the Laplace transform of a linear viscoelastic constitutive law is formally identical to the elastic constitutive law, and a viscoelastic problem may be solved by taking the Laplace transform of the complete set of field equations and boundary conditions, solving the equivalent elastic problem, and finally taking the inverse Laplace transform to determine the time dependence of the solution. The correspondence principle may be used to obtain the correct solution of a viscoelastic problem, provided that the corresponding elastic problem is correctly formulated. It has already been shown that the correspondence principle can be validly applied for an initially hydrostatically pre-stressed Earth with density stratification due to self-compression (Wolf 1991b) , contrary to earlier claims (Fjeldskaar & Cathles 1984) .
The nature of the density discontinuities at 420 km and 670 km depth within the mantle has been widely discussed in the literature (for a recent review, see Jackson & Rigden 1997) . It has been argued in the past that the seismic discontinuities are too sharp to be explained solely in terms of phase changes; however, high-pressure experiments on upper mantle and analogue minerals over the last four decades show that a change in chemical composition is not required in order to explain the seismic data (Ringwood 1975; Ito, Takahashi & Matsui 1984; Bina & Wood 1987) . If one adopts the position that the mantle is largely chemically homogeneous, then there should be significant mass exchange between the upper and lower mantle, which would indicate that convection velocities are significant at each boundary. Although it is expected that there is significant mass exchange across the boundaries on convection timescales, if the convection velocity is small or the region over which the phase change occurs is narrow, the latent heat released by the phase change may not be advected or conducted away from the boundary fast enough to allow the phase change (and hence mass exchange) to proceed on glacial rebound timescales (O'Connell & Wasserburg 1967; OConnell 1976; Mareschal & Gangi 1977; Christensen 1985) . In this paper, two alternative models of boundary behaviour are to be tested in relation to the glacial rebound problem. These two end members are for the case where there is no mass exchange across the phase boundary (a material boundary) and the case where the boundary remains at the same pressure (an isobaric boundary). It is assumed that the heat released or absorbed by the phase change is advected away or towards the boundary sufficiently quickly in the second model, so that temperature does not influence the position of the boundary.
There are two important reasons for comparing the two models. The first is to test whether observations relating to glacial rebound can determine the nature of the density discontinuities within the mantle. The second is to determine if previous inferences of viscosity (most of which are based on models which assume a material boundary) are seriously in error, and to place an upper bound on the magnitude of the possible error associated with the assumption of a material boundary. Furthermore, the question of whether the density gradients in the upper mantle that are in excess of that due to self-compression (e.g. Bullen 1975 ) are caused by changes in mineral composition or changes in chemical composition can be addressed in the same way as the isobaric boundary problem. A region with an excess density gradient may be thought of as a number of small density discontinuities which will behave as material boundaries if the excess density gradient is due to a compositional gradient, or as isobaric boundaries if there is a region of mixed mineral phase with varying proportions of each phase. Therefore, solving the problem of a single isobaric boundary correctly will help in understanding the problem with continuous density variation.
There have been some attempts to consider the effect of a phase boundary (Cathles 1975; Yuen et al. 1986 ) and the related problem of 'adiabatic' density variation (Fjeldskaar & Cathles 1984) for the deformation associated with deglaciation. Cathles (1975) noted that as material changes phase, it changes density and produces radial displacement additional to what would occur if there were a material boundary rather than a phase boundary. However, Cathles (1975) and Fjeldskaar & Cathles (1984) approximated the change in pressure at the internal density discontinuity using the change in pressure at the surface, which is only a reasonable approximation when the wavelength of the load is large compared with the depth of the phase change. Yuen et al. (1986) maintained that the buoyancy mode associated with the jump in density is unimportant if the boundary is a phase boundary, but neglected the change in radial displacement due to the change of material to a phase of different density. This paper shows that it is possible to include the changes in pressure and density in a model based on the correspondence principle in a rigorous and systematic manner. The thermodynamic factors that affect the short-term response of the phase boundary will be examined via a response factor, which is an indicator of the degree to which the boundary behaves like an isobar (Christensen 1985) .
The longer-term conduction of latent heat away from the boundary is not considered, because this process occurs on timescales of the order of a million years and is therefore too slow to be of significance in the glacial rebound problem (O'Connell 1976; Peltier 1985b) . The behaviour of phase boundaries for the convection problem has also been studied recently (Dehant & Wahr 1991) .
The paper has the following structure. After the derivation of the boundary conditions appropriate to an earth model with phase changes, the effect on the magnitudes and relaxation times of radial deformation is investigated. Radial deformation is the largest contributor to the postglacial uplift of formerly glaciated regions, so it is the quantity of greatest interest geophysically. Also, because the phase change is capable of inducing additional radial deformation (Cathles 1975) , it is this quantity that we expect to be most strongly affected by the presence of a phase change. The initial calculations are made with the simplest spherical models in order to determine effects only from the type of density discontinuity and to avoid interference from other effects. Assuming Maxwell viscoelasticity, incompressibility, constant density, shear modulus and viscosity within each layer, analytical solutions can be used to determine the modes of viscoelastic relaxation (Wu & Peltier 1982; Wolf 1994) . With these simple solutions, the effect of the nature of an internal density jump can be clearly seen. In Section 2, a brief description is given of the mathematical theory necessary to determine the deformation, including modifications to the existing theory (Wu 1978; Peltier 1985a ) to allow a phase boundary within the Earth. In Section 3, the radial displacements are calculated for one-, two-and fivelayer models to demonstrate the role of an isobaric boundary. The calculated behaviour of the relaxation modes is used to determine the types of observational data that are likely to be sensitive to the nature of the internal density jumps at 420 and 670 km. In Section 4, comparisons are made between predicted sea-level change, geoid deformation, free-air gravity anomaly and present horizontal velocity due to a simple ice-sheet load in the space-time domain for an earth model with either material or isobaric boundaries in the upper mantle.
MATHEMATICAL FORMULATION

2.1
In this section, the boundary conditions to be applied at an internal boundary between homogeneous layers of different densities are derived, where the position of the boundary does not necessarily coincide with a particular material boundary. In other words, matter may cross the boundary and change density. This can occur at the boundary between two phases of material of the same chemical composition, in which case the equilibrium position of the boundary is determined by pressure and temperature. There are essentially two possibilities for the motion of the material and boundary. When displacement of the material is upwards, the boundary movement will be either upwards but by a smaller distance than the displacement, or downwards. The converse is true when the material displacement is downwards. The two end members are the situations where the material initially on the boundary remains on the boundary (i.e. displacement equals boundary movement) and the case where the boundary remains at its initial pressure (isobaric boundary). These two cases are shown in Fig. 1 each case, the situation is shown for the initial and perturbed conditions. The solid line indicates the position of the phase boundary, while the markers indicate the motion of particles. The positions of two types of particles are marked, namely those that are initially at the boundary and those whose perturbed positions are on the perturbed boundary. These two sets of particles have initial positions ro and ro + h and final positions ro + u(ro) and ro + E respectively, where u is the radial displacement. The relationship between h and E is
(1)
The case in Fig. 1 with negative (downward) radial displacement is defined as the loading case, because when a load is applied at the surface, dispIacement is negative, while the case with positive radial displacement is termed the unloading case.
We wish to find the changes in radial displacement, potential gradient and radial stress which take place across the phasechange region. This may be achieved by integrating the incremental forms of the continuity, gravitational and inertia equations across the region of interest. A slight modification of the usual first-order perturbation theory is necessary in the region of a phase change. In Fig. 1 , it is clear that the rate of change of radial displacement ul,l = &jar is much larger than elsewhere in either region. Therefore, it will be treated as first order and all other components u , ,~ = &,/ax, will be considered to be second order within the phase-change region.
For perturbations of first order, the continuity equation can be written as (Wolf 1991b, eq. 90) (
where u is the displacement, p is the density and the superscripts (O) , and (A) (used below) represent the intial value, the material increment and local increment of a quantity (Wolf 1991b To derive the boundary conditions, we invoke the divergence theorem, and integrate over a small pillbox which straddles the boundary (e.g. Cathles 1975). The usual statement of the divergence theorem assumes a vector field in Eulerian coordinates. The correct statement of the divergence theorem for Lagrangian coordinates assuming ui,j is of second order except for u~,~, which is of first order, is derived in Appendix A, and is applied for the pillbox integration of a first-order vector field. The boundary conditions for a general first-order vector field are given for the loading and unloading cases in eqs (A8) and (A9) respectively.
To obtain the boundary conditions for radial displacement at a phase boundary in the loading case, eq. (8) is substituted into eq. (A8) to obtain Note that, in the loading case, u + and u -have been defined as u(rO + h ) and u(ro) respectively. In the unloading case, eq. (9) is substituted into eq. (A9) leading to
In the unloading case, u + and u-have been defined as #(Io) and u(rO + h) respectively. Therefore, the boundary condition for radial deformation is the same for both the loading and unloading cases. The incremental equation for the gravitational potential correct to first order when deformations are of first or higher order is (Longman 1962; Wolf 1991b) , where 4 is the gravitational potential and G is the gravitational constant. Defining the boundary condition for 4 is the same for the loading and unloading cases. After consideration of eqs (12) and (13) in eq. (AS) or (A9), the boundary condition is
with the superscripts + and -of q taking on the same meanings as for the radial displacement.
Finally, to obtain the boundary conditions for the radial stress, the divergence theorem should be applied to the inertia equation 
Since there is no sharp gradient in #A) across the phase boundary, its derivative is of the same order as the non-radial derivatives of displacement, i.e. second order. Therefore, we obtain the boundary condition correct to second order. The same boundary condition is obtained for the unloading case. Physically, the boundary conditions (14) and (17) state that the phase boundary has only a second-order effect on the radial stress and gravity. The physical meaning of the apparent jump in radial displacement (10) is that there is a change in volume as material crosses the phase boundary.
The only difference between the phase boundary conditions (10,14, 17) and the usual material boundary conditions is in the apparent discontinuity in radial displacement. This result contradicts the assumption of Yuen et al. (1986) , who assume continuity of radial displacement and discontinuity of material incremental stress.
The material boundary conditions are actually contained within the more general boundary conditions developed here by setting the displacement u-and phase boundary movement E to be equal. In this case, the displacement is continuous as it should be. It is also salient to note that a discontinuity in radial displacement does not mean that there is cavitation or overlap of mass at the boundary. It just represents the change in volume undergone by the material which changes phase.
It remains now to specify how far the phase boundary moves. The simplest model is to assume that the boundary remains at constant pressure, which neglects the temperature dependence of the phase boundary. This model also assumes that material changes instantaneously in response to a change in pressure. The first assumption has a minor effect on the distance by which the phase boundary moves. The second one has a larger effect, since, realistically, latent heat produced by the phase change may significantly change the temperature at the boundary causing the pressure at which the phase change occurs to be modified (O'Connell & Wasserburg 1967; O'Connell 1976; Mareschal & Gangi 1977; Christensen 1985) . A modification of the model will be discussed later in Sections 2.2 and 3.3 to allow for temperature dependence of the phase boundary.
If the boundary is assumed to remain at constant pressure, then the following equation holds:
The local increment in pressure pcA) is discontinuous across a density discontinuity. The change across the boundary is given by
Also, since after perturbation, ro + E and ro + h are on the same side of the boundary,
to first order. In the loading case,
while, in the unloading case,
= p ( o ) ( r o ) -p -g~+ ( p ( A ' ) -,
So the distance by which the phase boundary moves is the same for each case. The distance by which the phase boundary moves relative to the material is which is the same expression as that derived by Dehant & Wahr ( 1991), ignoring temperature effects. This means that the distance by which the phase boundary moves relative to the material is proportional to the change in pressure experienced by a particle at the depth of the phase change. The material incremental pressure p(') at depth is smaller than the pressure applied at the surface by a load and the amount of attenuation depends strongly on the wavelength of the load. The method employed by Cathles ( 1975) approximates the material incremental pressure by the surface load, which is only a good approximation when the depth of the phase change is much less than the wavelength of the load.
Elastic problem for incompressible layered models
The problem of calculating the deformation for a spherically symmetric elastic earth model is a classical one and has been discussed at length in the literature. In this paper, the spectral approach is employed, whereby forces resulting from changes in the surface load are decomposed into spherical harmonic components; the response function for each component is calculated and then combined with the components of the load to determine the deformation. If the earth model consists of uniform incompressible layers, analytic solutions for each layer can be used to calculate the deformation. For a viscoelastic earth model, the elastic solutions are used to determine the viscoelastic solution via the correspondence principle. So we begin by calculating the deformation for a sphere consisting of elastic layers with an optional fluid innermost layer (core). As usual, the six variables describing the spherical harmonic coefficient of the degree-n component of the spheroidal mode of deformation-radial (u,) and tangential (v,) displacement, material increments of radial (t,") and tangential ( t e n ) stress, local increment in gravitational potential (q5J and the modified local increment of gravity ( y n t f o r m a vector that satisfies the system of differential equations in Runge-Kutta form:
where r is the radial distance, the matrix A" is given in Longman (1963) or Wu & Peltier (1982) , for example, (but the incompressible limit must be taken), and Y" = (Un, On, t,", to", q5m %IT.
The six linearly independent solutions to the system of differential equations for homogeneous, incompressible regions are given by Sabadini, Yuen & Boschi (1982) , Spada et nl. (1990) and Wu (1990) . Here, the solution presented by Wu (1990) is used except that the third component of the first solution should have a plus sign before the factor 2p. The first three solutions contain factors of rn, while the last three contain factors of r-". In a layered earth, the solution for the loading problem can be obtained by applying the regularity conditions at the centre of the earth and boundary conditions at the surface and at the interfaces between adjacent layers. The method is described in detail in the three papers just mentioned.
Since the six linearly independent solutions span the solution space, the general solution within a layer may be written as a linear combination of the six solutions. For each layer i extending from rc-l to r,, the solution vectors yyJ(r), j = 1,2, . . . , 6 are defined in terms of the properties of that layer, namely its density p , and rigidity p,. If My is the matrix with the six solution vectors y:,,j= 1, 2, ..., 6 as columns, then the general solution in the ith layer is y"(r) = My(r)c', rr-l I r I r , ,
where c' is the coefficient vector for layer i.
At the boundary between two layers, boundary conditions specify how the deformation changes from one layer to the next. At any boundary across which there is no exchange of mass, all six components of y" are continuous. At an isobaric boundary, the boundary conditions derived in the previous section must be imposed.
The equilibrium position of the phase boundary depends on a number of factors including the local change in pressure, the Clapeyron slope of the phase change, and the temperature gradient. The rate at which the phase boundary moves to its equilibrium position depends on several other factors such as the latent heat of the phase change, whether the phase change consists of two phases (univariant) or several intermediate phases (divariant) and the rate at which heat is carried away from the boundary. Without convection, conduction of heat away from the interface has a characteristic time of the order of one million years and therefore has little effect during a single glacial cycle (O'Connell 1976; Peltier 1985b) . With reasonable mantle convection velocities (vertical velocities across the boundary of 1 cm yr-'), most of the phase change proceeds very quickly compared with glacial rebound timescales (Christensen 1985) for a univariant phase change because the convection creates a region at least several kilometres thick of mixed phase within which the latent heat is released or absorbed, rather than a sharp interface (Turcotte & Schubert 1971) . Christensen (1985) showed that, when the conduction of heat is neglected (which is reasonable for timescales up to 100 kyr), the phase boundary moves to a position somewhere between its original position relative to the material (i.e. no material changing phase) and the position with the same pressure as the original phase boundary. The new position is determined by thermodynamic properties of the material and the latent heat release of the phase change. The movement to the new position should occur instantaneously. The displacement of the boundary relative to the material is
where 5 is the response factor which lies between 0 and 1 and depends on the type of phase change (divariant or univariant), Clapeyron slope, specific heat, width of phase change region, density jump and temperature at the boundary (Christensen 1985) . A boundary with a response factor of 0 is a material boundary, while a response factor of 1 means that the boundary remains at the same pressure. In the first set of calculations to follow, a response factor of 1 will be used to determine the maximum possible effect of a phase boundary, and in later calculations, measured values of the thermodynamic parameters will be used to determine the response factor. The degree n spherical harmonic component of eq. (27) 
where u; is the radial derivative of u,. The second equality on
Material iiersus isobaric boundaries in the Earth 251 the first line follows from the elastic constitutive equation and the last step uses the components of the matrix A" in eq. (24). At an internal boundary, continuity conditions imply a relationship between the coefficients of the solution vectors for each layer, which also depend on the nature of the boundary.
If <si is the response factor for the boundary at ri, a general boundary condition can be written, which applies to both material and isobaric boundaries. The continuity condition is where I is the identity matrix and the two vectors ai and Pi are, respectively, the coefficients required to determine the jump in properties and the value of the boundary displacement relative to the material. Their components are
where Api = pi+' -pi is the density jump at Ti. The application of boundary conditions at the surface and coremantle boundary and the regularity conditions are given in Wu (1990) .
Correspondence principle
If the rheology of the mantle is linear viscoelastic instead of elastic and the perturbations are quasi-static, the full set of field equations, constitutive equations and boundary conditions may be Laplace-transformed to produce equations that are identical in form to the elastic equations with the rigidity replaced by an equivalent function in the Laplace-transformed constitutive equation (Biot 1965; Peltier 1974) .
The treatment of the boundary conditions in Section 2.1 is entirely independent of the rheology of the material since the constitutive equation was not used. Therefore, the boundary conditions are valid for both a solid and fluid and the correspondence principle may be used to solve the viscoelastic problem with phase boundaries contrary to the arguments of Cathles (1975) and Fjeldskaar & Cathles (1984) . They argue that different incremental inertia equations are valid for a fluid and solid. However this cannot be true, because it would imply that Newton's second law is different for different materials. Wolf (1991b) demonstrated that the apparent difference in the incremental equations is a result of using the material incremental stress for a solid material and the local incremental stress for a fluid material. When the same incremental stress is used for both fluid and solid, the same inertia equation results. Therefore, we routinely apply the correspondence principle to calculate the solution for a viscoelastic earth. For a Heaviside load history H(t), the degree-n component of the solution for a viscoelastic earth is where ynE is the initial elastic response to the load, calculated from the elastic equations, K is the number of relaxation modes, -1/sT is the relaxation time and R;/(-sj") is the strength of the jth mode.
RELAXATION MODES FOR U N I F O R M A N D LAYERED EARTH MODELS
A rigorous study of the effects of various factors such as density, rigidity or viscosity contrast, the presence of a core or lithosphere and lithospheric thickness for layered, incompressible Maxwell viscoelastic earth models with material internal boundaries has been made before (Wu & Peltier 1982; Wolf 1984 Wolf , 1985 Amelung & Wolf 1994) . A couple of simple models (which are not assumed to be realistic) will be used for comparison with previous results and to give standard models with which to compare the models with isobaric boundaries.
In the following figures of relaxation modes, the strengths of the modes are normalized by the density and thickness of the load, so that if a spherical harmonic load of density pL and thickness LY,(Q, i ) were applied at the surface, the radial deformation would be where 0 and I are the colatitude and longitude, and the values plotted in the figures are the normalized elastic radial displacement GnE and the normalized strengths of viscoelastic radial displacement ii?/(--sJ). The geoid deformation is also proportional to the load and is given by For the special case where the load is centred at the pole, x ( 0 , I ) = P,(cos Q) and the derivative is -sin QPA(cos 0) where PA(x) = aP,(x)/ax. At the pole, PA( 1) = n(n + 1)/2. So, in the figures n(n + l)VE/2 and n(n + 1)q/-2s; are plotted, which gives the approximate magnitude of the maximum horizontal displacement as a function of spherical harmonic degree.
Uniform model
The simplest model to be considered is a uniform incompressible Maxwell viscoelastic sphere. Such a model, when subjected to a Heaviside load of spherical harmonic degree, deforms elastically with the initial deformation determined by the density, rigidity and spherical harmonic degree, and then relaxes towards a state of hydrostatic equilibrium with a single relaxation time, which is determined by the density, rigidity, viscosity and spherical harmonic degree. The final deformation depends only on the density and spherical harmonic degree. The results for the radial and horizontal displacement and geoid deformation at the surface are plotted in Fig. 2 . The relaxation time for the single mode (labelled MO) increases with spherical harmonic degree almost linearly on the log-log scale as observed by others (Haskell 1935; McConnell 1965) , where the departure from linearity for low degrees is due to the inclusion of initial stress (Wolf 1991a) . The role of this mode is to produce hydrostatic equilibrium at the surface of the Earth and its strength is governed by the density contrast at the Earth's surface. The nomenclature for modes is the same as that used in the literature (Peltier 1976; Wu & Peltier 1982 lithosphere in this uniform model that would partially support the load by elastic forces, the radial deformation at the surface, once equilibrium is attained, is equal to -l/ps, where p s is the density of the uppermost (surface) layer. Therefore, in Fig. 2( b) , the sum of the elastic deformation and the MO mode of deformation is equal to -l/p, = -0.1980. As the wavelength decreases, the initial elastic response becomes smaller, and the viscoelastic mode is responsible for almost all of the radial and horizontal displacement. Because, on a fluid earth, the load displaces precisely its own weight, the final displacement of the geoid is zero. It is initially positive because of the attraction to the load which is only partially compensated by the elastic deformation.
Two-layer models
Two very simple models are examined to illustrate the effects of a density discontinuity which is either a material or isobaric boundary. The results for a model with a density jump of approximately 10 per cent across a material boundary (model 2 ) are compared with the uniform model (model 1) and a model with the same density jump across an isobaric boundary (model 3). A constant shear modulus and viscosity are assumed, so that the relaxation modes are caused only by the density jump at the surface and at 670 km depth. The density for the uniform model is chosen to be slightly less than the average value for the Earth, so that the density of the surface layer is the same for both the uniform and two-layer models, and, therefore, the hydrostatic limit is the same for all three models. For model 2 (Fig. 3) , the density contrast at 670 km depth produces a second relaxation mode, labelled M1, with relaxation times approximately 100 times longer than those for the MO model (Wu & Peltier 1982) . If, in this model, there were also a contrast in rigidity or viscosity at the internal boundary, there would be two further relaxation modes with small magnitude and short relaxation time. The boundary at 670 km depth has negligible effect on the relaxation time of the MO mode as well as on the magnitude of elastic deformation. Since the sum of the modes plus elastic deformation must equal the hydrostatic limit for the radial deformation, the M1 mode carries some of the deformation which was carried by the MO mode in the uniform model, particularly at low spherical harmonic degree. Its strength decreases as spherical harmonic degree increases, because the deformation for higher degrees is restricted to the shallower parts of the earth, so that the effect of the boundary becomes less important for higher degrees. With each new density jump in the earth, a new mode is introduced, which ensures that in the final state each material boundary is horizontal (Peltier 1976; Wu & Peltier 1982; Wolf 1985) . The M l mode, when added to the others, ensures that the 670 km discontinuity is horizontal after final relaxation. It contributes upward displacement at this boundary to counteract the depression caused by the elastic and MO modes. The density contrast in model 2 forces the flow in the mantle to be shallower than for the uniform model, which increases the horizontal displacement at the surface. This can be seen from the very strong contribution by the M1 mode to the total horizontal displacement for long-wavelength loads. For the geoid displacement at the surface, the M1 mode is more than an order of magnitude weaker than the MO mode. This is to be expected since the deficit of mass due to the negative radial displacement at the surface is larger than the mass deficit at 670km and the effect due to the mass deficit at depth is diminished by its distance from the surface.
In model 3, where the density jump is associated with an isobaric boundary (Fig. 4) , the condition that the density jump be a flat surface in the hydrostatic limit is relaxed, because the buoyancy force caused by the deformed boundary is balanced by the weight of material which changes phase. In the hydrostatic limit, the local increment in pressure p(A) is zero, because there can be no horizontal pressure gradients in a system in equilibrium. Therefore the material increment in density is non-zero, so from eq. (23), the final position of the boundary is not equal to the displacement and some material permanently changes phase (in Fig. 6 below, the material boundary at 670 km returns to its initial position, but the isobaric boundary remains deformed). The initial elastic radial displacement at low spherical harmonic degrees is larger than in the material boundary case because material changes from the less dense upper mantle phase to the more dense lower mantle phase. At higher spherical harmonic degrees, there is virtually no difference between models 2 and 3 because the internal boundary is undeformed by short-wavelength loads at the surface. The relaxation time and amplitude of the MO mode are only marginally affected by the nature of the internal density contrast, since the MO mode is due mostly to the density jump at the earths surface. When the boundary is completely isobaric (5 = l), there is no M1 mode, although for values less than 1 there is an M1 mode that has a longer relaxation time than for the material boundary case (5 = 0), and weaker radial and geoid deformation (see Fig. 5 ). This behaviour is very similar to the dependence of the relaxation time and modal strength on density contrast for a material boundary. For a two-layer earth model with material boundary, the relaxation time increases and the radial and geoid deformation mode strengths decrease with decreasing density contrast (Wolf 1985; Wu & Ni 1996) . In model 3, there are also two very weak relaxation modes, with strengths approximately 100 times and 10' times weaker than for the MO mode. The first one is labelled P1 for the phase boundary and has a relaxation time which depends on spherical harmonic degree and is shorter than the relaxation time of the M1 mode in model 2. The second very weak viscoelastic mode V1 has relaxation time equal to the viscoelastic Maxwell time of earth model 3
(=VIP). The horizontal motion associated with the P1 and V1
modes is very weak because the isobaric boundary does not inhibit radial deformation as it does for the material boundary model. This characteristic difference between models 2 and 3 suggests that horizontal motion is the best observation to use to try to constrain the nature of the mantle density discontinuities from postglacial isostatic adjustment. For geoid deformation, the elastic and MO modes are almost indistinguishable from those of model 2, so the displacement of the geoid is insensitive to the nature of the internal density discontinuity. For values of ( less than one, there is virtually no difference in the magnitude of horizontal motion, but the relaxation time of the dominant M1 mode is longer. The difference is only strong when 5 is close to 1 (Fig. 5) . In other treatments of a phase boundary, it has been assumed that there would be no restoring force at the phase boundary, which can be achieved by neglecting the M1 mode (Yuen et al. 1986; Wu 1990 ). This seems to provide a good approximation 
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-0.0010 = -0.0015 2 P Figure 5 . The M1 and P1 relaxation modes for spherical harmonic degrees 2 and 10 of a two-layer earth model with a density discontinuity at 670 km depth varying the response factor <. Other parameters are the same as for earth model 2 ( Table 1) of the viscous part of the motion but neglects the enhanced initial displacement. Fig. 6 shows a comparison of the radial deformation at the 670 km depth discontinuity and at the outer surface for the two-layer earth models 2 and 3. The deformation is in response to a Heaviside load history for three different spherical harmonk degrees. In all cases, there is an initial elastic displacement, which is largest for the surface deformation and lowest 0.00, . spherical harmonic degree. For model 2 (see also Fig. 3) , the MO mode has a relatively short relaxation time of about 1.1 kyr for degree 2 and about 6.6 kyr for degree 30. It reduces in strength with depth, and the attenuation is greater for higher spherical harmonic degree. The M1 mode has a much longer relaxation time of about 100 kyr, which also reduces in strength with increasing spherical harmonic degree. However, at the 67Gkm discontinuity, it has a larger strength than at the surface and is equal in strength to the elastic plus MO deformation and opposite in sign, so that, in the final hydrostatic state, there is no deformation of the density discontinuity. Since Fig. 6 only shows the first 50 kyr of deformation, we only see the beginning of the return of the boundary to its undeformed state as was also observed by Wu (1990) .
In comparison, the isobaric boundary model 3 does not require that the final state of the density discontinuity at 670 km depth be undeformed, since the exchange of mass between the two layers balances the buoyancy force caused by the deformation of the boundary. Therefore, the M l mode plays no role in the deformation, and the approach to hydrostatic equilibrium is governed by the relaxation time of the MO mode, which is a few thousand years for degree 2 and about 30 kyr for degree 30.
Multilayer earth models
The inclusion of a lithosphere and core produces two additional relaxation modes (L and C ) , the behaviour of which has been discussed in the literature (Wu & Peltier 1982; Wolf 1985) . The presence of a lithosphere also modifies the behaviour of the MO mode at high spherical harmonic degrees, by reducing its strength and relaxation time. Additional density jumps within the mantle behave in a similar fashion to the density jump described in the two-layer earth model.
Within the framework of a multilayer incompressible laterally homogeneous earth model, the most realistic parameters possible have been chosen to model the earth as the five-layer earth models 4 and 5. One of the important factors controlling the magnitude and relaxation time of a relaxation mode for a material boundary is the change in density across the interface (Wolf 1985) . To obtain the approximate behaviour of the real Earth, it is more important to use realistic values for the density jump (including the jump at the surface) than for the actual density. This is because the current model is incompressible, and density only increases with depth via density jumps. Therefore, density jumps in the earth models can be made to match the density jumps in the real Earth, but the density increase due to self-compression cannot be included. This results in a model that is less dense in the deeper layers than in the real Earth. The density model used in earth models 4 and 5 is based on the density profile of PREM (Dziewonski & Anderson 1981) , in which the density increase from factors other than self-compression is about 750 kg m-3. In the PREM model, there are jumps of 180 kg m-3 and 390 kg m-3 at the 420 km and 670 km discontinuities, respectively, and a superadiabatic density gradient in the transition zone and other parts of the upper mantle. In models 4 and 5, the density increase in the mantle occurs only at the boundaries at 420 km and 670 km depth. The total density increase of 750 kg m-3 is attained by increases of 250 kg m-3 and 500 kg m-3 at the 420 km and 670 km depth boundaries, respectively. The two models also include a 120 km thick elastic lithosphere with a jump in density and rigidity at the mantle-lithosphere boundary which is assumed to be associated with a change in chemical composition and includes the effect of the Moho discontinuity. Although the thickness of the lithosphere may be somewhat large compared with several inferences from sealevel change (Wolf 1993; Lambeck et al. 1996) , its effect has little impact on the low-degree deformation. At the coremantle boundary, the same density jump (4340 kg m-3) as given in PREM is used, the core is assumed to be inviscid (thus neglecting the solid inner core), and the boundary is assumed to be a material one. Two different models for the viscosity contrast at 670km depth are used, one with a moderate increase in viscosity (model 4) and one with a strong increase (model 5) . The values of the parameters are given in Table 1 .
Using models 4 and 5, comparison is made between models where there is mass exchange across the internal boundaries or there is no mass transport for two possible viscosity models. By also comparing the two models with different viscosity contrast, it can be determined whether viscosity contrast or mass exchange across the boundary has a greater influence on the surface deformation. For the models with mass exchange, thermodynamic parameters are used to determine the response factor ( at the 420km and 670km boundaries within the mantle. In the case of a univariant phase transition, the boundary does not behave completely as an isobar (( = l), and the response factor is (Christensen 1985) where K is thermal diffusivity, cp specific heat at constant pressure, T the absolute temperature, w the vertical component of the background convection velocity and dP,/dT is the Clapeyron slope, which gives the rate of change of the pressure of the phase change with respect to temperature. Values of the parameters used and references to their measurements are given in Table 2 . These values give a response factor of approximately 0.7 for both boundaries. Given the uncertainty in the experimental values in Table 2 , the response factor is set to 0.7 for both boundaries, when the boundary is assumed to be a phase boundary. Note that the sign of the Clapeyron slope does not directly enter the calculation of the response factor, so the response factor is about the same for both an exothermic or endothermic phase change. It should also be noted that the convection velocity used is probably too large for the region underneath the former Laurentide or Fennoscandian ice sheets, because maximum vertical mantle convection velocities are expected beneath regions which have surface expressions of upwelling (spreading ridges) or sinking (subduction zones). The former ice sheets are not located close to either feature on the Earth's surface. A smaller convection velocity would lead to a smaller response factor < and a model which behaves more like the material boundary model. The property which is most closely related to the response factor is the width over which there is mixed phase (Christensen 1985) . Seismological observations indicate that the 400 km discontinuity is quite sharp with the boundary layer being resolved to less than 5 to 7 km, while the 670 km discontinuity is approximately 20 to 30 km thick (Petersen et al. 1993) . If the region of steep seismic velocity gradients is equivalent to Table 2 . Thermodynamic properties used in the calculation of the response factors at the 420 km and 670 km discontinuities.
Property
Value Reference dPJd T( 420)
Christensen (1985) 10-6 m -3 s-l the phase change region, then we would expect a response factor close to 1 for the 670 km discontinuity and a much lower value for the 420 km boundary. This suggests that a much larger range of response factors should be tested, but the results below show that the response factor is a much less important parameter than mantle viscosity in determining the radial deformation and sea-level change in response to glacial loads.
There are nine relaxation modes for the five-layer models with material boundaries [as was also found by Spada et al. (1990) l and also nine modes for the models with mass exchange across the boundary. For material boundaries, each density discontinuity gives rise to a relaxation mode (labelled M ) and each discontinuity in rigidity or viscosity causes two relaxation modes-the 'transition' (T) modes in the nomenclature of Wu & Peltier (1982 j e x c e p t at the core-mantle and lithospheremantle boundaries, where the infinite viscosity contrast gives rise to only one mode (respectively, the C and L modes). The numbers 0, 1 and 2 refer to modes due to the boundary at the surface, 670 km depth and 420 km depth respectively. At a phase boundary, the mode due to the density contrast has a longer relaxation time than the corresponding material boundary mode. There is also one P mode and one V mode for each phase boundary. The P modes generally have longer relaxation times than the corresponding T modes. Also, whereas for material boundaries the inverse relaxation times (s?) are always negative and real, when there is more than one phase boundary, the V modes can appear as complex conjugate pairs of zeroes with complex conjugate residues with negative real parts (between degrees 24 and 49 for model 4). The combined response of such a pair of modes is always real, being the product of an exponential and cosine function. The relaxation times for viscosity model 4 with either chemical or phase boundaries are shown in Fig. 7 . Where there are complex modes, only the real part is plotted. Although the V modes are very weak, the existence of complex modes is puzzling and presumably is a result of interaction between the two phase boundaries.
EFFECT O F PHASE BOUNDARIES ON PREDICTIONS O F OBSERVABLE DATA
From the above examples, we may expect to see differences in the predictions of geophysically observable phenomena for models depending on whether the major density boundaries within the mantle behave like material or isobaric boundaries. These differences are caused by the fact that most of the strength of the viscoelastic radial and geoid deformation for an isobaric boundary model is carried by the surface relaxation mode (MO), instead of partly by internal relaxation modes (M1 and M2) (cf. Figs 3 and 4) and that the amplitude of elastic radial deformation is larger for the isobaric model. For the horizontal deformation, most of the viscoelastic deformation for long wavelengths for the material boundary model is carried by the internal modes, for which the relaxation times are much longer and the amplitudes larger than for the MO mode, which carries all the horizontal deformation for the isobaric boundary model. Therefore, the radial deformation for long-wavelength loads will obviously occur faster for isobaric boundary models than for material boundary models. The lack of an M1 mode of horizontal deformation in the isobaric boundary model reduces horizontal velocity pre-geoid anomaly and free-air gravity anomaly and horizontal motion.
,i 0
Material boundaries
Sea-level change
Calculations of sea-level change have been carried out for an axisymmetric ice load which has a maximum radius of 2000 km (lSo), an elliptic profile with a maximum thickness of 2800 m and a melting history since the last interglacial equivalent in volume to the North American part of the ICE1 model (Peltier & Andrews, 1976) . Prior to the last glacial maximum, eight previous glacial cycles were included, each with build-up of ice taking 90000 years, deglaciation in 12000 years and an 8000 year interglacial period. The penultimate deglaciation (128-1 16 ka BP) was identical to the last one (18-6 ka BP), and earlier glaciations were simplified by melting the entire ice sheet without retreat of the margins. Fig. 8 shows the semiprofile of the ice sheet for the final deglaciation and the volume of the ice sheet (in terms of equivalent sea-level) as a function of time. The method for sea-level calculation uses the classical theory (Farrell & Clark 1976) , which has also been described for the particular case of an axisymmetric model (Johnston 1993) . Only the component due to the changing ice load (and dictions, but only slightly because the relaxation time is so long for the M1 mode. Changing the viscosity profile of the mantle can achieve similar results by modifying the relaxation times of the various modes at different wavelengths. Therefore it is not clear that it will be possible to determine both the mantle viscosity and the nature of internal density contrasts from geophysical observations of postglacial rebound. The main way of observing Earth deformation resulting from the unloading of the Pleistocene glaciers is via sea-level change, which has a component of radial deformation and geoid change and gives a history of deformation through time.
Observations that are sensitive to the response to very longwavelength loads, such as the Laurentide ice sheet or the meltwater load over the oceans, will exhibit the largest differences in sea-level predictions between the two types of earth model. Below, predictions of sea-level change for a load equal in size to the Laurentide ice sheet for the two different types of internal boundary model are compared to see whether the differences are large enough to require different mantle viscosity profiles to predict the same sea-level curve for the different internal boundary models, or whether there is a possibility of determining to what degree the internal boundaries behave like isobars. Comparisons are also made of predictions for the not the corresponding change in eustatic sea-level or meltwater load) is plotted for each of the geophysical observables in this and the following sections. A comparison of sea-level change predictions due to the ice load history is shown in Fig.9 for the final part of the deglaciation and the two viscosity (4 and 5 ) and boundarytype models. The model with mass exchange across the boundary (5 = 0.7) differs most from the material boundary mbdel in the glaciated region before the melting is complete because the elastic response to the load is enhanced and the response to the unloading is faster. Also, a larger deformation occurs at the glacial maximum, because the phase boundary model has no long-period relaxation modes to prevent equilibrium from being attained and the deformation is enhanced due to lighter phases transforming to more dense phases within the mantle. After deglaciation is complete (at 6 ka BP), the relative sea-level change is fairly insensitive to the existence of a phase boundary, because the elastic response is no longer important and the internal relaxation modes are of secondary importance compared with the MO mode. The form of the sea-level change for the isobaric boundary model is not distinctly different from that of the material boundary model, and if a material boundary model fits the sea-level observations, one could also find an isobaric boundary model with higher viscosity which also fits the data and vice versa. In particular, the sea-level curve at the centre of deglaciation for viscosity model 4 with the material boundary closely resembles that for the isobaric boundary with viscosity model 5. Therefore, it seems unlikely that sea-level data alone would be able to establish conclusively the nature of the mantle density discontinuities, even if the ice melting history were very well constrained. The presence of an isobaric boundary may explain some of the differences in inferences of mantle viscosity structure from postglacial rebound observations. Rebound predictions for largeradius ice loads, based on the material boundary formulation, tend to give lower viscosity contrasts between the upper and lower mantle (Tushingham & Peltier 1992; Nakada & Lambeck 1991 ) than do similar predictions for small-radius ice loads (Lambeck 1993a; Lambeck et al. 1996) for which the assumption about the nature of the boundary is less important and where the limited resolution for the lower mantle viscosity comes largely from observations during the postglacial stage (Lambeck 1993b) . The more usual explanations for the differences in mantle viscosity inferences are that the mantle varies laterally (e.g. Nakada & Lambeck 1991) or that the upper mantle viscosity (above 670 km depth) was held fixed in some studies leading to estimates with small viscosity contrasts (Lambeck et al. 1996; Mitrovica 1996) . By searching a larger model space it has been possible to find viscosity models which fit a range of rebound observations (e.g. Forte & Mitrovica 1996; Peltier & Jiang 1996) , so the difference in mantle viscosity inferences may possibly be an artefact of the inversion procedure.
4.2
Geoid and free-air gravity anomalies Fig. 10 shows the predicted present geoid anomaly and freeair gravity anomaly due to the deglaciation history (Fig. 8) . The free-air gravity anomaly is calculated using the method described by Mitrovica & Peltier (1989) . The difference between models 4 and 5 is stronger than the difference between the material and isobaric models. Most of the anomalies are due to the MO mode, but the difference between the material and isobaric case shows that the relaxation of the M1 mode makes a small contribution to the anomalies in the material boundary case compared with the very small (because < # 1) contribution of the M1 mode for a phase boundary. Although the magnitude of the M1 mode is more than an order of magnitude less than that of the MO mode (Fig. 3) , its relaxation time is much longer, so that, at a time after deglaciation greater than the relaxation time of the MO mode, it is responsible for more than one-tenth of the geoid anomaly for the material boundary model. Fig. 11 shows the predicted horizontal motion for viscosity models 4 and 5. As for the geoid and free-air gravity anomalies, the prediction is more strongly influenced by variations of the mantle viscosity parameter in the model over a plausible range of values than by the nature of the internal density discontinuities. As mentioned above, realistic values of the density jump were used rather than the density itself. James & Morgan (1990) used realistic values of the density in an incompressible mantle and obtained predictions of presentday velocities of up to 4.3 mm yr-', which is much larger than Figure 10 . The predicted present geoid anomaly (a) and free-air gravity anomaly (b) for the two different viscosity models (4 and 5) and the material and partially isobaric boundary conditions. the values predicted for model 4 or 5. When using their density and viscoelastic model (earth model 6, Table l), a maximum horizontal velocity of more than 3 mm yr-I is predicted. Their ice model is 10 per cent thicker than the one employed here, which only partially explains the difference between their predictions and the ones in this paper. Since the viscosity of model 6 lies between that of models 4 and 5, the larger horizontal motion is due to the larger density jumps in model 6.
Horizontal motion
In a recent study, James & Lambert (1993) predict present outward velocity for much of the area beneath the former Laurentide ice sheet using a compressible earth model. In Fig. 11 , model 7 has the same viscosity structure as model 4, but with a compressible lithosphere and mantle. As in James & Lambert, our results confirm that the horizontal velocity can be quite different and even of opposite sign for a compressible model which is identical to an incompressible model in every other respect.
CONCLUSIONS
A rigorous calculation of the effects of an isobaric boundary on the viscoelastic relaxation of a layered incompressible earth model has been made which includes the calculation of the increment in pressure at the boundary and the displacement caused by the change in density of material as it passes through Distance from the centre of the load (degrees) Figure 11 . The predicted present-day horizontal velocity in response to the melting of the Laurentide-sized axisymmetric ice sheet. the boundary. Contrary to previous claims (Fjeldskaar & Cathles 1984) , it is possible to include the effect of phase changes into viscoelastic earth models via the correspondence principle, provided that the boundary conditions at these boundaries are correctly formulated. Models with isobaric boundaries produce larger and faster postglacial uplift than models of the same viscosity structure with material boundaries for long-wavelength loads. A completely isobaric boundary has no buoyancy mode, but a partially isobaric boundary does have a buoyancy mode which has weaker radial and geoid deformation responses and a longer relaxation time than the corresponding buoyancy mode associated with a material boundary. Two very weak viscoelastic modes also arise from an isobaric boundary, one of which is similar to the 'transition' modes, which occur when there is a viscosity or rigidity contrast at a material boundary. The other is extremely weak and would not be detectable in any observation. When there are two isobaric boundaries, there may be a complex conjugate pair of very weak modes for some intermediate spherical harmonic degrees.
If the isobaric boundary model applies for the mantle density discontinuities, previous inferences of mantle viscosity from postglacial uplift would be modified, particularly for larger loads. The behaviour of a material boundary model can be largely reproduced by an isobaric boundary model with a more viscous deep mantle. However, for all of the geophysical observables examined, mantle viscosity has a stronger effect on the predictions than the nature of the density discontinuity. It must be borne in mind that viscosity inferences based on observations of glacial rebound give effective values for timescales of 103-105 years and length-scales of hundreds to thousands of kilometres, and implicitly depend on model adsumptions. Models using material boundaries give an effective viscosity profile that is influenced by unmodelled effects such as isobaric boundaries, lateral variation in viscosity (Gasperini & Sabadini 1989) , transient (Peltier, Drummond & Tushingham 1986; Yuen et al. 1986; Riimpker & Wolf 1996) and non-linear rheology (Wu 1992) and ice model limitations (Lambeck 1993a) . If the isobaric boundary model is appropriate for modelling phase changes on glacial rebound timescales, then deep mantle viscosity inferences determined from the uplift due to melting of large glacial loads such as the Laurentide ice sheet using a material boundary (e.g. Wu & Peltier 1983) underestimate the actual value if data from prior to the end of the deglaciation history is used. This result provides yet another mechanism to explain why no substantial increase in viscosity has been inferred from the North American sea-level record, yet is expected from the correlation of geoid highs with subducted slabs (Hager 1984) and from microphysics (e.g. Sammis et al. 1977) .
As one goes further back in time, the differences between the two types of boundary models become larger, but the uncertainties in ice load history become larger too. The more recent part of the sea-level record can be used to constrain the viscosity model, while examination of the early part of the sealevel record and other geophysical observations, such as the present horizontal velocity and the geoid anomaly, should provide additional constraints to discriminate between material and isobaric boundaries. Because the effect on different geophysical observables is not the same, there is some hope that phase boundaries could be detected, given excellent constraints on load and uplift history.
APPENDIX A: APPLICATION OF THE DIVERGENCE THEOREM FOR LANGRANGIAN VARIABLES
The divergence theorem states that where F is a vector field in Eulerian coordinates (r), 7 is the volume of integration and S is its surface, with da a vector with magnitude equal to the infinitesimal surface area da and with the direction of the outward-pointing normal to the surface. To obtain a condition for the F , component, the divergence theorem is applied to a thin pillbox with faces normal to the t1 direction (e.g. Cathles 1975). Then, Fl(rl + 6r,, r2, r3) --Flfrl, r2, r3) = r , + 6 r , V -W ; , r2, r3) dr;, =6rlV*F(r,,r2,r3). (A2)
To apply the divergence theorem to a vector field given in Lagrangian coordinates, define a vector field f i n Lagrangian coordinates such that f (X(r)) = F(r), where X is the initial position of the particle now at position r. The derivative aXi/dzj is required to express V -F in terms of f. With the definition of displacement, ri = X i + ui, it follows that 1, where differentiation with respect to X j is implied. The only component involving first-order displacement gradients is 
iA6)
If we suppress the dependence on the second and third coordinates, the divergence theorem (A2) takes the form f l ( X l + 6x1) -fl(xl) where we have used the fact that E = h + u(ro + h ) (eq. 1) and have dropped the third-order product ( E -u-)ul,lfl.l. In the unloading case, X, = ro + h and 6X1 = -h, which gives the boundary condition = F,(X1+ 6 x 1 + Ul(X1+ 6x1)) -F,(X,+ Ul(X1))
,If we assume further that f is of first order, and put for the loading case, X, = ro and 6Xl = h, we obtain correct to second order.
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