Considerable works have been reported over last few decades on determination of wave spectral shapes. The resulting spectral models still involve large uncertainties, especially in handling spectra with two or more peaks. Hence studies indicating new options or reexamining some earlier ones in this regard should be welcome. This paper reports results from a fresh investigation carried out to determine wave spectral shapes with neural network (NN)s, support vector regression (SVR) and model tree (MT)s based on measurements made by wave buoys at two locations in Arabian Sea and Bay of Bengal off the Indian coast. It was found that in general all the three modern data driven approaches worked satisfactorily and they were more useful than the commonly adopted semi-empirical spectra. In order to obtain consistent and stable results the model calibration however needs to be made in a careful manner. Separate training over low and high sea states as well as for cases of double and multi-peaked spectra paid rich dividends in this regard. The spectra with two or more peaks were more efficiently handled by neural networks and SVR than MT. The operation of MT involving physical domain splits without non-linear transformations appeared to have over-simplified the underlying complexities. For obtaining more sustained results neural networks can be recommended, although the user's experience and confidence in using the other two methods may make them still successful in a given application.
INTRODUCTION
The wave spectra measured at a given ocean location invariably point to a highly irregular variation of wave spectral energy against different wave frequencies. Since long time it is believed that the high frequency part of the spectrum however has some basic regularity in variation because of attaining a state of equilibrium or saturation in wind-wave energy transfer. This state arises due to a balancing action between the wind input on one side and the energy spending on the other side in non-linear wave energy transfer among wave components, wave breaking and bottom friction. Heuristic observations in the past had indicated that a decaying power relationship of the form given below can approximate the shape of the falling part beyond the peak of the spectrum:
Where S(f) = wave surface spectral density function at wave frequency 'f', K = the constant of proportionality uninfluenced by magnitude of the generating wind speed and m = an integer indicative of slope of the spectral variation. Based on the physics of the process of energy transfer the value of m Dr Oleg Makarynskyy acted as Editor for this paper was initially given by Phillips (1958) as 5. Wave measurements made by different investigators later indicated that this value is not a constant and can vary from even 3 to 6 depending on many factors such as occurrence of a partially developed sea because of wind duration or fetch constraints, shallow water effects including refraction, bottom friction and breaking, presence of currents, Doppler shifts and whether the sea state is in dynamic equilibrium or it is fully saturated. More elaborate, yet empirical, relationships than Eq. (1) were therefore specified using the concepts of dimensional analysis and nonlinear regression. In general the resulting spectral shape had following form:
where A, B, p and q are constants. The well known spectra of Pierson-Moscovitz, JONSWAP, Scotts and others thus resulted. (The expressions for these theoretical spectra can be seen in text books such as Sarpkaya and Isaacson, 1981, or, Brebbia and Walker, 1979) . This however did not solve the problem of correct representation of the wave spectrum for different frequencies since many investigators pointed out deficiencies with these empirical equations after comparing the same with actual observations (Hoffman and Walden, 1974 , Dattatri et al., 1978 , Narasimhan and Deo, 1979 Kumar and Kumar, 2008) .
Although there is a general belief that a local equilibrium exists between the input wind and the process of wave growth and its decay it appears to be very difficult to assume a fixed form of relationship between them. Lack of full knowledge of the physical process of wave generation coupled with a variety of factors related to the mathematical evaluation of spectral density function S(f) are responsible for such a situation. The numerical procedure to estimate S(f) from observed sea surface elevation records itself suffers from large statistical uncertainties. The spectral density function can be derived either by using non-parametric schemes such as the Blackman and Tuckey's and Discrete Fourier Transform methods, or by employing parametric approaches like the maximum entropy method. The values yielded by all these alternative schemes may not be the same. Further, since S(f) calculated in this way is not unique but fluctuates with respect to its true value as per the chi-squared distribution, a smoothing process is normally employed to get statistically reliable and unbiased estimates. The smoothing, done by using either spectral windows, lag windows or their variants, additionally introduces uncertainties in the estimation of S(f) values. (Rodriguez and Guedes Soares, 1999) .
Another dimension to this complexity of the shape estimation is the occasional presence of two or more prominent peaks in the spectrum. Such multi-peaked spectra are found to occur 11 to 22 % of times at some locations (Massel, 1996, Petrova and Guedes Soares, 2009) , with more probability of occurring in calm climatic conditions. Kumar et al (2003) found that off the Indian coast, about 60% of the wave spectra observed were multi-peaked. It is believed that such behavior of the spectrum is due to the superposition of swells on local winds (at lower frequencies) or due to the mechanism of nonlinear interaction between different wave components (at higher frequencies), especially in shallow water. In order to separate the sea portion in a spectrum from that of the swell a ratio of total energies associated with each has been used as a criterion (Petrova and Guedes Soares, 2009 ) along with an empirical cut off frequency of say 0.1 Hz (Rajesh et al., 2009) . From the practical point of view the consideration of bi-modality of the spectrum is very important in works such as wave prediction and design of offshore structures (Thiagarajan, 2009) . In case of the latter the motion response can be largely governed by multi-peakedness of the incident spectra.
In order to model spectra with two or higher number of peaks different investigators have proposed alternative empirical expressions. Typically Ochi and Hubble (1976) 's 6-parameter spectrum for this purpose is well known. Massel (1996) discusses some other forms in which the full spectrum is decomposed into typically two parts, using two different equations. However these empirical spectral forms still follow statistical regression concepts and hence could have less fitting flexibility than modern soft computing or other intelligent computing methods.
It is thus apparent that large process uncertainties as well as unlimited statistical variations are responsible for failure to come up with any fixed relationship between 'S(f)' and 'f' that is applicable for general use. An additional source of ambiguity in this respect is the method of data analysis employed by most of the investigators presenting empirical spectral forms, namely statistical regression. The latter first assumes some fixed dependency structure between the known and the unknown quantities beforehand apart from other assumptions such as independence of errors and thereafter tries to fit observed data to it. A more flexible fitting approach could be to adopt modern intelligent computing methods such as artificial neural networks (or simply neural network (NN)s) as done by Naithani and Deo, (2005) , and Namekar and Deo, (2006) or advanced statistical learning approaches like support vector regression and model trees as shown in Sakhare and Deo (2009) . These works reported considerable improvements in the task of spectral shape estimation compared to conventional theoretical spectra; however the cases of evaluating double and multi-peaked spectra cursorily mentioned in these works need further support by additional data analysis. Neural networks used in Naithani and Deo (2005) and Namekar and Deo (2006) is a technique that is well researched and perfected over last twenty years and hence has become widely acceptable. It is however noticed that these works based on neural networks need further improvement in order to make them more generally employable considering a wide range of magnitudes of sea states encountered some times in certain geographical locations and taking into account all prominent irregularities of observed spectra such as double and multiple peaks that were not thoroughly investigated in these studies. There is also a need to see how SVR and MT fair when compared with neural networks. This paper thus reports results from a fresh investigation carried out to determine spectral shapes based on measurements made by wave buoys at one location each in Arabian Sea and Bay of Bengal in India. It would show how more elaborate calibration of models can enhance their ability to perform better. With the advent of computer technology it is felt that time has come to take full advantage of such methods even in routine applications as a substitute for standard regression equations.
Although considerable works have been reported over last few decades on determination of spectral shapes, they are still inconclusive and hence studies throwing some new options in this regard or reexamining some earlier works should be welcome.
THE NEURAL NETWORK, MODEL TREES AND SUPPORT VECTOR REGRESSION 2.1 Neural network
The neural networks used in this study are of common feed forward type exemplified in Fig. 1 . It has an input layer, two hidden layers and an output layer. Each layer consists of computational elements or neurons where the basic action is to combine the weighted input from the preceding layer neurons (also called nodes), add a bias term, transform the summation through a transfer function and pass on the results to the neurons of the subsequent layer. The processed output from neurons belonging to the output layer represents the outcome from the network. Further details of networks can be seen in textbooks such as Kosko (1992) and Wu (1994) and Wassermann (1998) . A review of NN applications in ocean engineering can be seen in Jain and Deo (2006) .
In the present study the common network of feed forward back propagation (FFBP) type ( Fig. 1 ) was considered first. In order to see if better results were possible with other network types, the architectures of radial basis functions, generalized regression neural networks, adaptive neuro-fuzzy inference systems were also tried; however in the end it was found that the performance of these alternative networks does not differ substantially from each other and hence the simplest FFBP was continued. The transfer function used was of Sigmoid type. Thereafter the network was trained with input-output examples so as to derive the connection weight and bias values in their final form by following the usual iteration procedure.
The rate of change of error with respect to the connection weights, i.e. the error gradient is normally used as basis to carry out minimization of the error in the commonly used error back propagation scheme. In additional to such ordinary back propagation alternative training approaches such as a resilient back propagation, conjugate gradient, cascade correlation, and search based techniques were also employed to be sure of the training exercise. In the end it was found that the most efficient training was imparted by the Levenberg Marquardt algorithm, known for its optimization prowess. The details of these schemes can be seen in Haykin (1999) 
Model tree
Unlike the fully non-linear model of neural network, the MT or SVR are piecewise linear models. The computational procedure in MT is represented in the form of 'tree' type of structures consisting of leaves and nodes. (Fig. 2 ). There is a root node or a decision box branching out to numerous other nodes and leaves. It involves splitting the input space into various sub-spaces and fitting a multiple linear regression model in each one. The splits are physically made rather than by following any transformation. The domain splitting is normally based on the principle of minimization of entropy. Typically the popular and so-called M5 learning algorithm uses the dividing criterion of standard deviation of the class value reaching a node, which is considered as a measure of error at that node. Fig.2 shows an example of a model tree for two independent variables, x 1 and x 2 sub-divided into 8 sub-domains. The number of instances per domain is increased, if the tree size is big. Larger is the no of instances per domain, more is the error in the model in terms of the mean absolute error. For details refer to Quinlan (1992) , Wang and Witten (1997) and Witten and Frank (2000) . In the M5 algorithm the standard deviation of the class values reaching a node is considered as a measure of the error at that node. The expected reduction in such standard reduction, ∆σ is calculated as:
Where, N = number of examples or instances reaching a node, N i = the part of N with i-th outcome, σ(N) = the standard deviation for N examples, σ(N i ) = the standard deviation for N i examples. All possible deviations are examined and the one with the capacity to yield the maximum error reduction is finally selected. The divisions stop when very few examples get collected in each sub-domain or when little variations are noticed between adjacent class values. If the number of splits becomes too large, the pruning, consisting of removing some decision boxes can be done. On the contrary, if large deviations in adjacent sub-domains arising out of small sample sizes are noticed, a smoothing process is adopted to maintain continuity. There are only a few applications of MT reported so far in the field of ocean engineering and these incorporate studies on sediment transport in harbor entrance channels 2004) and .
Support vector regression
SVR is a relatively new machine learning technique coming under the category of statistical learning schemes, like the one of MT indicated above. However unlike MT where the direct splits of data are involved, the SVR consists of first transforming the input space into a feature space and thereafter fitting linear models in each. The fitting of models is done using support vectors which are selected examples out of the total set of input-output pairs. The transformation is achieved using Kernel functions, typically of Gaussian or polynomial type. In the feature space (Fig. 3 ) the SVR separates two or more classes in data by finding a demarcating hyperplane that maximizes 'margin' (or the highest distance between two closest points on both sides of the hyperplane) and also minimizes the error of misclassification through a control parameter (Vapnik, 1999, and An et al. (2007) . SVR is analogous to NN in functioning but differs from it in its training style. It uses the structural risk minimization concept to select training parameters. This involves consideration of an expected risk and placing an upper limit on it. The use of a quadratic optimization function involved in such process ensures a unique global minimum, as opposed to the local minimum, of the error surface.
The technique SVR has been applied by some investigators in water resources (Dibike et. al, 2001; and An et. al. (2007) , but very few in ocean engineering, like Sakhare and Deo (2009) Rajasekaran et al. (2008) . The latter employed SVR to successfully predict the storm surge.
THE DATA BASE USED
The observations of waves spanning from 7 to 12 months and made by wave rider buoys at two offshore locations in India -one off the west coast and the other off the east coast -were used in the present study. (See Fig. 4 for the data collection sites). One of the locations was in 23 m deep water off 'Goa' along the west coast, where wave records spanned a period of one year ranging from June 1996 till May 1997. These measurements were made by National Institute of Oceanography at Goa in India. The other site code-named: 'DS5' belonged to the east coast and off Machilipatnam. Here the observations were collected by National Institute of Ocean Technology at Chennai in India. The duration of these observations was of 7 months starting from May and going up to December in the year 2005. The depth of water at this site was very large and exceeding 3000 m. The measurements off Goa were made by Datawell waverider buoys, while the same at 'DS5' were carried out using a wavescan buoy. They were in the form of three-hourly values of sea surface elevations recorded continuously for 20 minutes at a time. The sampling time interval was of 0.78125 and 0.5 sec respectively for the west and the east coast stations. The spectral density function, S(f) was calculated over different wave frequencies, f, using the Discrete Fourier Transforms and averaged or smoothened using the Hamming's spectral window of type: (0.23, 0.64, 0.23). The frequency resolution to calculate S(f) was 0.001 Hz for the east coast site whereas it was 0.01 Hz for the west coast location. The range of frequencies was (0.033, 0.573) and (0.03, 0.50) Hz respectively for the two sites. The values of significant wave height, H s and average time period, T z were calculated using the zero-th and second spectral moments as per the following formulae: (4) where, in general for suffix 'n':
4. DERIVATION OF WAVE SPECTRA 4.1 Location: Off the west coast In total 2,657 wave records were analyzed. Out of this the training was affected by around 80 percent of data selected randomly, while the testing was performed with the balanced ones. The observed range of Hs and Tz values was 0.23 to 5.06 m, and 2.9 to 9.0 sec, respectively, while the derived spectral density varied from 00.05 to 80.00 m 2 /Hz. The neural network had two input nodes and these belonged to the values of Hs and Tz. The output was in the form of spectral density functions at different wave frequencies. The number of frequencies was selected considering a trade off between the preservation of details on one side and the model parsimony on the other. This figure (and so also the number of output nodes) was thus 30. The frequency resolution was purposely kept non-uniform -small at lower frequencies and high at higher ones, where energies are low. The number of hidden nodes (Fig. 1) was arrived at by conducting trials with the aim of obtaining the best testing performance as reflected in the realized error measures, indicated subsequently. It is easy to understand that such a fitting method with very large degrees of freedom could easily possess capability to produce the energy distribution for so many different conditions of sea states.
The MT and SVR models were trained using the same sets of training data employed earlier for developing NN models for both the locations. While training the MT model the observations were first normalized to zero mean and unit variance. Around two-third of the total sample size was used for training and remaining for testing. The initial number of instances or examples to form sub-domains or clusters required selection by trial. The lower is the no of instances the larger would be the tree size but smaller will be the mean absolute error, MAE, between the realized and the target output. Hence a certain threshold MAE was selected and the number of instances, namely 4 was arrived at accordingly. To reduce the tree size, pruning and smoothing was adopted.
The application of SVR involved selecting the Kernel function and associated parameters. Some past studies, e.g., Dibike et. al. (2001) and Singh et al (2008) had shown better performance of the radial basis function (RBF) type of the Kernel relative to others, such as linear, multi-linear, Gaussian, and polynomial. Hence this study also employed the RBF Kernel function only. The use of the RBF was associated with the choice of two parameters, namely 'σ 2 ' and 'γ', determining the function width and carrying out regularization act, respectively. The latter serves as trade off between the fitting error minimization and smoothness of the estimated function. The value of σ 2 was changed from 0.01 to 1.00 while that of γ was varied from 0 to 100 in order to converge to their best possible magnitudes yielding the most acceptable testing performance. This process involved 10-fold cross validation for each (σ, γ) combination. The finally selected values of γ and σ 2 were 10 and 0.5, respectively. Before feeding the model with examples, all input-output values were normalized with zero mean and unit variance.
After some initial runs it was found necessary to divide data and carry out network training (and testing) separately for three cases, namely: single peaked spectra, double peaked spectra and multiple 
peaked ones. Within the first category of the single peaked spectra a further sub-division into high sea state (Model 1) and the low one (Model 2) was required to impart good training. A median Hs value of around 2.0 m was found to be a good divider across the high and low state classification. There were thus four models: 1 and 2 applicable for single peak cases, and 3 and 4 for double and multiple categories, respectively. The requirement of four models is quite understandable since the input is only of two parameters out of which the network has to produce 30 values of the output spectral density. The range of minimum and maximum Hs, Tz values, the number of example sea states used for training and testing together with the testing performance in terms of the error statistics of correlation coefficient, R, root mean square, RMSE and mean absolute error, MAE are shown in Table 1 . The expressions for these error criteria can be seen in Dawson and Wilby (2001) and also in Naithani and Deo (2005) and Namekar and Deo (2006) . The error statistics in Table 1 pertain to the neural network output.
The testing performance of two of these four models (Model:2 and Model:4) based on neural networks is further graphically exemplified in Fig. 5 to 6 respectively, which show the derived spectral plots against the network-yielded ones along with corresponding estimations obtained by using the common Pierson-Moskowitz and JONSWAP spectra. (The expressions of corresponding spectra can be seen in Chakrabarti, 1987) . Fig. 7 shows the frequency distribution of these errors over different testing sets when neural networks were used. It is apparent from these figures that the neural networks, trained in the selected manner, provides satisfactory estimates of the spectral shapes in general. The correlation coefficients between the estimated and the actual spectral densities are high while the RMSE and MAE values are low. The network shows excellent performance in the case of estimation of double and multi peaked spectra, which has traditionally remained as a difficult task. Two or more peaks in the spectrum occur when local waves get superposed on distant storms and/or due to a strong non-linear interaction in between different wave components forming the spectrum. The network has the ability to resolve complex combinations of energies and frequencies based only on average information in the form of Hs and Tz. It appears that the network has a huge capacity to learn such initially unknown and complicated spectral structure through the examples provided and by virtue of its high degrees of freedom and information processing algorithms. Fig. 8 (a) and (b) shows the scatter of Hs and Tz for both data sets. As can be easily noticed there is a huge spread among these values and it is precisely this variation that is exploited by the neural network while resolving this information into the irregular spectrum.
Examples in Fig. 5 and 6 confirm that the network outcome is much superior to that of the PM and JONSWAP equations. performance in each and every case, the calibrated network shows a good capacity to do a satisfactory work for most of the cases.
Location: Off the east coast
At this location relatively less number of wave records was available and these were 840 in number out of which around 70 percent sea states were used for training and the remaining for testing. The range of observed Hs and Tz values was 0.47 to 4.06 m, and 3.75 to 9.49 sec, respectively, while that of the derived spectral density varied from 0 to 17.24 m 2 /Hz. A large number of trials indicated that same network architecture along with the training scheme and data divisions as above are necessary and sufficient at this location as well and hence the same was adopted. Table 2 shows the number of sea states used for training and testing together with the testing performance in terms of the error statistics of correlation coefficient, R, root mean square error, RMSE and mean absolute error, MAE, when the neural network was employed.
It may be seen from Table 2 that the adequately trained neural network again provides satisfactory estimates of the spectral shapes in general as reflected in high correlation coefficients and low MAE and RMSE values. At this site also the network shows excellent performance in the difficult estimation of double and multi peaked spectra showing its real prowess in resolving complex combinations of energies and frequencies on the basis of only average information in the form of Hs and Tz. The ability of neural networks to decipher complex relationships involved without essentially going into the physics of the process is noticeable. The complexity of the problem can be seen in Fig. 8 (b) that shows the scatter of Hs and Tz for the entire set of this data. Such spread among the input variables seems to have been well captured in the large number of connection weights and bias values during the calibration process. As can be expected the network outcome in this case also was superior to that of the PM and JONSWAP equations. A figure was drawn similar to the earlier case of west coast (Fig. 7) to know the frequency distribution of the testing error statistics. This also indicated a good success rate for most of the cases involved, although it is recognized that an equal performance in every sea state was difficult to achieve.
If we compare the last three columns of Tables 1 and 2 we find that the shape estimations at the site off the west coast were better than those of the east coast. A possible reason behind this could be the relatively smaller training sample size involved. However if we see the model-wise (1 to 4) difference in the number of training and testing pairs in Tables 1 and 2 , such a direct dependence of performance on the sample size is not conclusively noticed. Analysis in future with more observations at the same as well as many other locations would be necessary in coming up with firm remarks in this regard.
PERFORMANCE OF SVR AND MT MODELS
In an earlier publication Sakhare and Deo (2009) had derived wave spectral shapes using two other data driven methods, namely model tree (MT)s and support vector regression (SVR). They used measurements at two locations: one in the Gulf of Mexico and the other one in the Bay of Bengal. The later site is same as the one partly involved in this study. It was therefore thought worthy to compare the results obtained in this work with those that can be derived using MT and SVR. Pooja Jain, M C Deo, G Latha, V Rajendran, and, V Sanil Kumar 147
Volume 2 · Number 2 · 2011 T Ta ab bl le e 2 2. . Testing performance of the four models (Site: off the east coast; Model: NN). Fig. 9 and 10 show, as examples, comparisons of spectra yielded by NN, MT and SVR in case of single peak-low sea states, and double peak models, respectively. These figures pertain to the west coast location. A similar comparison in case of the east coast location can be seen in Fig. 11 and 12 for the cases of single peak-high sea states and multiple peak models, respectively. As can be seen from these figures although all the three methods (NN, MT, SVR) estimated spectral shapes satisfactorily for all categories of the sea states, the NN and SVR estimations were more close to the target shapes when the sea state involved more than one peaks. It therefore appears that for the latter cases of highly irregular forms of spectra fully nonlinear model of NN or quasi-nonlinear SVR which is conceptually more close to NN would work better than MT where piecewise linearity achieved without transformation functions could be a little over simplification. For the testing sea states the error statistics were calculated for both the locations.
Model
Figures were drawn to see how typically the correlation coefficients for the east and the west coast location calculated for the four models in respect of NN, MT and SVR resembled each other. It was accordingly noticed that the coefficient fluctuated in case of MT and SVR and that the success rate of NN was the largest compared to the other two methods. Similar behaviour was noted for the other site as well.
While evaluating the spectra by any of the methods, namely NN, GP or MT, some times the peaks were found to overshoot. Hydrologists dealing with time series predictions of hydrographs occasionally employ correction techniques such as moving averages and similar smoothing functions, and time shift functions (Conway et al., 1998) in this connection. However these methods often work at the cost of estimation accuracy. In this work we tried to adopt some of these corrective techniques in isolated cases of spectra, but we found that no general conclusions can be drawn by doing so, apart from the fact that every time the overall accuracy suffered. It is however worth if this is looked into more carefully in a future study.
CONCLUSIONS
Designers of ocean structure require a spectrum of waves corresponding to given values of significant wave height and average wave period as a prerequisite to carry out structural analysis. For this purpose traditionally a convenient theoretical wave form such as Pierson-Moskowitz or JONSWAP is used. Alternative to these statistical regression based equations in the form of neural networks, model trees and support vector regression have been recently proposed. This paper investigates these three approaches together in order to review their overall usefulness.
Analysis of wave buoy observations at two Indian locations showed that in general all the three modern data driven approaches were more useful than the commonly adopted semi-empirical spectra. However in order to obtain consistent and stable results the model calibration needs to be made in a careful manner. Separate training over low and high sea states as well as for cases of double and multipeaked spectra proved to pay rich dividends in this regard.
The spectra with two or more peaks were more efficiently handled by neural networks and SVR than MT. The operation of MT involving physical domain splits without transformations appeared to have over simplified the underlying complexities. For obtaining more sustained results however neural networks can be recommended, although the user's experience and confidence in using the other two methods may make them still successful for the given application.
Modern data driven methods have recently come up following advances in computer technology and have the potential to offer attractive alternatives to traditional statistical or stochastic procedures followed in ocean engineering.
