Abstract The paper is about portfolio selection in a non-Markowitz way, involving uncertainty modeling in terms of a series of meaningful quantiles of probabilistic distributions. Considering the quantiles as evaluation criteria of the portfolios leads to a multiobjective optimization problem which needs to be solved using a Multiple Criteria Decision Aiding (MCDA) method. The primary method we propose for solving this problem is an Interactive Multiobjective Optimization (IMO) method based on so-called Dominance-based Rough Set Approach (DRSA). IMO-DRSA is composed of two phases: computation phase, and dialogue phase. In the computation phase, a sample of feasible portfolio solutions is calculated and presented to the Decision Maker (DM). In the dialogue phase, the DM indicates portfolio solutions which are relatively attractive in a given sample; this binary classification of sample portfolios into 'good' and 'others' is an input preference information to be analyzed using DRSA; DRSA is producing decision rules relating conditions on particular quantiles with the qualification of supporting portfolios as 'good'; a rule that best fits the current DM's preferences is chosen to constrain the previous multiobjective optimization in order to compute a new sample in the next Author's personal copy computation phase; in this way, the computation phase yields a new sample including better portfolios, and the procedure loops a necessary number of times to end with the most preferred portfolio. We compare IMO-DRSA with two representative MCDA methods based on traditional preference models: value function (UTA method) and outranking relation (ELECTRE IS method). The comparison, which is of methodological nature, is illustrated by a didactic example.
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Introduction
Portfolio selection is one of the most intensively studied optimization problems in Operational Research. Its classical formulation proposed by Harry Markowitz within Mean Variance Portfolio Theory (Markowitz 1952) involves two probabilistic evaluation criteria of the portfolios: expected return (ER) and standard deviation of the return (SD). From a mathematical perspective, this problem can be stated in more general terms as follows.
A set of alternatives (portfolios) A ¼ fa; b; . . .g is evaluated on n criteria constituting a consistent family F ¼ fg 1 ; . . .; g i ; . . .; g n g; where g i : A ! R: One or more of these criteria make a probabilistic evaluation, i.e. for such criteria we have g i : A ! P; where P is a set of probability distributions on R: These probability distributions can also be non-additive and even qualitative.
As a direct interpretation of probabilistic evaluation criteria, like ER and SD, may be too difficult for the Decision Maker (DM), following (Greco et al. 2010; Matos 2006) , we propose to deal with the above problem by considering a set of quantiles on the distribution of criterion g i 2 F; corresponding to a set of meaningful probability levels P i ¼ fp i1 ; . . .; p ih i g: To each one of these quantiles correspond values g i p with p 2 P i ; such that, for each a 2 A; g p i ðaÞ means that alternative a gets at least value g i p (a) with probability p. Therefore, this approach to uncertainty handling in a decision problem consists in replacing a probabilistic criterion g i by a corresponding set of quantiles g p i ; p 2 P i ; playing the role of deterministic criteria in a multiple criteria decision problem.
As shown in (Greco et al. 2010) , this approach can be extended to deal also with time preferences. In this case, one is considering, moreover, a set of meaningful time epochs T ¼ ft 1 ; . . .; t r g; such that, for each criterion g i 2 F; p 2 P i and t 2 T; there is a quantile g i p,t . For each a 2 A; to each one of these quantiles correspond values g i p,t (a) which mean that alternative a gets at least value g i p,t (a) with a probability p within time epoch t. Moreover, instead of quantiles, one can consider the expected value within the quantiles, denoted by E p ½g i ðÁÞ; such that E p ½g i ðaÞ; a 2 A; means that in p % of best cases, alternative a gets an average value of E p ½g i ðaÞ:
Portfolio selection problem
The so-called modern portfolio theory (see, e.g., Elton and Gruber 1995) usually concerns two types of problems: portfolio analysis, and models of prices and returns equilibrium in the capital markets. With respect to the last problem, some well known models have been built up; among them the most applied are the Capital Asset Pricing Model (Sharpe 1963 (Sharpe , 1964 Lintner 1965; Mossin 1966 ) and the Arbitrage Pricing Theory (Ross 1976) , presenting different forms of equilibrium relationships subject to various assumptions. In this framework, investors should be able to determine the (theoretical) prices at which assets/securities will be sold, taking into account their risk and/or a set of other factors. One of the most important approaches, at least in theory, to portfolio analysis is the Mean Variance Portfolio Theory, usually known as Markowitz Model (1952) . The main aim of this theory is to determine the composition of an ''optimum portfolio'': given some assumptions and properties of each individual security, find the characteristics and composition of feasible portfolios that make them preferable to others for a particular DM. In order to select the best portfolio, the principle of utility maximization is usually employed. In this kind of model, assuming the existence of a set J ¼ f1; . . .; j; . . .; zg of risk securities (assets) in the capital market, each portfolio x is described by the corresponding allocation vector x ¼ ½x 1 ; . . .; x z ; with P j=1 z x i = 1. If one knows all possible outcomes and corresponding probabilities of each security j 2 J; one can easily compute the expected value E(R j ) of the return R j of security j. Let us denote by R(x) the return of portfolio x, i.e.
The expected value of portfolio return R(x) is therefore E(R(x)) = P j=1 z x j E(R j ). The risk is usually measured in terms of variance r 2 (R(x)) that is the expected squared deviation of the portfolio return R(x) from its expected return E(R(x)), i.e. r 2 (R(x)) = E[(R(x) -E(R(x))) 2 ]. Supposing that returns of risk securities are normally distributed, one can write the variance r 2 (R(x)) as follows:
where r j 2 is the variance of returns of risk security j 2 J, and r jh is the covariance of returns of risk securities j; h 2 J: The choice of variance as risk measure is due to its easy computation and because the mean and the variance of returns contain all relevant information about the distribution if returns are normally distributed, as usually assumed. As a substitute of variance, one is often using its square root r(R(x)), called standard deviation. The main idea of the mean variance model is that the risk of a combination of assets (portfolio) is very different from the weighted average of the risk of individual assets. This could happen only in the (absolutely didactic) case that the returns of all asset of portfolio move in the same direction and proportion, that is when they are perfectly positively correlated one another, i.e. when r jh = r j r h for all fj; hg J: In a lot of real cases, the variance of the portfolio is smaller than the variance of either of the individual assets considered. It depends on how the returns co-move together, possibly in opposite ways; in other words, on the reciprocal independence of the returns of the assets. Therefore, in this kind of model a crucial role is played by the covariance r jh between the returns R j and R h of any couple of securities j; h 2 J; that is the expected value of the product of the deviations of the return R j on security j from its mean value E(R j ) and the deviation of the return R h of security h from its mean value E(R h ), i.e.
To apply the Markowitz model we need to know z expected returns and standard deviations (one for each security), and zðzÀ1Þ 2 covariances. In the Markowitz model, the problem of portfolio selection is a bi-objective optimization problem, where the two objectives are: maximization of the expected return E(R(x)), and minimization of the variance r 2 (R(x)). In such a context, the efficient frontier is composed of portfolios x for which it is not possible to increase the expected return E(R(x)) without increasing also the variance r(R(x)), or, equivalently, it is not possible to decrease the variance r 2 (R(x)) without decreasing also the expected return E(R(x)). For a given value of variance a, a portfolio x is in the efficient frontier if it maximizes the expected return E(R(x)), i.e. if x is a solution of the following problem (P1):
maximize EðRðxÞÞ under the constraints
Theoretically, the efficient frontier could be computed by solving problem (P1) for all feasible values of a. Analogously, for a given value of expected return b ! R H ; with R H being the expected return of the minimum variance portfolio, portfolio x is in the efficient frontier if it minimizes the variance r 2 (R(x)), i.e. if x is a solution of the following problem (P2):
under the constraints
Also in this case, theoretically, the efficient frontier could be computed by solving problem (P2) for all feasible values of b ! R H : In fact, to determine the efficient frontier it is not necessary to solve infinitely many optimization problems of type (P1) or (P2). Using some properties of the efficient frontier in the Markowitz model, one can determine the efficient frontier Beyond Markowitz with multiple criteria decision aiding 33 123 more easily. For example, if x and y are portfolios in the efficient frontier, also the portfolio c x ? (1 -c) y is a portfolio in this frontier for any c 2 ½0; 1: Very often, however, the portfolio selection problem is more complex than those formulated as (P1) and (P2). This is for several reasons, the main ones being the following:
• Short sales, i.e. negative values of x j ; j ¼ 1; . . .; z; are allowed only within given limits or completely disallowed. In these cases, to problems (P1) and (P2), one has to add the constraint x j C c j , where c j is the minimum value that x j can attain, j ¼ 1; . . .; z: If c j = 0 for all j 2 J; then short sales are not allowed.
• Presence of riskless lending or borrowing rates: in this case, it is possible that the investor could lend or could borrow from the market at a riskless rate that can be the same or different for lending and borrowing, i.e. the lending rate is equal or smaller than the borrowing rate.
Finally, to select the best portfolio, that is to find the optimal allocation vector x, a utility function U(E(R(x)), r 2 (R(x))) representing the preferences of the investor with respect to expected return E(R(x)) and variance r 2 (R(x)) has to be introduced. The utility function U(E(R(x)), r 2 (R(x))) has to be nondecreasing with respect to E(R(x)) and nonincreasing with respect to r 2 (R(x)). It is generally supposed that indifference curves of U(E(R(x)), r 2 (R(x))), in the 'standard deviation-expected return' plane are convex functions. Of course, the elicitation of such a function is a very difficult task. Once setting the utility function, the selection of optimum portfolio is obtained by maximizing the utility function on the set of the efficient portfolios.
3 Uncertainty handling using a set of meaningful quantiles
The Markowitz model is of fundamental importance for finance theory. It suffers, however, from several problems that have been largely discussed in the literature and that have to be dealt with in real life portfolio selection. In the following, we are remembering some of the weak points of the Markowitz model:
• The mean-variance model of Markowitz fails to satisfy monotonicity properties, such that there can be a situation where the DM adopting the mean-variance approach can prefer investment a having a prospect dominated by a prospect of another investment b, i.e. the DM selects a even if it gives not better returns than b in each state of the nature. This can happen when some additional unit of return increases the average payoff while making the distribution of payoffs more dispersed around the mean, thus increasing the variance. If the positive influence of the increase in the mean on the utility function U(E(R(x)),r 2 (R(x))) is compensated by the negative influence of the increase in the variance, the mean-variance approach can select a dominated investment. This weakness has been described, e.g., in (Bigelow 1993; Dybvig and Ingersoll 1982; Jarrow and Madan 1997) . The violation of monotonicity of the mean-variance model cannot happen if the returns are normally distributed. However, this is not often the case and, therefore, the problem of monotonicity of the mean-variance model becomes relevant for portfolio selection on real financial market. Recently, Maccheroni et al. (2009) with h being an index of aversion to variance. The model differs, however, when mean-variance preferences fail to be monotone, and then becomes not economically meaningful. Observe, however, that this model leaves very little flexibility to represent DM's preferences, because it can be tuned only through the parameter h.
• The hypothesis of normal distributions of returns, on which the Markowitz approach is largely based, has been put in doubt by the work of Mandelbrot (1963 Mandelbrot ( , 1967 and Fama (1963 Fama ( , 1965a who proposed the stable Pareto distribution as a statistical model for asset return. Indeed, differently from the normal distribution that depends only on two parameters being the mean and the variance, the Pareto stable distribution is much more complex and depends on four parameters related to asymmetry, concentration, shift and skewness. With the Pareto stable distribution, the variance looses its meaning of a value of risk measure in terms of dispersion of its return around the mean typical for the normal distribution, and thus the Markowitz approach cannot be applied (Rachev et al. 2004 ).
• The variance as a risk measure presents several problems, the first of which is that it considers negative deviations from the average that are not desirable, but it considers also positive deviations from the average that, instead, are desirable; for this reason the same Markowitz (1959) Rockafellar and Uryasev 2000) , and the spectral measures of risk (Acerbi 2002) . Observe that apart from VaR, that is a quantile by definition, also CVaR and the spectral measures of risk are related to the concept of quantile. Indeed, CVaR is the expected value of the worst a % of cases and can be seen as an average of the quantiles of the worst a % of cases, and the spectral measure of risk is a weighted average of the quantiles in the worst a % of cases. Observe, finally, that the Cumulative Prospect Theory (CPT) model (Tversky and Kahnemann 1992) , which is currently so much appreciated with respect to decision under uncertainty, can be seen as a difference of a weighted average of quantiles related to gains and losses.
Taking into account the above critics of the Markowitz model, we are proposing in this paper to handle the uncertainty of returns through consideration of a limited number of quantiles on the distribution of returns. The preferences of the decision maker will be built on those quantiles which are well understandable by her/him also in case (s)he has no statistical and financial background. This is not possible if one considers the technical parameters of the Markowitz model, i.e. expected return E(R(x)) and variance of portfolio returns r 2 (R(x)). It is worth stressing that our approach to portfolio selection, which takes into account DM's preferences with respect to a selected set of meaningful quantiles, overcomes all three weak points of the Markowitz model discussed above. Precisely, let us observe that:
• With respect to the monotonicity, our approach is safe because if an investment a is dominating another investment b, in the sense that it gives not smaller returns in all states of the world, then a dominates also b with respect to any subset of considered quantiles.
• With respect to non-normal distribution of returns, our model can work with all kinds of distribution because it requires only the estimation of a small number of meaningful quantiles of the portfolio return distribution. The Rough Set Theory proposed by Pawlak (1991) has proved to be an excellent mathematical tool for reasoning about data affected by a kind of inconsistency caused by ambiguity. This theory cannot deal, however, with data describing decision problems, because it does not take into account the preference order in data, which is so characteristic for evaluations of alternatives on considered criteria. Greco et al. (2001a) proposed a generalization of rough set theory, called Dominance-based Rough Set Approach (DRSA) which overcomes this limitation. DRSA thus became a methodology of Multiple Criteria Decision Aiding aiming at obtaining a representation of the DM's preferences in terms of easily understandable ''if …, then …'' decision rules, on the basis of some exemplary decisions (past decisions or simulated decisions) given by the DM. In case of classification problems, which will be considered in the dialogue phase of the interactive procedure for multiobjective portfolio optimization, exemplary decisions are classification examples, i.e. alternatives described by a set of criteria and assigned to preference ordered classes (qualifiers), for example, classification of alternatives into 'good' and 'others'.
Criteria and the class assignment considered within DRSA correspond to the condition attributes and the decision attribute, respectively, in the classical Rough Set Approach (Pawlak 1991) . Differently from the classical Rough Set Approach, in DRSA we are considering criteria that are condition attributes with value sets ordered according to decreasing or increasing preference.
Let us consider the set of n criteria F ¼ fg 1 ; . . .; g n g; the set of their indices I ¼ f1; . . .; ng; and a finite universe of alternatives (objects, solutions, actions) U, such that, without loss of generality, g i : U ! R for each i ¼ 1; . . .; n; and, for all objects x; y 2 U; g i ðxÞ ! g i ðyÞ means that ''x is at least as good as y with respect to criterion i'', which is denoted as x # i y: Therefore, we suppose that # i is a complete preorder, i.e. a strongly complete and transitive binary relation, defined on U on the basis of evaluations g i ðÁÞ: Note that in the context of multiobjective optimization, g i corresponds to an objective function. Furthermore, we assume that there is a decision attribute d which makes a partition of U into a finite number of decision classes, called classification, Cl = fCl 1 ; . . .; Cl m g; such that each alternative x 2 U belongs to one and only one class Cl t ; t ¼ 1; . . .; m: We suppose that the classes are preference ordered, i.e. for all r; s ¼ 1; . . .; m; such that r [ s, the alternatives from Cl r are preferred to the alternatives from Cl s . More formally, if # is a comprehensive weak reference relation on U, i.e. if for all x; y 2 U; x # y reads ''x is at least as good as y'', then we suppose
where x 1 y means x # y and not y # x: The above assumptions are typical for consideration of a multiple criteria classification problem (also called ordinal classification with monotonicity constraints).
In DRSA, the explanation of the assignment of alternatives to preference ordered decision classes is made on the base of their evaluation with respect to a subset of criteria P I: This explanation is called approximation of decision classes with respect to P. Of course, the most commonly considered case is that when P = I. In order to take into account the order of decision classes, in DRSA the classes are not considered one by one but, instead, unions of classes are approximated: upward union from class Cl t to class Cl m , denoted by Cl t C , and downward union from class Cl t to class Cl 1 , denoted by Cl t , i.e.:
The statement x 2 Cl ! t reads ''x belongs to at least class Cl t '', while x 2 Cl t reads ''x belongs to at most class Cl t ''. Let us remark that Cl
and Cl 1 ¼ Cl 1 : Furthermore, for t = 2, …, m, we have:
Beyond Markowitz with multiple criteria decision aiding 37
123
For example, in multiple criteria classification of cars, the considered cars are the alternatives evaluated on such criteria as maximum speed, acceleration, price and fuel consumption, and they are to be assigned to one of three classes of overall evaluation: 'bad', 'medium', 'good'. Then, the upward unions are: Cl medium
C
, that is the set of all the cars classified at least 'medium' (i.e. the set of cars classified 'medium' or 'good'), and Cl good C , that is the set of all the cars classified at least 'good' (i.e. the set of cars classified 'good'), while the downward unions are:
, that is the set of all the cars classified at most 'medium' (i.e. the set of cars classified 'medium' or 'bad'), and Cl bad B , that is the set of all the cars classified at most 'bad' (i.e. the set of cars classified 'bad'). Notice that, formally, also Cl bad C is an upward union, as well as Cl good B is a downward union, however, as 'bad' and 'good' are extreme classes, these two unions boil down to the whole universe U.
The key idea of the rough set approach is explanation (approximation) of knowledge generated by the decision attributes, by granules of knowledge generated by condition attributes.
In DRSA, where condition attributes are criteria and decision classes are preference ordered, the knowledge to be explained is the assignment of alternatives to upward and downward unions of classes and the granules of knowledge are sets of alternatives contained in dominance cones defined in the space of evaluation criteria.
We say that alternative x dominates alternative y with respect to P I (shortly, x P-dominates y), denoted by xD P y, if for every criterion i 2 P; g i (x) C g i (y). The relation of P-dominance is reflexive and transitive, that is, it is a partial preorder.
Given a set of criteria P I and alternative x 2 U; the granules of knowledge used for approximation in DRSA are:
• a set of alternatives dominating x, called P-dominating set, D
In terms of multiple criteria evaluations, the above definitions correspond to:
Let us recall that the dominance principle requires that an alternative x dominating alternative y with respect to considered criteria (i.e. x having evaluations at least as good as y on all considered criteria) should also dominate y on the decision (i.e. x should be assigned to at least as good decision class as y). This principle is the only objective principle that is widely agreed upon in the multiple criteria comparisons of objects. Given P I; the inclusion of an alternative x 2 U to the upward union of classes Cl ! t ; t ¼ 2; . . .; m; is inconsistent with the dominance principle if one of the following conditions holds:
• x belongs to class Cl t or better but it is P-dominated by an alternative y belonging to a class worse than Cl t , i.e. x 2 Cl ! t but D þ P ðxÞ \ Cl tÀ1 6 ¼ ;; • x belongs to a worse class than Cl t but it P-dominates an alternative y belonging to class Cl t or better, i.e. x 6 2 Cl
given a set of criteria P I; the inclusion of x 2 U to Cl ! t ; where t ¼ 2; . . .; m; is inconsistent with the dominance principle, we say that x belongs to Cl ! t with some ambiguity. Thus, x belongs to Cl ! t without any ambiguity with respect to P I; if x 2 Cl ! t and there is no inconsistency with the dominance principle. This means that all alternatives P-dominating x belong to Cl
Furthermore, alternative x possibly belongs to Cl ! t with respect to P I if one of the following conditions holds:
• according to decision attribute d, x belongs to Cl ! t ;
• according to decision attribute d, x does not belong to Cl ! t ; but it is inconsistent in the sense of the dominance principle with an alternative y belonging to Cl
In terms of ambiguity, x possibly belongs to Cl ! t with respect to P I; if x belongs to Cl ! t with or without any ambiguity. Due to the reflexivity of the dominance relation D P , the above conditions can be summarized as follows: x possibly belongs to class Cl t or better, with respect to P I; if among the alternatives P-dominated by x there is an alternative y belonging to class Cl t or better, i.e. D 
Analogously, one can define the P-lower approximation and the P-upper approximation of Cl t as follows (t = 1, …, m -1):
The P-boundaries of Cl ! t and Cl t ; denoted by Bn P ðCl ! t Þðt ¼ 2; . . .; mÞ and Bn P ðCl t Þðt ¼ 1; . . .; m À 1Þ, respectively, are defined as follows:
For every P I; the alternatives that are consistent in the sense of dominance principle with all upward and downward unions of classes are P-correctly classified. For every P I; the quality of classification Cl by a set of criteria P 2 I is defined as the ratio of the number of alternatives P-consistent with the dominance principle and the number of all the alternatives in U. Since the P-consistent alternatives are those which do not belong to any P-boundary Bn P ðCl ! t Þ or Bn P ðCl t Þ; and Bn P ðCl ! t Þ ¼ Bn P ðCl tÀ1 Þ for t ¼ 2; . . .; m; the quality of classification Cl by a set of criteria P 2 I can be written as c P (Cl) can be seen as a degree of consistency of the classification examples, where P is the set of criteria and Cl is the considered classification. Each minimal (in the sense of inclusion) subset P I; such that c P (Cl) = c I (Cl), is called a reduct of classification Cl, and is denoted by RED Cl . Let us remark that for a given set of classification examples one can have more than one reduct. The intersection of all reducts is called the core, and is denoted by CORE Cl . Criteria in CORE Cl cannot be removed from consideration without deteriorating the quality of classification Cl. This means that, in set I, there are three categories of criteria:
• indispensable criteria included in the core, • exchangeable criteria included in some reducts, but not in the core, • redundant criteria, neither indispensable nor exchangeable, and thus not included in any reduct.
The dominance-based rough approximations of upward and downward unions of decision classes can serve to induce a generalized description of classification decisions in terms of ''if . . .; then . . .'' decision rules. For a given upward or downward union of classes, Cl ! t or Cl s ; the decision rules induced under a hypothesis that alternatives belonging to PðCl ! t Þ or PðCl s Þ are positive examples (that is alternatives that have to be matched by the induced decision rules), and all the others are negative (that is alternatives that have to be not matched by the induced decision rules), suggest a certain assignment to ''class Cl t or better'', or to ''class Cl s or worse'', respectively. On the other hand, the decision rules induced under a hypothesis that alternatives belonging to PðCl ! t Þ or PðCl s Þ are positive examples, and all the others are negative, suggest a possible assignment to ''class Cl t or better'', or to ''class Cl s or worse'', respectively. Finally, the decision rules induced under a hypothesis that alternatives belonging to the intersection PðCl s Þ \ PðCl ! t Þ are positive examples, and all the others are negative, suggest an assignment to some classes between Cl s and Cl t (s \ t). These rules are matching inconsistent alternatives x 2 U; which cannot be assigned without doubts to classes Cl r , s \ r \ t, because x 6 2 PðCl ! r Þ and x 6 2 PðCl r Þ for all r such that s \ r \ t.
Given the preference information in terms of classification examples, it is meaningful to consider the following five types of decision rules: The rules of type (1) and (3) represent certain knowledge extracted from the decision table, while the rules of type (2) and (4) represent possible knowledge. Rules of type (5) represent doubtful knowledge. Algorithms for induction of decision rules from rough approximations of upward and downward unions of decision classes have been described in (Błaszczyński et al. 2011; Greco et al. 2001b ).
More detailed surveys and tutorials on DRSA can be found in Słowiński et al. 2005 Słowiński et al. , 2009 Słowiński et al. , 2012 .
4.2 Interactive multiobjective optimization guided by rules generated by DRSA Representation of preferences in terms of decision rules generated by DRSA can be fruitfully exploited in course of an Interactive Multiobjective Optimization (IMO) procedure, as proposed in (Greco et al. 2008a ). An interactive procedure is composed of two alternating phases: computation phase and dialogue phase. In the computation phase, a sample of feasible solutions is calculated and presented to the DM. Then, in the dialogue phase, the DM is criticizing the proposed solutions unless one of them is completely satisfactory. In the latter case the procedure stops. Otherwise, the critic evaluation of proposed solutions is used as preference information to build a preference model of the DM. This model is used to calculate a new sample of feasible solutions in the next computation phase, with the intention to better fit the DM's preferences. In some IMO procedures the preference model appearing between the dialogue stage and the computation phase is implicit. However, it is useful when it can be explicitly shown to the DM for her approval. For this, the preference model should be easily understandable and the treatment of preference information leading to the model should be intelligible for the DM. The decision rules stemming from DRSA fulfill both these requirements.
The IMO-DRSA procedure can be summarized in the following steps, where x represents a solution, X is a set of solutions, and g i : X ! R; i ¼ 1; . . .; n; are the considered objective functions (criteria) to be maximized:
Step 1. Generate a representative sample of feasible solutions.
Step 2. Present the sample to the DM.
Step 3. If the DM is satisfied with one solution from the sample, then this is the compromise solution and the procedure stops. Otherwise continue.
Step 4. Ask the DM to indicate a subset of 'good' solutions in the sample.
Step 5. Apply DRSA to the current sample of solutions classified into 'good' and 'others', in order to induce a set of decision rules with the following syntax: ''if g i 1 ðxÞ ! a i 1 and. . .and g i p ðxÞ ! a i p ; then solution x is good'', i 1 ; . . .; i p È É I:
Step 6. Present the obtained set of rules to the DM.
Step 7. Ask the DM to select the most important decision rule for her in the set.
Step 8. Adjoin the constraints g i 1 ðxÞ ! a i 1 ; . . .; g i p ðxÞ ! a i p coming from the rule selected in
Step 7 to the set of constraints of the optimization problem at hand, in order to focus on the region of feasible solutions more interesting from the point of view of DM's preferences.
Step 9. Go back to Step 1. When applying the above procedure to portfolio selection problem, it is important to note that if the sample of portfolios generated in Step 1, and presented to the DM in Step 2, would be located in the efficient frontier, then it could happen that a decision rule chosen in Step 7 is supported by only one efficient portfolio, and therefore, in the following iteration, the constraints imposed by this decision rule would reduce the set of feasible portfolios to only one solution, being the efficient portfolio supporting this rule. This could prematurely conclude the decision process, without a sufficient exploration of the set of feasible portfolios. To avoid this risk, we present to the DM a sample of portfolios that are not in the efficient frontier.
We advise that the sample of representative feasible portfolios is built in cooperation with the DM (possibly assisted by an analyst) who can check different feasible allocations to the considered assets until the quantiles of the return distribution of a portfolio get some interesting values. Such an interesting feasible portfolio is then stored with its description and the process can restart to build a new interesting feasible portfolio. When the number of portfolios built in this way is sufficiently large (usually a dozen or two), then the DM can pass to Step 3, and the procedure either stops if one of these portfolios is completely satisfactory, or continues in Step 4 to indicate a subset of portfolios relatively 'good' among the current sample. Starting from the second iteration, the procedure for building the sample of representative feasible portfolios has to take into account the constraints imposed in terms of minimum values of some quantiles by decision rules selected in
Step 7 of previous iterations. Indeed, each time a selected decision rule adds new constraints to the set of constraints defining feasible portfolios, the procedure reduces the set of feasible solutions to a smaller subset of feasible portfolios containing a smaller part of the efficient frontier. This gradual reduction of the feasible set and its corresponding efficient frontier ensures convergence of the whole procedure.
When the DM stops the procedure because (s)he is satisfied, the selected portfolio x : is, in general, not efficient, and thus it has to be projected on the efficient frontier, giving an efficient portfolio x H : The projection can be done in several ways, e.g.:
EðRðxÞÞ that satisfies all the constraints imposed by selected decision rules and, while keeping the variance of x ; maximizes the expected return,
rðRðxÞÞ that satisfies all the constraints imposed by selected decision rules and, while keeping the expected return of x ; minimizes the variance,
that satisfies all the constraints imposed by selected decision rules and while keeping the expected return and the variance of x ; maximizes quantile R p % considered the most important.
As acknowledged by practical experiments, the final portfolio x H obtained in this way is very close to x and, practically, equivalent for the DM. If this would not be the case, one should better come back to the interaction procedure and continue the exploration of the set of feasible portfolios in order to get closer with the sample of feasible portfolios to the efficient frontier.
The syntax of rules induced in
Step 5 corresponds to maximization of objective functions. In case of minimization of an objective function g i , the condition concerning this objective in the decision rule should have the form
Restriction of the set of feasible solutions cannot be considered as irreversible. Indeed, the DM can retract to the set of feasible solutions considered in one of previous iterations and continue from this point, exploring a different region of the feasible set. This is in the spirit of a learning oriented conception of multiobjective interactive optimization, i.e. it agrees with the idea that the interactive procedure permits the DM to learn about his/her preferences and about the ''shape'' of the set of feasible solutions (Belton et al. 2008 ).
The portfolio selection problem as a paradigmatic example
We consider three assets, s 1 , s 2 and s 3 , having the following expected returns, respectively: R 1 = 12 %, R 2 = 14 % and R 3 = 16 %. Let us suppose that we have the variance-covariance matrix R shown in Table 1 . Each portfolio is characterized by the vector x ¼ ½x 1 ; x 2 ; x 3 ; x 1 ; x 2 ; x 3 2 R; x 1 ? x 2 ? x 3 = 1, where x 1 , x 2 and x 3 represents the percentage invested in assets s 1 , s 2 , s 3 , respectively. Since we suppose that the decision maker wants a portfolio without short sales, we add the constraints x 1 C 0, x 2 C 0, x 3 C 0. For the sake of simple calculation of quantiles of the portfolio return distribution, we assume that returns are normally distributed. From portfolio theory (Markowitz 1952) we know that, under the hypothesis that the expected returns are normally distributed, the portfolio x has a return normally distributed with the expected return
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r(R(x)) is interpreted as a risk measure to be minimized. Therefore, usually, the financial portfolio is selected by maximizing the expected return E(R(x)) under the constraint r(R(x)) B v, where v is the standard deviation of the portfolios considered acceptable. Alternatively, one can minimize r(R(x)), under the constraint E(R(x)) C t, where t is a minimal level of expected return. In fact, the concept of variance is not quite clear for an investor who, usually, is not an expert in finance. We believe that it is much more understandable for an investor to reason in terms of minimal or maximal gain or loss attached to a set of meaningful probability levels, such as ''the minimum gain with 75 % probability'' or the ''maximum loss with 99 % probability''. In this perspective, we consider the following set of meaningful probability levels P ¼ f1 %; 25 %; 50 %; 75 %; 99 %g: Since to each portfolio x corresponds a normal distribution of returns with expected return E(R(x)) and standard deviation r(R(x)), quantiles of the portfolio return distribution corresponding to probability p 2 P; denoted by R p (x), can be computed as follows: Let us remark that quantiles R p (x) can be estimated also for other probability distributions, such as stable Pareto distribution. Thus, differently from the original Markowitz model, our approach can be applied to any probability distribution of portfolio returns.
IMO-DRSA
The first sample of feasible portfolios shown in Table 2 was generated and presented to the DM. The DM evaluates the portfolios and indicates those which are relatively 'good', as shown in the last column of Table 2 .
Using DRSA to preference information contained in Table 2 , one obtains 19 decision rules describing portfolios with Overall Evaluation 'good'. The most interesting decision rules, which are supported by a relatively large number of 'good' portfolios, are the following (in the parentheses there are identifiers of portfolios matching the corresponding rule): Rule 1.1: If R 1 % (x) C 32.01 % and R 99 % (x) C -5.24 %, then portfolio x is 'good', (P7, P10, P12) Rule 1.2: If R 25 % (x) C 18.74 % and R 99 % (x) C -5.24 %, then portfolio x is 'good', (P7, P10, P12) Rule 1.3: If R 50 % (x) C 13.38 % and R 99 % (x) C -5.24 %, then portfolio x is 'good', (P7, P10, P12) Rule 1.4: If R 75 % (x) C 8.03 % and R 99 % (x) C -5.24 %, then portfolio x is 'good', (P7, P10, P12) Rule 1.5: If R 1 % (x) C 33.51 % and R 99 % (x) C -6.48 %, then portfolio x is 'good', (P5, P13) Rule 1.6: If R 1 % (x) C 34.03 % and R 99 % (x) C -6.53 %, then portfolio x is 'good', (P8, P13) Rule 1.7: If R 75 % (x) C 16 %, then portfolio x is good, (P17) Rule 1.8: If R 50 % (x) C 14.5 % and R 99 % (x) C -8.3 %, then portfolio x is 'good'. (P14)
The DM found rule 1.4 to be the most representative of his/her preferences and, consequently, the following constraints were added to the original optimization problem:
R 75 % ðxÞ ¼ EðRðxÞÞ À 0:67rðRðxÞÞ ! 8:03 %; R 99 % ðxÞ ¼ EðRðxÞÞ À 2:33rðRðxÞÞ ! À 5:24 %: Then, the second sample of representative feasible portfolios shown in Table 3 was generated and presented to the DM. Upon reflection, the DM indicated those portfolios in the second sample which are relatively 'good'. This information is displayed in the last column of Table 3 . Using DRSA to preference information contained in Table 3 , one obtains the following 5 decision rules describing portfolios with Overall Evaluation 'good': Rule 2.1: If R 1 % (x) C 32.29 %, then portfolio x is 'good', (P4 0 , P12 0 , P16 0 ) Rule 2.2: If R 25 % (x) C 18.93 %, then portfolio x is 'good', (P4 0 , P12 0 , P16 0 ) Rule 2.3: If R 50 % (x) C 13.6 %, then portfolio x is 'good', (P12 0 , P16 0 ) Rule 2.4: If R 50 % (x) C 8.19 %, then portfolio x is 'good', (P12 0 , P16 0 ) Rule 2.5: If R 99 % (x) C -5.13 %, then portfolio x is 'good'. (P2 0 , P14 0 ) Now, the DM considered rule 2.2 to be the most representative of his/her preferences and, consequently, the following constraint was added to the original optimization problem: R 25 % ðxÞ ¼ EðRðxÞÞ À 0:67rðRðxÞÞ ! 18:93 %:
Next, the third sample of representative feasible portfolios shown in Table 4 was generated and presented to the DM. Upon a new reflection, the DM indicated those portfolios in the third sample which are relatively 'good'. This information is displayed in the last column of Table 4 .
The DM considered portfolio P12 00 as the most satisfactory one, and the procedure stopped here. Since portfolio P12 00 is not in the efficient frontier, the following efficient portfolios that improve P12 00 have been computed: Table 3 Set of representative feasible portfolios in the second iteration EðRðxÞÞ satisfying all the constraints imposed by selected decision rules (R 75 % (x) C 8.03 %, R 99 % (x) C -5.24 % and R 25 % (x) C 18.93 %) and, while keeping the variance of P12 00 ; maximizes the expected return, • portfolio P12 00 rðRðxÞÞ satisfying all the constraints imposed by selected decision rules (R 75 % (x) C 8.03 %, R 99 % (x) C 5.24 % and R 25 % (x) C 18.93 %) and, while keeping the expected return of P12 00 ; minimizes the variance, • portfolios P12 00 R p % ðxÞÞ satisfying all the constraints imposed by selected decision rules and, while keeping the expected return and the variance of P12 00 ; maximizes quantiles R p % = 1 %, 25 %, 75 %, 99 %.
All the above portfolios were practically equal to P12 00 which is, therefore, the best portfolio for the DM.
Observe, moreover, that decision rules 1.4 and 2.2 give explanations and justifications of the portfolio selection, i.e. the arguments for the final selection of portfolio P12 00 are the following:
• in 75 % of cases it gives a return not smaller than 8.03 % (first condition in rule 1.4), • in 99 % of cases it gives a return not smaller than -5.24 % (second condition in rule 1.4), • in 25 % of cases it gives a return not smaller than 18.93 % (the condition in rule 2.2). Table 4 Set of representative feasible portfolios in the third iteration The same portfolio selection problem has been dealt with by the ordinal regression method UTA (Jacquet-Lagrèze and Siskos 1982).
A short reminder on the UTA method
The UTA (UTilités Additives) method, proposed by Jacquet-Lagrèze and Siskos (1982) , aims at inferring one or more additive value functions from a given ranking on a reference set of alternatives A R . The method uses special linear programming techniques to assess these functions so that the ranking(s) obtained through these functions on A R is (are) as consistent as possible with the given one. The criteria aggregation model in UTA is assumed to be an additive value function of the following form: for any a 2 A;
subject to normalization constraints:
where u i ; i ¼ 1; 2; Á Á Á ; n; are non-decreasing real valued functions, named marginal value or utility functions, which are normalized between 0 and 1, p i is the weight of u i , and g i Ã and g Ã i are the worst and the best considered values of criterion g i , respectively.
Both the marginal and the comprehensive value functions have the monotonicity property which, in the case of the comprehensive value function, has the following form: for any a; b 2 A;
The UTA method infers an unweighted form of the additive value function, equivalent to the form defined by (1) and (2), as follows: for any a 2 A;
Of course, the existence of such a preference model assumes the preferential independence of the criteria for the DM (Keeney and Raiffa 1976).
Application of the UTA method to multiple criteria portfolio selection
We are considering a value function assigning to each portfolio x the following comprehensive evaluation:
Considering the same set of meaningful probabilities as before, P ¼ f1 %; 25 %; 50 %; 75 %; 99 %g; the value function (4) becomes:
To build the value function via ordinal regression, the DM is asked to preference order seven uncertain investments (reference portfolios) with normal distributions of returns, presented in Table 5 . Table 6 contains the inferred values of the marginal utility functions in the breakpoints of the meaningful quantiles corresponding to criteria of the problem at hand. Table 5 Set of reference portfolios presented to the DM 
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Using the information contained in Table 6 , one can calculate for each portfolio the overall value assigned to it by the comprehensive value function, as well as the marginal values of all considered quantiles. For example, considering portfolio x defined by investing x 1 = 37 % on s 1 , x 2 = 26 % on s 2 , and x 3 = 37 % on s 3 , we get an expected return E(R(x)) = 14 % and standard deviation r(x) = 8.7 %. Thus, the meaningful quantiles take for this portfolio the following values:
• R 1 % (x) = 34 %, i.e. there is 1 % probability of gaining not less than 34 %, • R 25 (x) = 20 %, i.e. there is 25 % probability of gaining not less than 20 %, • R 50 % (x) = 14 %, i.e. there is 50 % probability of gaining not less than 14 %, • R 75 % (x) = 8 %, i.e. there is 75 % probability of gaining not less than 8 %, • R 99 % (x) = -6 %, i.e. there is 99 % probability of gaining not less than -6 %.
The value function gives to each one of these quantiles the following values on a scale ranging from 0 to 100:
• u 1 % (R 1 % (x)) = u 1 % (34 %) = 0, i.e. the gain not smaller than 34 % with 1 % probability gets marginal value 0, • u 25 % (R 25 % (x)) = u 25 % (20 %) = 8.02, i.e. the gain not smaller than 20 % with 25 % probability gets marginal value 8.02, • u 50 % (R 50 % (x)) = u 50 % (14 %) = 1.41, i.e. the gain not smaller than 14 % with 50 % probability gets marginal value 1.41, • u 75 % (R 75 % (x)) = u 75 % (8 %) = 0.3, i.e. the gain not smaller than 8 % with 75 % probability gets marginal value 0.3, • u 99 % (R 99 % (x)) = u 99 % (-6 %) = 0, i.e. the gain not smaller than -6 % with 99 % probability gets marginal value 0.
Therefore, the overall value given by the value function U to portfolio x is:
In Table 7 , there are some representative portfolios of the mean-variance efficient frontier. For each portfolio x, there is given the composition, the expected return E(R(x)), the standard deviation r(x) and the meaningful quantiles. The same portfolios are presented in Table 8 , where there are marginal values u p (R p (x)) of all quantiles R p (x), as well as the overall value U(x) of each portfolio.
ELECTRE IS

A short reminder on ELECTRE I methods
The methods of ELECTRE I family have been developed in view of aiding DMs in selecting a subset of alternatives, as small as possible, in such a way that a single best compromise alternative may finally be chosen. Below, following , we remind the development of ELECTRE I methods, from I to Iv to Is.
ELECTRE I
The ELECTRE I method (Roy 1968 ) is very simple and should be applied only when all the criteria have been coded in numerical scales with identical ranges. In such a situation, one can assert that an alternative a outranks b (that is, a is at least as good as b), denoted by aSb, only when two following conditions hold.
On the one hand, the strength of the concordant coalition of criteria must be powerful enough to support the above assertion. By strength of the concordant coalition, we mean the sum of the weights associated to the criteria forming that coalition. It can be defined by the following concordance index (assuming, for the sake of formulae simplicity, that P i=1 n w i = 1): Table 7 Representative portfolios in the mean-variance efficient frontier where I is the set of indices of the criteria, fi 2 I : g i ðaÞ ! g i ðbÞg is the set of indices for all the criteria belonging to the concordant coalition with the outranking relation aSb.
In other words, the value of the concordance index must be greater than or equal to a given concordance level s, whose value generally falls within the range ½0:5; 1 À min i2I fw i g; i.e., c(aSb) C s.
On the other hand, no discordance against the assertion a is at least as good as b may occur. The discordance is measured by a discordance level defined as follows: This level measures in some way the power of the discordant coalition, meaning that if its value surpasses a given level v, the assertion is no longer valid. Discordant coalition exerts no power whenever d(aSb) B v. Both concordance and discordance indices have to be computed for every pair of alternatives (a, b) in set A, where a = b.
It is easy to see that such a computing procedure leads to a binary relation in comprehensive terms (taking into account the whole set of criteria) on set A. Hence, for each pair of alternatives (a, b), only one of the following situations may occur:
• a S b and not b S a, i.e., a P b (a is strictly preferred to b).
• b S a and not a S b, i.e., b P a (b is strictly preferred to a).
• a S b and b S a, i.e., a I b (a is indifferent to b).
• Not a S b and not b S a, i.e., a R b (a is incomparable to b).
This preference-indifference framework with the possibility to resort to incomparability, says nothing about how to select the best compromise alternative, or a subset of alternatives the DM will focus his attention on. The outranking relation can be represented by a graph on A where nodes correspond to alternatives and arcs to the outranking relations.
The procedure for exploiting the above outranking graph in view of identifying a small subsetÂ of interesting alternatives is based on the graph kernel concept, K G , such thatÂ has to satisfy the two following properties
• internal stability, i.e. there is no a; b 2Â such that aSb, • external stability, i.e. for all a 6 2Â; there exists at least one b 2Â such that bSa.
When the graph contains no direct cycles, there exists always a unique kernel; otherwise, the graph contains no kernels or several. If graph G contains direct cycles, a preprocessing step must take place where maximal direct cycles are reduced to singleton elements, forming thus a partition on A. Let " A denote that partition. Each class on "
. . .g is now composed of a set of (considered) equivalent alternatives. It should be noticed that a new preference relation 1 is defined on " A as follows: " A p 1 " A q , 9a 2 " A p and 9b 2 " A q such that aSb for "
In ELECTRE I all the alternatives which form a cycle are considered indifferent. ELECTRE Iv The name ELECTRE Iv means ELECTRE I with veto threshold. This method is equipped with a different but extremely useful tool. The new tool made possible for analysts and DMs to overcome the difficulties related to the heterogeneity of scales. Whichever the scales type, this method is always able to select the best compromise alternative or a subset of alternatives to be analyzed by DMs.
This tool is the veto threshold v i , that can be attributed to certain criteria g i belonging to the family of criteria F. The concept of veto threshold is related in some way to the definition of an upper bound beyond which the discordance about the assertion a outranks b cannot surpass and allow an outranking. In practice, the idea of threshold is, however, quite different from the idea of the discordance level like in ELECTRE I. Indeed, while discordance level is related to the scale of criterion g i in absolute terms for an alternative a 2 A; threshold veto is related to the preference differences between g i (a) and g i (b).
In terms of structure and formulae, little changes occur when moving from ELECTRE I to ELECTRE Iv. The only difference being the discordance condition, now called no veto condition, which may be stated as follows: g i ðaÞ þ v i ðg i ðaÞÞ ! g i ðbÞ; 8i 2 I:
To validate the assertion a outranks b it is necessary that, among the minority of criteria that are opposed to this assertion, none of them puts its veto.
ELECTRE Iv uses the same exploitation procedure as ELECTRE I.
ELECTRE IS The main novelty of ELECTRE IS (Roy and Skalka 1984) is the use of pseudo-criteria instead of true-criteria. A pseudo-criterion is a real-valued function g i associated with two threshold functions, q i ðÁÞ and p i ðÁÞ; satisfying the following condition: for all ordered pairs of alternatives ða; a 0 Þ 2 A Â A; such that g i ðaÞ ! g i ða 0 Þ; g i ðaÞ þ p i ðg i ða 0 ÞÞ and g i ðaÞ þ q i ðg i ða 0 ÞÞ are non-decreasing monotone functions of g i ða 0 Þ; such that p i ðg i ða 0 ÞÞ ! q i ðg i ða 0 ÞÞ ! 0 for all a 2 A. For more details about the concept of pseudo-criterion see (Roy 1991; Roy and Vincke 1984) .
This method is an extension of the previous one aiming at taking into account a double objective: primarily the use of possible no nil indifference and preference thresholds for certain criteria belonging to F and, correlatively, a backing up (reinforcement) of the veto effect when the importance of the concordant coalition decreases. Both concordance and no veto conditions change. Let us present separately the formulae for each one of theses conditions.
• Concordance condition Let us start by building the following two sets of indices:
(i) concerning the coalition of criteria in which aSb
(ii) concerning the coalition of criteria in which bQa
The concordance condition will be:
where,
the coefficient u i decreases linearly from 1 to 0, when g i describes the range • No veto condition The no veto condition can be stated as follows:
where
One can apply the same exploitation procedure as in case of ELECTRE I, however, there is also another version of the kernel search for ELECTRE IS, where alternatives belonging to a cycle are no longer considered as indifferent. This version is based on the concept of degree of robustness of a outranks b. It is a reinforcement of veto effect and allows one to build true classes of ex aequo and thus define an acyclic graph over these classes; in such a graph there is always a single kernel.
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Application of the ELECTRE IS method to multiple criteria portfolio selection
We applied the ELECTRE IS method to the same portfolio selection problem as before, but, for the sake of the simplicity, we took into account a subset of six portfolios among the sample of portfolios representing the mean-variance efficient frontier, presented in Table 7 . More precisely, we considered set A composed of portfolios x 3 , x 8 , x
13
, x 18 , x 23 and x 28 . Also for the sake of simplicity, we computed the no veto condition as in ELECTRE Iv and we applied the exploitation procedure of the basic ELECTRE I method.
We considered the preferential parameters (indifference threshold q i , preference threshold p i , veto threshold v i , and weight k i of each criterion, i ¼ 1; . . .; n) shown in Table 9 . Moreover, the concordance threshold was fixed at s = 0.9.
In result of calculations, we got the concordance indices and the veto relation shown in Tables 10 and 11 , respectively. The comprehensive outranking relation is shown in Table 12 .
The kernel of the outranking graph, i.e. the subset of portfolios recommended for selection, is composed of x 3 , x 8 and x 23 .
Conclusions
We presented a novel approach to portfolio selection problem that goes beyond the Markowitz model in several aspects:
• our approach is based on the idea that the preferences of the DM have to be expressed with respect to a set of meaningful quantiles which are much more easily understandable for the DM than the expected return and the variance of portfolio; • our approach can be used with any probability distribution of portfolio returns because quantiles maintain the same meaning for any probability distribution of portfolio returns, while expected return and variance are no more fully meaningful in case of a non-normal distribution of returns, such as the Pareto stable distribution; • our approach gives a fundamental importance to quantiles according to most of the risk measures proposed in the literature (VaR, CVaR and expected shortfall, spectral measures of risk), as well as to the most appreciated model of decisions under risk (Cumulative Prospect Theory); • our approach permits to build a preference model ''tailor made'' for each specific DM, while this is not the case of mean-variance models involving the concept of the Markowitz efficient frontier: those models are generally based on the estimation of very few parameters (very often only one) that measure the risk aversion of the DM; • our approach permits to apply several multiple criteria decision aiding methods based on different premises, and this gives a further space of freedom to the DM and to the analyst, who can organize the decision aiding process in a way adequate to the technical and psychological profiles of these actors; • our approach permits to integrate expected returns and variance to the set of criteria according to which different portfolios are evaluated: thus, for an expert DM, accustomed to work with the basic Markowitz model, our approach is not restrictive or alternative but, instead, can be seen as an opportunity to add other perspectives (the quantiles) to the classical points of view (expected return and variance of the portfolio); • our approach permits also to integrate the many methods that have already been proposed to deal with the portfolio selection problem in terms of MCDA [some comprehensive state-of-the-art surveys on this subject are given in (Spronk et al. 2005; Steuer and Na 2003; Steuer et al. 2005) ]: indeed our approach aims at modeling preferences strictly related to the portfolio return distribution described in terms of quantiles; this aspect can be integrated, however, with many other aspects represented by criteria such as maximum investment proportion weight, social responsibility, number of securities or economic sectors in the portfolio, short selling, and so on).
We envisage the following future developments of our approach:
• adoption of some recently proposed methods of MCDA based on so-called robust ordinal regression, which involve the whole set of instances of a preference model compatible with the preference information given by the DM (Greco et al. 2008b (Greco et al. , 2011 ); • integration of UTA or ELECTRE methods with DRSA in portfolio selection, in view of explaining the results obtained by UTA or ELECTRE in terms of decision rules ); • consideration of interaction between criteria in the preference model assessed by UTA (Greco et al. 2012b) or ELECTRE methods ; it is also possible to use some other preference models, such as the Choquet integral (Choquet 1953 (Choquet -1954 or other nonadditive integrals (Grabisch and Labreuche 2005) permitting to model properly complex interactions among criteria; • consideration of the hierarchy of criteria in order to help the DM in understanding preferences with respect to subsets of homogeneous criteria (Corrente et al. 2012 (Corrente et al. , 2013 ): e.g., one could consider -one criterion related to possible losses, having as sub-criteria the quantiles related to the worst 1 %, 5 % and 10 %, Beyond Markowitz with multiple criteria decision aiding 57
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-one criterion related to average return, having as sub-criteria the quantiles at 25 %, 50 % and 75 %, -one criterion related to possible gains, having as sub-criteria the quantiles related to the best 1 %, 5 % and 10 %;
• dealing with distribution of returns over time, by consideration of meaningful quantiles at several reference future dates as criteria (Greco et al. 2010 ).
Finally, let us observe that an analogous approach can be applied in any decision problems where consequences of a decision are uncertain and possibly distributed over time. This is the case of many classical problems of Operational Research, such as inventory control, supply chain management, and scheduling [for an application of the methodology proposed in this paper to inventory control see (Greco et al. 2012a) ].
