ABSTRACT
INTRODUCTION
In computer vision, feature representation schemes are classified as low-level, intermediate, and high-level. The low-level features are represented at pixel level while the high-level features are represented with abstract concepts, and the intermediate-level features represent something in between them. In this paper, it is believed that the low-level features make clear physical meanings and also related to high-level perceptual concepts. Because, the low-level features such as color, texture and spatial orientation of the pixels play vital role in color image formation. The spatial orientation of the pixels forms a shape or structure in an image. Next, the color features refine and enhance the shapes, and perceptually distinguish the regions from each other. Thus, most of the works use low-level features such as color, shape, texture and spatial orientation, and that are used for mine and retrieve the images. One of the most important issues in an image retrieval system is the feature extraction process, where the visual content of the images is mapped into a new space called as feature space. Mainly, the key issue to develop a successful retrieval system relies on identifying and choosing the right features that represent the images as strong as possible. Feature representation of the images may include color [1, 2, 3, 4, 5, 6, 9] , texture ( [3, 7, 10, 11, 13] and shape [1, 6, 7, 8] information.
It is observed from the literature that the low-level features such as texture attributes --fine texture, coarse texture, texture description, and spatial orientation of the texture play a significant role in image processing, viz. image classification, segmentation, edge and boundary detection, etc. Wu et al. [10] proposed a texture descriptor for browsing and similarity retrieval, and they have reported that the descriptor yield good results. The spatial orientation of the textures is not still used effectively in image retrieval domain. These texture features are more effective than other low-level features. This motivated us to develop the proposed method.
In this paper, a novel technique based on Full Range Autoregressive (FRAR) model is proposed, which characterizes the texture properties such as spatial orientation of the texture and untexture or structure (edge, boundaries) properties. It also gives unique representation to the characterized textures. The FRAR model coefficients K, α, θ and ϕ are considered as features, because α represents the strength of the linear dependency of the pixels on its neighboring pixels; the other parameters θ and φ are associated with the circular functions sine and cosine and their values ranging from 0 to 1; K is a real valued function and it follows t-distribution. Since the parameter, α, represents the strength of the dependency of the pixels, it extracts the textures attributes, i.e. fine, coarse etc. The FVs are compared region wise to that of the feature vectors of the target images in the image database. The distance measure Hotlling T 2 Square [14] distance is employed to measure the distance between the query and target images.
PROPOSED MODEL FOR IMAGE RETRIEVAL
Let X(k, l) be a two-dimentional random variable that represents the intensity value of a pixel at location (k, l) in an image. It is assumed that the pixel, X, may include noise and is considered independent and identical to a distributed Gaussian random variable with discrete time space and continuous state space with mean zero and variance 2 σ and is denoted as ε(k, l), i.e.
. Thus, the images are assumed to be affected by a Gaussian random process.
Thus, we propose an FRAR model as in equation (1),
and K, α, θ and φ are real parameters. The s r Γ are the model coefficients, which are computed by substituting the model parameters K, α, θ and φ in equation (2) . The model parameters are interrelated.
The initial assumptions on the parameters are K ∈ R, α > 1, and θ, φ ∈ [0, 2π]. Further restriction on the range of the parameters is placed by examining the identifiability of the model. It is interesting to note that some of the models used in the previous works such as white noise, Markov random field models and autoregressive models with finite and infinite orders can be regarded as a special case of the proposed FRAR model.
Thus, i ) if we set θ = 0, then the FRAR model reduces to the white noise process.
ii ) when α is large, the coefficients s r Γ become negligible as r increases. Hence, the FRAR model reduces to a AR(r) model approximately, for a suitable value of r, where r is the order of the model. iii ) when α is chosen to be less than one, the FRAR model becomes an explosive infinite order model.
The fact that X(k, l) has regression on its neighborhood pixels gives rise to the terminology of Markov process. However, in this case, the dependence of X(k, l) on neighborhood values may be true to some extent. In fact, the process is Gaussian under the assumption that the ε(k, l)s are Gaussian, and in this case, its probabilistic structure is completely determined by its second order properties. Second order properties meant for the proposed FRAR model is asymptotically stationary up to order two, provided 1-α < K < α -1. Finally, the range of the parameters of the model is set with the constraints K ∈ R, α > 1, 0 < θ < π, 0 < φ < π/2.
PARAMETER ESTIMATION
In order to implement the proposed FRAR model, we have to estimate the parameters. The parameters, K, α, θ and φ are estimated by taking the suitable prior information for the hyper parameters β, γ, and δ, based on Bayesian methodology. Only for the computational purpose, the pixel values of each subimage are arranged as one-dimensional vectors X(t), t =1, 2, 3, . . ., N. Since, the error term ε(k, l) in equation (1) is independent and identical to distributed Gaussian random variable, the joint probability density function of the stochastic process {X(t)} is ( )
where X = (X1, X2, …, XN) ; Θ = (K, α, θ, φ, σ 2 ) and When we analyse the real data with finite number of N observations, the range of the index r, viz. 1 to ∞, reduces to 1 to N, and so the joint probability density function of the observations is given in equation ( 
By expanding the square in the exponent, we get
The above joint probability density function can be written as
So, the joint prior density function of Θ is given by
where, P is a general notation for the probability density function of the random variables given within the parentheses following P.
Using (6), (8) and Bayes theorem, the joint posterior density of K, α, θ, φ and σ 2 is obtained as
Integrating (9) with respect to σ 2 , the posterior density of K, α, θ and φ is obtained as 
where,
This shows that given α, θ and φ the conditional distribution of K is 't' distribution located at b1 with (2d-1) degrees of freedom.
The proper Bayesian inference on K, α, θ and φ can be obtained from their respective posterior densities. The joint posterior density of α, θ and φ, namely, P(α, θ, φ / X), can be obtained by integrating (13) with respect to K. Thus, the joint posterior density of α, θ and φ is obtained as ( )
The point estimates of the parameters α, θ and φ may be taken as the means of the respective marginal posterior distribution i.e. posterior means. With a view to minimize the computations, we first obtain the posterior mean of α numerically. Then fix α at its posterior mean and evaluate the conditional means of θ and φ fixing α at its mean. We fix α, θ and φ at their posterior means respectively and then evaluate the conditional mean of K.
Thus, the estimates are
The estimated parameters K, α, θ and φ are adopted to compute the coefficients s r Γ of the model in equation (1) . The model parameters are utilised to compute the autocorrelation coefficient, which is used to identify the texture primitives and micro textures present in the image.
The parameters of the model are combined together and formed as FVs. The same kind of features are also extracted from the target image to be retrieved from the image database. These features are treated as two different FVs x ρ and y ρ .
SIMILARITY MEASURE
In order find the similarity of the query and target images, the Hotlling T 2 statistic ) T ( 2 [14] expressed in equation (16) , then it is inferred that the query and target images are same or similar (i.e., belongs to the same class); otherwise, the two images are different (i.e. belongs to different classes). 
MEASURE OF PERFORMANCE
In order to validate the performance of the proposed method, the precision and recall measures [12] are used, which are given in equations (17) Where ⋅ returns the size of the set. The precision (P) represents the ratio of the number of images relevant to the query image among retrieved images to the number of retrieved images. The recall (R) represents the ratio of the number of images relevant to the query image among retrieved images to the number of images relevant to the query image.
EXPERIMENTS AND RESULTS
In order to implement the proposed method, 1277 color images of size 512×512 pixels have been collected from various sources such as 293 texture images from Brodatz Album; 488 images from Corel image database; 496 images from VisTex image database; and 268 images with size 128×128 are photographed by a digital camera; 257 images with size 128×128 have been downloaded from various websites. To examine the proposed system is invariant for rotation and scaling; the images are rotated through 90 o , 180 o and 270 o degrees, and scaled. Based on this image collection, an image database and their FV database are constructed. The input query image is segmented into various regions according to its shapes and structure, and it is modelled to RGB colour space. The proposed method is employed on R, G and B components individually for extracting the image features as discussed in sections 2 and 3. On each region, the parameters and autocorrelation coefficients are computed, and they are combined together and formed as FVs database. The extracted features are classified into various groups according to their nature using fuzzy c-means algorithm [13] . For each group, median value is calculated, and based on it the FVs are indexed. Based on the classes of the FVs, images in the database are classified into different groups, and it establishes a link between the images and the corresponding FVs of each class. Now, the extracted FVs of the query image are compared to that of the index of the FVs in the image feature database and is identified using the expression given in equation (15) . Then the FVs of the query image are matched with the FV database, and retrieve the same or similar images from that class. If the FVs of the query image do not match with any classes of the FV database, then it is formed as a new FV class.
If the given input image is structured, it is segregated into various regions according to its shapes and structure; if it is texture image, then it considered as it is for retrieving the same or similar images from the image database. The input query image is identified whether it is texture or structure by computing the coefficient of variation (CV), and the CV value is compared to a threshold value t. If CV > t then it is assumed that the input image is structured image, and if CV < t then the input image is assumed to be texture image. The threshold t is fixed as 25%. In order to validate the proposed system, the image in Figure 1(a) is given as input query image to the system, and it retrieves the images in columns 1, 2 and 3 of Figure 1(b) while the level of significance is fixed at 0.001; the images in column 1, 2, 3 and 4 are retrieved at 0.02 level of significance; at 0.01significance level, the system retrieves the images in column 1, 2, 3, 4 and 7; at the level of significance 0.1, the system retrieves all the images presented in Figure 1(b) .
To emphasis the effectiveness and efficiency of the proposed system, another type of structural texture image with stochastic pattern is given as input, which is presented in Figure 2(a) . The proposed system retrieves the images in columns 3 of the Figure 2(b) when the level of significance is fixed at 0.001; the images in column 2, 3 and 4 are retrieved at 0.04 level of significance; at 0.08 level of significance, the system retrieves all the images in Figure 2(b) .
DISCUSSION AND CONCLUSION
In this paper, a novel scheme is proposed for both structure and texture color image retrieval based on FRAR model with Bayesian approach. The model coefficients are computed using the circular functions sine and cosine as discussed in section 2, the proposed scheme characterizes the structure and texture primitives in the periodic texture patterns also. Since the FRAR model characterizes the texture primitives and provides unique decimal number, it matches exact images in the image database and retrieves. Because, the proposed system facilitates the user to fix the level of significance for the test statistic 2 d T , the user can fix the significance level α at a desired level by which the user can retrieves only the required same or similar images, and not all the relevant images in the database as in the other existing systems. For example, at or below the significance level 0.001 (1%), the system retrieves only the same image, and the rotated and scaled images of the same query image. But there is one disadvantage that if the same image is in the database, it retrieves the image; otherwise, it results that no image is matching with the query image. This problem can be overcome by fixing the significance level α at more than 0.001, by which the system retrieves the similar images. The user can fix the significance level himself at his convenient. Because the proposed system is a distributional approach, it is also invariant for rotation and scaling.
