INTRODUCTION
Optimal control theory of viscous flow has many important applications in engineering science. During the past few years several fundamental advances have been reported for flow control problems with convex cost. The main questions addressed were the existence theorem for optimal control [l-4], necessary conditions for the free terminal state problem [4-71 as well as the full Pontryagin maximum principle for problems with terminal constraint [8] and feedback synthesis using the Hamilton-Jacobi-Bellman equation [5, 8, 91 . Finite element methods for the maximum principle with free end state are analysed in [lo] . See also the book [ll] for reports of progress by various authors of this field.
In this paper we study a class of flow control problems where the fluid is controlled by a distributed forcing at a portion of the boundary and the cost functional is nonconvex with respect to the control variable. Our study is motivated in part by the nonconvex flow control problems that arise in practice where we have to minimize nonconvex functionals such as average lift to drag ratio by distributed boundary control [ll, 121. In such examples, even if the nonconvexity is in the total velocity dependence in the cost functional, if the control is distributed on the boundary, then the boundary extension procedures we use lead to nonconvexity in state as well as control variable (see further discussion below and also the subsequence section where we formulate an example). The fundamental problem of existence of optimal control is resolved by a suitable generalization of the classical concept of Young measures. Young measures were introduced in [13, 14] (see also [15] ) to deal with nonconvex problems in the calculus of variations. During the sixties, several authors applied similar ideas to finite dimensional nonconvex control problems [16-201. For other applications and theoretical developments see [21, 22] . Most of these works are concerned with Young measures defined on finite dimensional sets. However, for the control problems of this paper we need to define probability measures on control sets which are infinite dimensional.
The probability measures used in this paper are of finitely additive type in contrast to the sigma (countably) additive Young measures. When the control set is finite dimensional and *Supported by the NSF under grant DMS-9001793. BMailing address: Code 574, NCCOSC, San Diego, CA 92152-5000, U.S.A. ISupported by the ONR Mathematical Sciences and Mechanics Division, bounded, these new measures coincide with the classical Young measures and we remark here that even in this case our results are new. Finitely additive measures were first introduced in [23,241 for semilinear evolution problems with bounded controls.
In Section 2 we formulate a nonconvex control problem in viscous incompressible flow. Here we encounter three features which were not addressed in the previous papers:
(i) nonconvexity of the control set (see the specific practical example of nonconvex control set at the end of Section 2);
(ii) nonconvexity of the cost functional with respect to the control variable; and (iii) nonlinearity of the evolution equation with respect to the control variable. In Section 3 we formulate a general class of infinite dimensional nonlinear control problem based on the properties of various operators that arise in the example formulated in Section 2. The solvability theorem proved in this section defines the trajectory for the nonlinear evolution system with respect to ordinary controls. We show below in Section 4 that the same theorem can be used to deduce the solvability of the relaxed evolution system with chattering (probability measure valued) controls.
In Section 4 we characterize the space of chattering controls and formulate the relaxed control system. The relaxed control system is obtained by integrating the evolution equation and the cost functional with respect to the "finitely additive Young measures" over the control set. In fact, in this framework, ordinary controls can be viewed as Dirac measures concentrated on individual control curves. In the traditional setting Young measures are chosen with suitable "tightness" to prevent loss of mass under weak limits. In our case, loss of mass is prevented by another condition on the control measures. However, tightness is also introduced so that we can integrate unbounded continuous functions with respect to these measures.
In Section 5 we prove the existence of optimal chattering controls for the relaxed control system. Minimizing sequences of controls is assumed to satisfy a "de la VallCe Poussin" type [25] criterion. This kind of uniform integrability is also used in the literature on classical Young measures [20, 211. In Section 6 we prove that chattering controls can be approximated by a sequence of ordinary controls in a suitable weak-star topology. In a proceeding paper [261, we show that the trajectories corresponding to chattering controls can be uniformly approximated by a sequence of ordinary trajectories. These approximation theorems indicate the possibility of constructing numerical schemes based on ordinary controls which converge to chattering control in the limit. Thus chattering controls are in fact implementable in practice.
FORMULATION OF NONCONVEX FLOW CONTROL PROBLEMS
In this section we formulate a simple nonconvex flow control problem. More practical nonconvex problems (but of the same mathematical class) involving suppression of Karman vortex shedding, obstacles moving in curved paths, etc. can be found in [ 11, 121 . Let us consider the task of driving the flow field of a viscous incompressible fluid inside a bounded container as close as possible to a desired velocity field U&K, t) by suction and blowing at the boundary (for more information on experimental and physical aspects of such control techniques see for example . Let fl c R", n = 2 or 3 be a bounded multiply connected open set with locally Lipschitz boundary aR. This type of boundary smoothness is needed to cover practical aero/hydrodynamic configurations which are only piecewise smooth. We suppose that JR = U y! ,Jfii where aRj, i = 1,. . . , m are disconnected components of aR. Let us denote by (u,p): R x [0, T] + R" x R the velocity and pressure fields. The Navier-Stokes problem is and u,+u.Vu=-Vp+vAu
Here g(x, t) represents suction and blowing at the boundary, u0 is the initial velocity field and v the coefficient of kinematic viscosity. We note here that (4) is slightly stronger than the condition Cy= r jan, g(x, t) . n dS = 0, as dictated by (2) . We assume that the boundary control is applied only on certain portions of the boundary (see the discussion below regarding supports of the boundary control) and these parts of the boundary have C4-smoothness.
Let us assume that the desired velocity UJX, t) be sufficiently smooth. For fi CR*, it is known that [30] if u,(x, t) is a solution orbit on a functional attractor associated with the Navier-Stokes system then u,(x, t) would be infinitely smooth in space and time. The optimal control problem is to find the boundary velocity distribution g(x, t) and its time derivative g,(x, t) such that the cost (for example) 2v / fl/Vu,(., r) -Vu(*, r)11~2~o, dr + / 'T(g,gr)dr + infimum.
Here the first term contains the energy dissipation of the difference vector field and the second term represents the cost of forcing. For more details on the physical aspects of such cost functionals in various fluid flow situations see [2, 4, 6] . All the literature quoted earlier deal with the special case where T = 'I'(g,) with 'I?( .) convex. Since the function 'I'(. ) is determined by engineering requirements (and limitations) it is desirable to develop a theory without the convexity assumption. In this paper we do not restrict ourselves to the convex case. Let us first convert this control problem to an infinite dimensional problem in a suitable Hilbert space. The first step is to construct an extension of the boundary velocity distribution. Our construction method has its roots in the early works of Leray [31] , Hopf [32] and Ladyzhenskaya [33] . We, however, use the following sharp result due to Foias and Temam [34] (see also [35] for some additional details). This result provides us an extension operator A, which maps a class of vector fields defined on JR into a class of divergence free vector fields defined in 0. Let us denote by fP%m> := i u E P/2( (?a); / u.ndS=O, i=l Y-*-7 (6) w (7) and x 1,* := {u E H,'(fl); V.u=O}.
We then have the following proposition. PROPOSITION 1. VS> 0, there exists a linear continuous map A,: fi3/2(a0) +H2((n> such that,
where y0 is the trace operator. Moreover, IMU, A, 4, PII I SlIdI H'~~(dn)ll4lff'(*), vu q,*.
Let US now return to the Navier-Stokes problem (l)-(4) and write the total velocity field as U(X, t) = u(x, t) + [A,g](x, t). We will then get the following problem for u with homogeneous boundary condition 
The cost functional can also be rewritten in terms of the new variables. Let us now apply the standard Hodge projection [36] , PH: L2(O> + X, where x:= {u EL*(n); v . u = 0, u . &f) = O} (16) to the above system (12)-(E) to get u, f&u +S'(u, u) +s(A,g,v) +s(v, Asg) +NA,g, A,g) +-YA,g + PHdt(A,g) = 0.
Here we denote dv := -VP" Av, vu l H2(O)fl x1,* (18) and zw := -VP" Aw, VW E H2(fk>. (19) .SG' is the well-known Stokes operator and .$&'(a, .> is the standard bilinear operator which is associated with the inertia term in Navier-Stokes theory.
Let us now take the forcing on the boundary with the following properties 
We can thus write h,g(x,t) = X;=r A,gJx, t>. In our earlier papers we analysed a special form of the above forcing where gi(x, t) = gi(x)li(t) with g,(x) a prescribed function. In this case the control set would be finite dimensional (see remark below). In this paper, however, we will not consider such restrictions. Let us take the control as U(t) = (U,,(t),. . . ,U,,(t>,U&) ,..., U*,(t)) := (A,g,(.,t),. .., Asg,(., t), d,A6g,C,t) ,..., d,A,g,(*,t)).
Note that with this definition, for a given t, each Y,(t) takes its value in an infinite dimensional space. We now rewrite (17) as Y, +&f-u +sP(v) ="Nlv, U), (25) where L%'(U) :=L~(Y, v> and ~O,U>'= -~ {~(Uli,Y)+~(U,Uli) +~l(U,i,U,,) +~U,i+P,U,i).
i=l Remark. In our earlier works, taking the boundary distribution in the special form gi(x, t) = g,(x)/,(t) and taking the control as ( dl, dl m u:= Z'...' dt 1 )
we were able to arrive at an abstract evolution problem similar to (25) where the control operator takes the special form
where TN is a linear operator. In this case the control set U c Rm. An important nonconvex control set arises even in this case when we consider U as the set of extremal points of the m-cube U:=(UER"; U,= fl,i=l,..., m}. and S. S. SRITHARAN This is a practically important case where the actuator has only two modes, "on" ( + 1) or "off' C-1).
MATHEMATICAL FORMULATION AND DEFINITION OF TRAJECTORIES
We consider the control system u, +du +9(u) =Jy(u, U), t E (0, n, (27) ll,=lEX (28) in the Hilbert space X with scalar product (*, * > and norm II. II. The Stokes operator ti satisfies the following well-known properties [37] . and l/2 are also given by (16) and (B), respectively. For cr < 0, X, is the completion of X under II * llu. The inertia term 9'(. ) satisfies the following theorem. for 0 EX,,, and II~II~z I C, (29) ll~b) -Bwll-p I L,llu -ull1,2, for u, u EX,,, and IIuIII~z, IIuIII~z I C. (30) This theorem implies that .Q-~B"(.QT~/~ .), as a map from X into X, is continuous, locally bounded and locally Lipschitz continuous: for each C > 0, ll.KpB'b-"%)II I K,, for z EX and llzll I C,
Ils~.mJ4-"*Z) -~-~~(~-"2w)JIILBIIz -wII, for z, w EX and llzll, llwll I C. (32) Proof The inertia term S&'(U) =SY(u, u) is defined using the trilinear form (7) as b(U,U,W) = (9(u,u>, w).
The following estimate [34] for b(*, *, * ) characterizes the properties of 9%. 
From (35) , taking (Y = l/2, y = 0, p > 0 for n = 2 and p = l/4 for n = 3, we get lb(u,u,w)I = l(S'(u),w)l I Coll~ll~,hvl~p, vu EXp VW EXp.
This gives (29) . Similarly, using the trilinearity of b(*, . , + > we get, From this we obtain (30). W
The control U(.> defined in (241, takes its values in the control set U which is defined as an arbitrary subset U c(H2(fi)>""' x (L2(fi))"m. The control operator /Iv, U> is defined in 
The space Z/,(0, T; U, K) of admissible controls consists of all U-valued functions defined almost everywhere and satisfying,
We see in Section 4 that this condition on the control is in fact the "tightness condition" imposed on the corresponding chattering control (Dirac measure concentrated on this control). Note also that this hypothesis and definitions (261, (40) imply that, Vo( * 1 E C([O, T]; X,,2), the control operator Au( * 1, U( .>) is strongly measurable. In fact, we have .&v( . ), U( . )) E L2(0, T; X).
By definition, solutions or trajectories of the initial value problem (271, (28) in an interval 0 I t 5 T' are X1,z-valued functions v(. 1 continuous in the norm of X1,,z and satisfying
0
We note that, since controls are not smooth, solutions of (43) may fail to be differentiable or to belong to D(&, that is, may not be strong solutions.
The initial value problem with Jy(v, U> =L?~U where -EB is a linear bounded operator was studied in [4] and the results there can be extended to the present situation. We transform the integral equation (43) 
0 where the interval [0, T'] is to be determined below. If z(. ) is a continuous X-valued solution of (44) in 0 <t 5 T', then v(t) =d-'/*z(t) is the required solution of (43). We recall [38] that, for any cy > 0 there exists a constant C, such that WWt)ll I C,J", t > 0, (45) so that (in the light of (31)) the first integral on the right-hand side of (44) makes sense. For the second integral, we use the estimate (38) The following results define the trajectory for our control system. 
We denote by ~(t, U) the solution (or trajectory) of (27), (28) (or, rather, of the integral equation (43)). The cost functional of the problem is When a cost functional is at play, the space %JO, T; U, K) is also required to satisfy the following hypothesis. 
where the closed set Y is called the target set. In the next section we consider a relaxed version of (27), (28) , (51) and (53) where the class of admissible controls is considerably enlarged and provides automatic existence theorems for optimal control problems.
SPACES OF CHATTERING CONTROLS AND THE RELAXED CONTROL SYSTEM
We introduce two classes of chattering controls, called ~,,(o, T; U, K) and vb(o, T; U, K), respectively.
In the first, the control set U is required to be a normal topological space 1391 and the instantaneous values of the chattering controls are regular finitely additive probability measures on U. In the second, U is an arbitrary set and the measures are finitely additive probability measures. We give full details for Y&(0, T; U, K) and indicate below the modifications that apply to the other class. U, a,) ). On the other hand, it is not clear that the integral in (iv), as a function of t, depends only on the equivalence class of F(. ); for that matter, it is not even clear that it is a measurable function of t. This is in fact so as shown below.
We use the theory of integration of scalar functions against finitely additive measures [39] , of which we only need the particular case corresponding to bounded measures. Proof: That (68) holds is immediate from the truncation lemma above. Due to the equivalence relation in L",(O, T; Crba(U, ac)), F,(t) will not change (except in sets of measure zero) if IA is replaced by another member of its equivalence class. To show that each F,(t) is measurable, note that f(. ), E C,(U) and thus the weak measurability of p(. ) provides the required result. l Remark 3. Conditions (i), (ii), (iii) in definition 1 are not independent; in fact under (iii), conditions (i) and (ii) are equivalent. To see this assume first that (ii) and (iii) hold. To show that (i) holds it is enough to show that for every f( . ) E L'(0, T; C,(U)) with Ilf( . )I1 L~(o,r;c,(U)) I 1, and we may assume that f(a) is a countably valued function, since such functions are dense in L'(0, T; C,(U)). This contradicts condition (i) and hence the first equality of (69) holds as well in d. W Proposition 4 shows that in Yb,(O, T; V, K) every equivalence class of chattering control contains "nice" elements. Here we may even ensure (69) to hold everywhere by redefining p(. 1 as p( * ) = 6, for some arbitrary U E V, for t in the null set where (69) fails.
We proceed to the definition of the relaxed system. It will be of the form (27), (28) in Section 3, but with different control set and control operator. The relaxed counterparts (of the control set V and control operator JY) will be denoted by !JiV and N, respectively. Let C,,(V, aC, K) be the subspace of Crha(U, a,) whose elements satisfy
The chattering (or relaxed) control set %V corrsponds to all p E C,,(V, a,, K) that satisfy p.(A) 2 0, VA E @, and p(U) = 1.
Although Crba(U, a,, K), equipped with (( * I( K := K( . ) * is a Banach space, this is not essential here since no structure was required on the control set V in Section 3. In view of proposition 4 ( and modulo equivalence) our chattering controls take values in %V and satisfy the control space hypothesis 1 (in Section 3) with K(P) playing the part of K(U). The relaxed control operator N: X,,2 X %V -tX is denoted N(v)p to emphasize the linearity in IA and is defined in the following way: N(v)p is the unique element of X satisfying This is similar to inequality (38) with the function K(P) playing the role of K(U).
A result similar to the continuity estimate (39) in theorem 2 can be obtained from lemma 4. We have proved at this point that the relaxed system (75) satisfies all hypotheses necessary to apply the existence theory (lemmas 1 and 2).
Remark. We note an important special case of the theory. We noted in Section 2 that when the spatial distribution of the boundary control is prescribed, the control set U can be taken as a closed subset of R". If this set is bounded (in this case U would be compact) then by Alexandrov's theorem [39, p. 1361 as Ilw -4 1,2 + 0 uniformly for w, Y belong to a bounded set in X,,,.
EXISTENCE RESULTS FOR THE OPTIMAL PROBLEM
We denote by gm the infimum of the cost functional E'(t, U) taken over all UC. > E Z.JO, t; U, K) such that the trajectory u(t, U> satisfies the target condition u(t, U) E Y. (78) We define the relaxed infimum C, in the same way in relation to FrJO, t; U, K).
Since there are more relaxed controls than ordinary controls, we have C, I &. We assume that -"<c,,a:, <a.
(79)
The first inequality states that we cannot reach the target set with relaxed trajectories yielding arbitrarily low values of the cost functional, which would preclude existence of solutions of the optimal control problem. The second expresses that we can hit the target set with some ordinary trajectory, which is a precondition for the formulation of the optimal control problem. A minimizing sequence of ordinary controls is a sequence {U,( . >I, U" E sV~~(O, t,,; U, K) such that limsupE(t,, Un>sgm and lim dist(v(t,, U"), Y) -0.
II'm n+=
Here the distance is in X. Minimizing sequences {YL~( . )}, p,,(. > E 2?&(0, t,; U, K) of chattering controls are defined in the same fashion in relation to the relaxed minimum C, lim sup C(t, , p, ) I C, , n-*m and lim dist(v(t,, p,), Y) -+ 0. n-2
Again the distance is in X. in the L'(0, t; C,(U))-weak topology and Proot The space Y&(0, t; Cl, K) is a subspace of the unit ball of the Banach space Lmw(O, T; Crba(U, @)) = (L*(O, T; C,(U)))*, thus by the Banach-Alaoglu theorem, a L'(O,T; C,(U))-weakly convergent generalized subsequence {P~( * )} exists. Accordingly, we only have to check that the weak limit p( . ) satisfies (i), (ii), (iii) and (iv) of definition 1. This is obvious for (i), (ii) and (iii). We will now verify (iv). the infimum taken over all measurable functions with g(t) kf(t); if for all such g we have jg(t)dt = ~0, we define *j(f(t)dt = + 5. Obviously, */f(t)dt = jf(t)dt if f(. ) is integrable; also *jAf(t)dt = h(*jf(t)dt) for A 2 0 and * / (f(t) +g(t>)dt <* /f(t)dt +* /g(t)dt for arbitrary f, g.
We note also that if *jf(t)dt = 0, then there exists a sequence (g,( . )) of integrable nonnegative functions such that g,,(t)>f(t) and jg,(t)dt + 0. Replacing the sequence by g,, mink,, g2), mink,, gz, g3), . . . we may assume that it is decreasing, hence pointwise convergent to a nonnegative integrable function g(t) whose integral, by Fatou's theorem, has to be zero. It then follows that f(t) = 0 a.e. We consider below E*-valued functions p(. ) which are weakly measurable in the sense of Section 4, with the same equivalence relation. The space L&(0, T; E*) consists of (equivalence classes of) E-weakly measurable E*-valued functions such that the equivalence class The following result complements lemma 8. passing to a generalized subsequence we may assume that {A,(. )] is L2(0,T; C,(U))-weakly convergent to X( * ) E L&(0, T; Crba(U, @,)). If t -+ K( . >-'f(t,
.> is in L2(0, t; C,(U)), we have We note that (for y = i), A is a bounded operator from L*(O, T; X) into C([O, T]; X), but it is not compact. Existence theorem 1 and corollary 2 below are our fundamental existence theorems. 
We note that, in the situation covered in corollary 2 we cannot ensure that & will be optimal in the class of chattering controls.
Remark Taking some large R we get, for such a sequence, solvability results for the trajectory) o"(t) will clearly satisfy the Proof of existence theorem I. Since {t,} is bounded we may assume that t, + 7. If t, < r we extend P,(. ) to t 2 t, setting p.,(t) = S,, where U is a fixed element of the control set U; otherwise we chop P,(. ) off at T. The resulting extended-chopped off sequence belongs to Y&,(0, T; U, K), and it is denoted again by {P,~(. )}. Using lemmas 8 and 9 we may select a (generalized) subsequence {pc( . ) such that pQ( . I + I;( * > E Y&(0, 7; U, K) in the L'(0, T; C,(U))-weak topology and such that the conclusion of lemma 9 holds. Note that the latter implies that K $( . ) + K p( . ) L2(0, T; c,(u))-weakly in L",(O, T; Crba(U, *J>. Denote by {t,} the correspondmg generalized subsequence of {t,}; obviously, tQ + 7 as well. We show below that I;(. ) is the optimal chattering control in the interval 0 I t I r. We note that there is a possibility that different subsequences of (t,} may have different limits, say T* Z r2, in which case optimal controls in different intervals [O,rt], [0,r2] result from the argument below. Of course, this indefinition of optimal control interval [0, ~1 is ruled out by some cost functionals (notably, in the time optimal problem where O(u, VI = 1). We have 
Since IId., PJIc(~o.~J~x, I) is uniformly bounded, ]lu( * >el]c(tO,t,l;x,,,) is uniformly bounded as well; this, (70) and (89j imply that ]lN(u,J .>)P&. )IIL~~O,r;x) is uniformly bounded. We apply proposition 5 to both integrals. In the first we take y = l/2 + p and p = l/(1 -r> making use of the uniform boundedness of (&-fi,%'(u& 1 >)}; in the second, we take y = l/2 and p = 2 using the uniform Lz boundedncss of {N(u,( . )&,( . )}. Passing to a generalized subsequence, we may then assume that there exists an X-valued function W(t) such that V,(t) is strongly convergent to W(t) in L'(0, 7; X) for any r < ~0. Finally, if necessary selecting a generalized subsequence, again we may also assume that V$t> is strongly convergent in X to W(t) almost everywhere and that there exists o(. ) E L2(0, 7; X) such that Let e be the set of all t < 7 such that V&t> is strongly convergent in X to IV(t). If r E e then we have strong -lim d1'2v(t, p,> = strong -lim s(t) = W(t), in X, thus there exists w( ) E L'(0, T; Xi,,) with W(t) =sf1/2w(t) and v(t, Pi> --) w(t) almost everywhere strongly in X,,2. We show below that a(t) =iv(w(t))ji(t), a.e. in 0 I t II; UEU, hence r + K( . )-'(z,&w(r), * )) E L2(0, T; C,(U)) and we can take limits using lemma 9. For the second integral we estimate using (39) and then apply the Schwartz inequality (twice> to get the bound LNIIZII IlW(~ ) -"&A. k~(0,r.X,i2~ K(U)'p@(r,dU)dr in 0 5 t I 7. This expression tends to zero in view of assumption (b).
Having established (96), we take limits in (95) and In this section we show that each element in the space of chattering controls can be aproximated in certain weak-star sense by a generalized sequence of Dirac measures concentrated on ordinary controls. We state the main result as theorem 3. The proof is a consequence of several auxiliary results below; we note that in (102) we make use of the fact that L&(0, T; C,,,(U; a,)) can be boundedly embedded into a subspace of C(0, T; C,(U))* under the duality pairing Here we used the fact that it is possible to select an element in the equivalence class of IA( * ) such that t + Ilp(t)Jl~cba(U;~,) is measurable.
To prove (1071, (108) and (109) Proof. Taking into account lemma 11, we only have to take IA(. 1 E C(0, T; %U) and show the existence of a sequence {p,(. )} E B(0, T; '%U) satisfying (107), (108) and (109). This is elementary. l Proof of theorem 3. In view of corollary 3, it is enough to show (1001, (101) and (102) for p(. ) E HO, T: 'SW). W e can construct the approximations in each interval and piece them together. Thus we may assume that l~(. ) = IA E 'SU is constant. Now, let IA., be a generalized sequence in D approximating IA in the sense of lemma 10. If we define p.,(t) = pa, then P~(. > approximates p(. ) in the sense required in theorem 3. Consequently, we may assume that p E corn@), that is p(t) = p = 2 a,Sfyw, a, 2 0, 5 aK = 1 and U, E U. We have for f( .) E C(0, T; C,(U)); since C(0, T; C,(U)) is dense in L'(0, T; C,(U)) and the P,,( -> are bounded in Lmw(O, T; C,,,(U)), this shows (100). Expressions (101) and (102) follow in the same way. n
