Abstract-In many practical situations, in particular in many bioinformatics problems, the amount of required computations is so huge that the only way to perform these computations in reasonable time is to distribute them between multiple processors. The more processors we engage, the faster the resulting computations; thus, in addition to processor exclusively dedicated to this job, systems often use idle time on other processors. The use of these otherwise engaged processors adds additional uncertainty to computations.
I. SUPERCOMPUTING
At present, most useful computations are performed on individual computers. However, there are practical problems which require orders of magnitude more computations than a regular computer can perform. To perform such computations, we need what is often called a "supercomputer".
Such problems include processing DNA data and other relevant bioinformatics data, weather prediction and climate analysis, etc. For example, in bioinformatics, one of the most time-consuming tasks is to look for known patterns in a long DNA or RNA sequence.
II. SUPERCOMPUTING IN THE PAST
In this paper, we will analyze scheduling in global computing. To explain the idea (and the necessity) of global computing, it is important to explain how the concept of supercomputing has evolved in the last decades.
In the past, the ability to use supercomputers to simulate such things as nuclear weapons design was an important part of military confrontation. As a result, special classified technology was used to design supercomputers, technology that was not allowed on regular individual computers.
III. SUPERCOMPUTING AT PRESENT
Since the end of the Cold War, military restrictions no longer serve as a serious limitation to the mass-produced computer technology. As a result, the current PCs are almost as fast as specially designed computer processors.
Hence, many existing supercomputers are designed by connecting regular off-the-shelf computer processors together.
IV. GLOBAL COMPUTING
Since regular computers are almost as powerful as any processor within a supercomputer, a natural idea is to use idle cycles of the regular computers to perform high-throughput computations. This idea enables us, in effect, to build a powerful supercomputer out of the existing computers -and we do not even need to own them, it is enough to use their idle cycles. Of course, due to communication time, this idea may not always work for real-time computations where we need, e.g., to predict the path of a upcoming dangerous storm. However, in many scientific computations, a communicationsrelated delay of a day or two may be quite reasonable -as long as we do eventually perform all the necessary computations.
This idea started in the 1990s with SETI@Home, where global computing was used to process signals from radio telescopes in search for messages from extra-terrestrial intelligence. At present, this idea is actively used in mainstream research. For example, our group has developed easy-toinstall web browser extension tools [2] , [3] , [14] , [15] , [17] which, in effect, enable computers to work together. The resulting networks are already being used for bioinformatics applications [13] , [16] .
V. ONE OF THE MAIN PROBLEMS OF GLOBAL COMPUTING: SCHEDULING UNDER UNCERTAINTY
A serious problem in global computing is scheduling; see, e.g., [1] , [5] , [6] , [10] , [11] , [12] . A similar problem occurs when we combine several processors into a single supercomputer, but there, usually, all the processors are similar, and we are in complete control of them. The corresponding scheduling problem is computationally difficult, but it is well formulated, without any serious uncertainty.
In contrast, in global computing, we are connecting computers of different types, some of which we own, some of which we don't own (so we can only use their idle cycles). We do not have an exact understanding of how the resulting collaboration affects computation time, how much time is available as idle cycles, etc. In other words, to make an efficient use of resources in global computing, we must perform scheduling under uncertainty. The existing scheduling tools for such scheduling are still imperfect [1] , [5] , [6] , [10] , [11] , [12] .
VI. WE NEED ALL TYPES OF UNCERTAINTY
• In some cases, we have interval uncertainty: e.g., we may know that a certain processing step takes between 5 and 10 minutes on a given computer.
• In other cases, we have probabilistic uncertainty: e.g., based on the past experience, we may know the mean processing value -or we may even know the probability distribution for computation time.
• We can also have expert estimates for computation time, such as "the time is usually much faster than 10 minutes" which are natural to describe in fuzzy terms. In scheduling, we need to take into account all these three types of uncertainty.
Let us show how the problem of selecting the optimal schedule under these types of uncertainty can be described in precise terms.
VII. WHICH SCHEDULE IS OPTIMAL: TOWARDS A FORMAL DESCRIPTION OF THE APPROPRIATE OBJECTIVE FUNCTION
Formalizing the main objective: first try. The need for parallelization comes from the fact that computing the original task on a sequential machine requires too long a time.
From this viewpoint, a reasonable objective of parallelization is to minimize the overall computation time t.
Formalizing the main objective: complications caused by uncertainty. In global computing, we use idle time of otherwise engaged computers. This idle time depends on whether (and to what extent) these computers are engaged in other computations. Thus, for the same schedule, the actual computation time t may differ from situation to situation. So, we may get different computation times with different probabilities.
Formalizing the main objective: second try. Due to uncertainty, we cannot guarantee the exact value of the computation time. Moreover, with some (hopefully small) probability, the actual computation time may turn out be be very large.
If this probability is small enough, then the situation is quite tolerable: indeed, for every computer (even a dedicated one), there is always a probably of hardware failure which would make the computations impossible.
It is therefore reasonable to select a tolerable probability of failure ε, and to gauge each schedule by the time t 0 during which this schedule completes computation with probability 1 − ε.
Then, we select the schedule for which this time t 0 is the smallest.
Formalizing the main objective: additional complications caused by uncertainty. In the idealized case when we know the probabilities of all possible engagements of different computers, we can simulate the involved network of computers and find the probability that the task will be performed in any time period t. In such idealized situation, we can then find the value t 0 for which the probability of success is 1 − ε, and select the schedule for which the value is the smallest.
In reality, we do not have a full knowledge of the corresponding probabilities. Because of this incomplete knowledge, for a given schedule, we cannot uniquely predict the probability that under schedule, the original task will be performed in time t. The actual probability of success may depend on the parameters which are unknown to us.
Formalizing the main objective: final idea. We have mentioned that we cannot exactly predict the actual probability with which a given plan will succeed in time t. For different possible probability distributions, we may have different probabilities.
Our objective is to guarantee that the computations are done. Thus, a reasonable measure of the schedule's quality is the time t 0 by which we can guarantee that the computations finish with the probability 1 − ε.
Formalizing the main objective: resulting formalization.
We want to select the schedule for which the time t 0 during which computations are guaranteed to finish with probability
Need to compute the time of guaranteed completion. In view of this objective, to select the optimal schedule, we must be able, for each schedule, to compute the time t 0 during which computations are guaranteed to finish with probability ≥ 1 − ε.
Let us now describe what information we can use to compute this time, and how we can use this information.
VIII. HOW TO PREDICT THE GUARANTEED COMPUTATION TIME
Need for such a prediction: reminder. We have argued that a reasonable way to select a computation schedule is to select a schedule for which the guaranteed (with probability ≥ 1 − ε) computation time t 0 is the smallest. Thus, to find the optimal schedule, we must be able to compute this guaranteed computation time.
What is a schedule. The main idea of parallelization is that the original time-consuming task into jobs (subtasks) which can be performed independently. A schedule describes how exactly this parallelization is performed, i.e., how exactly the original task is divided into subtasks, and which processor is assigned which subtask.
Example from bioinformatics. As we have mentioned, in bioinformatics, one of the most time-consuming tasks is to look for known patterns in a long DNA or RNA sequence. This task can be parallelized if:
• we divide the original sequence into pieces, • assign each piece to a different computer, and • ask the corresponding computer to search for the desired pattern within its piece. Of course, the pieces must overlap -otherwise this procedure may miss the pattern if it happens that this pattern is split between two neighboring pieces.
As soon as all the jobs are done, the original task is performed.
An expression for the overall time in terms of times of subtasks. The overall time required by the parallelized procedure can be defined as t = t e − t s , where:
• t s is the moment when the original task was submitted by the user to the submit point, and • t E is the moment when all the jobs (subtasks) have been performed and their results have been returned to the submit point. For every job i, let t i denote the time from t s to the moment when the results of this job are returned to the submit point. The original task is done when the last of these jobs is performed, the job which requires the largest amount of time. Thus t = max i t i , where the maximum is taken over all the jobs i.
For each task i, we need some time to send it off to a currently idle processor, process it there, and then send the results back. The overall time t i is therefore equal to the sum j t ij of the times of these steps. The overall computation time is thus equal to the longest of these times, i.e., to
Comment. For bioinformatics problems, each subtask is performed on a single processor, hence each job time t i is the sum of the times t ij corresponding to three above-described steps.
The possibility of using a single processor for each subtask is due to the fact that each subtask is reasonably short, so the probability that the auxiliary processor remains idle during these computations remains high. In other application areas, it may not be possible to subdivide the original task into parallelizable short subtasks; the subtasks are much longer. In this case, there is a high probability that a processor would stop being idle before the subtask is completed, and the subtask will not be finished. To avoid this situation, it is reasonable to subdivide this subtask into several sequential steps, and assign each step to a different processor:
• the first processor performs the first step, then return the results to the submit point; • these results will then be sent to the second processor, to perform the second step of the subtask, etc. In this case, the overall time t i for computing the i-th job can be described by a similar formula t i = j t ij , but now we can have more than three steps j.
In view of this possibility, in the following text, we will consider the general case of possibly > 3 steps j.
We only have partial information about the times t ij . We have described a formula that relates the desired computation time t with the times t ij of performing different steps.
If we knew the exact values of t ij , then we could use the above formula to compute the exact value of the overall computation time. If we knew the probability distribution for each of the times t ij , then we could find the probabilities of different values of t; in particular, we would be able to find the probability that t is below the given value t 0 .
In reality, in most cases, we do not know the exact value t ij , and we only partial knowledge about the corresponding probabilities.
What types of partial information about the times
For some times t ij , we know the probability distribution.
For other times t ij , we know the bounds t ij ≤ t ij ≤ t ij and the mean E[t ij ].
In other cases, we have fuzzy information about the bounds and means.
We would like to use this information to estimate the guaranteed computation time.
IX. FROM THE COMPUTATIONAL VIEWPOINT, IT IS SUFFICIENT TO CONSIDER INTERVAL UNCERTAINTY
In the fuzzy case, to describe the corresponding uncertainty about t ij , for each value t of the time t ij , we describe the degree µ ij (t) to which this value is possible.
For each degree of certainty α, we can determine the set of values of t ij that are possible with at least this degree of certainty -the α-cut t ij (α) def = {t | µ ij (t) ≥ α} of the original fuzzy set. In many practical cases, this α-cut is an interval.
Vice versa, if we know α-cuts for every α, then, for each value t, we can determine the degree of possibility that t belongs to the original fuzzy set for t ij [4] , [7] . A fuzzy set can be thus viewed as a nested family of its α-cuts.
A fuzzy number can be defined as a fuzzy set for which all α-cuts are intervals.
So, if instead of an interval [t ij , t ij ] of possible values of the time t ij , we have a fuzzy number µ ij (t) of possible values, then we can view this information as a family of nested intervals t ij (α) (α-cuts of the given fuzzy sets).
Our objective is then to compute the fuzzy number t 0 corresponding to the desired time. In this case, for each level α, the corresponding α-cut of the desired fuzzy number can be computed based on the α-cuts t ij (α) of the corresponding input fuzzy sets. The resulting nested intervals form the fuzzy number for the desired time t 0 .
So, e.g., if we want to describe 10 different levels of uncertainty, then we must solve 10 interval computation problems. Thus, from the computational viewpoint, it is sufficient to produce an efficient algorithm for the interval case.
X. TOWARDS A MATHEMATICAL FORMULATION OF THE PROBLEM
Mathematical observation: properties of the dependence of t on t ij . Let us observe that the function t = max i j t ij which describes the dependence of the overall computation time t on the times t ij is non-negative and convex. Let us recall that a function f :
for every x, y ∈ R m and for every α ∈ (0, 1). It is known that the maximum of several linear functions is convex, so our function is indeed convex.
Our objective. We want to find the smallest possible value t 0 such that for all possible distributions consistent with the known information, we have t ≤ t 0 with the probability ≥ 1 − ε (where ε > 0 is a given small probability).
What information we can use. We assume that different values t ij are statistically independent:
• About some of the variables t ij , we know their exact statistical characteristics.
• About some other variables t ij , we only know their interval ranges [t ij , t ij ] and their means E ij .
Additional property: the dependency is non-degenerate.
We only have partial information about the probability distribution of the variables t ij . For each possible probability distribution p, we can find the largest value t p for which, for this distribution, t ≤ t p with probability ≥ 1 − ε. The desired value t 0 is the largest of the values t p corresponding to different probability distributions p: t 0 = sup p∈P t p , where P denotes the class of probability distributions p which are consistent with the known information. If we learn some additional information about the distribution of t ij -e.g., if we learn that t ij actually belongs to a proper subinterval of the original interval [t ij , t ij ] -we thus decrease the class P of distributions p which are consistent with this information, to a new class P ⊂ P. Since the class has decreased, the new value t 0 = sup p∈P t p is the maximum over a smaller set and thus, cannot be larger than the original value t 0 : t 0 ≤ t 0 .
From the purely mathematical viewpoint, it is, in principle, possible that the desired value t 0 does not actually depend on some of the variables t ij . In this case, if we narrow down the interval of possible values of the corresponding variable t ij , this will not change the resulting value t 0 .
In our problem, however, it is reasonable to assume that the dependence of t 0 on t ij is non-degenerate in the sense that every time we narrow down one of the intervals [t ij , t ij ], the resulting value t 0 actually decreases: t 0 < t 0 .
As a result, we arrive at the following problem.
XI. FORMULATION OF THE PROBLEM AND THE MAIN RESULT GIVEN:
• a finite set of M pairs of integers (i, j), and its subset F ; • a real number ε > 0;
• a convex non-negative function t = F (t 11 , t 12 , . . .);
• probability distributions for variables t ij with (i, j) ∈ F -e.g., given in the form of cumulative distribution function (cdf) F ij (t);
and values E ij corresponding to (i, j) ∈ F . TAKE: all possible joint probability distributions on R M for which:
• all N random variables t ij are independent;
• for all (i, j) ∈ F , the variable t ij has a given distribution F ij (t); • for each (i, j) ∈ F , t ij ∈ t ij with probability 1 and the mean value of t ij is equal to E ij . FIND: find the smallest possible value t 0 such that for all possible distributions consistent with the known information, we have t def = F (t 11 , t 12 , . . .) ≤ t 0 with probability ≥ 1 − ε. PROVIDED: that the problem is non-degenerate in the sense that if we narrow down one of the intervals t ij , the value t 0 decreases.
The following result explains how we can compute this value t 0 .
Proposition. The desired value t 0 is attained when for each (i, j) ∈ F , we use a 2-point distribution for t ij , in which:
• t ij = t ij with probability p ij
Comment. A similar proposition was first proven in [8] , [9] for a completely different computer-related application -to chip design. For reader's convenience, the proof (adjusted to our problem) is given in the special Appendix.
XII. RESULTING ALGORITHM FOR COMPUTING t 0 Because of the above Proposition, we can compute the desired value t 0 by using the following Monte-Carlo simulation:
• We set each value t ij , (i, j) ∈ F , to be equal:
• to t ij with probability p ij and • to the value t ij with the probability t ij .
• We simulate the values t ij , (i, j) ∈ F , as random variables distributed according to the distributions F ij (x). • . By definition, t 0 is the largest value of t p over all possible distributions p ∈ P. This means that for the given t 0 , for all possible distributions p ∈ P, we have Prob(t ≤ t 0 ) ≥ 1 − ε. Let p ∈ P be the "worst-case" distribution, i.e., the distribution for which the probability Prob(t ≤ t 0 ) is the smallest. Let us show that this "worst case" occurs when all variables t ij with (i, j) ∈ F have the 2-point distributions described in the Proposition.
2
• . Let us fix a pair (i 0 , j 0 ) ∈ F and show that in the "worst case", t i0j0 indeed has the desired 2-point distribution.
Let us fix the distributions for all other t ij , (i, j) ∈ F as in the worst case. Then, the fact that the probability Prob(t ≤ t 0 ) is the smallest means that if we replace the worst-case distribution for t i0j0 with some other distribution, we can only increase this probability. In other words, when we correspondingly fix the distributions for t ij , (i, j) = (i 0 , j 0 ), the probability Prob(t ≤ t 0 ) attains the smallest possible value at the desired distribution for t i0j0 .
3
• . The distribution for t i0j0 is located on an interval t i0j0 = [t i0j0 , t i0j0 ], i.e., on a set with infinitely many points. However, with an arbitrary large value N (and thus, for an arbitrarily small discretization error δ = (t i0j0 − t i0j0 )/N ), we can assume that all the distributions are located on a finite grid of values
The smaller δ, the better this approximation. Thus, without losing generality, we can assume that the distribution of t i0j0 is located on finitely many points v k .
4
• . In this approximation, the probability distribution for t i0j0
can be described by the probabilities q k
5
• . The minimized probability Prob(t ≤ t 0 ) can be described as the sum of the probabilities of different combinations of t ij over all the combinations for which t = F (t 11 , t 12 , . . .) ≤ t 0 . We assumed that all the variables t ij are independent. Thus, the probability of each combination of t ij is equal to the product of the corresponding probabilities p 11 (t 11 ) · p 12 (t 12 ) · . . . Since the probability distributions for t ij , (i, j) = (i 0 , j 0 ), are fixed, the minimized probability is thus a linear combination of probabilities p i0j0 (v k ), i.e., of the probabilities q k . In other words, the minimized probability has the form N k=0 c k · q k for some coefficients c k .
6
• . By describing the probability distribution on t i0j0 via the
we automatically restrict ourselves to distributions which are located on this interval. The only restrictions that we have on the probability distribution of t i0j0 is that:
• it is a probability distribution, i.e., q k ≥ 0 for all k and N k=0 q k = 1, and
• the mean value of this distribution is equal to E i0j0 , i.e.,
Thus, the worst-case distribution for t i0j0 is a solution to the following linear programming problem:
7
• . It is known that the solution to a linear programming problem is always attained at a vertex of the corresponding constraint set.
In other words, in the solution to the linear programming problem with N + 1 unknowns q 0 , q 1 , . . . , q N , at least N + 1 constraints are equalities.
Since we already have 2 equality constraints, this means that out of the remaining constraints q k ≥ 0, at least N − 1 are equalities. In other words, this means that in the optimal distribution, all but two values of q k = p i0j0 (v k ) are equal to 0.
Thus, the "worst-case" distribution for t i0j0 is located on 2 points v and v within the interval [t i0j0 , t i0j0 ].
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• . Let us prove, by reduction to a contradiction, that these two points cannot be different from the endpoints of this interval.
Indeed, let us assume that they are different. Without losing generality, we can assume that v ≤ v . Then, this "worstcase" distribution is actually located on the proper subinterval [v, v ] ⊂ [t i0j0 , t i0j0 ] of the original interval t i0j0 .
Since the maximum t 0 of t p is attained on this distribution, replacing the original interval t i0j0 with its proper subinterval [v, v ] would not change the value t 0 -while our assumption of non-degeneracy states that such a replacement would always lead to a smaller value t 0 . This contradiction shows that the values v and v -on which the worst-case distribution is located -have to be endpoints of the interval [t i0j0 , t i0j0 ].
9
• . In other words, we conclude that the worst-case distribution is located at 2 points: t i0j0 and t i0j0 .
Such a distribution is uniquely determined by the probabilities p i0j0 and p i0j0 of these two points. Since the sum of these probabilities is equal to 1, it is sufficient to describe one of these probabilities, e.g., p i0j0 ; then, p i0j0 = 1 − p i0j0 . The condition that the mean of t i0j0 is E i0j0 , i.e., that p i0j0 ·t i0j0 +p i0j0 ·t i0j0 = (1−p i0j0 )·t i0j0 +p i0j0 ·t i0j0 = E i0j0 , uniquely determines p i0j0 (and hence p i0j0 ) -exactly by the expression from the Proposition.
The Proposition is proven.
