We study the online unweighted b-matching problem where at most b 1 requests can be matched to any server site. We present a deterministic algorithm Balance whose competitive ratio is 1? 
Introduction
We consider the natural online version of the well-known b-matching problem on an unweighted bipartite graph G = (S; R; E), where S and R are the vertex partitions and E is the edge set. At the ith unit of time, 1 i n, the vertex r i 2 R and all the edges incident to r i are revealed to the online algorithm A. A then must either decline to ever service r i , or irrevocably select a site s k adjacent to r i in G to service r i . No server site may be used more than b times. Hence, it may well not be possible to service every request. The goal of the online algorithm is to maximize the number of requests that it services. We analyze this problem using the standard competitive ratio. For this problem, the competitive ratio of an online algorithm A is the supremum over all possible instances I, of the cardinality of the matching constructed by A on I divided by the maximum cardinality matching in I. Note that the instance I speci es G as well as the order in which the r i 's appear.
As one example application, consider the problem of assigning client computers to support stations studied by Grove, Kao, Krishnan and Vitter 1]. In this problem each support station has a maximum range of service and a limit on the number of clients that it can support. Clients arrive over time and must each be assigned to a support station that is not too distant and that is not fully utilized. So the competitive ratio will be the fraction (relative to the maximum matching) of the clients that can be guaranteed support without reassignment.
Related Results
Karp, Vazirani, and Vazirani 5] give the following results for online bipartite matching, the special case of b-matching where b = 1. It is not hard to observe that any deterministic algorithm that never refuses to match a request, if it is possible to do so, is 1 2 -competitive, and that no deterministic algorithm can be better than Grove, Kao, Krishnan and Vitter 1] consider the problem of maintaining a maximum cardinality matching with a minimal number of reassignments of servers in the special case that the maximum degree of each r i = 2. 1] show that the greedy algorithm, that switches assignments along the shortest augmenting path, is O(log n)-competitive, i.e. the greedy algorithm makes at most O(log n) times as many reassignments as the optimal number of reassignments required to maintain a maximum cardinality matching. 1] show the competitive ratio of every deterministic algorithm for this problem is (log n). 1] also give some results for case that requests may depart.
Results for online weighted matching problems, on graphs where the edge weights satisfy the triangle inequality, can be found in 2, 3, 6]. In particular, an optimally competitive deterministic algorithm for the case b = 1 can be found in 2, 6]. In 3], the case of arbitrary b is studied under the assumption that the online algorithm has more servers per site than the adversary. Note that the triangle inequality is not generally satis ed by non-edges in unweighted matching.
Summary of Results
In this paper, we give the following results for online b-matching. In section 2, we show that the competitive ratio of any deterministic online algorithm for this problem is at least 1 ? In response to a request r i , Balance selects an arbitrary server site among all server sites adjacent to r i in G that have used a minimum number of servers to date. The idea of trying to balance the number of servers used per site can also be found in an online matching algorithm given in 3].
As in 3, 7] , we also compare the performance of the online algorithm against the performance of an o ine algorithm with fewer servers. This will give us an idea on how well Balance peforms against a less malicious input given by the adversary. We show that Balance We also show that this ratio is optimal for deterministic algorithms. Here must be an integer.
The Lower Bound
In order to prove the desired lower bound, we rst present an adversary. Throughout our arguments we think of the server site s i as containing b di erent servers that handle the requests.
Adversary : Let A be the given deterministic online algorithm. Proof Sketch: Let A be the given online algorithm, and apply the adversary described in this section. Combining lemma 3 and lemma 2 we get that the competitive ratio is 
The Algorithm Balance
In this section we present the algorithm Balance, and show that the competitive ratio of Balance exactly matches the deterministic lower bound from the previous section.
Algorithm Balance: Each request r j is served by an arbitrary adjacent server site that has a maximum number of servers remaining. Applying the bound to the competitive ratio computed in lemma 7, yields the desired bound.
We now claim that Balance is optimally competitive against an adversary with fewer servers. Proof Sketch: The above arguments need to be modi ed by allowing the rank of a request to range from 1 to b. By appropriately extending the de nitions, the same argument will go through.
Conclusion
We show that the algorithm Balance is optimal optimally competitive among deterministic algorithms for the online b-matching problem. The obvious open question is to nd an optimally competitive randomize algorithm. We are currently analyzing the following algorithm that is a mix of Ranking and Balance. Initially, uniformly at random linearly order the server sites. Then run Balance. If there is more than one site with a minimum number of servers that can handle a request, break the tie by selecting the highest ranked site.
In the case where the number servers per site vary from site to site, the competitive factor of Balance does not exactly match with that of the lower bound. Is there a deterministic algorithm with competitive factor 1? 
