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Abstract
The paper analyzes a quadratic subspace of block matrices which are invariant under the
action of a group H arising from the design of mixture experiments. There are two sets of
novel results: first, we find an orthogonal basis of the quadratic subspace and a multiplication
table for the matrix blocks allowing efficient handling of H-invariant symmetric matrices.
Second, we present a spectral analysis of H-invariant symmetric matrices. The results are
used to calculate optimal designs of mixture experiments analytically as well as numerically.
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1. Introduction
A quadratic subspace or Jordan algebra of symmetric n × n matrices is a linear
subspace Q of Sym(n) with the additional feature that C ∈ Q implies C2 ∈ Q. Rao
and Rao [14, Chapter 13] give an introduction to the subject and some of its statistical
applications. In the theory of design of statistical experiments, quadratic subspaces of
symmetric matrices arise when certain invariance properties of information matrices
involved in the design problem are considered. In the present paper we analyze a
∗ Corresponding author. Fax: +49-821-598-2280.
E-mail address: thomas.klein@math.uni-augsburg.de (T. Klein).
0024-3795/$ - see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0024-3795(03)00486-5
262 T. Klein / Linear Algebra and its Applications 388 (2004) 261–278
specific example of such a quadratic subspace and demonstrate how to apply the
results of this analysis to designs in a second-degree polynomial regression model
for mixture experiments.
For m  2 we denote the canonical unit vectors in Rm by e1, . . . , em. The ca-
nonical unit vectors in R(
m
2) are denoted by Eij with lexicographically ordered index
pairs (i, j), 1  i < j  m. LetSm designate the symmetric group of degree m, and
let Perm(m) be the group of m × m permutation matrices. We define
H :=
{
Hπ =
(
Rπ 0
0 Sπ
)
: π ∈ Sm
}
, (1)
with
Rπ :=
m∑
i=1
eπ(i)e
′
i ∈ Perm(m)
and
Sπ :=
m∑
i, j = 1
i < j
E(π(i),π(j))↑E
′
ij ∈ Perm
((
m
2
))
for all π ∈ Sm. Here, (π(i), π(j))↑ denotes the pair of indices π(i), π(j) in ascend-
ing order. With s := (m+12 ), the setH is a subgroup of Perm(s), and is isomorphic to
Sm. It acts on the space Sym(s) through the congruence transformation (H,C) →
HCH ′ and induces the subspace
Sym(s,H) := {C ∈ Sym(s) : HCH ′ = C for all H ∈H} (2)
ofH-invariant symmetric matrices. SinceH is a subgroup of the orthogonal group,
the space Sym(s,H) is a quadratic subspace (see Lemma 13.10 in Pukelsheim [13]).
This quadratic subspace is the object studied in the present paper.
Discussions of invariance methods in experimental design are presented by
Pukelsheim [13, Chapter 13] and Gaffke and Heiligers [7]. In particular, invariant
symmetric matrices and quadratic subspaces are well-known concepts in the design
of polynomial regression models. Draper et al. [1] characterize rotatable symmetric
matrices in first- and second-degree models, where rotatability means invariance
under congruence transformations with matrices from a certain group isomorphic
to the orthogonal group. Similar considerations of rotatability in third-order models
are presented by Draper and Pukelsheim [4]. Gaffke and Heiligers [6] consider mo-
ment matrices which are invariant under a finite subgroup of the orthogonal group
including permutations and sign changes. Eigenvalues of invariant moment matrices
are then used in a numerical algorithm for finding optimal designs in certain cubic
models. In a similar fashion, Draper et al. [2] compute numerically optimal designs
in a rotatable cubic model. The particular example of H-invariance already occurs
in Galil and Kiefer [8]. While Galil’s and Kiefer’s treatment of H-invariance is
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less formal and does not mention quadratic subspaces, their numerical approach to
optimal designs for mixture experiments is well aware of the structure and exploits
eigenvalues ofH-invariant symmetric matrices.
Compared to the earlier work listed above, the present paper shows how invari-
ance results can be also applied to analytical derivations of optimal designs. Fur-
thermore, our spectral analysis of invariant symmetric matrices is not restricted to
eigenvalues but yields eigenvectors as well.
An outline of the paper is as follows: Section 2 presents a design problem in a
regression model for mixture experiments which motivates the analysis of the qua-
dratic subspace Sym(s,H). The first part of Section 3 is an analysis of the linear
structure of Sym(s,H). The resulting basis describes H-invariant symmetric ma-
trices by blocks which correspond to the block-diagonal form of the matrices inH.
As for the quadratic structure of Sym(s,H), the second part of Section 3 presents
a multiplication table for the blocks of H-invariant symmetric matrices. Section 4
derives a spectral analysis in which eigenvalues and eigenspaces of an arbitrary ma-
trix in Sym(s,H) are constructed from those of its blocks. Section 5 demonstrates
how to apply the results from Sections 3 and 4 to the design problem. As examples,
an exact solution of the A-optimality problem and a brief description of a numerical
approach are given. Finally, Section 6 comments on some particular observations
from the analysis and issues of further research they may stimulate.
Note that this paper is a companion paper to Klein [11]. The latter concentrates
on design issues and uses the matrix-theoretic results from the present paper without
further explanations. The present paper, in contrast, merely summarizes some design
issues in order to indicate applications of the presented analysis of Sym(s,H).
2. The motivating design problem
Mixture experiments are experiments in which the experimental conditions are
nonnegative quantities summing to one. Formally, the experimental conditions are
points in the probability simplexTm = {t ∈ Rm|1′mt = 1}, with 1m = (1, . . . , 1)′ ∈
Rm. In a polynomial regression model, a real-valued quantity Yt observed under
experimental condition t ∈Tm is assumed random with an expected value E[Yt ]
which is a polynomial function of t . The polynomial coefficients are unknown and
have to be estimated from the observations. One instance of such a model, introduced
by Draper and Pukelsheim [5], is the second-degree Kronecker model,
E[Yt ] = f (t)′θ = (t ⊗ t)′θ =
m∑
i=1
θii t
2
i +
m∑
i, j = 1
i < j
(θij + θji)ti tj , (3)
with regression function f (t) = t ⊗ t and unknown parameter vector θ = (θ11,
θ12, . . . , θmm)′ ∈ Rm2 . All observations taken in an experiment are assumed to be
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uncorrelated and to have common unknown variance. When fitting this model to a
set of observations, the parameter subsystem of interest is
K ′θ =
(
(θii)1im(
1
2 (θij + θji)
)
1i<jm
)
∈ Rs , (4)
with K ∈ Rm2×s .
An experimental design or, more precisely, an approximate experimental design
for a mixture experiment is a probability measure τ onTm with finite support. Each
support point t ∈ suppτ directs the experimenter to take a proportion τ({t}) of all
observations under experimental condition t . The term approximate contrasts our no-
tion of experimental designs with designs for finite sample sizes. The statistical prop-
erties of a design τ are reflected by its moment matrix M(τ) := ∫
Tm
f (t)f (t)dτ ∈
NND(m2), where NND(m2) denotes the cone of nonnegative definite m2 × m2 ma-
trices. The amount of information which the design τ contains on the parameter
system K ′θ is captured by the information matrix for K ′θ ,
CK(M(τ)) := (K ′K)−1K ′M(τ)K(K ′K)−1 ∈ NND(s). (5)
The information matrix CK(M(τ)) is the precision matrix of the best linear un-
biased estimator for K ′θ under the design τ (see Pukelsheim [13, Chapter 3]). The
above form of CK(M(τ)) being a linear function of M(τ) is due to the fact that K ′θ
is a maximal parameter system for the Kronecker model (see Klein [10]). A family
of scalar measures for the amount of information inherent to CK(M(τ)) is provided
by Kiefer’s φp-criteria, with p ∈ [−∞, 1]. These are defined by
φp(C) :=


λmin(C) if p = −∞,
(detC)1/s if p = 0,(
1
s
traceCp
)1/p
if p ∈ (−∞, 1]\{0}
(6)
for all C in PD(s), the set of positive definite s × s matrices. Here λmin(C) stands for
the smallest eigenvalue of C. By definition, φp(C) is a function of the eigenvalues
of C for all p ∈ [−∞, 1] (see Pukelsheim [13, Chapter 6]). The family of φp-criteria
includes the often used T-, D-, A-, and E-criteria, corresponding to parameter values
1, 0, −1, and −∞, respectively.
The problem of finding a design with maximum information on the parameter
subsystem K ′θ can now be formulated as
Maximize φp (CK(M(τ))) with τ ∈ T (7)
subject to CK(M(τ)) ∈ PD (s),
where T denotes the set of all designs on Tm. The side condition CK(M(τ)) ∈
PD(s) is equivalent to the existence of an unbiased linear estimator for K ′θ under τ
(see Pukelsheim [13, Theorem 3.15]). In this case, the design τ is called feasible for
K ′θ . Any design solving problem (7) for a fixed p ∈ [−∞, 1] is called φp-optimal
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for K ′θ in T . For all p ∈ [−∞, 1), the existence of φp-optimal designs for K ′θ is
guaranteed by Theorem 7.13 in Pukelsheim [13].
The set of competitors in the design problem (7) can be substantially reduced. In a
mixture experiment with m ingredients, the j th elementary centroid design ηj (with
j ∈ {1, . . . , m}) is the uniform distribution on all points of the form (1/j)∑ji=1 eki ∈
Tm, with 1  k1 < · · · < kj  m. A convex combination η(α) = ∑mj=1 αjηj with
weight vector α = (α1, . . . , αm)′ ∈Tm is called a weighted centroid design. Due to
a result from Draper et al. [3], the set η(Tm) of weighted centroid designs constitutes
an essentially complete class of designs with respect to the target function of the
design problem (7). That is, for every design τ ∈ T there is a weighted centroid
design η ∈ η(Tm) with (φp ◦ CK ◦ M)(η)  (φp ◦ CK ◦ M)(τ). Therefore, our de-
sign problem (7) can be reduced to
Maximize
(
φp ◦ CK ◦ M ◦ η
)
(α) with α ∈Tm, (8)
subject to CK (M(η(α))) ∈ PD(s).
A necessary and sufficient condition for φp-optimality of a weighted centroid de-
sign η(α) with weight vector α = (α1, . . . , αm)′ ∈Tm follows from the Kiefer–
Wolfowitz equivalence theorem, see Pukelsheim [13, Theorem 7.14], and is given
by Klein [10,11]. Suppose η(α) satisfies the side condition CK (M(η(α)) ∈ PD(s),
and write Cj := CK(M(ηj )) for j = 1, . . . , m. Then, η(α) solves problem (8) with
p ∈ (−∞, 1] if and only if
traceCjCK (M(η(α)))p−1
{= traceCK (M(η(α)))p for all j ∈ J(α),
 traceCK(M(η(α)))p otherwise,
(9)
with J(α) := {j | αj > 0}. The case p = −∞, that is, E-optimality, has a similar
optimality condition (see Klein [10,11]).
Without further knowledge of the information matrices involved, the equations
and inequalities from the optimality condition (9) are hard to solve. Invariance ar-
guments help to considerably simplify the problem. Weighted centroid designs are
exchangeable, that is, they are invariant under permutations of the ingredients. For-
mally, the group Perm(m) of m × m permutation matrices acts on the set T of
designs through (R, τ) → τR = τ ◦ R−1. Exchangeability of a design τ ∈ T then
means τ = τR for all R ∈ Perm(m). The group H defined in (1) acts on the space
Sym(s) through congruence transformation. This action is linked to that of Perm(m)
on T by the equivariance property
CK
(
M(τRπ )
)
= CK
(
(Rπ ⊗ Rπ)M(τ)(Rπ ⊗ Rπ)′
)
= HπCK(M(τ))H ′π (10)
for all π ∈ Sm and τ ∈ T , with matrices Rπ and Hπ as given in (1). As a
consequence of Eq. (10), information matrices of exchangeable designs and, in
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particular, all information matrices involved in our design problem (8), lie in the
quadratic subspace Sym(s,H) defined in (2). Hence, an analysis of this quadratic
subspace may help in solving the design problem. Our optimality condition (9) serves
as a guide for the analysis. The presence of matrix powers Cp with p ∈ (−∞, 1]
in (9) inspires a spectral analysis of H-invariant symmetric matrices, while the
products CjC(α)p−1 on the left hand side of (9) call for efficient multiplication.
Similarly, the spectral analysis of H-invariant symmetric matrices is needed for
evaluating the target function in numerical algorithms.
3. The quadratic subspace Sym(s,H)
SinceH is a subgroup of the permutation matrix group,H-invariance of a matrix
C ∈ Sym(s)x means that certain entries of C coincide. In showing that an
H-invariant symmetric matrix has seven distinct entries at most, the following
lemma describes the linear structure of Sym(s,H).
Lemma 3.1. We define the identity matrices U1 := Im and W1 := I(m2), and write
1m := (1, . . . , 1)′ ∈ Rm. Furthermore, we define
U2 := 1m1′m − Im ∈ Sym(m),
V1 :=
m∑
i, j = 1
i < j
Eij (ei + ej )′ ∈ R(m2)×m,
V2 :=
m∑
i, j = 1
i < j
m∑
k = 1
k /∈ {i, j}
Eij e
′
k ∈ R(
m
2)×m,
W2 :=
m∑
i, j = 1
i < j
m∑
k,  = 1
k < 
|{i, j} ∩ {k, }| = 1
EijE
′
k ∈ Sym
((
m
2
))
,
W3 :=
m∑
i, j = 1
i < j
m∑
k,  = 1
k < 
|{i, j} ∩ {k, }| = ø
EijE
′
k ∈ Sym
((
m
2
))
.
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Then any matrix C ∈ Sym(s,H) can be uniquely represented in the form
C =
(
aIm + bU2 cV ′1 + dV ′2
cV1 + dV2 eI(m2) + fW2 + gW3
)
(11)
with coefficients a, . . . , g ∈ R. The terms containing V2, W2 and W3 only occur for
m  3 or m  4, respectively. In particular,
dim Sym(s,H) =


4 for m = 2,
6 for m = 3,
7 for m  4.
Proof. Given a symmetric matrix C ∈ Sym(s), we partition this matrix according
to the block structure of matrices inH, that is,
C =
(
C11 C
′
21
C21 C22
)
, (12)
with C11 ∈ Sym(m), C22 ∈ Sym
((
m
2
))
, and C21 ∈ R(m2)×m. Then H-invariance of
C can be expressed by the blockwise conditions
RπC11R
′
π = C11, SπC21R′π = C21, (13)
SπC22S
′
π = C22 for all π ∈ Sm.
Straightforward multiplication shows that the blocks given in (11) satisfy these con-
ditions. For the reverse direction, we compare the entries of the matrices on both
sides of the equations in (13) and obtain C11 ∈ span{U1, U2}, C21 ∈ span{V1, V2},
and C22 ∈ span{W1,W2,W3}. Uniqueness of the representation (11) follows from
the linear independence of the sets {U1, U2}, {V1, V2} and {W1,W2,W3}. 
Now we turn to the quadratic structure of Sym(s,H), that is, the additional prop-
erty that Sym(s,H) is closed under formation of powers. The block representation
given in (11) implies that powers ofH-invariant symmetric matrices involve prod-
ucts of Ui , Vj , and Wk . The following lemma presents a multiplication table for these
matrices.
Lemma 3.2. For any m  2, the matrices U1, U2 ∈ Sym(m), V1, V2 ∈ R(m2)×m,
and W1,W2,W3 ∈ Sym
((
m
2
)) from Lemma 3.1 satisfy the following equations:
(i) (Products in span{U1, U2})
V ′1V1 = (m − 1)U1 + U2, V ′2V2 =
(
m−1
2
)
U1 +
(
m−2
2
)
U2,
V ′1V2 = V ′2V1 = (m − 2)U2, U22 = (m − 1)U1 + (m − 2)U2,
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(ii) (Products in span{V1, V2})
V1U2 = V1 + 2V2, V2U2 = (m − 2)V1 + (m − 3)V2,
W2V1 = (m − 2)V1 + 2V2, W2V2 = (m − 2)V1 + 2(m − 3)V2,
W3V1 = (m − 3)V2, W3V2 =
(
m−2
2
)
V1 +
(
m−3
2
)
V2.
(iii) (Products in span{W1,W2,W3})
V1V
′
1 = 2W1 + W2, V2V ′2 = (m − 2)W1 + (m − 3)W2 + (m − 4)W3,
V1V
′
2 = V2V ′1 = W2 + 2W3, W 22 = 2(m − 2)W1 + (m − 2)W2 + 4W3,
W 23 =
(
m−2
2
)
W1 +
(
m−3
2
)
W2 +
(
m−4
2
)
W3,
W2W3 = W3W2 = (m − 3)W2 + 2(m − 4)W3.
Proof. The equations are verified by elementary calculations, and by occasional-
ly using the identities U1 + U2 = 1m1′m, V1 + V2 = 1(m2)1′m, and W1 + W2 + W3 =
1(m2)1
′
(m2)
. 
With Lemma 3.2, products of matrices in Sym(s,H) can be calculated by mere
symbolic manipulation and by multiplication of scalars. It is this result which allows
to perform the calculations involved in the design problem (7) in an effective way.
Furthermore, the multiplication table can be implemented in a computer-algebra sys-
tem like Maple, which proves particularly useful in Section 5.
As a side result of Lemma 3.2 and the fact that traceU2 = traceW2 = trace
W3 = 0, the basis matrices
B1 =
(
U1 0
0 0
)
, B2 =
(
U2 0
0 0
)
, B3 =
(
0 V ′1
V1 0
)
,
B4 =
(
0 V ′2
V2 0
)
, B5 =
(
0 0
0 W1
)
, B6 =
(
0 0
0 W2
)
, (14)
B7 =
(
0 0
0 W3
)
implicitly given in Lemma 3.1 form an orthogonal basis of Sym(s,H) with respect
to the Euclidean matrix scalar product (A,B) → traceAB. Lemma 3.2 also implies
the following results on Moore–Penrose inverses, denoted by a superscript + sign,
and on Schur complements.
Corollary 3.3. For any m  2, suppose the matrix C ∈ Sym(s,H) is partitioned
as in (12) with diagonal blocks C11, C22 and off-diagonal block C21. Then we have
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C+11 ∈ span{U1, U2}, C11 − C′21C+22C21 ∈ span{U1, U2},
C+22 ∈ span{W1,W2,W3}, C22 − C21C+11C′21 ∈ span{W1,W2,W3}.
Proof. The assertions on C+11 and C
+
22 follow from
(
C11 0
0 C22
)
∈ Sym(s,H) and
the fact that quadratic subspaces are closed under Moore–Penrose inversion (see Rao
and Rao [14, Corollary 13.2.3]). Together with Lemma 3.2, these results imply the
claims on the Schur complements of C11 and C22. 
4. Spectral analysis ofH-invariant symmetric matrices
Let us now turn to an analysis of the eigenstructure of H-invariant symmetric
matrices. For λ ∈ R, let C − λIs =
(
C11 − λU1 C′21
C21 C22 − λW1
)
∈ Sym(s,H) be
partitioned as in (12). Then the characteristic polynomial χC(λ) can be written as
χC(λ) = det(C11 − λU1) det[(C22 − λW1) − C21(C11 − λU1)−1C′21], (15)
see e.g. Harville [9, Theorem 13.3.8], provided λ is not an eigenvalue of C11. The
matrix in the second determinant is the Schur complement of C11 − λU1 in C − λIs
and lies in span{W1,W2,W3}, according to Corollary 3.3. Hence, formula (15) indi-
cates to base the spectral analysis of Sym(s,H) on the analyses of span{U1, U2} and
span{W1,W2,W3}. Part of the following discussion excludes the initial cases m = 2
and 3 which lead to similar results.
Lemma 4.1. For all m  2 and a, b ∈ R, the matrix aU1 + bU2 ∈ Sym(m) has the
eigenvalues
ϑ1(a, b) = a + (m − 1)b with multiplicity 1,
ϑ2(a, b) = a − b with multiplicity m − 1,
with eigenvectors 1m and ei − ej for 1  i < j  m, respectively. A basis of the
eigenspace for ϑ2(a, b) is given by e1 − ej , j = 2, . . . , m.
Proof. The result is verified by straightforward calculations. 
Lemma 4.2. For all m  4 and e, f, g ∈ R, the matrix eW1 + fW2 + gW3 ∈
Sym
((
m
2
))
has the eigenvalues
ζ1(e, f, g) = e + 2(m − 2)f +
(
m − 2
2
)
g with multiplicity 1,
ζ2(e, f, g) = e + (m − 4)f − (m − 3)g with multiplicity m − 1,
ζ3(e, f, g) = e − 2f + g with multiplicity m(m − 3)2 .
270 T. Klein / Linear Algebra and its Applications 388 (2004) 261–278
The vector 1(m2) is an eigenvector for ζ1(e, f, g). Furthermore, we define
vij :=
m∑
k,  = 1
k < 
i ∈ {k, }
Ek −
m∑
k,  = 1
k < 
j ∈ {k, }
Ek ∈ R(m2) for 1  i < j  m,
and, for all pairwise distinct i, j, k,  ∈ {1, . . . , m} with i < j and i < k < ,
wijk := Eik + E(j,)↑ − Ei − E(j,k)↑ ∈ R(
m
2).
Then the vectors vij and wijk are eigenvectors for ζ2(e, f, g) and ζ3(e, f, g), re-
spectively. Bases of the corresponding eigenspaces are given by
B2 = {v1j |2  j  m}
and
B3 = {w123|4    m} ∪ {w1j2|3  j <   m}.
Proof. The results on eigenvalues and eigenvectors are easily verified. As for the
claimed basesB2 andB3, we first observe that (v12, . . . , v1m)=
(
U2
∗
)
∈R(m2)×(m−1),
with U2 ∈ Sym(m − 1). The matrix U2 is regular according to Lemma 4.1, which
proves the linear independence of B2. Next we consider the matrix whose columns
are the elements ofB3, ordered as indicated in the assertion. Since this matrix has tri-
angular shape, B3 is linearly independent. The basis property of B2 and B3 follows
from 1 + |B2| + |B3| =
(
m
2
)
. Details of the proof are given in Klein [10, Lemma
4.10]. 
From Lemmas 4.1 and 4.2 we note the linearity of the eigenvalues ϑi(·) and ζj (·)
as functions of (a, b) and (e, f, g). This is a consequence of the fact that {U1, U2}
and {W1,W2,W3} are sets of commuting symmetric matrices, due to U1 = Im, W1 =
I(m2)
and W2W3 = W3W2 from Lemma 3.2. Commutativity and symmetry together
imply simultaneous diagonalizability of W1,W2,W3 (see e.g. Theorem 21.13.1 in
Harville [9]). Therefore, a linear combination eW1 + fW2 + gW3 has eigenvalues
which are linear combinations of the eigenvalues of the Wj ’s with linear coeffi-
cients e, f, g. Analogous arguments hold for aU1 + bU2 which is, however, trivial
since U1 = Im. An alternative explanation is given by Proposition 13.2.5 in Rao
and Rao [14], since both span{U1, U2} and span{W1,W2,W3} can be seen to form
commutative quadratic subspaces.
By combining Eq. (15) and the results from Lemmas 4.1 and 4.2, we may now
calculate the eigenvalues ofH-invariant symmetric matrices.
Theorem 4.3. For m  4 and a, b, . . . , g ∈ R, suppose the matrix C := C(a, . . . ,
g) ∈ Sym(s,H) is given as in (11). Let ϑ1,2(a, b) and ζ1,2,3(e, f, g) be the eigen-
values given in Lemmas 4.1 and 4.2. Furthermore, define
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ξ1(c, d) := m − 12 [2c + (m − 2)d]
2 and ξ2(c, d) := (m − 2)(c − d)2
and ±(ϑ, ξ, ζ ) = (1/2)(ϑ + ζ ±
√
(ϑ − ζ )2 + 4ξ) for all ϑ, ζ, ξ ∈ R. Then the
eigenvalues of C are
λ1(e, f, g) = ζ3(e, f, g) with multiplicity m(m − 3)2 ,
λ2,3(a, . . . , g) = ± (ϑ1(a, b), ξ1(c, d), ζ1(e, f, g))
each with multiplicity 1,
λ4,5(a, . . . , g) = ± (ϑ2(a, b), ξ2(c, d), ζ2(e, f, g))
each with multiplicity m − 1.
Proof of Theorem 4.3. We start by evaluating the right hand side of Eq. (15) for
λ ∈ R\{ϑ1,2(a, b)}, obtaining
det(C11 − λU1) = ϑ1(a − λ, b)ϑ2(a − λ, b)m−1 (16)
first. Due to Corollary 3.3, the inverse (C11 − λU1)−1 lies in span{U1, U2}. Hence,
we may find (C11 − λU1)−1 by solving (C11 − λU1)(x1U1 + x2U2) = Im for (x1,
x2) ∈ R2. Application of Lemma 3.2 turns this matrix equation into a system
of linear scalar equations for (x1, x2) which is readily solved. By again using
Lemma 3.2, we can now calculate the Schur complement (C22 − λW1) − C21(C11 −
λU1)−1C′21. Its eigenvalues are obtained from Lemma 4.2, implying
det[(C22 − λW1) − C21(C11 − λU1)−1C′21]
= p (λ;ϑ1(a, b), ξ1(c, d), ζ1(e, f, g))
×p (λ;ϑ2(a, b), ξ2(c, d), ζ2(e, f, g))m−1 ζ3(e − λ, f, g)m(m−3)2
×ϑ1(a − λ, b)−1ϑ2(a − λ, b)−(m−1), (17)
with p(λ;ϑ, ξ, ζ ) := λ2 − (ϑ + ζ )λ + ϑζ − ξ for all λ, ϑ, ξ, ζ ∈ R. Combining
equations (15), (16), and (17) yields the identity
χC(λ)= p (λ;ϑ1(a, b), ξ1(c, d), ζ1(e, f, g))
×p (λ;ϑ2(a, b), ξ2(c, d), ζ2(e, f, g))m−1 ζ3(e − λ, f, g)m(m−3)2 ,
for all λ ∈ R\{ϑ1,2(a, b)}, which extends to λ ∈ R since χC(λ) is continuous. Ob-
viously, λ1(e, f, g) = ζ3(e, f, g) is the root of the last factor, while the claimed
eigenvalues λ2,3(a, . . . , g) and λ4,5(a, . . . , g) are the roots of the two quadratic
polynomials p(λ;ϑi(a, b), ξi(c, d), ζi(e, f, g)). Note that at this point we have ben-
efited again from the linearity of ϑ1,2(·) and ζ1,2,3(·). 
As follows from Lemma 4.1, the terms ξ1(c, d) and ξ2(c, d) are the eigenvalues
of C′21C21. Therefore, the above Theorem 4.3 states that the eigenvalues of an H-
invariant symmetric matrix C are functions of the eigenvalues of its diagonal blocks
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C11 and C22 and of the square of its off-diagonal block C21. The eigenvalues given in
Theorem 4.3 were already found by Galil and Kiefer [8], who neither commented on
the derivation of these eigenvalues nor on the underlying quadratic subspace struc-
ture. Our results extend Galil’s and Kiefer’s [8] findings since Theorem 4.5 will
also describe the eigenspaces of H-invariant symmetric matrices. To this end, the
following lemma establishes a connection between the off-diagonal block and the
eigenvectors of the diagonal blocks. Its results are obtained by simple calculations,
whence the proof is omitted.
Lemma 4.4. For all m  4, let vij (for 1  i < j  m) and wijk (for pairwise
distinct i, j, k,  ∈ {1, . . . , m} with i < j, i < k < ) denote the eigenvectors of a
matrix in span{W1,W2,W3} given in Lemma 4.2. Furthermore, set C21 := cV1 +
dV2 for all c, d ∈ R, and let ξ1,2(c, d) denote the eigenvalues of C′21C21 introduced
in Theorem 4.3. Then we have
C′211(m2) =
√
m − 1
2
ξ1(c, d)1m, C211m =
√
2
m − 1ξ1(c, d)1(m2),
C′21vij =
√
(m − 2)ξ2(c, d) (ei − ej ), C21(ei − ej ) =
√
1
m − 2ξ2(c, d) vij ,
C′21wijk = 0.
Lemma 4.4 suggests to construct eigenvectors of anH-invariant symmetric ma-
trix by concatenating properly scaled versions of the eigenvectors of its diagonal
blocks. This idea leads to the following Theorem 4.5.
Theorem 4.5. For m  4 and a, . . . , g ∈ R, suppose the matrix C = C(a, . . .) ∈
Sym(s,H) is given as in (11). With the notation from Lemmas 4.1 and 4.2 and
Theorem 4.3, we define the 2 × 2 matrices
Ar :=



ϑ1(a, b) − λr(a, . . . , g)
√
m−1
2 ξ1(c, d)√
2
m−1ξ1(c, d) ζ1(e, f, g) − λr(a, . . . , g)


for r = 2, 3,(
ϑ2(a, b) − λr(a, . . . , g) √(m − 2)ξ2(c, d)√
1
m−2ξ2(c, d) ζ2(e, f, g) − λr(a, . . . , g)
)
for r = 4, 5.
Then the following assertions hold:
(i) The set E1 :=
{(
0
w
)
: w ∈ B3
}
is a basis of the eigenspace of C corresponding
to λ1(e, f, g).
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(ii) The matrices A2, . . . , A5 are singular. Given solutions
(
xr
yr
)
∈ R2\{0} of
Ar
(
xr
yr
)
= 0 for 2  r  5, the sets
Er :=


{(
xr1m
yr1(m2)
)}
for r = 2, 3,{(
xr(e1 − ej )
yrv1j
)
: 2  j  m
}
for r = 4, 5
are bases of the eigenspaces of C corresponding to the eigenvalues λr(a, . . . , g),
2  r  5, respectively.
Proof. Assertion (i) is an immediate consequence of Lemmas 4.2 and 4.4 and
the linear independence of B3. As for assertion (ii), singularity of the matrices
A2, . . . , A5 follows from the fact
detAr = p(λr(a, . . . , g); ϑ r2 (a, b), ξ r2 (c, d), ζ r2 (e, f, g))
= 0 for 2  r  5,
where p(·) is the polynomial defined in the proof of Theorem 4.3. Next, we use
Theorem 4.3 and Lemma 4.4 to expand the left hand sides of
C
(
xr1m
yr1(m2)
)
=
(
xr1m
yr1(m2)
)
for r = 2, 3, and
C
(
xr(e1 − ej )
yrv1j
)
=
(
xr(e1 − ej )
yrv1j
)
for r = 4, 5,
with unknown variables (xr , yr )′ ∈ R2 for 2  r  5. Comparing coefficients on
both sides of each equation then shows that the elements of Er are non-trivial
eigenvectors of C corresponding to λr(a, . . . , g) if and only if (xr , yr )′ is a non-
trivial solution to Ar(xr , yr )′ = 0. Finally, the linear independence of E4 and E5
follows from the linear independence of the sets {e1 − ej : 2  j  m} andB2. 
A particular result of Theorem 4.5 is assertion (i), that the eigenspace for the
eigenvalue λ1(·) does not depend on the choice of C ∈ Sym(s,H). Altogether, The-
orems 4.3 and 4.5 give a complete and explicit spectral analysis ofH-invariant sym-
metric matrices. The following section applies these results to the design problem
from Section 2.
5. Optimal weighted centroid designs
With the results from Sections 3 and 4 we may now tackle the design problem (8).
As was seen in Section 2, the information matrices involved in the design problem
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lie in Sym(s,H). Due to the fact M(η(α)) = ∑mj=1 αjM(ηj ) and the linearity of
the information matrix mapping CK stated in (5), we have
CK
(
M(η(α))
)
=
m∑
j=1
αjCj for all α = (α1, . . . , αm)′ ∈Tm, (18)
where Cj := CK(M(ηj )) denotes the information matrix of the j th elementary cent-
roid design for 1  j  m. Hence, the representations of C1, . . . , Cm with respect to
the basis given in Lemma 3.1 are sufficient for representing all information matrices
in the design problem. By applying formula (5) to the representation of M(ηj ) given
by Draper et al. [3], we obtain Cj =
(
C11,j C
′
21,j
C21,j C22,j
)
with blocks
C11,j = 1
j3m
U1 + 1
j3m
j − 1
m − 1U2,
C21,j = 2
j3m
j − 1
m − 1V1 +
2
j3m
j − 1
m − 1
j − 2
m − 2V2, (19)
C22,j = 4
j3m
j − 1
m − 1W1 +
4
j3m
j − 1
m − 1
j − 2
m − 2W2
+ 4
j3m
j − 1
m − 1
j − 2
m − 2
j − 3
m − 3W3.
Our first result on the design problem (8) is a characterization of weighted cent-
roid designs which satisfy the problem’s side condition. For brevity we concentrate
again on the case m  4.
Theorem 5.1. For all m  4 and α = (α1, . . . , αm)′ ∈Tm, the weighted centroid
design η(α) is feasible for the parameter system K ′θ if and only if the set J(α) :=
{j |αj > 0} satisfies max {|J(α) ∩ {1, . . . , m − 2}| , |J(α) ∩ {2, . . . , m − 1}|}  2.
Proof. We only give an outline of the proof and refer to Klein [10,11] for details.
Since the feasibility of η(α) for K ′θ is equivalent to the regularity of CK (M(η(α))),
we investigate the range of CK (M(η(α))). Formula (18) and the nonnegative defi-
niteness of C1, . . . , Cm imply range CK (M(η(α))) = ∑j∈J(α) range Cj (see
Lemma 2.3 in Pukelsheim [13]). Hence, we use Lemma 3.2 to derive a description of
range Cj from the representation given in (19) for 1  j  m. We obtain range C1 =
Rm × {0(m2)}, range Cm−1 = range
(
U2
2V2
)
, range Cm = span
{(
1m
21(m2)
)}
, and
range Cj =
(
D1,j
2D2,j
)
for 2  j  m − 2, with
D1,j := (m − 3)[(m − 2)V1 + (j − 2)V2],
D2,j := (m − 2)(m − 3)W1 + (j − 2)(m − 3)W2 + (j − 2)(j − 3)W3.
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In particular, we have rankC1 = rankCm−1 = m, rankCm−1 = 1, and rankCj =(
m
2
)
for 2  j  m − 2. Further analysis of these ranges shows, for 1  i < j  m,
rangeCi ∩ rangeCj =
{{0m} × (rangeV1)⊥ if 2  i < j  m − 2,
{0s} otherwise,
which implies dim(rangeCi ∩ rangeCj ) = (m(m − 3))/2 for 2  i < j  m − 2.
The claim of our theorem now follows from the dimension formula for sums of
subspaces. 
Theorem 5.1 can be combined with Theorem 3.2 in Draper et al. [3], that the
set
⋃m
j=2 conv{η1, ηj−1, ηj , ηm} is an essentially complete class of designs with re-
spect to the target function (φp ◦ CK ◦ M) of design problem (8) with p ∈ [−∞, 1].
Hence, there is always a weighted centroid design η(α) which is φp-optimal for K ′θ
in T and whose weight vector α ∈Tm satisfies one of the conditions
(i)J(α) = {1, j}, (iv)J(α) = {1, j,m},
(ii)J(α) = {j, j + 1}, (v)J(α) = {j, j + 1, m}, (20)
(iii)J(α) = {1, j, j + 1}, (vi)J(α) = {1, j, j + 1, m}
for some j ∈ {2, . . . , m − 2}. With this scheme, our design problem (8) is reduced
to a number of subproblems of dimension 1, 2, and 3 which may be solved with the
results from Sections 3 and 4. As a prototype, we solve the A-optimality problem,
which corresponds to p = −1.
Theorem 5.2. For m  4, the unique A-optimal design for K ′θ is the weighted
centroid design
η(α(A)) = 2(m − 1)
√
m + 3 − m − 3
4m2 − 9m + 1 η1 +
2(m − 1)[2(m − 1) − √m + 3]
4m2 − 9m + 1 η2.
The maximum value of the A-criterion is
(φ−1 ◦ CK ◦ M)
(
η(α(A))
)
= 2(m + 1)[4m
2 − 7m + 7 − 4(m − 1)√m + 3]
m(4m2 − 9m + 1)2 .
Proof. We only give a summary of the detailed proof in Klein [10,11]. Let α =
(α1, α2, 0, . . . , 0)′ ∈Tm be a weight vector withJ(α) = {1, 2}, and write C(α) :=
CK
(
M(η(α))
)
. According to condition (9), the weighted centroid design η(α) is
A-optimal for K ′θ if and only if
traceCjC(α)−2
{= traceC(α)−1 for j = 1, 2,
 traceC(α)−1 otherwise. (21)
Due to the quadratic subspace property of Sym(s,H)  C(α), we may deter-
mine C(α)−1 by solving the linear equation C(α)X = Is for the coefficients of
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X ∈ Sym(s,H). (The same idea was used in the proof of Theorem 4.3.) This results
in C(α)−1 =
(
C11 C
′
21
C21 C22
)
with blocks
C11 = m
α1
U1, C21 = − m2α1 V1, C22 =
m[4(m − 1)α1 + α2]
2α1α2
W1 + m4α1 W2.
Now we use Lemma 3.2 to compute C(α)−2 and to expand both sides of the equa-
tions given in condition (21) for j = 1, 2. Inserting the simplex restriction α2 = 1 −
α1 reduces both equations to (4m2 − 9m + 1)α21 + 2(m + 3)α1 − (m + 3) = 0 with
α1 ∈ (0, 1). The unique solution to this equation is the weight α(A)1 from the asser-
tion, that is, the weight vector α(A) satisfies both equations in (21). In order to show
that α(A) also satisfies the inequalities in (21), we expand the products involved by
utilizing Lemma 3.2 once more. After some calculus we obtain traceC2C(α(A)) >
· · · > traceCmC(α(A)), which completes the A-optimality proof for η(α(A)). The
uniqueness of this A-optimal design is finally seen from an analysis of the moments
of η(α(A)) and its competitors. Since these arguments are not related to the quadratic
subspace property, we refer to Theorem 4.3 in Klein [11]. 
Further exact derivations of optimal designs exist in the cases p ∈ {1, 0,−∞},
that is, for T-, D-, and E-optimality (see Klein [10,11]). All of these derivations have
the multiplication table from Lemma 3.2 as their main tool. In addition, the solution
of the E-optimality problem, which covers only the special cases m ∈ {2, 4} so far,
requires the spectral analysis presented in Section 4.
The main importance of this spectral analysis, however, is its use in numerical
algorithms for the φp-optimality problem with p ∈ {1, 0 − 1,−∞}. Theorem 4.3
provides an efficient way of evaluating the target function from (8), since Kiefer’s
φp-criteria may be written as
φp(C) =
(
1
s
[
m(m−3)
2 λ
p
1 + λp2 + λp3 + (m − 1)λp4 + (m − 1)λp5
])1/p
for C ∈ Sym(s,H), with λ1, . . . , λ5 denoting the eigenvalues of C. Note that no
eigenvectors are needed at this stage. By means of formulas (18) and (19), we ex-
press these eigenvalues and the target function as functions of α ∈Tm and compute
gradients and their roots. More precisely, this is done separately for each of the cases
listed in (20) (see Klein [10]).
Once an optimality candidate α ∈Tm with information matrix C(α) :=
CK (M(η(α))) is found, we check a modified version of our optimality condition
(9), that is
trace[Cj − C(α)]C(α)p−1
{∈ (−ε, ε) for all j ∈ J(α),
 ε otherwise,
with numerical precision ε > 0. To this end, we compute a spectral decomposition
C(α) = UU ′ by applying a Gram–Schmidt procedure to the eigenvectors from
Theorem 4.5. In our Maple computations with n-digit floating point numbers this
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decomposition had the Frobenius error norm
√
C(α) − UU ′ ≈ 10−(n−1). Alto-
gether, the spectral decomposition of C(α) involves only little computational effort
and does not cause considerable numerical errors.
A detailed account of the numerical results found by the procedure described
above is given in Klein [10,11].
6. Discussion and conclusion
The main results of the present paper are the multiplication table for the matrix
blocks of H-invariant symmetric matrices (Lemma 3.2), and the spectral analysis
of arbitrary matrices in Sym(s,H) (Theorems 4.3 and 4.5). The crucial point of
this analysis is the reduction to eigenvalue problems for the diagonal blocks of H-
invariant symmetric matrices. Both the multiplication table and the spectral analysis
prove essential in finding optimal weighted centroid designs in the Kronecker model
for mixture experiments.
There is a striking difference between the analyzed quadratic subspace Sym(s,H)
and the motivation of this analysis, the set of information matrices of weighted cent-
roid designs, which lies in a proper subspace of Sym(s,H). In fact, embedding the
latter set into the space of H-invariant symmetric matrices leads to a more general
object of analysis. However, the enlargement of the problem is outweighed by the
quadratic subspace structure gained.
According to Corollary 13.2.3 in Rao and Rao [14], the quadratic subspace
Sym(s,H) possesses a basis of projection matrices. On the one hand, such a basis
could improve upon the basis given in (14) in terms of handling products of H-in-
variant symmetric matrices efficiently. On the other hand, the basis from (14) clearly
displays the block structure of matrices in Sym(s,H), and leads to formula (15) and
the resulting approach of our spectral analysis in a natural way.
In Lemma 3.1, the quadratic subspace Sym(s,H) can be thought of as emerging
from a combination of two smaller quadratic subspaces,
span{U1, U2} = Sym(m, Perm(m))
and
span{W1,W2,W3} = Sym
((
m
2
)
,S
)
withS := {Sπ |π ∈ Sm},
which correspond to the partition of the parameter system K ′θ indicated in (4). Our
spectral analysis is inspired by this point of view. Since partitioned parameter sys-
tems are a familiar phenomenon with linear models, one might ask for general con-
ditions on quadratic subspaces or invariance groups allowing a spectral analysis like
the one in Section 4.
A further question onH-invariant symmetric matrices arises from the E-optimal-
ity problem mentioned in Section 5. As is seen from Lemma 3.2, the set of matrices
of the form (11), but without the symmetry requirement of coinciding coefficients
in the upper and lower off-diagonal blocks, forms a ring R ⊂ Rs×s . Our derivation
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of E-optimal weighted centroid designs for m ∈ {2, 4} (see Klein [10,11] for details)
involves products ofH-invariant symmetric matrices which fail to lie in Sym(s,H),
but are contained in the ring R. Hence, some of the structure induced byH-invari-
ance and presumably relevant for the design problem is not captured by the quadratic
subspace Sym(s,H). To the author’s knowledge, the existing literature gives no
hints on further algebraic structures for invariance considerations in experimental
design.
Changing the regression function from the Kronecker square to the Kronecker
cube f (t) = t ⊗ t ⊗ t results in the third-degree Kronecker model. Only few re-
sults are known for optimal designs in this model (see Mikaeili [12]). Its invariance
properties and the associated quadratic subspace of invariant symmetric matrices are
nevertheless obvious, and the analysis of Sections 3–4 could be readily applied to
this quadratic subspace.
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