Abstract. Let q be an odd prime power and D be the set of irreducible polynomials in Fq[x] which can be written as a composition of degree two polynomials. In this paper we prove that D has a natural regular structure by showing that there exists a finite automaton having D as accepted language. Our method is constructive.
Introduction
It has been of great interest in recent years the study of irreducible polynomials which can be written as composition of degree two polynomials (see for example [1, 2, 6, 7, 8, 9, 11, 12, 14, 15, 16] ). Such polynomials are also used in other contexts, see for example Rafe Jones' construction of irreducible polynomials reducible modulo every prime [14] or the proof of [3, Conjecture 1.2] in [5] . In this paper we explain how the theory of this class of polynomials completely fits in a general context which allows the use of powerful machinery coming from the theory of finite automata (in characteristic different from 2). In fact, we show that some irreducibility questions over finite fields can be translated into automata theoretical ones (see Definition 3.6 and Theorem 3.8). As a side result, we also obtain that the set of irreducible polynomials which can be written as the composition of degree two polynomials is naturally endowed with a regular structure given by Theorem 3.10.
Let F q be a finite field of odd characteristic and let S ⊂ F q [x] be a set of monic degree two polynomials. In this paper, we consider the set S to be an alphabet, and a word f 1 · · · f k ∈ S * corresponds to the composition f 1 • · · · • f k ∈ F q [x] . The empty word naturally corresponds to x. Let I ⊂ S * be the language of words whose corresponding compositions are irreducible. Our goal is to show that I is a regular language by providing an automaton that accepts it. The entire theory lifts to local fields under the assumption that the set S is finite and none of its elements has discriminant in the maximal ideal of the local field.
Distinguished sets and freedom
We include in this section some elementary facts concerning the freedom of the monoid generated by a finite set of irreducible degree two polynomials. These results will be needed in Section 3. Each polynomial f ∈ S can be uniquely written as
We denote by S * the set of words over the alphabet S, so S * is the free monoid generated by the symbols in S. Let C S ⊆ F q [x] be the compositional monoid generated by S, that is the smallest subset of F q [x] containing S and x which is closed by composition.
We will denote by π the natural surjective morphism of monoids S * −→ C S which maps a word f 1 f 2 . . . f k ∈ S * to the composition
. For b ∈ D S , we define A b as the subset of all a in F q such that there exists f ∈ S with f = (x − a) 2 − b. For any of the A b , we define the difference set
We can define a relation ∼ on S * by setting u ∼ w if there exists ℓ ∈ b∈D S (A b − A b ) for which π(u)+ℓ = π(w). This relation is symmetric and reflexive but not transitive,
In this section we provide a computable condition to establish whether C S is a free monoid, which will be needed later on.
Proposition 2.1. Let u, v be words of S * of equal length n ≥ 1. Let u ′ , v ′ be the (n − 1)-suffixes of u and v respectively. Then
Proof. Let us first prove (i). Suppose π(u) = π(v) and let us write
Now, by squaring and subtracting b on both sides of the equality we get f (π(u)) = g(π(v)) for some f, g ∈ S, and hence π(f u) = π(gv). Vice versa, if there exists f, g ∈ S such that π(f u) = π(gv), then (i) applies. Proof. One direction is trivial: If π(u) = π(v) then u ∼ v. For the other direction, we look at the two cases separately.
In the case
For the case |D S | = 1, assume that u ∼ v, so π(u) = π(v) + c for some c ∈ F q . Let u ′ , v ′ be the (n − 1)-suffixes of u and v. Then, since |D S | = 1, we have that (π(u ′ ) − a 1 ) 2 − (π(v ′ ) − a 2 ) 2 = c for some a 1 , a 2 ∈ F q . As c is constant, this forces (π(u ′ )− a 1 )− (π(v ′ )− a 2 ) = 0, which in turn forces c = 0 and hence π(u) = π(v).
The following proposition shows that the freedom of the monoid is ensured whenever D S is either maximal or minimal.
Proof. Clearly, a polynomial of degree two in C S cannot have two distinct writings in terms of compositions. Let F be a polynomial in C S of minimal degree with two different writings, i.e. such that F = π(f u) = π(gv) for f, g ∈ S and u, v ∈ S * of positive length. From π(f u) = π(gv) one deduces by Proposition 2.1 that u ∼ v. Lemma 2.2 now gives π(u) = π(v), which implies u = v by the minimality of F .
Proof. Immediate by observing that |D S | = 1 or |D S | = |S| = 2.
3. An automaton for irreducible compositions 3.1. Capelli's Lemma. In this subsection we describe the basic tools needed to establish the main result. We start with a well known result by Capelli, which gives a necessary and sufficient criterion to control the irreducibility of the composition of two polynomials.
Lemma 3.1 (Capelli's Lemma). Let K be a field and f, g ∈ K[x] polynomials. Let β ∈ K be a root of g. Then, g • f is irreducible over K if and only if g is irreducible over K and f − β is irreducible over K(β).
We now use Capelli's Lemma to produce a simple ancillary result which will help us in what follows.
be monic and irreducible of even degree, and let
Proof. Let d = deg(g), and let β ∈ F q d be a root of g. According to Lemma 3.1, g • f is irreducible over F q if and only if f − β is irreducible over 
We are now ready to state one of the basic ingredients of the proof of the main theorem, which will allow us to "push" irreducibility questions for compositions of degree two polynomials on a finite level.
and only if all of the following are nonsquares in F q :
•
Proof. Clearly, f 1 is irreducible if and only if b 1 is a nonsquare. The rest follows by inductive application of Lemma 3.2.
3.2.
Brief interlude on Automata Theory. In this subsection we recall the basic results needed in the next section. For the definition of deterministic finite automaton (DFA), and nondeterministic finite automaton (NFA) we refer for example to [10, Chapter 2] . Since all the automata in the paper will have a finite set of states, we will often omit the word finite. Let Σ be a set of symbols (an alphabet) and Σ * be the set of words over Σ, that is the free monoid generated by it. Let us recall that a subset L of S * is called a language. Let · be the usual binary operation in Σ * (i.e. concatenation of words) and * be the unary operation on languages defined by L → L * where L * is the smallest submonoid of Σ * containing L (in the context of languages, this operation is often called Kleene star ). A language is said to be regular if it is finite or can be expressed recursively starting from finite sets using the operations ∪, ·, * (see [10] for more details). The following fact is well known. We will need the following fundamental results from the theory of Automata. Roughly, the theorem above states that the accepted languages of NFAs do not generalize the notion of regular language.
We will also be using the notion of a partial deterministic finite automaton, which is the same as a DFA, except the transition function is actually a partial function. If, when reading a word, a required transition is not defined, the word is rejected. Clearly, a partial DFA is a special case of an NFA, so languages accepted by partial DFAs are also regular.
3.3.
Putting all together: building the automaton. We first define a finite deterministic automaton N = N (S) using the data contained in S. Definition 3.6. The states of the automaton N (S) are given by the following:
• A special start state I. It is accepting.
• For each a ∈ F q , we have a distinguished state [a] . It is accepting if −a is a nonsquare.
• For each a ∈ F q , we have a state {a}. It is accepting if a is a nonsquare. The transitions are as follows:
• For each f ∈ S and each a ∈ F q , we have a transition [a] f − → {f (a)}.
• For each f ∈ S and each a ∈ F q , we have a transition {a} f − → {f (a)}.
Remark 3.7. The reason we distinguish between the states {a} and [a] is that they may be accepting at different times: {a} accepts if a is nonsquare, [a] if −a is nonsquare. In the case that −1 is a square in F q , the two are equivalent and we can identify the two types of states. Proof. Let L be the regular language over the alphabet S that is accepted by the automaton N reading from right to left. It is easy to see that a single letter f is in L if and only if b f is nonsquare. Furthermore, a word
is nonsquare. By Proposition 3.3, it follows that the word f 1 · · · f k corresponds to an irreducible polynomial if and only if each prefix
In other words, I is the language of all words whose every prefix is in L.
Let N L now be a deterministic automaton that accepts L reading from the left. We obtain the automaton M accepting I from this by simply removing all nonaccepting states; this defines a partial automaton, whose accepted language is still regular. It follows that I is a regular language.
In order to actually construct the automaton M, we note that we can obtain a nondeterministic automaton accepting L from the left by reversing the direction of all transitions and swapping start and accept states of N . From this, we obtain N L by the standard subset construction of a deterministic automaton from a nondeterministic one (see e.g. [10, Section 2.3.5]). We now provide an example to see the theorem in action. Example 3.9. As a simple example, consider the case q = 5 and S = {f, g} with f = x 2 − 2 and g = (x − 1) 2 − 3.
We first construct the automaton N . Since p ≡ 1 mod 4, we can identify the nodes [a] and {a}. Note that we have removed the node {0} since it is not reachable from I. The result is seen in Figure 1 . After performing the transformation described in the proof of Theorem 3.8 and cutting out all unreachable states, we end up with the simple partial automaton M in Figure 2 . This shows that the irreducible compositions of f and g are precisely those of the form f n , f n g, f n g 2 and f n g 2 f for n ≥ 0. Here, multiplication means composition. Figure 2 . The automaton M accepting I for Example 3.9. All states are accepting.
Using the machinery we developed in the rest of the paper, we describe an infinite set of primes of F q [x] having a finite regular structure. Theorem 3.10. Let F q be a finite field of characteristic different from 2. The set of irreducible polynomials having coefficients in F q which can be written as a nonempty composition of degree 2 polynomials can be partitioned into a finite disjoint union a∈Fq L a in such a way that each L a is in natural bijection with the words of a regular language L, which is independent of a. In particular, the set of such irreducible polynomials has a finite regular expression in terms of the elementary operations ∪, ·, * .
Proof. Let D be the set of irreducible polynomials in F q [x] that can be written as nonempty composition of degree 2 polynomials. Let S = {x 2 − b} b∈Fq . By Proposition 2.3, C S is isomorphic to S * , so it is naturally embedded in F q [x] . Apply now Theorem 3.8 to obtain the regular language of irreducible polynomials I generated by S, and let
It is easy to observe that for any polynomial f ∈ D, there exists a ∈ F q such that f (x − a) can be written as an element of
the final result will follow immediately. We argue by induction on the length of the words in L (i.e. the degree of the polynomials). Let a, b ∈ F q with a = b such that there exist two words v, w ∈ L of minimal length ℓ such that ψ a (v) = ψ b (w). If ℓ = 1, this is clearly impossible, so let us assume ℓ > 1. We can write f (v ′ (x + a)) = g(w ′ (x + b)) for some f, g ∈ S and v ′ , w ′ suffixes of v and w respectively. Therefore, for some k, j ∈ F q we have
Since v ′ , w ′ are monic and the characteristic of F q is different from 2, then the degree of the polynomial (v ′ (x + a) + w ′ (x + b)) is greater than or equal to 2. This forces both k = j and (v ′ (x + a) − w ′ (x + b)) = 0, which contradicts the minimality of ℓ.
Example 3.11. For an example demonstrating Theorem 3.10, take q = 3 and S = {f, g, h} with f = x 2 , g = x 2 − 1, h = x 2 − 2. From Proposition 2.3, C S is free and isomorphic to S * . Applying the construction, we get the automaton shown in Figure 3 . We see that the irreducible polynomials in C S are exactly x, h, hgf n for n ≥ 0, and h 2 k for k ∈ C S arbitrary (possibly the identity). Applying Theorem 3.10, it follows that the set of irreducible polynomials in F 3 [x] that can be written as a nonempty composition of degree 2 polynomials is precisely
Irreducible compositions over local fields
In this final section, we will show how the results of the previous sections can be lifted, under some additional hypothesis, to polynomials over local fields. Let K be a non-archimedean local field with finite residue field F q of odd characteristic. Let O K be its ring of integers and ̟ be a uniformizer. We will denote by · the reduction
. Let us start by recalling the following lemma, which we state in a weaker form, sufficient for our purposes.
Lemma 4.1. Let L be any field and let f, g ∈ L[x] be monic polynomials with
Proof. See [13, Lemma 2.6].
Proof. One direction is obvious, so let us assume that
we need to show that the following elements are not squares:
First, suppose that c t = 0 for some t ∈ {1, . . . , k}. This implies that f 1 has a root, and since by hypothesis the discriminant of f 1 is non-zero, by Hensel's lemma we can lift such a root to a root of f 1 . But then f 1 • · · · • f k is clearly reducible, which is a contradiction. Thus we can assume that c i = 0 for all i ∈ {1, . . . , k}. Now let t ∈ {1, . . . , k} be such that c t is a non-zero square. By Proposition 3.3, this implies that f 1 • · · · • f t is reducible. On the other hand, applying Lemma 4.1 recursively and using the definition of the c i 's we get that:
where u is an appropriate power of 2 (up to sign). This proves that ̟ ∤ disc(f 1 • · · · • f t ) and since f 1 •· · ·•f t is irreducible by hypothesis, it defines an unramified extension of K. It follows that f 1 • · · · • f t is irreducible (see for example [4, Chapter 7] ), giving a contradiction.
It is clear that the hypothesis that ̟ ∤ disc(f 1 ) is necessary for the claim to hold, since for example x 2 − ̟ is irreducible in K[x], while its reduction is reducible in
Given a finite set S ⊆ O K [x] of monic polynomials of degree two with unitary discriminant, Theorem 4.2 shows that irreducible compositions of the elements of S correspond bijectively to irreducible compositions of the elements of S ⊆ F q [x] . Therefore, if we consider S as an alphabet and I is the language of irreducible compositions of the elements of S, we deduce immediately the following corollary. Proof. It is enough to apply Theorem 3.8 to the language of irreducible compositions of the elements of S.
The above corollary essentially states that the theory we developed in the rest of the paper lifts entirely to local fields, at least in the case in which the elements in S have unitary discriminant. It would be interesting to understand what happens when this condition is not satisfied.
Further research
One of the natural questions arising from the results in the present paper is whether Theorem 3.10 can be generalised to higher degree polynomials. In fact any lift of such results to polynomials of degree three or more would be of great interest, in particular because the necessary and sufficient criterion by Boston and Jones [15] (and the subsequent results on the subject such as [1, 2, 6, 7, 9] ) only exists in degree two. In the context of local fields, another interesting issue arising from Theorem 4.2 of this paper is the following: how can one include singular polynomials in the generating set S? In fact, the condition on the discriminant seems to be essential. Another question arising from these results is whether it is possible to explicitly compute the generating function of the language of irreducible compositions just in terms of the coefficient of the generating polynomials (it is indeed possible to compute such function just in terms of the obtained automata, but this would drop most of the available information). In particular, it seems that the key ingredient to address this issue is to understand the structure of the finite submonoid of maps from F q to F q which can be written as composition of degree two polynomials. More in general, many of the questions and constructions which were related just to the compositions of a single polynomial, now seem to naturally arise in this more general context, were the rigidity of finite automata theory provides assistance.
