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CUSPIDAL CURVES AND HEEGAARD FLOER HOMOLOGY
JO´ZSEF BODNA´R, DANIELE CELORIA, MARCO GOLLA
Abstract. We give bounds on the gap functions of the singularities of a cuspi-
dal plane curve of arbitrary genus, generalising recent work of Borodzik and Liv-
ingston. We apply these inequalities to unicuspidal curves whose singularity has
one Puiseux pair: we prove two identities tying the parameters of the singularity,
the genus, and the degree of the curve; we improve on some degree-multiplicity as-
ymptotic inequalities; finally, we prove some finiteness results, we construct infinite
families of examples, and in some cases we give an almost complete classification.
1. Introduction
A curve C ⊂ CP2 is cuspidal if each singular point admits a neighbourhood U
such that the intersection of the curve C and the boundary of U is connected. That
is to say, this intersection, called the link of the singularity, is a knot.
Our focus will be on unicuspidal curves, that is, cuspidal curves with only one sin-
gular point. Recently, Borodzik and Livingston studied the rational case, i.e. when
the resolution of C is a sphere, and obtained a strong constraint on some coefficients
of the Alexander polynomials of the link of the singularity [3], proving a conjecture
of Ferna´ndez de Bobadilla, Luengo, Melle-Hernandez and Ne´methi [4].
We extend their result to prove an analogous result for arbitrary unicuspidal
curves.
Theorem 1.1. Suppose C is a cuspidal curve of degree d and genus g with one
singular point; let I be the gap function associated to the singularity. Then for every
−1 ≤ j ≤ d− 2 and every 0 ≤ k ≤ g integers we have:
k − g ≤ Ijd+1−2k − (d− j − 2)(d− j − 1)
2
≤ k.
There is a generalisation for curves with more cusps, stated as Theorem 5.3 below.
We then turn to the numerical study of 1-unicuspidal curves, i.e. curves with one
cusp singularity that has only one Puiseux pair (that is, its link is a torus knot
rather than an iterated torus knot).
Theorem 1.2. Fix a positive integer g ≥ 1. Let C be a 1-unicuspidal curve of genus
g and degree d whose singularity is of type (a, b). Then, if d is sufficiently large,
(1.1) a+ b = 3d
or, equivalently,
(1.2)
(
7b− 2a
3
)2
− 5b2 = 4(2g − 1).
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Theorem 1.2 imposes strong restrictions on pairs (a, b) that can be realised as
Puiseux pairs of the singularity of a plane unicuspidal curve of genus g, in the spirit
of [5]. In particular, we obtain the following two corollaries.
Corollary 1.3. For all genera g with g ≡ 2 (mod 5) or g ≡ 4 (mod 5) there are
only finitely many 1-unicuspidal, genus-g curves up to equisingularity.
The second corollary is a degree-multiplicity inequality in the spirit of Matsuoka–
Sakai [9] and Orevkov [12]. For convenience let φ denote the golden ratio φ = 1+
√
5
2
.
Corollary 1.4. Let g ≥ 1. Then there exists a constant c such that
φ2a− c < d < φ2a+ c
for every 1-unicuspidal genus-g curve of degree d with Puiseux pair (a, b).
Remark 1.5. The case g = 0 is excluded in Theorem 1.2: singularities of 1-unicuspidal
rational curves have been classified in [5], and the result does not hold in this case.
However, applying Theorem 1.1 (which, as pointed out above, is the main theorem
of [3]) we can recover the four infinite families of singularities obtained in [5] (see
Remarks 6.11 and 6.18).
The proof of Theorem 1.2 relies almost exclusively on Theorem 1.1, except when
g = 1. In that case, Theorem 1.1 alone cannot exclude the family (a, b) = (l, 9l+ 1)
with d = 3l (Case VII in the proof of Proposition 6.2). This family can be excluded
using an inequality due to Orevkov [12], as pointed out by Borodzik, Hedden and
Livingston [2] (see also Remark 1.8 below).
Remark 1.6. Corollary 1.4 in particular shows that an analogue of Orevkov’s as-
ymptotic inequality between the multiplicity and the degree holds true for any fixed
genus g in the special case of 1-unicuspidal curves. Even more surprisingly, in the 1-
unicuspidal case, for any fixed genus g ≥ 1 an asymptotic inequality in the opposite
direction holds as well.
Finally, we construct an infinite family of 1-unicuspidal curves for each triangular
genus. We set up some notation first. Given an integer k, denote with (Lkn)n∈Z
the Lucas sequence defined by the data Lk0 = k − 1, Lk1 = 1 and the recurrence
Lkn+1 = L
k
n+L
k
n−1. Notice that n varies among integers rather than positive integers.
It is easy to check that for every i ≥ 2 the pair (a, b) = (Lk4i−3, Lk4i+1) is a solution
of (1.2) if g = k(k − 1)/2. In this case, the degree is d = Lk4i−1. Also, for j ≥ 1
the pair (a, b) = (−Lk−4j+1,−Lk−4j−3) is a solution of (1.2) if g = k(k − 1)/2. In this
case, the degree is d = −Lk−4j−1.
Theorem 1.7. Let k ≥ 2 be an integer, and define g = k(k − 1)/2. For each i ≥ 2
there exists a unicuspidal projective plane curve of genus g and degree d = Lk4i−1 such
that the singularity has one Puiseux pair (a, b) = (Lk4i−3, L
k
4i+1). Similarly, for each
j ≥ 1 there exists a unicuspidal projective plane curve of genus g and degree d =
−Lk−4j−1 such that the singularity has one Puiseux pair (a, b) = (−Lk−4j+1,−Lk−4j−3).
Moreover, if k ≡ 2 (mod 3) and 2g − 1 is a power of a prime, then any 1-
unicuspidal curve of genus g and sufficiently large degree has one of the singularities
listed above.
Remark 1.8. Upon finishing this manuscript, we learned that Theorem 1.1 was inde-
pendently proved by Maciej Borodzik, Matthew Hedden and Charles Livingston [2].
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The applications they have, however, are different: they classify singular curves of
genus 1 having degree larger than 33 and one cusp with one Puiseux pair.
Organisation of the paper. In Section 2 we recall some notation regarding com-
plex plane curves and their singularities; in Section 3 we review the topological
setup, and in Section 4 we review some necessary background in Heegaard Floer
homology and work out some auxiliary computations. Section 5 is devoted to the
proof of Theorem 1.1, while Theorem 1.2, Corollaries 1.3 and 1.4 are proved in Sec-
tion 6. Section 7 is a short trip in number theory, where we study the solutions of
Equation (1.2). Finally, we prove Theorem 1.7 and give some examples in Section 8.
Acknowledgements. We would like to thank: the referee, for many helpful com-
ments and suggestions; Paolo Lisca, Andra´s Ne´methi, and Andra´s Stipsicz for inter-
esting conversations; Gabriele Dalla Torre for useful comments on Section 7. The
first author is supported by ERC grant LDTBud at MTA Alfre´d Re´nyi Institute of
Mathematics. The second author is supported by the PhD school of the University
of Florence. The third author has been supported by the EU Advanced Grant LDT-
Bud, a CAST Exchange Grant, the PRIN–MIUR research project 2010–11 “Varieta`
reali e complesse: geometria, topologia e analisi armonica”, and the FIRB research
project “Topologia e geometria di varieta` in bassa dimensione”.
2. Plane curves
The discussion in this section closely follows [3, Section 2]; we also refer the reader
to the classical books [10, 20] for further information.
Recall that the zero-set of a nonzero homogeneous polynomial f ∈ C[x, y, z] of
degree d gives rise to a plane curve C = V (f) ⊂ CP2; we call d the degree of the
curve C. The set where the gradient of f vanishes along C is called the singular set,
which is a discrete set provided f does not have multiple components.
Consider a small ball B centered at a singular point p ∈ C. The link of C at p
is the isotopy class of the intersection ∂B ∩ C, that is the isotopy class of a link
in S3. We say that p is a cusp if such intersection is connected. In this case, the
intersection is a nontrivial knot K, and the Milnor number 2δ of the singularity is
twice the Seifert genus of K, i.e. δ = g(K).
A curve is called cuspidal if all of its singular points are cusps. A cuspidal curve
is homeomorphic to a topological surface of genus g. Recall that the degree-genus
formula yields
∑
i δi + g =
(d−1)(d−2)
2
(see, for example, [1, Section II.11]).
Given a singular point p, we consider the set Γ ⊂ Z defined as follows: Γ is the
set of local multiplicities of intersections of germs of complex curves with C at p.
It is easy to see that Γ is closed under addition and contains 0, and is called the
semigroup of the singularity. We denote with G = Z \ Γ the set of gaps of the
semigroup Γ.
Associated to the semigroup Γ are the semigroup counting function R : Z → Z
and the gap counting function I : Z→ Z, defined by
Rm = #(Γ ∩ (−∞,m− 1]),
Im = #(G ∩ [m,+∞)).
For example, for every singularity we have that R1 = 1 and I0 = δ. Moreover, it is
always the case that maxG = 2δ − 1, so that Im = 0 if m ≥ 2δ and R2δ = δ.
Later we will also use the notation I(m) instead of Im for convenience.
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Recall from [3, Lemma 6.2] that we have
(2.1) Rm = m− δ + Im,
as a corollary of the symmetry property of the semigroup.
Every germ of a curve singularity can be parametrised, in an appropriate chart,
by a function t 7→ (ta, tb1 + · · · + tbm), where 1 < a < b1 < · · · < bm are positive
integers such that gcd(a, b1, . . . , bk) does not divide bk+1 for every 0 ≤ k ≤ m − 1
and gcd(a, b1, . . . , bm) = 1. We will say that the singularity has one Puiseux pair if
m = 1, and we will say that the singular point is of type (a, b).
Example 2.1. When the singularity is of type (a, b) the link of the singularity is
isotopic to a torus knot T (a, b). The semigroup of the singularity in this case is
generated by a and b: these are the multiplicities of intersection of C with the
coordinate planes in the chart given above, where C is defined by the equation
ya − xb = 0. Accordingly, δ = (a− 1)(b− 1)/2.
3. Topology
Let C ⊂ CP2 be a cuspidal curve of degree d and genus g, and let p1, . . . , pn be
its singular points. We want to give a handle decomposition of a regular neighbour-
hood NC of C and a description of the algebraic topology of its complement −WC ,
i.e. WC = −(CP2 \ IntNC). This will in turn give a surgery description for the
boundary YC of WC : YC = ∂NC = ∂WC .
For each i fix a small 4-ball neighourhood Bi of pi in CP2. The intersection ∂Bi∩C
is isotopic to the link Ki of the singular point pi; denote with 2δi its Milnor number.
Now fix a regular 3-ball neighbourhood Di ⊂ ∂Bi of a point of Ki for each i, so
that Di ∩Ki is an unknotted arc in Di. Fix another regular 3-ball neighbourhood
D ⊂ ∂B1 \D1 of a point of K1 that intersects K1 in an unknotted arc. Finally, fix a
topological handle decomposition of C with the following properties (see Figure 3.1):
• there are only n 0-handles Bi ∩ C and one 2-handle;
• there are 2g 1-handles, whose feet q1, q′1, . . . , q2g, q′2g land in K1 ∩D;
• the order of the points qi, q′i along the arcK1∩D is q1, q2, q′1, q′2, . . . q2g−1, q2g, q′2g−1, q′2g;
• there are n− 1 1-handles whose feet land in the union of the discs Di.
Now, fix a regular neighbourhood U of the union of the balls Bi and the cores
of the 1-handles of the decomposition in CP2. Notice that U is a 4-dimensional
1-handlebody, and therefore ∂U is diffeomorphic to #2gS1 × S2.
Denote with KC the connected sum of the knots Ki, KC = K1# . . .#Kn, and
with δ its Seifert genus, which is equal to
∑
δi.
Lemma 3.1. The 4-manifold NC is obtained from U by attaching a single 2-handle
along the connected sum of KC ⊂ S3 and the Borromean knot KB in #2gS1 × S2
(described below), with framing d2.
The Borromean knot KB in #
2gS1 × S2 is the boundary of the surface F × {∗}
inside (a smoothing of) the boundary of F × D2, where F is the compact, once
punctured surface of genus g and ∗ is a point on ∂D2. It is described by the Kirby
diagram of Figure 3.2.
Proof. Call S, S1, . . . Sn the boundaries of the 3-balls D,D1, . . . , Dn respectively;
these are n + 1 2-spheres in the 3-manifold ∂U . S, S2, . . . , Sn separate ∂U into
several pieces: n 3-balls ∂Bi \Di; a punctured #2gS1×S2; a piece that retracts onto
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D
D1
B2
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B3
D3
Figure 3.1. A schematic picture of the 0- and 1-handles of the handle
decompositions of C and U of Section 3. It represents the case of a
genus-1 curve with three cusps.
︸ ︷︷ ︸
g
KB
Figure 3.2. A Kirby diagram for the Borromean knot in #2gS1 × S2.
∂B1 \ (D ∪D1), which is homeomorphic to S2 × [0, 1]. Moreover, C ∩ ∂U intersects
each of the spheres S, S1, . . . Sn in two points, therefore exhibiting a decomposition
of the attaching curve of the 2-handle as a connected sums of knots K1, . . . Kn in
∂B1, . . . , ∂Bn and a knot K
′ in #2gS1 × S2.
By definition, each knot Ki is the link of the singularity of C at pi. The knot K
′
is easily seen to be the Borromean knot. In fact, K ′ is the boundary of C \B, which
is a once punctured surface of genus g, and a neighbourhood of C \B inside CP2 is
diffeomorphic to (C \B)×D2.
The framing is determined by the self-intersection of a surface which is homologous
to C, hence it is d2. 
Lemma 3.2. The 3-manifold YC has H1(YC ;Z) = Z/d2Z ⊕ Z2g. The 4-manifold
WC has b
±
2 (WC) = 0, b2(WC) = 2g and H1(WC ;Z) = Z/dZ.
In what follows, we will write H∗(−) instead of H∗(−;Z).
Proof. The 3-manifold YC is obtained as d
2-surgery along a nullhomologous knot in
#2gS1 × S2, therefore its first homology is Z/d2Z⊕ Z2g.
Let us now apply the Mayer–Vietoris long exact sequence to the decomposition
of CP2 into NC and −WC .
Since NC retracts onto C, H∗(NC) = H∗(C) and the map H2(NC) → H2(CP2)
induced by the inclusion is multiplication by d, where we identify H2(NC) with Z
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by mapping [C] to 1, and we identify H2(CP2) with Z by mapping the hyperplane
class H to 1.
Also, notice that every smooth representative of a class in H2(WC) is disjoint
from C, therefore it intersects H trivially: it follows that the inclusion WC ↪→ CP2
induces the trivial map H2(WC)→ H2(CP2) and that b±2 (WC) = 0.
From the Mayer–Vietoris long exact sequence we get the following exact sequences:
0→ H4(CP2)→ H3(YC)→ H3(NC)⊕H3(WC)→ H3(CP2) = 0
0→ H2(YC)→ H2(NC)⊕H2(WC)→ H2(CP2)→ L→ 0
0→ L→ H1(YC)→ H1(NC)⊕H1(WC)→ H1(CP2) = 0
where L is the cokernel of the map H2(NC) ⊕H2(WC) → H2(CP2). From the first
line we deduce that H3(WC) = 0.
The remarks on the maps H2(NC) → H2(CP2) and H2(WC) → H2(CP2) show
that the inclusion YC ↪→ WC induces an isomorphism H2(YC) → H2(WC) and that
L = Z/dZ. In particular, b2(WC) = 2g. More precisely, we can see that H2(WC) is
generated by embedded tori (of square 0, called rim tori), each of which projects
onto an essential curve in C under the projection NC → C.
Finally, the map H1(YC)→ H1(NC) restricts to an isomorphism on the free part
of H1(YC); let T ⊂ H1(YC) be the torsion subgroup; we have another exact sequence:
0→ L→ T → H1(WC)→ 0
from which the last claim follows. 
The following lemma deals with the extension of spinc structures from YC to WC .
The proof of [3, Lemma 3.1] applies verbatim here, and we refer the reader to it.
Lemma 3.3. The spinc structure sm on YC extends to WC if and only if m = kd,
where k ∈ [−d/2, d/2] is an integer if d is odd, and a half-integer if d is even.
4. Heegaard Floer homology
Let us consider a closed, oriented spinc 3-manifold (Y, t) such that c1(t) is torsion in
H2(Y ;Z): we call this a torsion spinc 3-manifold. Let H denote H1(Y ;Z) modulo
its torsion subgroup: Ozsva´th and Szabo´ associate to such a pair two Q-graded∧∗H⊗F[U ]-modules, HF∞(Y, t) andHF+(Y, t), called the Heegaard Floer homology
groups of (Y, t) [16, 15, 13]. Here F is the field with two elements F = Z/2Z.
The pair (Y, t) is said to have standard HF∞ if
HF∞(Y, t) =
∧∗H1(Y ;Z)⊗ F[U,U−1]
where the action by H on the right-hand side is given by contraction.
There is a canonical map pi : HF∞(Y, t)→ HF+(Y, t), and we say that an element
of HF+(Y, t) is nontorsion if it is in the image of pi. The map pi allows us to associate
two numbers to a torsion spinc 3-manifold with standard HF∞.
Definition 4.1. The correction term d(Y, t) of a torsion spinc 3-manifold (Y, t) is
the minimal degree of an element in im(pi).
The bottom-most correction term db(Y, t) of (Y, t) is the minimal degree of an
element in pi(KH), where KH is the kernel of the action by H on HF
∞(Y, t).
The following theorem is due to Ozsva´th and Szabo´.
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Theorem 4.2 ([13, Theorem 9.15]). If (W, s) is a spinc 4-manifold with boundary
(Y, t), then under the following hypotheses:
• W is negative semidefinite;
• the restriction map H1(W ;Z)→ H1(Y ;Z) is trivial;
• c1(t) is torsion;
• (Y, t) has standard HF∞;
the following inequality holds:
(4.1) c21(s) + b
−
2 (W ) ≤ 4db(Y, t) + 2b1(Y ).
We want to apply the inequality above to WC and its boundary YC from the
previous section.
Lemma 4.3. YC and −YC have standard HF∞ in their torsion spinc structures.
Proof. The 3-manifold −YC is obtained from #2gS1×S2, which has standard HF∞
in its torsion spinc structure, by a negative surgery along the nullhomologous knot
KC#KB.
Hence [13, Proposition 9.4] shows that −YC has standard HF∞, and [15, Propo-
sition 2.5] implies that YC has standard HF
∞, too. 
Since HF∞(YC , t) is standard for any torsion spinc structure t, the bottom-most
correction terms db(YC , t) are defined. We index the torsion spin
c structures on YC
by elements in Z/d2Z in the following way (see also [17, Section 2]).
Let Z denote the surgery cobordism from #2gS1 × S2 to YC , and denote with A
the class of H2(Z) represented by a Seifert surface for KC#KB, capped off with the
core of the 2-handle. For every integer i there is a unique spinc structure si on Z
such that:
• the restriction of si to ∂−Z = #2gS1×S2 is the unique torsion spinc structure
on #2gS1 × S2;
• 〈c1(si), A〉 = d2 + 2i.
We denote with ti the restriction of si to ∂+Z = YC , and note that ti = ti+d2 ,
therefore the Z-labelling descends to a labelling of Spinc(YC) by Z/d2Z (see [17,
Section 2.4]).
We introduce some more notation. Given a knot K in S3, we associate to it a
family of integers {Vm(K)}m≥0 defined as follows [11, 19]. For every fixed m ≥ 0,
the quantity
d(S3N(K), tm) +
N − (2m−N)2
4N
is independent of N when N > 2g(K), and we define Vm(K) as
Vm(K) = −1
2
(
d(S3N(K), tm) +
N − (2m−N)2
4N
)
for any such N . Here the labelling of spinc structures on S3N(K) is the one induced
by the surgery cobordisms along K, as above. While we do not need it in what
follows, we remark here that the summand −N−(2m−N)2
4N
is the correction term of
the lens space L(N,−1) in the spinc structure tm, with the labelling induced by the
surgery cobordism associated to +N -surgery along the unknot in S3, as above.
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Proposition 4.4. Using the notation and the constants from the previous section,
we can compute the bottom-most correction terms of ±YC:
db(YC , tm) = min
0≤k≤g
{2k − g − 2Vm+g−2k(KC)} − d−(m),
db(−YC , tm) = min
0≤k≤g
{2m− 2k + g + 2Vm+g−2k(KC)}+ d+(m),
where d±(m) =
d2 − (2m± d2)2
4d2
.
Let us recall some definitions and results from [14, Section 4].
Consider a nullhomologous knot K in a closed 3-manifold Y , and let C(K) =
CFK∞(K) denote its knot Floer homology complex.
For every integer m, we have two quotients of C(K):
• The subset C(K){max(i, j − m) < 0} is a subcomplex of C(K), and we
denote the corresponding quotient by Cbm(K), and the quotient map C(K)→
Cbm(K) by pi
b
m; C
b
m(K) is called the big complex;
• the subset C(K){min(i, j − m) < 0} is a subcomplex of C(K), and we
denote the corresponding quotient by Csm(K), and the quotient map C(K)→
Csm(K) by pi
s
m; C
s
m(K) is called the small complex.
Graphically, the big complex corresponds to the three “non-negative” quadrants
with vertex in (0,m), and the small complex corresponds to the “positive” quadrant
with vertex in (0,m).
It is proven in [18] and [14, Section 4] that, for every N > 2g(K), the complexes
Cbm(K) and C
s
m(K) compute the Floer homology of (YN(K), tm) and (Y−N(K), tm)
respectively, with a degree shift (see in particular [14, Corollary 4.2 and Remark
4.3]). Namely,
HF+
∗−N−(2m−N)2
4N
(YN(K), tm) ' H∗(Cbm(K))(4.2)
HF+
∗+N−(2m+N)2
4N
(Y−N(K), tm) ' H∗(Csm(K))(4.3)
Moreover, this isomorphism respects the action ofH1(Y ;Z)/Torsion = H1(YN(K);Z)/Torsion:
this is implicit in the statement of [14, Theorem 4.4], and it follows from the equiv-
ariance of cobordism maps associated to nonzero surgeries along nullhomologous
knots under the H1-action.
We pause here to state and prove the following lemma. In what follows, given a
knot K we denote with m(K) its mirror. We also denote with 2V ′m(K) the minimal
degree of an element in H∗(Csm(K)) that is nontorsion.
Lemma 4.5. For every m ≥ 0, V ′m(m(K)) = Vm(K) +m.
Proof. Given an integer m and a sufficiently large N , Equation (4.3) asserts that the
complex Csm(m(K)) computes the Heegaard Floer homology of S
3
−N(m(K)), with a
degree shift by N−(2m+N)
2
4N
.
More precisely, the minimal degree 2V ′m(m(K)) of a nontorsion element inH∗(C
s
m(m(K)))
is d(S3−d2(m(K)), tm)− N−(2m+N)
2
4N
. On the other hand, correction terms of rational
homology spheres change sign when reversing the orientation [13, Proposition 4.2],
so we have
−2Vm(K)−N−(2m−N)24N = d(S3N(K), tm) = −d(S3−N(m(K)), tm) = −2V ′m(m(K))−N−(2m+N)
2
4N
,
from which the lemma follows. 
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We are going to apply the surgery formulae to (Y,K) = (S3, KC)#(#
2gS1 ×
S2, KB) and its mirror; indeed, the 3-manifold YC is obtained as +d
2-surgery along
K, while −YC is obtained as −d2-surgery along m(K).
Also, the knot Floer homology of KB as an H1(#
2gS1 × S2;Z)-module has been
computed in [14, Proposition 9.2].
Identify H1(#
2gS1 × S2;Z) with H1(Σ;Z), where Σ is a closed genus-g surface.
Endow the module
C(KB) = Z[U,U−1]⊗Z
∧∗H1(Σ;Z)
with the trivial differential; define the Alexander and Maslov gradings on C(KB) so
that the summand U−i⊗Λg−i+jH1(Σ;Z) is homogeneous of Alexander degree j and
Maslov degree i + j. Ozsva´th and Szabo´ prove that C(KB) is quasi-isomorphic to
CFK∞(KB).
The action of an element γ ∈ H1(Σ;Z) on C(KB) is the following:
γ · (Un ⊗ ω) = Un ⊗ ιγω + Un+1 ⊗ (PD(γ) ∧ ω).
where ιγ denotes contraction.
An easy check shows that the kernel of the action of H1(Σ;Z) is generated over
Z[U,U−1] by the element x =
∏
(1 +U ⊗ ai∧ bi), where {ai, bi} is a symplectic basis
of H1(Σ;Z). Notice that each of the summands xI =
∧
i∈I⊂{1,..,g} ai∧bi appears with
nonzero coefficient in x, and that each chain xk =
∑
#I=k xI lives in the summand
C(KB){0,−g + 2k}.
We are now ready to prove Proposition 4.4.
Proof of Proposition 4.4. Notice that d2 is larger than 2δ+ 2g = 2g(KC) + 2g, since
it follows from the degree-genus formula that 2g+ 2δ = d2− 3d+ 2 and the latter is
smaller than d2 for every d ≥ 1. In particular, since g(K) = g(KC) + g, d2 > 2g(K),
equation (4.2) applies.
We are interested in the kernel of the H1-action on the big complex C
b
m(K) and
the small complex Csm(m(K)).
By the Ku¨nneth formula for knot Floer homology [14, Theorem 7.1], C(K) =
C(KC) ⊗ C(KB). Any element in C(KC) ⊗ 〈x〉 lies in the kernel of the action of
H1(Σ;Z), since H1(Σ;Z) only acts on C(KB). Moreover, since the differential on
C(KB) is trivial, a chain y ⊗ z ∈ C(K) is a cycle (respectively, a boundary) if and
only if y is a cycle (resp., a boundary).
We start with proving the first equality.
Notice that C(KC)⊗〈xk〉 is a subcomplex of C(K) which is isomorphic, as a graded
module, to C(KC), with the degree shifted by 2k−g; it follows that pibm(C(KC)⊗〈xk〉)
is isomorphic, as a graded complex, to Cbm+g−2k(KC).
Hence, the minimal degree of elements in the image of (pibm)∗ : H∗(C(KC)⊗〈xk〉)→
H∗(pibm(C(KC)⊗ 〈xk〉)) is 2k − g − 2Vm+g−2k(KC).
Recall now that db(YC , tm) is defined as the minimal degree in the image of the
kernel of the H1-action under (pi
b
m)∗, together with the degree shift given by (4.2).
Here the kernel is H∗(C(KC) ⊗ 〈x〉), and the minimal degree in its image under
(pibm)∗ is the minimal degree in the image of H∗(C(KC)⊗〈xk〉) as k varies from 0 to
g.
In particular, since the framing is N = d2, it follows from (4.2) that
db(YC , tm) = min
0≤k≤g
{2k − g − 2Vm+g−2k(KC)} − d
2 − (2m− d2)2
4d2
,
10 JO´ZSEF BODNA´R, DANIELE CELORIA, MARCO GOLLA
as desired.
We now turn to the second equality. Recall that we denoted with 2V ′m(m(KC)) the
minimal degree of a nontorsion element in H∗(Csm(m(KC))), and that we computed
in Lemma 4.5 that V ′m(m(KC)) = Vm(KC) + m. Moreover, since d
2 > 2g(K),
equation (4.3) applies.
Since KB is amphicheiral, m(K) is the connected sum of m(KC) and KB, and the
Ku¨nneth principle for knot Floer homology gives us a quasi-isomorphism C(m(K)) '
C(m(KC))⊗C(KB). Similarly as for the big complex above, observe that pism(C(m(KC))⊗
〈xk〉) is a subcomplex isomorphic to Csm+g−2k(m(KC)), up to a degree shift by g−2k.
Thus, the minimal degree of a nontorsion element in H∗(pism(C(m(KC)) ⊗ 〈xk〉)) is
2V ′m+g−2k(m(KC))+g−2k. As above, the minimal degree in the image of the kernel
of the H1-action is now obtained by minimising this quantity when k runs between
0 and g, and the second equality follows from (4.3). 
5. Proof of Theorem 1.1
Recall from Equation (2.1) and from [3, Propositions 4.4 and 4.6] the connection
between the following functions associated to the link of a singularity: the gap
function I, the semigroup-counting function R, and the function V that computes
the correction terms for positive surgeries. Here we suppress the singularity from
the notation and we write I(m), R(m), V (m) instead of Im, Rm, Vm.
For every integer m ≥ δ, we have
(5.1) V (m− δ) = I(m) = R(m) + δ −m
where 2δ is the Milnor number of the singularity.
Borodzik and Livingston explained in [3] what happens when there are more
singular points, i.e. when the knot KC is a connected sum of links of singularities.
Definition 5.1 ([3, Equation (5.3)]). Given two functions I, I ′ : Z → Z bounded
from below, we denote with I  I ′ the infimum convolution of I and I ′:
(I  I ′)(s) = min
m∈Z
I(m) + I ′(s−m).
The property of the infimum convolution that is most relevant to us is the following
refinement of the relation (5.1) above.
Lemma 5.2 ([3, Proposition 5.6]). Let I1, . . . , In be the gap functions associated to
the links K1, . . . , Kn of n cuspidal singularities. Let K = #iKi and δ =
∑
δi, where
2δi is the Milnor number of Ki. Finally, let V be the function that computes the
correction terms associated to K. Then
V (m) = (I1  · · ·  In)(m+ δ).
The following theorem is a generalisation of Theorem 1.1 for arbitrary cuspidal
curves; the statement reduces to Theorem 1.1 by setting n = 1.
Theorem 5.3. Let C be a genus-g curve of degree d with n cusps, and let I1, . . . , In
be the gap counting functions associated to its singularities. Then for every −1 ≤
j ≤ d− 2 and for every 0 ≤ k ≤ g we have
k − g ≤ (I1  · · ·  In)(jd+ 1− 2k)− (d− j − 2)(d− j − 1)
2
≤ k.
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Proof. Notice that both WC and −WC fulfil the hypotheses of Theorem 4.2: in fact,
Lemma 3.2 asserts that b±2 (WC) = 0, so bothWC and−WC are negative semidefinite;
moreover, by Lemma 3.2 and the universal coefficient theorem, H1(WC ;Z) is trivial,
so the restriction map H1(WC ;Z)→ H1(YC ;Z) is trivial; HF∞(−YC ; t) is standard
in any torsion spinc structure t, thanks to Lemma 4.3.
Notice that the image of the restriction map Spinc(WC) → Spinc(YC) contains
exactly d torsion spinc structures. If d is even, these are labelled by hd where h ∈
[−d/2, d/2] is a half-integer; if d is odd, they are labelled by hd where h ∈ [−d/2, d/2]
is an integer. Let us call sh any spin
c structure on WC that restricts to thd on YC .
Finally, let us observe that when m = hd we have
d±(hd) =
d2 − (2hd± d2)2
4d2
=
1− (2h± d)2
4
.
We now apply Theorem 4.2 to (WC , sh) and its boundary (YC , thd); let V (m) =
Vm(KC).
The left-hand side of the inequality (4.1) vanishes, since b±2 (WC) = 0; also,
b1(YC) = 2g, therefore we get:
(5.2) 0 ≤ g + min
0≤k≤g
{2k − g − 2V (hd+ g − 2k)} − 1− (d− 2h)
2
4
.
Applying it to −(WC , sh) and its boundary −(YC , thd) we get:
(5.3) 0 ≤ g + min
0≤k≤g
{g − 2k + 2hd+ 2V (hd+ g − 2k)}+ 1− (d+ 2h)
2
4
.
In particular, for every h, k in the relevant ranges we have:
k − g ≤ V (g − 2k + hd)− (d− 2h)
2 − 1
8
≤ k.
Rephrasing it in terms of the function I = I1  · · ·  In, we get:
k − g ≤ I((g + δ)− 2k + hd)− (d− 2h)
2 − 1
8
≤ k.
Since 2(g + δ) = (d− 1)(d− 2), the substitution j = h+ (d− 3)/2 yields
k − g ≤ I(jd+ 1− 2k)− (d− j − 2)(d− j − 1)
2
≤ k. 
Remark 5.4. As many of the examples and applications become more transparent in
the language of the semigroup counting function R introduced earlier, we rephrase
the inequalities in Theorem 1.1 as follows:
(5.4) 0 ≤ R(jd+ 1− 2k) + k − (j + 1)(j + 2)
2
≤ g
for every j = −1, 0, . . . , d− 2 and k = 0, . . . , g.
6. Unicuspidal curves with one Puiseux pair
In this section we fix a positive integer g and we restrict ourselves to unicuspidal
curves of genus g whose singularity has only one Puiseux pair (a, b) with a < b;
in this case, we say that the curve is (a, b)-unicuspidal. The degree-genus formula
specialises to the following identity:
(6.1) (d− 1)(d− 2) = (a− 1)(b− 1) + 2g.
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This also means that, once we fix g, the pair (a, b) determines uniquely the degree
d (unless g = 0 and a = 1, in which case we have no singularity).
Definition 6.1. We say that a pair (a, b) with a < b is a candidate (to be the
Puiseux pair of a unicuspidal genus g curve) if a and b are coprime and there is a
positive integer d such that the degree-genus formula (6.1) holds.
If the corresponding semigroup counting function R satisfies (5.4) with the given
genus g for all possible values of j and k, we say that the pair (a, b) is an admissible
candidate.
We are going to say that a certain property holds for almost all elements in a set
if there are finitely many elements for which it does not hold.
Theorem 1.2 is a consequence of the following two propositions. Recall that we
fixed the genus g ≥ 1 of the curves we consider.
Proposition 6.2. If g ≥ 1, then for almost all admissible candidates (a, b) the ratio
b/a lies in the interval (6, 7).
Proposition 6.3. If g ≥ 1, then for almost all admissible candidates (a, b) such
that b/a ∈ (6, 7) we have a+ b = 3d.
Remark 6.4. We note here that in the proof of Proposition 6.2 we use recent work
of Borodzik, Hedden and Livingston [2] to exclude the family (a, b) = (l, 9l + 1) in
the case g = 1.
Proof of Theorem 1.2. Combining the two propositions above, we get that almost
all admissible pairs (a, b) satisfy a + b = 3d. If we substitute 3d = a + b in the
degree-genus formula (6.1) we readily obtain Equation (1.2). 
We prove Proposition 6.2 in Subsection 6.1 and Proposition 6.3 in Subsection 6.2.
We now turn to the proof of the corollaries stated in the introduction.
Proof of Corollary 1.3. If g ≡ 2 or g ≡ 4 modulo 5, the congruence x2 ≡ 4(2g − 1)
(mod 5) has no solution, since 2 and 3 are not quadratic residues modulo 5. Hence
Equation (1.2) has no solution. 
We actually classify the genera g such that Equation (1.2) has a solution (a, b)
with a, b coprime. This is done in Section 7 below.
Proof of Corollary 1.4. Plugging the relation b = 3d − a into (6.1) we get that for
almost all pairs
(d− 1)(d− 2) = (a− 1)(3d− a− 1) + 2g.
Recall that a is the multiplicity of the singularity, i.e. the local intersection multiplic-
ity of the singular branch with a generic line through the singular point. Therefore,
due to Be´zout’s theorem, it can not be larger than d. So from the above equation
one can compute
a =
3d−√5d2 + 4(2g − 1)
2
and notice that φ2a− d is bounded for a ≥ 0, d ≥ 0. 
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6.1. The proof of Proposition 6.2. Before diving into the actual proof, we set
up some notation and some preliminaries.
We are going to denote with N the set of non-negative integers, N = {0, 1, . . . }.
Recall that the semigroup Γ ⊂ N associated to the singularity with Puiseux pair
(a, b) is generated by a and b: Γ = 〈a, b〉. For any positive integer n let us denote
by Γ(n) the n-th smallest element (with respect to the natural ordering of integers)
of the semigroup Γ; for example, Γ(1) is always 0 and Γ(2) is always a.
We introduce the notation ∆j for the triangular number
(j+1)(j+2)
2
. Setting k = 0
and using the lower bound in (5.4), for every j = 0, 1, . . . , d−2 we get the inequalities:
(?j) ∆j ≤ Rjd+1, or, equivalently, Γ(∆j) ≤ jd;
while setting k = g and using the upper bound, for every j = 0, 1, . . . , d− 2 we get:
(??j) Rjd+1−2g ≤ ∆j, or, equivalently, Γ(∆j + 1) > jd− 2g.
Every semigroup element can be expressed as ub + va for some non-negative
integers u and v. Writing Γ(∆j) = ub + va, (?j) reads ub/j + va/j ≤ d, and
substituting this into the degree-genus formula (6.1) we get:
(6.2) 2g + (a− 1)(b− 1) ≥
(
u
j
b+
v
j
a− 1
)(
u
j
b+
v
j
a− 2
)
.
Analogously, if we write Γ(∆j +1) = ub+va, (??j) reads ub/j+va/j > d−2g/j,
and substituting this into (6.1) we get:
(6.3) 2g + ab− a− b+ 1 <
(
u
j
b+
v
j
a+
2g − j
j
)(
u
j
b+
v
j
a+
2g − 2j
j
)
.
Equations (6.2) and (6.3) give a prescribed region for admissible candidate pairs
(a, b); since the two inequalities are quadratic in a and b, the boundary of such
regions is a conic, typically a hyperbola. We are interested in the equation of the
asymptotes of these hyperbolae, especially their slope. This motivates the following
definition.
Definition 6.5. We say that for a set P ⊂ N2 of pairs (a, b) the asymptotic inequal-
ity b
a
 α (respectively b
a
 α) holds, if there is a constant C such that b ≤ αa + C
(resp. b ≥ αa+ C) for almost all pairs in P. We say that b
a
≈ α if both b
a
 α and
b
a
 α.
Remark 6.6. In this language, the Matsuoka–Sakai inequality means that d/a  3
and Orevkov’s sharper result [12] means that d/a  φ2. Notice that these results
hold without any restrictions on the number of cusps and the Puiseux pairs: if we
let mp be the minimal positive element in the semigroup of the singularity at p, then
a is replaced with maxmp.
We now compute the slopes and equations of asymptotes of region boundaries
arising from (6.2) and (6.3).
Lemma 6.7. Fix real constants p, q, c1, c2, c3 such that 1 − 4pq > 0. If p 6= 0, let
λ± = (1− 2pq ±
√
1− 4pq)/2p2. Let D ⊂ R2 be defined by the inequality
(py + qx+ c1)(py + qx+ c2) ≤ (y − 1)(x− 1) + c3
and let ((an, bn))n≥1 be a sequence of pairs of non-negative integers an ≤ bn with
an →∞.
If almost all pairs (an, bn) belong to D then:
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• if p = 0, then bn/an  q2;
• if p 6= 0, then
λ−  bn
an
 λ+.
On the other hand, if almost all pairs (an, bn) do not belong to D, then:
• if p = 0, then bn/an  q2;
• if p 6= 0, then either
bn
an
 λ− or λ+  bn
an
,
in the sense that the pairs can be divided into two subsets such that for
the pairs in the first, resp. in the second subset the first, resp. the second
asymptotic inequality holds.
Proof. If p = 0, the conic has a vertical asymptote; the other asymptote is defined
by the equation (qx + c1)(qx + c2) = (y − 1)(x − 1) + c3 and has slope q2, from
which we immediately obtain that bn/an  q2 if almost all pairs (an, bn) are in D,
and bn/an  q2 if almost all pairs are outside D.
A similar argument applies when p 6= 0. In this case, both asymptotes are non-
vertical and their slopes are the solutions of the equation p2λ2 +(2pq−1)λ+ q2 = 0,
which are precisely λ±. The analysis of the two cases is straightforward. 
Remark 6.8. In some cases we will also need to compute (in terms of p, q, c1, c2, c3)
the largest constant Cl, respectively the smallest constant Cs, for which the following
property holds: for every ε > 0, for almost all pairs (a, b) satisfying the assumptions
of the lemma, the suitable combination of inequalities (depending on the actual
applicable statement of the lemma) of type
λ±a+ Cl − ε < b, resp. b < λ±a+ Cs + ε
holds. We will call such constants optimal. Rather than a priori computing the
explicit constant, we will do it only when needed. Observe that the optimal constant
is in fact the constant term in the normalized equation y = Ax+C of the line which
is the asymptote of the (relevant branch of the) hyperbola described by
(py + qx+ c1)(py + qx+ c2) = (y − 1)(x− 1) + c3.
We set out to prove that b/a lies in the interval (6, 7) for almost all admissible
candidates (a, b).
Lemma 6.9. For every M > 0 there are finitely many admissible candidates with
a < M .
Proof. Suppose that there are infinitely many admissible candidates with a < M .
Then for infinitely many candidates b > 3M > 3a holds. From Equation (6.1) it
follows that d > 3M + 2g for infinitely many candidates; if b > 3a, however, the
fourth semigroup element is 3a. By (??1), we get 3a > d− 2g > 3M , contradicting
the assumption a < M . 
We handle the problem in seven cases, depending on the integer part of b/a.
The general pattern of the proof in each case is the following. First, we choose an
appropriate j and we determine u and v such that Γ(∆j) = ub + va (respectively
Γ(∆j + 1) = ub + va). We then apply (?j) or (??j) to get a quadratic inequality of
type (6.2) or (6.3).
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Of course, we can apply (?j) and (??j) only when j ≤ d − 2, but since for any
bounded d there are only finitely many admissible candidates by the degree-genus
formula (6.1), any result obtained by applying (?j) or (??j) with j bounded will
be valid for almost all admissible candidates. We wish to emphasize here that the
actual upper bound for j may (and in many cases indeed will) depend on the fixed
genus g.
Finally, we apply Lemma 6.7 and Remark 6.8 to obtain from (6.2) and (6.3)
inequalities of the type
αa+ C1 − ε < b < βa+ C2 + ε,
valid for all but finitely many relevant admissible candidates for any choice of ε > 0.
In most of the cases, α and β will be rational. If needed, we repeat the above
process and choose new values of j to get better estimates, until we get estimates
with α = β, i.e. we arrive at a bound of type
ra+ C1 ≤ sb ≤ ra+ C2
with some constants r, s, C1, C2, where r and s are integers and C1 and C2 might
depend on g. That is, we have an asymptotic equality b/a ≈ r/s rather than two
asymptotic inequalities.
In this way, we reduce each case to a finite number of possible linear relations
between a and b, that is, relations of form ra+ C = sb with integral coefficients.
As soon as we have such a relation, we can ask the following question: is it possible
for a pair (a, b) satisfying this relation to be a candidate in the sense of Definiton 6.1?
Solving the degree-genus formula (6.1) as a quadratic equation in d, we see that there
is an integral solution for d if and only if 4(a − 1)(b − 1) + 8g + 1 = K2, where we
write K instead of (2d− 3). Plugging in the linear relation between a and b, we can
show that the equation has very few solutions.
We are now ready to prove Proposition 6.2. Recall that g ≥ 1 is an arbitrary
genus but it is fixed during the proof. Also, by Lemma 6.9, for any fixed bound on
a, there are at most finitely many admissible candidates (a, b) (with degree d) for a
genus g 1-unicuspidal curve singularity; likewise, by the degree-genus formula (6.1),
for any fixed bound on the degree d, there are at most finitely many admissible
candidates (a, b).
Proof of Proposition 6.2. Case I: 1 < b/a ≤ 2. Choose j = 1. Now b = Γ(∆1) =
Γ(3) and by (?1) we have b ≤ d, and Lemma 6.7 with Remark 6.8 implies b < a+1+ε
for any ε > 0 for almost all admissible candidates. So eventually b = a+1 for almost
all admissible pairs (that is, b/a ≈ 12). Plugging into the degree-genus formula (6.1)
we obtain
4(a− 1)a+ 8g + 1 = K2 ⇔ (2a− 1)2 + 8g = K2
and this is possible for infinitely many a only if g = 0.
Case II: 2 < b/a ≤ 4. Choose j = 1, and observe that 2a = Γ(∆1). By (?1),
2a ≤ d, so by Lemma 6.7 and Remark 6.8 4a− 1− ε < b, so b = 4a− 1 for almost
all admissible pairs (b/a ≈ 22).
4(a− 1)(4a− 2) + 8g + 1 = K2 ⇔ (4a− 3)2 + 8g = K2,
and this equation has infinitely many solutions only if g = 0.
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Case III: 4 < b/a ≤ 5. Choose j = 2 and apply (?2): we obtain b = Γ(∆2) ≤ 2d,
that is b < 4a+ 1 + ε, so b = 4a+ 1 for almost all admissible pairs (b/a ≈ 22).
4(a− 1)4a+ 8g + 1 = K2 ⇔ (4a− 2)2 + 8g − 3 = K2,
and this is not possible for infinitely many a for any non-negative g, as 8g − 3 6= 0.
Case IV: 5 < b/a ≤ 6. We have 5a = Γ(∆2). Choose j = 2 and apply (?2), so
that 5a ≤ 2d, hence b/a  25/4 > 6, so there are at most finitely many admissible
pairs (a, b) in this case.
Case V: 7 < b/a ≤ 8. This needs a longer examination.
First choose j = 3, and apply (?3): this yields 8a = Γ(∆3) ≤ 3d, from which we
obtain that for any ε > 0, for almost all admissible candidates belonging to this
case,
(6.4) 64a/9 + 1/9− ε < b.
Set j = 4 and notice that 11a = Γ(∆4 + 1); using (??4) we obtain that b/a 
(11/4)2.
We will now compare 2b with 15a.
Assume first 2b > 15a. Then from (??7) we get 2b + 4a = Γ(∆7 + 1) > 7d − 2g,
hence (by Lemma 6.7) 33
8
+ 7
8
√
17  b
a
(notice that the other asymptotic inequality
is irrelevant in this case). Since 11
2
42
< 33
8
+ 7
8
√
17, combining the two asymptotic
inequalities we just obtained, we proved that there are only finitely many admissible
pairs (a, b) in this subcase.
So we can assume 2b < 15a. Again, from (??7) we get 19a = Γ(∆7 + 1) > 7d−2g,
hence b/a  (19/7)2.
Claim 6.10. 2b+ 7a = Γ(45).
Proof. Notice that the elements preceding 2b+7a are exactly the following: 0, a, . . . , 21a; b, b+
a, . . . , b+ 14a; 2b, 2b+ a, . . . , 2b+ 6a, as 2b+ 7a < 3b and 2b+ 7a < 22a. 
From the claim above and (?8) we get 2b + 7a = Γ(∆8) ≤ 8d, which implies
b/a  9
2
+ 4√
2
.
In particular, we can assume b/a < 22/3, and hence 6b + 2a < 3b + 24a. This
means that the elements 44a, b+ 37a, 2b+ 30a, 3b+ 23a, 4b+ 16a, 5b+ 9a, 6b+ 2a
all precede 3b+ 24a. So ub+ va < 3b+ 24a if 7u+ v ≤ 44. There are 168 semigroup
elements of this form. In addition, the elements 45a < b + 38a < 2b + 31a also
precede 3b+ 24a. So 3b+ 24a is at least the 172nd semigroup element. Using (??17)
we get
3b+ 24a ≥ Γ(∆17 + 1) > 17d− 2g =⇒ b/a  64/9 = (8/3)2.
Notice again that the other asymptotic inequality obtained by Lemma 6.7 is irrele-
vant since we are in the case 7 < b/a ≤ 8.
Coupled with (6.4), this means that 64a+1−ε ≤ 9b ≤ 64a+C for some constant
C. Thus, for any given positive integer k and for any sufficiently large a, (??6k+17)
reads
3b+ (16k + 24)a = Γ(∆6k+17 + 1) > (6k + 17)d− 2g,
which shows that
9b ≤ 64a+ 96g + 6k + 17
6k + 1
+ ε
holds for any ε > 0 for almost all admissible candidates belonging to this case.
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The fraction on the right-hand side tends to 1 as k →∞, so we can chose a large
enough k (depending on the given fixed genus g) and a small enough ε > 0 such that
96g+6k+17
6k+1
+ ε < 2. Combining this inequality with (6.4) applied with an ε < 1/9, we
see that for all but finitely many admissible pairs (a, b) belonging to this case the
inequalities 64a < 9b < 64a+ 2 hold, that is, 64a+ 1 = 9b for almost all admissible
pairs in this case. Plugging this into the degree-genus formula (6.1) we get:
4(a− 1)
(
64a
9
+
1
9
− 1
)
+ 8g + 1 = K2 ⇔ (16a− 9)2 + 72g − 40 = 9K2
and this has finitely many solutions a, as 72g − 40 6= 0.
Case VI: 8 < b/a ≤ 9. Since b+3a = Γ(∆4+1), from (??4) we get b+3a > 4d−2g,
and from Lemma 6.7 9a− 6g − 2− ε < b⇒ b/a ≈ 9 = 32.
So 9a−C < b < 9a, and from this it is not hard to see that for any positive integer
k for every sufficiently large a (and b) we have Γ(∆6k+4 + 1) = (2k + 1)b+ 3a. This
means that using (??6k+4) we get (2k+1)b+3a > (6k+4)d−2g ⇒ 9a− 6g+3k+23k+1 −ε ≤ b.
The lower bound tends to 9a − 1 − ε as k → ∞, so fixing a large enough k
depending on g only and a small enough ε > 0, we obtain that 9a− 1 = b holds for
almost all admissible pairs in this case.
4(a− 1)(9a− 2) + 8g + 1 = K2 ⇔ (18a− 11)2 + 72g − 40 = (3K)2.
This is not possible for infinitely many a for any non-negative g as 72g − 40 6= 0.
Case VII: 9 < b/a. Choose j = 1 and notice that 3a = Γ(∆1 + 1); by (??1) we
get 3a > d− 2g, hence, by Lemma 6.7, b/a  9⇒ b/a ≈ 9 = 32.
So we obtained 9a < b < 9a + C, and from this it is not hard to see that for
any positive integer k for every sufficiently large a (and b) we have Γ(∆6k+4 + 1) =
(18k+12)a, leading via (??6k+4) to (18k+12)a > (6k+4)d−2g ⇒ b ≤ 9a+ 6g+3k+23k+2 +ε.
The upper bound tends to 9a + 1 + ε as k →∞, so (fixing again a large enough
k and a small enough ε > 0) we have 9a + 1 = b for almost all admissible pairs in
this case.
4(a− 1)9a+ 8g + 1 = K2 ⇔ (6a− 3)2 + 8g − 8 = K2,
which is possible for infinitely many a only if g = 1. This last family is excluded
in [2].
This concludes the proof. 
Remark 6.11. Notice that we used the assumption g ≥ 1 only in Cases I and II.
If g = 0, from the proof above we get that almost all admissible candidates (a, b)
satisfying b/a /∈ (6, 7) are either of the form (a, b) = (l, l + 1) for some l ≥ 2 or of
the form (a, b) = (l, 4l − 1) for some l ≥ 2. These are the infinite families (a) and
(b) of [5, Theorem 1.1].
6.2. The proof of Proposition 6.3. Before turning to the proof of Proposition 6.3,
we recall some basic facts about the Fibonacci numbers. The interested reader is
referred to [12, Section 6] for further details.
Recall that we denote with φ the golden ratio, φ = 1+
√
5
2
. The Fibonacci numbers
are defined by recurrence as F0 = 0, F1 = 1, Fn+1 = Fn + Fn−1; more explicitly, one
18 JO´ZSEF BODNA´R, DANIELE CELORIA, MARCO GOLLA
can write
Fn =
φn − (−φ)−n√
5
.
We collect in the following proposition some useful identities about the Fibonacci
sequence, easily proved either by induction or by substituting the explicit formula
above.
Proposition 6.12. The following identities hold for any integers k ≥ 2 and any
l ≥ 1:
gcd(F2l−1, F2l+1) = gcd(F2l−1, F2l+3) = 1(6.5)
F 2k − Fk−2Fk+2 = (−1)k(6.6)
Fk−2 + Fk+2 = 3Fk(6.7)
F 22l+3F
2
2l−1 − F 22l+1(F 22l+1 + 2) = 1(6.8)
F 22l+3 + F
2
2l+1 − 3F2l+1F2l+3 = −1(6.9)
lim
i→∞
F 22i−1
(
φ4 − F
2
2i+1
F 22i−1
)
=
2
5
(
φ4 − 1)(6.10)
lim
i→∞
F 22i+1
(
F 22i−1
F 22i+1
− φ−4
)
=
2
5
(
1− φ−4) .(6.11)
In this subsection, (a, b) will always denote a pair such that 6 < b/a < 7. We
want to prove that an admissible pair (a, b) and the corresponding degree d are tied
by the relation a+ b = 3d, with at most finitely many exceptions.
In the course of the proof, we will state several lemmas, systematically postponing
their proof to Subsection 6.3.
Proof of Proposition 6.3. Using (?3) and the fact that a+ b = Γ(10), we get a+ b =
Γ(∆3) ≤ 3d, which in turn by Lemma 6.7 implies ba  φ4.
More precisely (see Remark 6.8), the relevant asymptote of the hyperbola γ0
determined by a+ b = 3d has equation b = φ4a.
In particular, for any ε > 0, for almost all admissible pairs we have
(6.12) b ≤ φ4a+ ε.
One easily verifies that for every D ≥ 1 the hyperbola γD determined (via the
degree-genus formula (6.1)) by a + b = 3d −D lies below γ0 in the relevant region
{2 ≤ a < b}.
As a+ b ≤ 3d, we only need show that only finitely many admissible pairs satisfy
a + b < 3d. It will turn out that the line b = φ4a plays a crucial role in the proof.
We divide the region below it into infinitely many sectors cut out by lines of slope
F 22l+1/F
2
2l−1 (l ≥ 2). Notice that the sequence
(
F 22l+1/F
2
2l−1
)
l
is increasing in l and
tends to φ4 as l→∞.
Definition 6.13. The l-th sector Sl (for l ≥ 2) is the open region in the positive
quadrant bounded by lines F 22l+1a = F
2
2l−1b and F
2
2l+3a = F
2
2l+1b. That is,
Sl =
{
(a, b) : F 22l+1a/F
2
2l−1 < b < F
2
2l+3a/F
2
2l+1
}
.
The l-th punctured sector S∗l is defined as S
∗
l = Sl \ {(F2l−1, F2l+3)}.
The following lemma takes care of the region below all sectors.
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Figure 6.1. A schematic picture of the sectors. The lowest sector is shaded.
Lemma 6.14. There are at most finitely many admissible candidates such that
b < 25a/4 = F 25 a/F
2
2 .
The next lemma ensures that almost all admissible candidates below the line
b = φ4a live in the sectors Sl, l ≥ 2 if g ≥ 1. In fact, we prove more, namely that
almost all admissible candidates below that line are in the punctured sectors.
Lemma 6.15. For g ≥ 1, there are only finitely many candidates of the form
(a, b) = (F2l−1, F2l+3) and (a, b) = (F 22l−1, F
2
2l+1), (l ≥ 2).
For admissible candidates inside the sectors, we prove the following.
Lemma 6.16. For any admissible candidate (a, b) ∈ Sl at least one of the following
upper bounds hold:
a ≤ 2(2g − 1)F2l+1 + 2(6.13)
b ≤ 2(2g − 1)F
2
2l+1
F2l−1
+ 2.(6.14)
In particular, there are finitely many admissible candidates in each sector.
Recall that at the beginning of the proof we already obtained a + b ≤ 3d for
almost all admissible candidates, so we want to prove that there are in fact only
finitely many admissible candidates such that a + b ≤ 3d− 1. Notice that all pairs
(a, b) satisfying a + b ≤ 3d − 1 and the degree-genus formula (6.1) lie on or below
γ1, which has an asymptote (in the relevant region {0 < a < b}) with equation
b = φ4a− 2φ2/√5.
To finish the proof, we need one final lemma.
Lemma 6.17. There is a decreasing, infinitesimal sequence (Cl)l≥2 of real numbers
(which further depends on g) such that for every l ≥ 2 and for every admissible
candidate (a, b) ∈ Sl:
0 ≤ φ4a− b ≤ Cl.
Now we can show that almost all admissible candidates lie above the line b =
φ4a − 1. This is obviously true for pairs such that b ≥ φ4a. To handle pairs below
the line b = φ4a, first apply Lemmas 6.14 and 6.15 and conclude that almost all
admissible candidates in this case lie in the union of punctured sectors S∗l for l ≥ 2.
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Figure 6.2. The hyperbolae γ0 and γ1 in the (a, b)-plane, together
with the lines b = φ4a, b = φ4a− 1 and b = a
Now choose l0 such that Cl0 < 1 < (2φ
2)/
√
5. From Lemma 6.16 above, we know
that there are only finitely many admissible candidates in sectors Sl with l ≤ l0.
So almost all admissible candidates are in sectors Sl with l > l0. For these, by
Lemma 6.17, the inequality φ4a − b < Cl0 < 1 holds. Notice that for g ≥ 1 the
relevant branch (i.e. the branch falling into the sector {0 < a < b}) of the hyperbola
γ1 lies above its asymptote, and recall that the latter has equation b = φ
4a−2φ2/√5.
Denote by (a1, b1) the intersection point of γ1 and the line b = φ
4a − 1 in the
positive quadrant, i.e. 0 < a1 < b1. One can easily compute that a1 = 2g.
We proved that almost all admissible candidates with a + b < 3d lie on or be-
low γ1 and above the line b = φ
4a − 1 (by the argument involving Lemma 6.17,
Lemma 6.16 and a suitable choice of l0), and as these two intersect, almost all ad-
missible candidates not satisfying (1.2) lie in a bounded region a ≤ a1 = 2g and
b ≤ b1.
Therefore, almost all admissible candidates satisfy a+ b = 3d. 
Remark 6.18. By some small modifications of the argument, we are able to recover
(up to finitely many candidates in a bounded region, which after working out a
concrete bound, can be checked one by one by computer) the classification result
of [5, Theorem 1.1] for g = 0 as well. This is particularly interesting because our
method uses the semigroup distribution property of Remark 5.4 only (which, for g =
0 is a result of [3]). After finishing this manuscript, we learned that Tiankai Liu in
his PhD thesis [7, Theorem 2.3] among other results also reproved this classification
based on the semigroup distribution property only.
So assume for the moment g = 0. Recall that according to Remark 6.11 we can
deal with candidates (a, b) such that b/a /∈ (6, 7). For the case b/a ∈ (6, 7), one can
make the following changes to the proof above:
• The pairs listed in Lemma 6.15 are admissible candidates; in fact, 1-unicuspidal
rational curves with those singularities exist: these are families (c) and (d)
of [5, Theorem 1.1].
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• The asymptote of γ0 still has equation b = φ4a, but γ0 now lies below it. So
it is enough to deal with pairs below this line. This region is divided into
sectors Sl.
• From the proof of Lemma 6.16, we obtain that there are no admissible can-
didates in the punctured sectors S∗l . So, in fact, almost all admissible candi-
dates are those already enumerated in Lemma 6.15.
In this way, we obtain an almost complete classification in the rational case:
families (c) and (d) from [5, Theorem 1.1] are obtained above, and families (a) and
(b) were obtained in Remark 6.11. We also see that almost all admissible candidates
for g = 0 belong to one of these families.
6.3. Technical proofs. In this subsection we deal with all the lemmas stated above.
The following claim will be useful in the proof of several lemmas.
Claim 6.19. Assume that we have three reduced fractions
0 <
m1
n1
<
b
a
<
m2
n2
and set P = m2n1 −m1n2. Then
b ≥ m1 +m2
P
and a ≥ n1 + n2
P
.
Proof. Write b = λ1m1 + λ2m2 and a = λ1n1 + λ2n2. Since b/a falls between the
two endpoints, λ1 > 0 and λ2 > 0. As m2n1 −m1n2 = P , due to Cramer’s rule, the
coefficients can be written in a form λ1 = `1/P and λ2 = `2/P , for some integers
`1 and `2, not necessarily coprime with P . Since they are also positive, `1 ≥ 1 and
`2 ≥ 1, so b ≥ (m1 +m2)/P and a ≥ (n1 + n2)/P . 
Proof of Lemma 6.14. Apply (?2): 5a = Γ(∆2) ≤ 2d from which (via Lemma 6.7
and Remark 6.8) 25a/4− 1/4− ε < b < 25a/4. Therefore, for almost all admissible
candidates 4b = 25a−1 holds. For the candidates lying on this line, however, 5a = 2d
can not hold, as then a would be even; a contradiction. So actually 5a ≤ 2d−1, but
the hyperbola determined by 5a ≤ 2d − 1 already intersects the line 4b = 25a − 1,
providing for a the following upper bound: a ≤ 4g/5 + 1/5. 
Proof of Lemma 6.15. For every l ≥ 2 the triples (a, b, d0) = (F2l−1, F2l+3, F2l+1)
and (a, b, d0) = (F
2
2l−1, F
2
2l+1, F2l+1F2l−1) satisfy the degree-genus formula (6.1) with
g = 0: this is a consequence of Proposition 6.12 above. In particular, 4(a−1)(b−1) =
(2d0 − 3)2 − 1. (Notice that these triples are realised by families (c) and (d) of [5,
Theorem 1.1].)
In general, solving (6.1) as a quadratic equation for d, one sees that for a given g,
(a, b) is a candidate if and only if 4(a− 1)(b− 1) + 8g + 1 = (2d− 3)2. Comparing
this with the above relation 4(a− 1)(b− 1) = (2d0 − 3)2 − 1 we get that
(2d0 − 3)2 + 8g = (2d− 3)2
which has only finitely many solutions for d 6= d0 if g 6= 0. 
Before the proof of Lemma 6.16, we need some preparation.
Claim 6.20. Let
b
a
6= F2l+3
F2l−1
be a reduced fraction in the open interval
(
F 22l+1
F 22l−1
,
F 22l+3
F 22l+1
)
(where l ≥ 2). Then a > F2l−1 and (a− 1)(b− 1) ≥ F2l+1(F2l+1 + 1).
22 JO´ZSEF BODNA´R, DANIELE CELORIA, MARCO GOLLA
Proof. Together with
(6.15) a ≥ F2l−1 + 1,
we are going to prove that
(6.16) b ≥ F
2
2l+1 + F2l+3
F2l−1
.
In fact, the above two inequalities imply that
(b− 1)(a− 1) ≥ F 22l+1 + F2l+3 − F2l−1 ≥ F 22l+1 + F2l+1,
where the last inequality follows from F2l+3 = F2l+2 + F2l+1 > 2F2l+1.
We split the proof in four cases:
(i)
b
a
∈
(
F 22l+1
F 22l−1
,
F2l+3
F2l−1
)
(ii)
b
a
∈
(
F2l+3
F2l−1
,
F 22l+1 + 2
F 22l−1
)
(iii)
b
a
=
F 22l+1 + 2
F 22l−1
(iv)
b
a
∈
(
F 22l+1 + 2
F 22l−1
,
F 22l+3
F 22l+1
)
Notice that each fraction above is in reduced form (see (6.5), (6.8)).
(i) Using Equation (6.6), we get that, in the notation of Claim 6.19, P =
F 22l−1F2l+3 − F 22l+1F2l−1 = F2l−1, so via Claim 6.19 we immediately obtain (6.16)
and (6.15).
(ii) If b/a < (F 22l+1+2)/F
2
2l−1, using Claim 6.19, we compute P = F2l−1, hence (6.16)
and (6.15) both hold (the estimate for b is much larger than needed).
(iii) When b/a = (F 22l+1 + 2)/F
2
2l−1, (6.16) reads:
b = F 22l+1 + 2 ≥
F 22l+1 + F2l+3
F2l−1
,
which follows from rearranging
F 22l+1 (F2l−1 − 1) ≥ F 22l ≥ 3F2l = F2l+3 − 2F2l−1.
On the other hand, the inequality (6.15) is obvious.
(iv) If (F 22l+1 + 2)/F
2
2l−1 < b/a, then using Claim 6.19, we get P = 1. This leads
to
b ≥ F 22l+3 + F 22l+1 + 2 >
F 22l+1 + F2l+3
F2l−1
and
a ≥ F 22l+1 + F 22l−1 > F2l−1 + 1,
which show both (6.16) and (6.15). 
In particular, the above claim says that for a pair (a, b) ∈ S∗l the assumptions of
the next Lemma 6.21 hold automatically.
Lemma 6.21. If for an admissible candidate (a, b) we have F2l+1 ≤ d−2, F2l−1 < a
and (F2l+1/F2l−1)2 < b/a, then one of the following two inequalities hold:
F2l+3a ≤ F2l+1d or F2l−1b ≤ F2l+1d.
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Proof. The key point is that due to the assumption F2l+1 ≤ d − 2 we can apply
(?F2l+1).
We count how many semigroup elements ub + va can precede F2l+3a. Since we
assumed (F2l+1/F2l−1)2 < b/a, we can prove that ub + va > F2l+3a as soon as
uF 22l+1 > F
2
2l−1(F2l+3 − v). So there is a chance to have ub+ va < F2l+3a only if
uF 22l+1 ≤ F 22l−1(F2l+3 − v).
So bounding the number of semigroup elements that precede F2l+3a turns into the
question of how many integer pairs (u, v) satisfy 0 ≤ u, 0 ≤ v, and uF 22l+1+vF 22l−1 ≤
F 22l−1F2l+3. Denote the set of these pairs by Hl and its cardinality by Nl. Notice that
the pair (u, v) = (0, F2l+3) in Hl corresponds to F2l+3a. Later, it will be important
that (u, v) = (F2l−1, 0) ∈ Hl as well (see (6.6)), i.e. the corresponding element, F2l−1b
can precede F2l+3a.
Claim 6.22. The cardinality of Hl is Nl = ∆F2l+1 + 1.
Proof. Notice that Nl is the number of integral lattice points on the boundary or
in the interior of the triangle T with vertices given by coordinates O = (0, 0),
A = (0, F2l+3) and C = (F2l+3
F 22l−1
F 22l+1
, 0) = (F2l−1 +
F2l−1
F 22l+1
, 0) (use (6.6)).
We will count the integral lattice points in the interior or on the boundary of
a smaller triangle T ′ with integral lattice point vertices given by coordinates O =
(0, 0), A = (0, F2l+3) and B = (F2l−1, 0) instead. This number will be Nl as well,
as there is no lattice point in the closure of the difference T \ T ′ (triangle ABC)
except points A and B. To see this, assume that there is such a lattice point P with
coordinates (u, v) in the triangle ABC. Set 0 ≤ s := F2l+3 − v ≤ F2l+3 and r := u,
and compare the slopes of lines AC, AB and AP : the existence of the point P would
mean that the slope of AP (which is −s/r) is either strictly between the slopes of AB
and AC (being −F2l+3/F2l−1 and −F 22l+1/F 22l−1, respectively), or coincides with one
of them. But this is a contradiction, since the fractions F2l−1/F2l+3 and F 22l−1/F
2
2l+1
are reduced (see (6.5)), so P can not be on AB or AC; and there is no rational
number r/s such that s ≤ F2l+3 and
F2l−1
F2l+3
<
r
s
<
F 22l−1
F 22l+1
.
To prove the above fact, use Claim 6.19 and notice that P = F2l+3F
2
2l−1−F2l−1F 22l+1 =
F2l−1 (use (6.6)), and get s ≥ (F2l+3 +F 22l+1)/F2l−1 > F2l+3. (For this last inequality
use again (6.6) and the trivial fact that F2l+3 > 1.)
Since F2l−1 and F2l+3 are coprime, there are no lattice points on the hypotenuse of
the triangle T ′ other than the endpoints. In this way, Nl = 1+ 12(F2l−1+1)(F2l+3+1)
(half of the number of the lattice points in the appropriate closed rectangle, plus
one endpoint of the hypotenuse), which, using (6.7) further equals 1 + 1
2
(F2l+1 +
1)(F2l+1 + 2) = 1 + ∆F2l+1 . 
This means that at most ∆F2l+1 semigroup elements can precede F2l+3a (remember
that (0, F2l+3) ∈ Hl). So F2l+3a is at most the (∆F2l+1 + 1)-th element: F2l+3a ≤
Γ(∆F2l+1 + 1).
If F2l+3a was not the (∆F2l+1 + 1)-th, then by (?F2l+1), we would have
F2l+3a ≤ Γ(∆F2l+1) ≤ F2l+1d
that is the first inequality we were looking for.
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On the other hand, if F2l+3a is the (∆F2l+1 +1)th element, i.e. F2l+3a = Γ(∆F2l+1 +
1), then all the semigroup elements corresponding to integer pairs in Hl have to be
smaller than F2l+3a (except of course F2l+3a itself). In particular, F2l−1b < F2l+3a
(equality here can not hold for a > F2l−1 due to coprimality), so F2l−1b is at most
the ∆F2l+1-th element. In this case, applying (?F2l+1) we have
F2l−1b ≤ Γ(∆F2l+1) ≤ F2l+1d.
Thus the proof of Lemma 6.21 is completed. 
Proof of Lemma 6.16. First notice that both estimates are true for (a, b) = (F2l−1, F2l+3),
therefore we can assume that (a, b) ∈ S∗l , thus we can apply Claim 6.20 and
Lemma 6.21.
Assume that for an admissible candidate (a, b) in the l-th sector the first inequality
of Lemma 6.21 holds: that is, the quantity r = F2l+1d−F2l+3a is non-negative. Let
s = F 22l+3a − F 22l+1b ≥ 1. A direct computation of the intersection of the line
F 22l+3a − F 22l+1b = s = constant and the hyperbola F2l+1d − F2+3a = r = constant
yields
(6.17) a = (2g − 1) F
2
2l+1
s+ 2F2l+3r − 1 +
s+ 3F2l+1r − r2
s+ 2F2l+3r − 1 .
(To obtain this, from the two equations defining s and r express b and d in terms of
a, r, s, then substitute into the degree-genus formula (6.1); express a in terms of r, s
and finally use the identity (6.9).)
If r = 0, then, as F2l+1 and F2l+3 are coprime, F2l+1 divides a, so s is divisible by
F2l+1 as well. In particular, s ≥ F2l+1. So we can estimate the right hand side of
the above expression as follows:
a ≤ (2g − 1) F
2
2l+1
F2l+1 − 1 + 2.
If r ≥ 1, then (using s ≥ 1 as well) we get the following upper bound:
a ≤ (2g − 1) F
2
2l+1
2F2l+3
+ 1.
The upper bound given in (6.13) is a generous upper estimate for both of the
above bounds.
If the second case of Lemma 6.21 holds, introduce notations s = F 22l−1b − F 22l+1a
and r = F2l+1d − F2l−1b. In a similar way as above, we see that (6.14) is a (rather
generous) upper bound for b. 
Observe that in the case g = 0 the statement of Lemma 6.16 does not hold;
however, a similar computation shows that for any admissible candidate in the
punctured sector (a, b) ∈ S∗l either a < 2 or b < 2 holds (or both): in fact, the first
summand of the expression (6.17) is negative in this case and the second is at most
2. So the above proof also shows that there are no admissible candidates in S∗l for
g = 0. See also Remark 6.18.
Proof of Lemma 6.17. It is obvious that 0 ≤ φ4a − b, as the pair (a, b) is assumed
to be in the sector Sl which is below the line b = φ
4a. To obtain the upper bound,
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we use Lemma 6.16. When (6.13) holds, using (6.10) we can write:
0 ≤ φ4a− b ≤ φ4a− F
2
2l+1
F 22l−1
a = a
(
φ4 − F
2
2l+1
F 22l−1
)
≤
(
2(2g − 1) 1
F2l+1
F 22l+1 + 2
)(
φ4 − F
2
2l+1
F 22l−1
)
→ 0.
On the other hand, when (6.14) holds, using (6.11) we can write:
0 ≤ φ4a− b ≤ φ4F
2
2l−1
F 22l+1
b− b = φ4b
(
F 22l−1
F 22l+1
− φ−4
)
≤ φ4
(
2(2g − 1) 1
F2l−1
F 22l+1 + 2
)(
F 22l−1
F 22l+1
− 1
φ4
)
→ 0. 
7. A generalised Pell equation
This section is a short trip in number theory, in which we study the solutions of
the generalised Pell equation
(♤n) x2 − 5y2 = n
as n varies among the integers. This is closely related to Equation (1.2). In partic-
ular, we will be determining the values of n for which there exists a solution (x, y)
to (♤n) where x and y are coprime; for these n there are infinitely many such pairs,
and this allows us to generalise Corollary 1.3 and prove Theorem 1.7. Along the
way, we will also introduce some notation that we will use in the next section.
We will work in the ringO = OK of integers of the real quadratic fieldK = Q(
√
5);
there is an automorphism on O, that we call conjugation and denote with α 7→ α,
that is obtained by restricting the automorphism of K (as a Q-algebra) that maps√
5 to −√5.
Given α = x + y
√
5 ∈ O we will call N(α) = α · α = x2 − 5y2 the norm of α;
notice that if N(α) is prime, then α itself is prime. The element φ = 1+
√
5
2
∈ O has
norm −1, hence it is a unit.
We begin by collecting some well-known facts about O. (See, for example, [8],
Chapters 2 and 3.)
Theorem 7.1 ([8, Chapter 2]). The ring O has the following properties:
• O is generated (as a ring) by φ, i.e. O = Z[φ];
• O is a Euclidean ring, hence it is a principal ideal domain (PID);
• the group of units O∗ of O is isomorphic to Z⊕Z/2Z, and the isomorphism
maps φ to (1, 0) and −1 to (0, 1); in particular, elements of norm 1 are of
the form ±φ2h for some integer h.
Since O contains Z[√5], whose additive group is isomorphic to Z2, in what follows
we will frequently identify a pair of integers (x, y) with the algebraic integer x+y
√
5.
In particular, we will identify a solution (x, y) of Equation (♤n) with the associated
element x+ y
√
5 of O of norm n.
7.1. Solving equation (♤n). We start by looking at equation (♤p) when p is a
prime. We recall a standard result about factorisation of primes in O.
Theorem 7.2 ([8, Theorem 25]). Given a prime p ∈ Z, consider the ideal P = pO:
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(i) P is prime if and only if p ≡ ±2 (mod 5);
(ii) P = Q2 for some prime ideal Q ⊂ O if and only if p = 5;
(iii) P = QQ′ for two distinct prime ideals Q,Q′ ⊂ O if and only if p ≡ ±1
(mod 5); moreover, in this case Q′ = Q.
Additionally: if (5) = Q1Q2 for some prime ideals Q1, Q2, then Q1 = Q2 = (
√
5); if
p ≡ ±1 (mod 5) and Q1Q1 = Q2Q2 are two prime factorisations of pO, then either
Q1 = Q2 or Q1 = Q2.
In particular, since O is a PID, the ideal Q of point (iii) above is generated by an
element α ∈ O, whose norm N(α) is ±p. Up to multiplying with φ, we can assume
that N(α) = p.
Claim 7.3. The ideal Q is generated by an element of norm p in Z[
√
5] ⊂ O.
Proof. Let α be a generator α of Q with norm p. Write α = u + vφ. If v is even,
there is nothing to prove; therefore, let us suppose that v is odd.
If u is even, consider α′ = φ2α; N(α′) = N(α)N(φ)2 = p, and, since φ2 = φ + 1,
we have
α′ = φ2 · (u+ vφ) = uφ+ u+ 2φv + v = u+ v + (u+ 2v)φ,
and u+ 2v is even.
Analogously, if u is odd, consider α′ = φ2α; as above, N(α′) = p, and, since
φ = 1− φ and φ2 = 2− φ, we have
α′ = φ2(u+ vφ) = 2u− uφ− v(1− φ) = 2u− v + (v − u)φ,
and v − u is even.
In either case, α′ ∈ Z[√5] and has norm p. 
In particular, for every prime p ≡ 0,±1 (mod 5) we have found two integers
x, y ∈ Z such that x2 − 5y2 = p. We let αp = x+ y
√
5 and we call it a fundamental
solution of the generalised Pell equation (♤p). If p 6= 5, we also have that αp and
αp are coprime.
We now turn to the existence of solutions to the generalised Pell equation (♤n).
We will need the following lemma.
Lemma 7.4. Let q be an odd prime, q ≡ ±2 (mod 5). If q divides n and x2−5y2 =
n, then q divides both x and y.
Proof. Observe that, since q divides n, q | x if and only if q | y. The equation
x2 − 5y2 ≡ 0 (mod q) has a nonzero solution if and only if 5 is a quadratic residue.
Applying quadratic reciprocity we get:(
5
q
)
= (−1) (5−1)(q−1)4
(q
5
)
=
(q
5
)
hence we have a solution if and only if q ≡ 0,±1 (mod 5). On the other hand, if
q ≡ ±2, the only solution is trivial, therefore q divides x and y. 
Proposition 7.5. Equation (♤n) has a solution if and only if all prime factors of
n that are congruent to ±2 modulo 5 appear with an even exponent.
Proof. We prove that the condition is necessary, first. Suppose that there is an
integer n and a prime p ≡ ±2 (mod 5) such that the p-adic valuation vp(n) is odd
and (♤n) has a solution (x, y). Up to multiplying x + y
√
5 by 2 +
√
5, we can
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suppose that n is positive, and that it is minimal among all positive integers having
this property.
If p = 2, then either x and y are both odd, or they are both even. In the first
case, n = x2 − 5y2 ≡ 1 − 5 ≡ 4 (mod 8), hence v2(n) = 2, contradicting the
assumption that v2(n) be odd; in the second case, both x and y are divisible by 2,
hence n/4 = (x/2)2 − 5(y/2)2 and v2(n/4) = v2(n) − 2 is odd, contradicting the
minimality of n.
If p > 2 is an odd prime, Lemma 7.4 implies that p divides both x and y, hence
(x/p, y/p) is a solution of (x/p)2 − 5(y/p)2 = n/p2, and vp(n/p2) = vp(n)− 2 is still
odd, thus contradicting the minimality of n.
We now prove that the condition is sufficient. If (x0, y0) is a solution of Equa-
tion (♤n), then (kx0, ky0) is a solution of Equation (♤k2n). Therefore, it is enough to
find a solution of Equation (♤n) when n is squarefree. In particular, n is a product
of distinct primes that are congruent to 0 or ±1 modulo 5.
For every such prime p we have produced an algebraic integer αp ∈ Z[
√
5] such
that αp ·αp = p (see Claim 7.3). The product αn =
∏
p|n αp, is an integer αn ∈ Z[
√
5]
such that αn ·αn = n. Writing αn = x+ y
√
5, we have a solution (x, y) of (♤n). 
Finally, we refine the last proposition to get coprime solutions. We will call (x, y)
a coprime solution of (♤n) if gcd(x, y) = 1.
Proposition 7.6. Equation (♤n) has a coprime solution (x, y) if and only if n = an′
where a ∈ {1, 4, 5, 20} and n′ has no prime factors congruent to 0 or ±2 modulo 5.
Proof. We first prove that, if 8 divides n, (♤n) has no coprime solutions. In fact, if
there was such a solution, x and y would both be odd. Then
x2 − 5y2 ≡ 1− 5 · 1 = −4 6≡ 0 (mod 8).
That is to say, if (♤n) has a coprime solution, either n is odd or n = 4m for some
odd integer m, thanks to Proposition 7.5.
We now prove that, if n = 25n1, there are no coprime solutions. In fact, if 25
divides n, then 5 divides x, hence x = 5x1. Dividing by 5, we get the equation
5x21 − y2 = 5n1, from which 5 divides y. This means that if (♤n) has a coprime
solution, 25 does not divide n.
On the other hand, there are coprime solutions when n = 4 and n = 5, namely
(3, 1) and (5, 2).
Lemma 7.4 rules out all odd primes in the factorisation of n that are congruent
to ±2 modulo 5.
We now prove that if p ≡ ±1 (mod 5) is a prime and n = pk is a power of p,
then (♤n) has a coprime solution: consider a fundamental solution (x1, y1) for p,
corresponding to the integer αp = x1 + y1
√
5 ∈ O for p. Consider the solution
(xk, yk) corresponding to α
k
p: gcd(xk, yk) divides α
k
pα
k
p = p
k, hence is a power of p.
If p = αpαp divided gcd(xk, yk), though, then αp would divide xk and yk, hence it
would also divide αkp, thus contradicting the fact that O is a UFD and that αp and
αp are coprime.
The same kind of argument shows that multiplying together fundamental solutions
associated to each of the powers of primes
{4, 5} ∪ {pk | p ≡ ±1 (mod 5), k ≥ 1}
we get coprime solutions of the original equation. 
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Remark 7.7. We can actually say more, by looking at the proof of Proposition 7.6.
In what follows, we let n = an′ as above, and we denote with ω(n′) the number of
distinct prime factors of n′.
Since O is a PID, every solution of (♤n) is obtained by multiplying together
fundamental solutions associated to the prime divisors of n′ and a solution of (♤a).
Now suppose that p2 divides n for some prime p, and that we choose to use both
fundamental solutions αp and αp to produce a solution of (♤n). Recall that, by
assumption, p is an odd prime congruent to ±1 modulo 5.
This means that we are considering the number αn = αp ·αp ·β for some β ∈ Z[
√
5].
But αp · αp = p, hence αn = p · β, and if we write αn = x + y
√
5, then x and y are
both divisible by p, and the solution we obtain is not coprime.
Therefore, if we want to obtain a coprime solution, the only choice we have is to
use either αvp or α
v
p, where v is the exponent of p in the factorisation of n; moreover,
since p 6= 5, αp and αp are coprime, hence distinct choices give distinct solutions. In
particular, we obtain exactly 2ω(n
′) different solutions up to multiplication by ±φ2h;
up to conjugation and units, we get a set Fn comprising Ω := 2ω(n′)−1 solutions.
Notice that, by construction, Fn has the property that every coprime solution of
(♤n) differs from a solution in Fn by conjugation and multiplication by units.
Definition 7.8. We call the set Fn above a generating set of solutions of Equa-
tion (♤n).
7.2. Solving equation (1.2). We now recall that we are actually looking for solu-
tions of Equation (1.2) with gcd(a, b) = 1.
Definition 7.9. We say that a pair (a, b) with a < b of positive integers corresponds
to an integer solution (x, y) of the Pell equation x2−5y2 = 4(2g−1) if x = (7b−2a)/3
and y = b. In this case we also say that (a, b) corresponds to the element ζ =
x+ y
√
5 ∈ O.
Proposition 7.10. Let F2g−1 be a generating set of solutions of Equation (♤2g−1),
in the sense of Definition 7.8. If (a, b) is a coprime solution of Equation (1.2), then
(a, b) corresponds to either ±2φ2hβ or ±2φ2hβ for some β ∈ F2g−1.
Conversely, given a solution β ∈ F2g−1:
• if g ≡ 0 (mod 3), then both ±2φ2hβ and ±2φ2hβ correspond to coprime
solutions of (1.2);
• if g ≡ 1 (mod 3), then either both ±2φ2hβ and ±2φ2hβ correspond to co-
prime solutions of (1.2) for all even values of h, or they both do for all odd
values of h;
• if g ≡ 2 (mod 3), 3 divides 2g − 1, and there are no coprime solutions
of (♤2g−1).
The second half of the statement above can be thought of in the following way.
Let g be a positive integer such that 2g− 1 is either n′ or 5n′, where n′ is a product
of primes congruent to ±1 modulo 5. There are Ω = 2ω(n′)−1 families of solutions of
Equation (1.2), and in each family any two members differ, up to sign and conjuga-
tion, by a power of φ2; if g ≡ 1 (mod 3), this power is always an even power, i.e. a
power of φ4.
Proof. We claim that if (a, b) is a solution of (1.2) that corresponds to (x, y), then
gcd(a, b) = 1 if and only if gcd(x, y) is either 1 or 2, and 3 does not divide y.
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In fact, if (a, b) satisfies (1.2) and it corresponds to (x, y), y = b is an integer, and
x2 = 4(2g − 1) + 5y2, hence x is an integer, too. That is, 3 divides 3x = 7b − 2a.
Moreover,
(7.1) gcd(x, y) | gcd(3x, y) = gcd(7b− 2a, b) = gcd(2a, b) | 2 gcd(a, b)
therefore, if gcd(a, b) = 1, 3 - y and then gcd(x, y) divides 2.
Conversely, observe that from (7.1) it follows that if 3 divided y, then 3 would
divide gcd(a, b), hence a and b would not be coprime. Therefore, gcd(x, y) =
gcd(3x, y). Moreover:
(i) if gcd(x, y) = 1, it follows from (7.1) that b is odd, and therefore gcd(2a, b) =
gcd(a, b) = 1;
(ii) if gcd(x, y) = 2, then from (7.1) we obtain that b = y is even. Parity
considerations in equation (♤4(2g−1)) show that x is even, too, and hence
(x, y) = (2x0, 2y0), where x
2
0− 5y20 = 2g− 1. We now have (a, b) = (±(7y0−
3x0), 2y0), from which gcd(a, b) = 1, as desired.
We now set out to prove that there exists β ∈ F2g−1 such that (a, b) corresponds
to 2β, up to signs and powers of φ2.
Let us look at case (i) first. Given coprime integers x, y with x2−5y2 = 4(2g−1)
such that 3 - y, we obtain the pair (a, b) with a = ±(7y − 3x)/2. As noted above
y = b is odd, and parity considerations imply that so is x. Hence a is automatically
an integer. Notice that, since x and y are both odd, x+y
√
5 = 2β′ for some β′ ∈ O.
Similarly as in Claim 7.3, there exists β1 = x1 + y1
√
5 ∈ Z[√5] such that (a, b)
corresponds to 2φ±2 · β1.
In case (ii), we obtained two coprime integers x0, y0 such that x
2
0 − 5y20 = 2g − 1;
call β2 = x0 + y0
√
5
In either case, by definition, βi (i = 1, 2) differs by an element in F2g−1 by conju-
gation and a power of φ2.
To prove the second part of the statement, we need to understand in which cases
the second component of (x, y) is not divisible by 3, i.e. when 3|y in a coprime
solution (x, y) of (♤4(2g−1)).
Suppose that x + y
√
5 has norm N(x + y
√
5) ≡ 2 (mod 3): since 2 is not a
quadratic residue modulo 3, then 3 does not divide y. On the other hand, suppose
that N(x+ y
√
5) ≡ 1 (mod 3): in this case there are solutions with y ≡ 0 (mod 3),
and this subset of solutions is acted upon by φ4 = 7+3
√
5
2
. Likewise, the subset of
solutions with y 6≡ 0 (mod 3) is acted upon by φ4, and multiplication by φ2 takes
one family to the other. 
Remark 7.11. If we also assume that 2g − 1 is a power of a prime, Ω = 1, hence
for any two coprime solutions (a, b), (a′, b′) of Equation (1.2) there is an integer h
such that the corresponding elements ζ, ζ ′ ∈ O satisfy ζ = ±φ2hζ ′ or ζ = ±φ2hζ ′.
Moreover, if g ≡ 1 (mod 3), then h is even.
Recall that we are interested in triangular numbers, which correspond to genera of
smooth plane curves, and that we are going to construct curves of triangular genus
(Theorem 1.7).
Example 7.12. Let k be an integer, and define g as g := k(k−1)/2 and n := 2g−1 =
k(k − 1)− 1. Notice that, by Proposition 7.6, n has no prime factors congruent to
±2 modulo 5, since (2k − 1, 1) is a coprime solution of Equation (♤4n).
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For small triangular numbers, the size Ω of the generating set of solutions is often
1. In fact, the smallest case in which Ω > 1 is g = 105, when 2g− 1 = 209 = 11 · 19;
we then have two integers α, β ∈ O with N(α) = 11, N(β) = 19, and these give rise
to the two solutions α · β and α · β, and these correspond to the two elements of the
generating set of solutions of (♤2g−1).
8. Examples and applications
In this section we will construct examples and prove Theorem 1.7. Unless other-
wise stated, curves will be of genus g ≥ 1.
8.1. Cremona transformations and the proof of Theorem 1.7. In this subsec-
tion we examine which solutions of the generalized Pell equation (1.2) are realizable
by 1-unicuspidal curves.
We use a construction due to Orevkov [12] (see also [2, Proposition 9.12]). Let
N be a nodal cubic; denote by B1 and B2 the two smooth local branches at the
node. We define a birational transformation fN1 : CP
2 99K CP2 as follows. Blow up
seven points infinitely close to the node of N at branch B1 (resulting in a chain of
seven exceptional divisors E1, . . . , E7, where the divisors are indexed by the order of
appearance); then, in the resulting configuration of divisors, blow down the proper
transform of N and six more exceptional divisors (E1, . . . , E6 in this order). The
birational map fN2 is defined analogously, only we blow up at points on the branch B2
instead of B1. In both cases, after the last blowdown, the image of the exceptional
divisor appearing at the last blowup (that is, E7) is a nodal cubic [12, Section 6]:
we denote them as N1 and N2 respectively, and we say that they are associated to
fN1 and f
N
2 , respectively, and each of them is associated to N .
To state the main technical result of this section, we introduce some terminology.
In this section, we want to allow the concept of a “smooth Puiseux pair”, by formally
allowing pairs (1, b) for b > 1; notice that this is not a Puiseux pair in the usual
sense, since it corresponds to a smooth point on the curve. By extension, a smooth
curve will be a (1, b)-unicuspidal curve for every b > 1.
Definition 8.1. Let N be a nodal cubic with node p, and denote with B1, B2 the two
branches of N at the point p. We say that an (a, b)-unicuspidal curve C of degree d
sweeps N if:
(1) the cusp of C is at p;
(2) the branch of C at p has intersection multiplicity a with B1 and b with B2;
(3) the only intersection point of C and N is p.
Notice that Be´zout’s theorem implies that, assuming (1) and (2) in the definition
above, (3) is equivalent to the condition a + b = 3d; when C is smooth, i.e. when
a = 1, this determines b = 3d− 1.
Finally, observe that C defines an ordering of the two branches of N at the node,
where the first branch is the one with the lower multiplicity of intersection with C.
Now we set up some notation and recall some classical facts about how Puiseux
pairs behave under blowing up and blowing down.
Given two curves C1 and C2 in a surface X and a point r ∈ X, denote with
(C1 · C2)r the local intersection multiplicity of C1 and C2 at r. We use the same
notation when C1 and C2 are just local curve branches rather than curves.
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Lemma 8.2 ([20, Theorem 3.5.5], [12, Proposition 3.1]). Let σ : X → C2 be the
blowup of C2 at a point q with exceptional divisor E; let C and B be a local irreducible
singular branch and a smooth local branch at q respectively, with strict transforms
C˜ and B˜; let T be a smooth curve branch in X intersecting E transversely. Denote
with p the intersection point of C˜ with E.
If C has one Puiseux pair (a, b) at q, then C˜ has a singularity at p of type:
• (a, b− a), if b ≥ 2a;
• (b− a, a), if b < 2a.
In both cases, (E · C˜)p = a and (B˜ · C˜)p = (B · C)q − a.
If C˜ has one Puiseux pair (a, b) at p, then C has a singularity at q of the following
type:
• one Puiseux pair (a, a+ b), if (E · C˜)p = a;
• one Puiseux pair (b, a+ b), if (E · C˜)p = b;
• two Puiseux pairs, if a < (E · C˜)p < b.
In any case, (T · C˜)p + (E · C˜)p = (σ(T ) · C)q.
When C˜ is smooth (that is, when a = 1), then in case of (E · C˜)p = a = 1, C
is also smooth (consistently with the formal fact that its “Puiseux pair” begins with
a = 1); and in case of (E · C˜)p = b > 1, C is singular and has singularity type
(b, a+ b) = (b, b+ 1).
The main technical result of this section is the following:
Proposition 8.3. Let C be an (a, b)-unicuspidal curve of genus g and degree d =
(a + b)/3 that sweeps the nodal cubic N ; suppose that (a, b) corresponds to ζ =
x + y
√
5 ∈ O (in the sense of Definition 7.9). Denote with fN1 , fN2 the rational
transformations associated to N , and let N1 and N2 be the associated nodal cubics,
as described above; here we require that the labelling of the branches is the one
induced by C. Then:
(1) fN1 (C) is a (b, 7b− a)-unicuspidal curve of genus g sweeping N1; moreover,
(b, 7b− a) corresponds to ζφ4;
(2) if b < 7a, fN2 (C) is a (7a− b, a)-unicuspidal curve of genus g sweeping N2;
moreover, (7a− b, a) corresponds to ζφ−4;
(3) if b > 7a, fN2 (C) is a (b−7a, 7b−48a)-unicuspidal curve of genus g sweeping
N2; moreover, (b− 7a, 7b− 48a) corresponds to ζφ−12.
Proof. We first observe that the genus is invariant under birational transformations,
hence fNi (C) has genus g for i = 1, 2.
Using the previous lemma, it is not hard to follow what happens with a Puiseux
pair (a, b) under the blowups and blowdowns giving the birational transformations
fN1 , f
N
2 .
Notice that we can assume the inequality 2a < b when we consider fN1 and
inequality 13a < 2b when we consider fN2 (these are needed to conveniently analyse
the occurring blowups and blowdowns). We will argue that b/a > φ4; this is enough,
since φ4 is larger than both 13/2 and 2. In fact, a + b = 3d because C sweeps
N ; moreover, (a, b) is a solution of the degree-genus formula (6.1), hence it also
satisfies (1.2). In particular, the ratio b/a is larger than φ4, as desired; this is
represented in Figure 6.2: (a, b) belongs to the hyperbola γ0, which lies above its
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asymptote b/a = φ4. Notice that here we are using the assumption g ≥ 1, since in
the rational case the hyperbola γ0 lies below its asymptote. (See Section 6.2 and
Remark 6.18.)
Notice also that in the third case, i.e. when applying fN2 to an (a, b)-unicuspidal
curve with b > 7a, the proof differs slightly according to whether b < 8a or b ≥ 8a;
in both cases, however, the final outcome is (b− 7a, 7b− 48a).
For example, the proof of case (1) goes as follows. (For simplicity, through
the whole series of blowups and blowdowns, we will use the same notation for a
curve/branch and for its strict transform in the other surface.) As C with a cusp
type (a, b) sweeps the nodal cubic N at the beginning, we have local intersection
multiplicities at the node (C ·B1) = a, (C ·B2) = b. Thus, by Lemma 8.2, first bullet
point, after the first blowup, C has a cusp type (a, b−a) (recall that we can assume
2a ≤ b), (C · E1) = a and (C · B2) = b − a. The next 6 blowups do not affect the
cusp type and these local intersection multiplicities, as everything happens at the
other branch B1. Now when blowing down N , by Lemma 8.2, we get a singularity
of type (b− a, b), and local intersections (C · E1) = a+ b− a = b, (C · E7) = b− a.
Then, after blowing down Ei, i = 1 . . . 6, we have a cusp type (b, (i + 1)b − a) and
local intersections (C ·Ei+1) = b, (C ·E7) = (i+ 1)b− a. In particular, after the last
blowdown, the strict transform of E7 is a nodal cubic with node at the singular point
of C such that C has intersection multiplicity b with one branch and 7b − a with
the other. We will call the first branch B1, the second B2 and (the strict transform
of) the divisor E7 we denote by N
1. We see that (the strict transform of) C now
sweeps the nodal cubic N1 as claimed.
The proof of the remaining two cases is a similar step-by-step check of cusp types
and local intersection multiplicities. 
For elements ζ = x + y
√
5 of Z[
√
5] introduce the notation ζ+ = x + |y|√5. We
have the following corollary of the proposition above.
Lemma 8.4. Let C be an (a, b)-unicuspidal curve of genus g sweeping a nodal cubic
N , and suppose that (a, b) corresponds to ζ ∈ Z[√5]. Then there exists m such that
for all i 6= m − 1,m there exists a 1-unicuspidal curve of genus g with the Puiseux
pair corresponding to (ζφ4i)+. Finally, if b > 7a, we can choose m = −1.
Proof. Suppose for simplicity that b > 7a; we will see later that this assumption is
not very restrictive. For each i ≥ 0 we are going to construct an (ai, bi)-unicuspidal
curve Ci and an (a
′
i, b
′
i)-unicuspidal curve Ci, where (ai, bi) corresponds to (ζφ
4i)+
and (a′i, b
′
i) corresponds to (ζφ
−4(i+3))+.
The first family of curves is constructed as follows. Let C0 = C, N0 = N . For
every i ≥ 0, define inductively Ci+1 = fNi1 (Ci) and let Ni+1 = N1i be the nodal cubic
associated to fNi1 . Then by Proposition 8.3(1), Ci is an (ai, bi)-unicuspidal curve of
genus g with (ai, bi) corresponding to φ
4iζ.
The second family is constructed in an analogous way. Define C0 = f
N
2 (C),
N0 = N
2. By Proposition 8.3(3), C0 is a (b− 7a, 7b− 48a)-unicuspidal curve. Call
(a′0, b
′
0) the Puiseux pair (b− 7a, 7b− 48a), which corresponds to ζφ−12.
As above, for i ≥ 0, define inductively Ci+1 = fN i1 (Ci) and let N i+1 = N1i be
the nodal curve associated to N i. We remark here that we use the labelling of the
branches of N i induced by the curve Ci.
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Then, by Proposition 8.3(1), Ci is an (a
′
i, b
′
i)-unicuspidal curve of genus g, where
(a′i, b
′
i) corresponds to φ
4i · ζφ−12; however, observe that
ζφ−12 · φ4i = ζφ−12 · φ−4i = ζφ−4(i+3) = (ζφ−4(i+3))+.
This concludes the proof under the assumption b > 7a; we prove now that this
assumption is not needed. To this end, assume that b < 7a, and consider the curve
fN2 (C); by Proposition 8.3(2), this is an (a
∗, b∗)-unicuspidal curve of genus g, and
(a∗, b∗) = (7a− b, a) corresponds to φ−4ζ.
As remarked in the proof of Proposition 8.3, the assumption a + b = 3d implies
that b/a > φ4 > 41/6, hence it is easy to see that b∗ − 7a∗ > b − 7a. An inductive
argument shows that there exists an integer m ≤ 0 such that there exists an (a∗, b∗)-
unicuspidal curve C∗ with b∗ > 7a∗, with (a∗, b∗) corresponding to φ4(m+1)ζ, that
sweeps a nodal curve N∗. That is, the assumption b > 7a was not restrictive, and
this concludes the proof. 
Before turning to the proof of Theorem 1.7, we prove the following:
Lemma 8.5. Let N ⊂ CP2 be the nodal cubic defined by the equation x3+y3−xyz =
0. Then for any positive integer d, there exists a reduced smooth projective curve C
of degree d having local intersection multiplicity 3d with N at its node.
Proof. Set h(x, y, z) = x3 + y3− xyz for the polynomial defining N . The node of N
is at the point [x : y : z] = [0 : 0 : 1].
First, we prove that there exists a smooth local curve branch of degree at most
d having local intersection multiplicity 3d with N at its node. To show this, we
will work in the affine chart z = 1 of CP2. N ⊂ CP2 has a parametrisation with
[t : s] ∈ CP1 as follows:
[x : y : z] = [ts2 : t2s : t3 + s3].
Therefore, in the affine chart with coordinates x and y around (0, 0),
(x(t), y(t)) =
( ∞∑
k=0
(−1)kt3k+1,
∞∑
k=0
(−1)kt3k+2
)
, |t| < 1
2
is a parametrisation of the branch of N tangent to the x-axis, mapping t = 0 to
the node. For simplicity, while working in this chart, we denote by h(x, y) the
polynomial x3 + y3 − xy as well.
We claim that for each d there exists a polynomial fd(x, y) of degree d such that
it has local intersection multiplicity 3d with N at its node and it is smooth at that
point. For d = 1, 2 we set
f1(x, y) = y, f2(x, y) = y − x2 :
the order of t in the expansion of f1(x(t), y(t)) is 2, and the coefficient of t
2 is 1; and
the order of t in the expansion of f2(x(t), y(t)) is 5, and the coefficient of t
5 is 1.
Let c1 = c2 = 1. For n ≥ 3, define recursively the pair (fn(x, y), cn) as follows:
fn(x, y) = cn−2fn−1(x, y)− cn−1xyfn−2(x, y)
and let cn denote the coefficient of t
3n−1 in the expansion of fn(x(t), y(t)).
Claim 8.6. For any integer n ≥ 1, the following hold:
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(1) fn(x, y) is a polynomial of degree n. If the coefficient of x
iyj in fn(x, y) is
nonzero, then i + 2j ≡ 2 (mod 3). The coefficient of the monomial y in
fn(x, y) is nonzero.
(2) The order of t in the expansion of fn(x(t), y(t)) is 3n − 1; in particular,
cn 6= 0.
Proof. We prove this by induction on n. Both properties can be easily checked for
n = 1, 2. Assume we know the claim for fn−1(x, y) and fn−2(x, y), and let us prove
it for fn(x, y). For an integer m, let Qm(t) be defined by fm(x(t), y(t))/t
3m−1; the
inductive hypothesis tells us that Qn−1(t) and Qn−2(t) are power series satisfying
Qn−1(0) = cn−1 6= 0 and Qn−2(0) = cn−2 6= 0.
All the properties in (1) are obvious from the definition; for the non-vanishing of
the coefficient of y, we observe that it is obtained from the coefficient of fn−1(x, y)
by multiplication with cn−2 6= 0, and therefore it is nonzero.
For (2), write
fn(x(t), y(t)) =
∞∑
m=0
amt
m.
First, we prove that am = 0 for m ≤ 3n − 2. As all powers of t in the expansion
of x(t) are congruent to 1 (mod 3) and all powers of t in the expansion of y(t) are
congruent to 2 (mod 3), using part (1) we immediately get that am = 0 if m 6≡ 2
(mod 3). Therefore, it is enough to show that am = 0 for m ≡ 2 (mod 3) with
m ≤ 3n − 4. From the definition of fn(x, y), Qn−1(t), Qn−2(t), and the inductive
hypothesis, we have
fn(x(t), y(t)) = cn−2t3(n−1)−1Qn−1(t)− cn−1t3P (t) · t3(n−2)−1Qn−2(t)
where P (t) is the power series associated to (1 + t3)−2. Therefore, there is indeed
no power tm in the above expansion for m ≤ 3n− 4.
Assume now that t3n−1 vanishes as well, i.e. cn = 0. This would mean that fn(x, y)
has local intersection multiplicity at least 3n with the parametrized branch of N ,
therefore (since it also intersects the other branch at the node), it has intersection
multiplicity at least 3n + 1 with the cubic N altogether. As the degree of fn(x, y)
is n, from Be´zout’s theorem, it follows that h(x, y) divides fn(x, y). But this is
impossible, as y has non-zero coefficient in fn(x, y); a contradiction. 
Remark 8.7. Numerical evidence indicates that cn is in fact 1 for every n ≥ 1.
However, this is not needed in the argument.
The curve Cd defined by the equation fd(x, y) = 0 has local intersection multi-
plicity 3d − 1 with one branch of the node of N , and at least one with the other
branch. Since it does not contain the curve N , its intersection multiplicity with N at
the node is at most 3d, by Be´zout’s theorem. This also shows that the intersection
multiplicity of Cd with one of the two branches of N is 1, hence Cd is reduced.
In this way, we have proven the existence of a local germ fd(x, y) with the above
properties. We will also denote with fd(x, y, z) the homogenisation of the germ, and
with Cd the associated, degree-d projective curve. As indicated above, Cd is reduced
and it intersects N only at the node with multiplicity 3d. However, it may have
singular points away from [0 : 0 : 1] if d ≥ 3.
Recall that we have defined two polynomials f1(x, y) and f2(x, y) of degrees 1 and
2 respectively, whose zero sets are curves that sweep N at the node. Suppose now
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that d > 2. For a non-negative integer m let gm(x, y, z) be the Fermat polynomial
gm(x, y, z) = x
m + ym + zm, defining the Fermat curve {gm(x, y, z) = 0}.
Consider the linear pencil of curves
{λfd(x, y, z) + µh(x, y, z)gd−3(x, y, z) = 0}
as [λ : µ] varies in CP1.
The basepoints of the linear system are the intersection points of Cd and {h(x, y, z)gd−3(x, y, z) =
0}. These are the point [0 : 0 : 1] and the intersections of {gd−3(x, y, z) = 0} with
Cd.
We claim that at each basepoint one of the two generating curves of the pencil
is smooth. In fact, at [0 : 0 : 1] the curve Cd is smooth by construction; on the
other hand, since Cd and N intersect only at [0 : 0 : 1], at every other basepoint
the curve {h(x, y, z)gd−3(x, y, z) = 0} coincides with the Fermat curve, and hence it
is smooth. Therefore, the generic member of the pencil is smooth and reduced by
Bertini’s theorem [6, Theorem 17.16].
Notice also that the intersection multiplicity of both generators of the pencil with
N is at least 3d: it is at least 3d − 1 with one branch B2 and at least 1 with the
other branch B1 of N at the node. In this way, for all members of the pencil the
intersection multiplicity is at least 3d (at least 3d − 1 with B2 and at least 1 with
B1). Now again by Be´zout’s theorem, it can not be higher. In particular, the generic
member of the pencil has intersection multiplicity exactly 3d−1 with B2 and 1 with
B1; altogether 3d with N at its node. So the generic member of the pencil is the
curve C we are looking for. 
Proof of Theorem 1.7. Recall from Proposition 8.3 that a curve C sweeping a cubic
N induces a labelling of the branches of N at its node, hence the pair (C,N)
determines two Cremona transformations fN1 and f
N
2 which in turn define the two
associated nodal cubics N1 and N2. Moreover, fNj (C) sweeps N
j for j = 1, 2.
By Lemma 8.5 we can find a smooth curve C of degree d = k+ 1 = Lk3 and genus
g = k(k − 1)/2 that sweeps a nodal cubic N . Notice that, since C is smooth, the
‘Puiseux pair’ of the singularity at the node is (Lk1, L
k
5) = (1, 3k + 2); also, observe
that (1, 3k + 2) corresponds to ζ = 7k + 4 + (3k + 2)
√
5.
Also, since k > 1, Lk5 > 7L
k
1, Lemma 8.4 gives, for every i 6= −1,−2, a 1-
unicuspidal curve whose Puiseux pair corresponds to (φ4iζ)+. Now, simply observe
that (Lk4i+1, L
k
4i+5) corresponds to φ
4iζ.
As for the second part of the stament, by Theorem 1.2, almost all Puiseux pairs
(a, b) such that there exists an (a, b)-unicuspidal curve of genus g satisfy (1.2). As
noted in Remark 7.11, if g ≡ 1 (mod 3) and 2g − 1 is a power of a prime, then
all solutions of the generalised Pell equation (1.2) correspond to elements of form
(ζφ4n)+, n ∈ Z for some ζ ∈ O. On the other hand, since we realised all but two ele-
ments in a ±φ4-orbit, for these genera we have constructed examples corresponding
to almost all singularities of 1-unicuspidal curves. 
Example 8.8. Let us consider the case g = 6. According to Theorem 1.7, for every
n 6= −1,−2 we constructed a singular genus-6 curve with a cusp of type correspond-
ing to (φ4n(32 + 14
√
5))+ ∈ O.
Notice that, since g is divisible by 3, by Proposition 7.10, the elements (φ4n+2(32+
14
√
5))+, too, correspond to solutions of Equation (1.2).
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Question 8.9. Is it the case that for almost all n the elements
(φ4n+2(32 + 14
√
5))+ ∈ O
correspond to the Puiseux pair of a 1-unicuspidal curve Cn?
In light of Lemma 8.4, the answer is positive if we can find an integer n∗ and
an (a∗, b∗)-unicuspidal curve C∗ that sweeps a nodal cubic N∗, where (a∗, b∗) corre-
sponds to (φ4n
∗+2(32 + 14
√
5))+.
Notice also that, since 2g − 1 = 11 is a prime, together with the previous con-
struction, this would realise almost all possible Puiseux pairs for this genus (see
Remark 7.11).
Example 8.10. Let us consider the case g = 10. Theorem 1.7 gives us a family of
curves, each with a singularity corresponding to (φ4n(39 + 17
√
5))+ ∈ O for any
n 6= −1,−2.
Since g ≡ 1 (mod 3) and 2g− 1 = 19 is a prime, by Remark 7.11 all the solutions
of the Pell equation which can correspond to possible Puiseux pairs are in the set
{(ζφ4n)+ : n ∈ Z}.
So we constructed all but finitely many 1-unicuspidal genus-10 curves (up to
equisingularity).
Similar arguments apply as soon as g is a triangular number such that 2g − 1 is
a power of a prime greater than 5. That is, if g ≡ 1 (mod 3), then Theorem 1.7
produces almost all 1-unicuspidal curves of genus g, up to equisingularity. The
first triangular number for which we are unable to produce almost all 1-unicuspidal
curves is g = 325, for which 2g − 1 = 649 = 11 · 59.
If, on the other hand, 2g − 1 is congruent to −1 modulo 3 and larger than 5,
Theorem 1.7 only provides explicit examples of 1-unicuspidal curves corresponding
to half of the solutions of Equation (1.2). We have a natural generalisation of
Question 8.9 above:
Question 8.11. Let g > 3 be a triangular number such that g ≡ 0 (mod 3) and
2g − 1 is a power of a prime. Is it the case that for almost all coprime solutions
(a, b) of Equation (1.2) there exists an (a, b)-unicuspidal curve of genus g?
Example 8.12. For g = 1 and g = 3 some unusual things happen, as 2g − 1 is 1 in
the first case, and 5 in the second.
If g = 1, we can start with (a, b) = (1, 8) corresponding to ζ = 18 + 8
√
5. We
get that there exist curves corresponding to (ζφ4n)+ for any n ∈ Z, except n = −1
(yielding ζφ−4 = 3 +
√
5) and n = −2 (yielding ζφ−8 = 3 − √5). However, now
(ζφ4n)+ = (ζφ−4(n+3))+, so the set of possible Puiseux pairs is indexed by N rather
than Z.
If g = 3, we can start with (a, b) = (1, 11) corresponding to ζ = 25 + 11
√
5. We
get that there exist curves corresponding to (ζφ4n)+ for any n ∈ Z, except n = −1
(yielding ζφ−4 = 5 +
√
5) and n = −2 (yielding ζφ−8 = 10 − 4√5). Now although
5 ≡ −1 (mod 3) and ζφ2 = 65 + 29√5 (so 3 does not divide y here), we do not get
another family of solutions, as ζφ2 = 65 + 29
√
5 = ζφ−12.
Example 8.13. The smallest non-triangular g for which we have infinitely many
coprime solutions of the Pell equation is g = 16. By Proposition 7.10, all coprime
solutions of Equation (1.2) correspond to (φ4n(57 + 25
√
5))+, n ∈ Z.
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The natural question to ask in this setting is the following:
Question 8.14. Is it the case that for every g, almost all coprime solutions (a, b)
of Equation (1.2) are realised by an (a, b)-unicuspidal curve of genus g?
8.2. More examples. In the next two examples, we exhibit 1-unicuspidal genus-g
curves for each genus g ≥ 2 (except g = 3). These curves are of minimal degree dmin
among all curves with the given singularity, but dmin is not the minimal degree for
which the degree-genus formula (6.1) has a solution.
Also, in both cases, a+ b is not 3d, thus yielding examples of curves (for infinitely
many g) not covered by the identity of Theorem 1.2.
Example 8.15. Consider the projective curve Cp defined by the equation
Cp = {xp+3 + yp+3 + xpz3 = 0}
for p ≥ 2, and p not divisible by 3. This is a unicuspidal curve of degree d = p + 3
and genus g = p + 2. The cusp is of type (p, p + 3). This local type is always a
candidate with d = p + 2 as well; in this case g = 1, but it is not an admissible
candidate since Equation (5.4) obstructs the existence of such curves: set j = 1 and
k = 0 and notice that Rd+1 = Rp+3 = #(Γ∩ [0, p+ 3)) = 2 < 3, as the semigroup is
generated by two elements p and p+ 3.
Notice that in this case a+ b = 2p+ 3, while 3d = 3(p+ 3).
In fact, for certain local types, Theorem 1.1 can exclude arbitrarily many candi-
date degrees as well, as the next example shows.
Example 8.16. Consider the projective curve Dp defined by
Dp = {xpzp−1 + x2p−1 + y2p−1 = 0}
for p ≥ 2. This is a unicuspidal curve of degree d = 2p−1 and genus g = (p−1)(p−2).
The cusp has a torus knot of type (p, 2p− 1). This local type is always a candidate
with all possible smaller d’s (such that
(
d−1
2
) ≥ δ = (p−1)2), but the inequality (5.4)
obstructs the existence of such curves (set j = 1 and k = 0 and notice that in order
to have Rd+1 ≥ 3 we need d ≥ 2p − 1). In this way, this example shows that for
the topological type (p, 2p − 1) approximately (2 −√2)p candidate degrees can be
obstructed.
In this case, a+ b = 3p− 1, while 3d = 6p− 3.
Remark 8.17. In fact, the above applications of (5.4) (and, surprisingly, the proof
of Proposition 6.3 too) use only the lower bound for Rjd+1−2k and only with k = 0.
This special case can be obtained by applying Be´zout’s theorem. Indeed, one can
repeat the argument of the proof of [4, Proposition 2] without any change, and get
(j + 1)(j + 2)
2
≤ Rjd+1
for j = 0, . . . , d− 3.
Notice that in all the examples above, a+ b < 3d. The next example shows that
there are infinitely many 1-unicuspidal curves with a+ b > 3d as well.
Example 8.18. For any positive integer n > 2, there exists a (3n, 21n+1)-unicuspidal
curve C ′n of degree d = 8n and genus (n − 1)(n − 2)/2. To construct such curves,
consider a smooth curve Cn of degree n touching a nodal cubic N in one single
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point outside its node (with local intersection multiplicity 3n). By Lemma 8.19
stated below, such a pair (N,Cn) exists. Choose a branch of N at the node, and
let fN denote the associated Orevkov’s Cremona transformation (we do not have a
specified order of branches at the node here, so there is no point in distinguishing fN1
and fN2 ), as described in Subsection 8.1. Then one can check that the C
′
n = f
N(Cn)
has degree and cusp type as described above, therefore, a+ b = 24n+1 > 24n = 3d.
Recall that the birational map fN automatically produces a new nodal cubic N1
as the image of E7 (the exceptional divisor obtained at the last blowup) after the
series of blowdowns. Notice that we now can distinguish the two branches of N1:
call B1 the branch having intersection multiplicity 3n with C
′
n and B2 the one having
intersection multiplicity 21n with C ′n. Now applying the birational map f
N1
2 leads
back to the original smooth curve Cn. On the other hand, applying f
N1
1 leads to
another cuspidal curve; however, this has more than one Puiseux pair.
Lemma 8.19. Let N ⊂ CP2 be the nodal cubic defined by the equation x3 + x2y −
yz2 = 0. Then for any positive integer d > 2, there exists a reduced smooth projective
curve C of degree d having local intersection multiplicity 3d with N at the point
[x : y : z] = [0 : 0 : 1].
Proof. The proof is similar to the proof of Lemma 8.5. Set h(x, y, z) = x3+x2y−yz2
for the equation ofN itself. In the affine chart of CP2 given by z = 1 with coordinates
x and y around (0, 0),
(x(t), y(t)) =
(
t,
t3
1− t2
)
, |t| < 1/2
is a parametrisation of the local branch of N , mapping t = 0 to the inflection point
(0, 0).
Set fd(x, y) = y
d + x3 + x2y − y. It is easy to check that fd(x, y) is smooth at
(0, 0) and has local intersection multiplicity 3d with N . We will also denote with
fd(x, y, z) the homogenisation of this germ. Consider the linear pencil
{λfd(x, y, z) + µh(x, y, z)gd−3(x, y, z) = 0}
where [λ : µ] ∈ CP1 and gd−3(x, y, z) is the Fermat polynomial defined above.
Similarly as in the proof of Lemma 8.5, by Bertini’s theorem it follows that the
generic member of the pencil determines a smooth curve with the desired properties.

Remark 8.20. Call an (a, b)-unicuspidal degree-d curve exceptional if a + b 6= 3d.
Theorem 1.2 says that there are at most finitely many exceptional curves for each
fixed genus g. More precisely, analysing the proof of Theorem 1.2, one can obtain an
upper bound quadratic in g for the degree of exceptional curves, that is, d ≤ O(g2)
for all exceptional curves of degree d and genus g.
Of course, there can be infinitely many exceptional curves of varying genus g.
Indeed, the above examples provide us infinitely many such curves: in Example 8.15,
we have a + b < 3d and d = O(g), in Example 8.16, we have a + b < 3d again but
d = O(
√
g); in Example 8.18, we have a+ b > 3d and d = O(
√
g) again.
The following natural question arises.
Question 8.21. Let dg be the largest degree of an exceptional curve of genus g. How
fast does dg grow with g? What is the smallest power g
µ of g such that dg = O(g
µ+ε)
for all ε > 0?
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The same question can be asked separately for exceptional curves with a+ b > 3d
and a+ b < 3d.
From the proof of Theorem 1.2 and Example 8.15 it follows that the exponent we
are looking for is between 1 and 2.
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