Abstract. This paper describes an efficient method to construct reliable machine learning applications in peer-to-peer (P2P) networks by building ensemble based meta methods. We consider this problem in the context of distributed Web exploration applications like focused crawling. Typical applications are user-specific classification of retrieved Web contents into personalized topic hierarchies as well as automatic refinements of such taxonomies using unsupervised machine learning methods (e.g. clustering). Our approach is to combine models from multiple peers and to construct the advanced decision model that takes the generalization performance of multiple 'local' peer models into account. In addition, meta algorithms can be applied in a restrictive manner, i.e. by leaving out some 'uncertain' documents. The results of our systematic evaluation show the viability of the proposed approach.
Introduction
Motivation Text processing using machine learning algorithms (e.g. using supervised methods such as classification or unsupervised algorithms like clustering) is an important part of many Web retrieval applications. As an example, we may consider a focused crawler [7] that starts with the sport-related topics 'ball games', 'track and fields', and 'swimming' that are initially filled by the user with some training data. Based on these training data the parameters of a mathematical decision model can be derived, which allows the system to automatically classify web pages gathered during the crawl into the topic taxonomy. In the next step, a large crawl would populate the topics of interest. In the postprocessing phase, unsupervised machine learning methods (e.g. clustering) may be applied for automatic organization of the 'ball games' documents by partitioning this class into appropriate subtopics (say 'soccer', 'basketball', and 'handball').
The key to success for the classification step clearly lies in the selection of an appropriate amount of human labeled training samples, being the intellectual bottleneck of the system. The clustering step should provide high accuracy in the sense that whatever subclasses it forms should indeed be reasonably homogeneous.
In the context of a peer-to-peer (P2P) network that puts together multiple users with shared topics of interest, it is natural to aggregate their knowledge and construct better machine learning models that could be used by every network member. The naive solution would be to share available data (training samples and/or results of the focused crawl) along a higher number of peers with others. However, the following reasons may prevent the peer from sharing all of its data with other members of the overlay network:
-significantly increased network costs for downloads of additional training data on every peer -increased runtimes for the training of the decision models -privacy, security, and copyright aspects of the user's personal information sources
Contribution To overcome the limitations of single-peer models, we propose the application of meta methods. Our objective is to combine multiple independently learned models from several peers and to construct the advanced decision model that utilizes the knowledge of multiple P2P users. In addition we show how meta learning can be applied in a restrictive manner, i.e. leaving out some documents rather than assigning them to inappropriate topics or clusters with low confidence, providing us with significantly more accurate classification and clustering results on the remaining documents.
Related Work Focused Web exploration applications were intensively studied in the recent literature. The idea of focused crawling [7] was recently adopted for P2P systems. However, this work was mainly focused on sharing crawling results from particular peers (e.g. using distributed indexes) rather than improving the underlying crawler and its components.
On the other hand, there is a plethora of work on text classification and clustering using all kinds of probabilistic and discriminative models [7] . The machine learning literature has studied a variety of meta methods such as bagging, stacking, or boosting [5, 29, 19, 13] , and even combinations of heterogeneous learners (e.g., [30] ). There are also methods available for combining different clustering methods [26, 12, 24] . The approach of intentionally splitting a training set for meta classification has been investigated by [8, 25] . However, these techniques were not considered in the context of P2P systems.
Algorithms for distributed clustering are described in [16, 18] , but here document samples must be provided to a central server, making these solutions inconsistent with our requirements. The distributed execution of k-means was discussed in [11] . However, this method requires multiple iterations that must be synchronized among the peers and causes a considerable amount of coordination overhead. Privacy-preserving distributed classification and clustering were also addressed in the prior literature: In [27] a distributed Naive Bayes classifier is computed; in [20] the parameters of local generative models are transmitted to a central site and combined, but not in a P2P system.
System Architecture
The implementation of a peer in our distributed system consists of two layers. The lower (network) layer determines the communication among the peers. The peers form an autonomous agent environment: the exact way one particular peer solves its Web retrieval problem (e.g. crawling the Web, sending queries to 'Deep Web' portals, analyzing recent newsgroup discussions or publications in electronic journals, etc.) is not restricted in any way. We assume that all peers share the same thematic taxonomy such as dmoz.org [2] . The upper (application) layer is the distributed algorithm that utilizes results from particular peers to construct improved learning models (e.g. classification and/or clustering models) that can be used to continue the focused crawl with higher accuracy and to adjust the topics of a user-specific personalized ontology.
In our model, the peers use the epidemic-style communication [10] . Every peer maintains an incomplete database about the rest of the network. This database contains entries (e.g. addresses) on some other peers (neighbors) together with timestamps of the last successful contact to that neighbor. The neighbor list is refreshed using a push-pull epidemic algorithm.
To connect a new peer to the network one needs only one living address. The database of the new peer is initialized with the entry containing this living address only, and the rest is taken care of by the epidemic algorithm. Removal of a peer does not require any administration at all.
When new data becomes available, the peer initiates the building of a new meta learning method together with its direct neighbors as described in Section 3.1. With the next epidemic messages, it is broadcast to all neighboring peers.
Properties of the Application Layer
In this section we first describe a general framework for aggregating information from k peers in meta models, and then consider two typical applications for such a framework: classification and clustering for document collections.
Exchanging Data Models among Peers
In our framework we are given a set of k peers P = {p 1 , . . . , p k }. Each peer p i maintains its collection of documents D i . In the first step, each peer p i builds a model m i (D i ) using its own document set D i . Next, the models m i are propagated among the k peers as described in Section 2. To avoid high network load, it is crucial for this step that the models m i are a very compressed representation of the document sets We notice that the dynamic nature of P2P overlay networks has no direct impact on the construction of meta models. If the participating nodes do not receive models M F = {m f1 , . . . , m fu } from some (failed) neighbors, they are still able to construct the meta model Meta *
F ) on models obtained from the remaining live peers. When the number k of required models is explicitly given by estimators or tuning parameters of the framework (Section 3.2), the multicast capability of the network layer can be combined with advanced scheduling methods [14] in order to reach the desired number of live nodes in presence of failures.
Application to Automatic Document Organization
Meta Classifiers on k Peers In the context of classification algorithms, the introduced general approach 3.1 can be substantiated as follows. Each peer p i contains a document collection D i , consisting of a set of labeled training documents T i and unlabeled documents U i . The peer's goal is to automatically classify the documents in U i . In the first step, every peer p i builds its own feature vectors of topic labeled text documents T i (e.g., capturing tf · idf weights of terms). The model m i corresponds to the classifier obtained by running a supervised learning algorithm on the training set T i . Now, instead of transferring the whole training sets T i , only the models m i need to be exchanged among the peers. For instance, linear support vector machines (SVMs) [6] construct a hyperplane w · x + b = 0 that separates the set of positive training examples from a set of negative examples with maximum margin. For a new, previously unseen, document d the SVM merely needs to test whether the document lies on the "positive" side or the "negative" side of the separating hyperplane. The classifiers m i can represented in a very compressed way: as tuples (w, l, b) of the normal vector w and bias b of the hyperplane and l, a vector consisting of the encodings of the terms (e.g. some hashcode) corresponding to the dimensions of w.
In the next step, every peer p j considers the set
namely, +1 if d is accepted for the given topic by m i and -1 if d is rejected. These results can be easily combined into a meta result:
A family of such meta methods is the linear classifier combination with thresholding [25] . Given thresholds t 1 and t 2 , with t 1 > t 2 , and weights w(m i ) for the k underlying classifiers we compute Meta(d) as follows:
The important special cases of this meta classifier family include voting [5] (Meta() returns the result of the majority of the classifiers), unanimous decision (if all classifiers give us the same result), and weighted averaging [28] (Meta() weights the classifiers using some predetermined quality estimator, e.g., a leaveone-out estimator for each v i ).
The restrictive behavior is achieved by the choice of the thresholds: we dismiss the documents where the linear result combination lies between t 1 and t 2 . For real world data there is often a tradeoff between the fraction of dismissed documents (the loss) and the fraction of correctly classified documents (the accuracy).
If a fixed set U of unlabeled documents (that does not change dynamically) is given, we can classify the documents with a user-acceptable loss of L as follows:
1. for all documents in U compute their classification confidence
2. sort the documents into decreasing order according to their confidence values 3. classify the (1 − L)|U | documents with the highest confidence values according to their sign and dismiss the rest
In our experiments we assigned equal weights to each classifier, and instead of R(m i , d), we considered a "confidence" value conf (m i , d) for the classification of document d by the classifier. For SVM we chose the SVM scores, i.e., the distance of the test points from the hyperplane. A more enhanced method to map SVM outputs to probabilities is described, e.g., in [21] . Note that meta classifiers can be, similar as base classifiers, easily transferred between peers as tuples
Meta Clustering Algorithms on k Peers Clustering algorithms partition a set of objects, text documents in our case, into groups called clusters. In the introduced scenario, each peer p i contains a document collection U i of unlabeled data. Every peer wants to cluster its unlabeled data. Analogously to the classification task every peer p i can execute a clustering algorithm on its own data U i to build the model m i ; a representation of the resulting clustering models m i can be propagated to the other peers. A simple, very popular member of the family of partitioning clustering methods is k-means [15] : k initial centers (points) are chosen, every document vector is assigned to the nearest center (according to some distance or similarity metric), and new centers are obtained by computing the means (centroids) of the sets of vectors in each cluster. After several iterations (according to a stopping criterion) one obtains the final centers, and one can cluster the documents accordingly. For the k-means algorithm, the clustering model m i can be represented as (z 1 , . . . , z l , l) , where the z i are vector representations of the computed centroids, and l contains encodings of the feature dimensions as described above for the supervised case.
After propagating the models, every peer contains a set M = {m 1 , . . . , m k } of different clustering models. Document d is assigned to one of l clusters with labels {1, . . . , l} by each model: m i (d) ∈ {1, . . . , l}. In the case of k-means this is the label of the centroid most similar to the document. The goal of meta clustering is now to combine the different clustering results in an appropriate way.
To combine the m i (d) into a meta result, the first problem is to determine which cluster labels of different methods m i correspond to each other (note that cluster label 3 of method m i does not necessarily correspond to the same cluster label 3 of method m j , but could correspond to say cluster label 1). With perfect clustering methods the solution would become trivial: the documents labeled by m i as a would be exactly the documents labeled by m j as b. However, real clustering results exhibit certain fuzziness so that some documents end up in clusters other than their perfectly suitable cluster. Informally, for different clustering methods we would like to associate the clusters which each other which are "most correlated".
Formally, for every method m i we want to determine a bijective function map i : {1, . . . , l} → {1, . . . , l} which assigns all labels a ∈ {1, . . . , l} assigned by m i a meta label map i (a). By these mappings the clustering labels of the different methods are associated with each other and we can define the clustering result for document d using method m i as:
One way to obtain the map i functions is to take correlation of clusters from different clusterings into account. We want to maximize the correlation between the cluster labels. For sets A 1 ..A x , we can define their overlap as
Now using
we can define the average overlap for a document set U and the set of clustering methods M as
We choose the mappings map i which maximize the average overlap. After having computed the mapping we are given a set M = {m 1 , . . . , m k } of k binary clustering methods with results res i (d). For simplicity we consider here the case of k = 2 clusters and choose res i (d) ∈ {+1, −1} for a document d, namely, +1 if d is assigned to cluster 1, and -1 if d is assigned to cluster 2. We can combine these results into a meta result: Meta(d) = Meta(res 1 (d) , . . . , res k (d)) in {+1, −1, 0} where 0 means abstention. A family of such meta methods is the linear combination with thresholding [24] . Given thresholds t 1 and t 2 , with t 1 > t 2 , and weights w(m i ) for the l underlying clustering methods we compute
Meta(d) as follows:
Thus by an intermediate meta mapping step we have a completely analogous situation to the one for the supervised case described in Section 3.2. Confidence values conf (v i , d) for the clustering of a document d by the base methods v i can be obtained, say for k-means clustering, by computing the similarity (e.g., using the cosine measure) to the nearest centroid. The restrictive behavior can be obtained in exactly the same way as for the supervised case.
Estimators and Tuning For a restrictive meta classifier, we are interested in its behavior in terms of accuracy and loss (fraction of unclassified documents). A typical scenario could be a number of users in different peers accepting a loss up to fixed bound, to obtain a higher classification accuracy for the remaining documents. In [25] the tuning of the number k of classifiers for a user-acceptable loss threshold was described. We will not repeat this here and will instead focus on the P2P specific aspects.
The main ingredients of the estimation and tuning process are: Finally, the estimators for covariance and accuracy (numerical values) can be distributed among the peers and estimators for the overall meta classifier can be built. When the estimated quality of the resulting meta classifier does not meet the application-specific peer requirements (e.g. the expected accuracy is still below the specified threshold), the initiating peer may decide to invoke additional nodes for better meta classification. Note that for meta clustering, estimators cannot be built in the same easy way, because for the unsupervised case we cannot evaluate base methods by cross-validation.
Setup
To simulate different P2P Web retrieval scenarios (crawling the Web, sending queries to 'Deep Web' portals, analyzing recent newsgroup discussions or publications in electronic journals) we performed multiple series of experiments with real-life data from 1. The academic WebKB dataset [9] containing 8282 HTML Web pages from multiple universities, manually classified into the categories 'student', 'faculty', 'staff', 'department', 'course', 'project', and 'other'. 2. Newsgroups collection at [1] . This collection contains 17847 postings collected from 20 Usenet newsgroups. Particular topics ('rec.autos', 'sci.space', etc.) contain between 600 and 1000 documents. 3. The Reuters articles [17] . This is the most widely used test collection for text categorization research. The collection contains 21578 Reuters newswire stories, subdivided into multiple categories ('earn', 'grain', 'trade', etc.). 4. The Internet Movie Database (IMDB) at [3] . Documents of this collection are articles about movies that include the storyboard, cast overview, and user comments. The collection contains 6853 movie descriptions subdivided into 20 topics according to particular genres ('drama', 'horror', etc.).
We used the Porter stemming algorithm [22] in combination with stopword elimination to transform documents into the vector space model. In all discussed experiments, the standard bag-of-words approach [4] (using term frequencies to build L1-normalized feature vectors) was used for document representation.
Experiments with Supervised Learning Methods (Classification)
For each data set we identified all topics with more than 200 documents. These were 20 topics for Newsgroups, 6 for Reuters, 12 for IMDB, 4 for WebKB. Among these topics we randomly chose 100 topic pairs from Newsgroups and all possible combinations for the others, i.e. 66 topic pairs from IMDB, 15 for Reuters, and 6 for WebKB. For each topic pair we randomly chose 200 training documents per class and kept -depending on the available topic sizes in particular collectionsa distinct and also randomly chosen set of documents for the validation of the classifiers.
In each experiment, the training data was distributed over 16 peers (data collections in sizes suitable for larger network experiments are hard to get for our scenarios) using equal-sized subsets with approximately 15% overlap (corresponding to peers that contain non-disjoint training data). Among these peers we randomly chose 1,2,4,8, and all 16 peers to simulate various P2P classification scenarios. The configuration with 1 peer corresponds to the 'local' classification that does not involve sharing of classifiers. As discussed in Section 3.2, we also compared the restrictive form of meta classification, where we dismissed at each peer exactly the same amount of documents with worst classification confidence using confidence values as discussed in Section 3. Our quality measure is the fraction of correctly classified documents (the accuracy) among the documents Finally, we computed micro-averaged results along with their 95% confidence intervals for all groups of topic pairs. Figure 1 shows the observed dependencies between the numbers of cooperating peers, the induced loss, and the resulting accuracy for various reference collections. It can be observed that the meta classification and restrictive meta classification by multiple cooperating peers clearly outperforms the single-peer solution for all settings of the user-defined loss, including the non-restrictive meta classification with loss = 0. The quality of the meta algorithm clearly increases with the number of participating peers. In general, the difference between the one-peer solution and the meta solution is statistically significant for 4 and more participating peers and all values of the induced loss. The only exceptions are the results for Reuters with loss > 0.7 (the accuracy of all peer combinations, including one-peer experiment, becomes nearly 1.0) and the WebKB collection (due to the very limited number of possible topic combinations).
Experiments with Unsupervised Learning Methods (Clustering)
The same collections and topics were used to evaluate distributed meta clustering. All documents from randomly combined selections of 3 or 5 topics were consid- ered as unlabeled data and distributed among peers analogously to classification experiments from the previous section, with approximately 15% overlap. The goal of the clustering algorithm was to reproduce the partitioning into topics on each peer with possibly high accuracy. Our quality measure describes the correlation between the actual topics of our datasets and the clusters found by the algorithm. Let k be the number of classes and clusters, N i the total number of clustered documents in class i , N ij the number of documents contained in class i and having cluster label j. We define the clustering accuracy as follows:
The loss is the fraction of documents dismissed by the restrictive algorithm. For all peers, k-means was used as the underlying base method. We compared the one-peer clustering (i.e. clustering that can be executed by one peer on its local dataset without cooperation with others) with meta clustering, exchanging centroids from cooperating peers and correlation-based mapping (Section 3.2) of the final clusters. Analogously to classification experiments, we considered restrictive meta clustering, dismissing exactly the same number of documents with the worst clustering confidence [24] on each peer.
The results are summarized in Figure 2 . The main observations are similar to the ones discussed for the supervised case:
-The quality of the meta clustering results is consistently higher than for isolated one-peer solutions. -The quality of the meta algorithm tends to increase with the number of participating peers and is in almost all cases statistically significant. For the Reuters collection, the difference between one-peer solution and the meta result is statistically significant for 8 and more participating peers and all values of the induced loss. For the IMDB and Newsgroups collections, the difference between the one-peer solution and the meta result is statistically significant for 4 and more participating peers and all loss values.
In the experiments with the Reuters dataset, the accuracy decreases for high loss values (greater 0.7). Possibly this can be explained by the fact that the Reuters topics -unlike the other considered reference collections -are very different in size (e.g. the topics 'earn' and 'grain' contain about 3900 and 280 documents, respectively). The in-depth analysis of such artifacts is subject of our future work.
Conclusion
In this paper, we proposed a new methodology to construct distributed machine learning meta models for P2P Web exploration applications. The results of the evaluation clearly show the advantages of cooperation between nodes for building meta decision models. Our method does not require the comprehensive exchange of private data collections between peers and thus provides substantial advantages for aspects of privacy, network bandwidth, storage, and computational expense. Furthermore, in terms of accuracy our restrictive meta methods clearly outperform the models that can be separately built on training sources of isolated peers and -more importantly -also the restrictive variant of such one-peer solutions with the same induced loss.
