Abstract. A bipartite graph G = (U, V ; E) is called ǫ-regular if the edge density of every sufficiently large induced subgraph differs from the edge density of G by no more than ǫ. If, in addition, the degree of each vertex in G is between (d − ǫ)n and (d + ǫ)n, where d is the edge density of G and |U | = |V | = n, then G is called super (d, ǫ)-regular. In [Combinatorica, 19 (1999), pp. 437-452] it was shown that if S ⊂ U and T ⊂ V are subsets of vertices in a super-regular bipartite graph G = (U, V ; E), and if a perfect matching M of G is chosen randomly, then the number of edges of M that go between the sets S and T is roughly |S||T |/n. In this paper, we derandomize this result using the Erdős-Selfridge method of conditional probabilities. As an application, we give an alternative constructive proof of the blow-up lemma of
1. A politically correct cultural revolution and its impact on the blowup lemma. Let X be a radical politician who, in an attempt to run a politically correct presidential election campaign, makes a promise to each minority group that it will enjoy "statistically equal" status with respect to every quality of life, such as wealth, health, or education. After winning the election, he asks his advisors how to fulfill his commitments. Fortunately, one of the advisors has a background in mathematics and she proposes a sound solution: take all citizens' social security numbers and reassign them randomly, and then let all citizens assume their new lives accordingly. Thus, with high probability every group (e.g., women, elderly, African-American, gay, etc.) will each be proportionally represented in every category of quality of life (see Proposition 1 in section 2). President X does not want to take any chances, however, and asks for a "no-risk" solution. As there are more than 250,000,000 legal citizens, searching through all posssible permutations is not an option. Hence, the mathematically inclined advisor must design an algorithm which, in reasonable time, produces a reassignment that fulfills the president's promises (see Proposition 2 in section 3).
Then another obstacle arises. One of the other advisors observes that each person can realistically be reassigned to the lives of only a subcollection of other people. As a result, the advisors produce a huge chart that illustrates all such pairs of people (a "who can be whom" chart). Fortunately for President X, the talented female advisor notices that the chart enjoys a great deal of regularity and that each citizen can be assigned to a significant proportion of all citizens. After several years of intense research, she proves that a random reassignment, consistent with the "who can be whom" chart, is also very likely to produce a satisfiable outcome (see Theorem 2.2 in section 2). Moreover, the procedure can be "derandomized" in reasonable time to yield the required "no-risk" solution (see Theorem 4.1 in section 4).
Unfortunately, by the time the advisor proposes her solution, President X is no longer in office. So that her research does not go to waste, she searches for another real-life application and finds it in the "blow-up lemma" (see section 5).
2. The catching lemma. A permutation σ : [n] → [n] can be viewed as a perfect matching of the complete bipartite graph K n,n . A random perfect matching of a graph is a perfect matching drawn randomly, with uniform distribution, from the set of all perfect matchings in that graph.
Suppose that two subsets S and T of [n] are given. If σ :
[n] → [n] is a random permutation of the set [n] , then the number |σ(S) ∩ T | of elements of S mapped onto the elements of T has a hypergeometric distribution with expectation |S||T |/n. Equivalently, given a random perfect matching σ of K n,n , and a pair of sets (S, T ) with S and T on opposite sides, the number of edges |σ(S)∩T | "caught" in between S and T is a hypergeometric random variable with expectation |S||T |/n. In fact, in the following proposition we shall see that using Chernoff's bound for the hypergeometric distribution, one can obtain sharp concentration results simultaneously for the number of edges caught by many pairs (S i , T i ), i = 1, 2, . . . , k.
The following statement of Chernoff's inequality is valid for every binomial or hypergeometric random variable X on n trials (see [7, pp. 28-29] ): for t ≥ 0,
In Proposition 1 below, as well as in other statements, the sets S i and T i may be repeated; in other words, it is possible that S i = S j for some i = j. In fact, in our "real-life" application from section 1, the sets S range through all the minority groups, and, for a fixed set S i , the sets T j range through all categories of qualities of life. On the other hand, we shall see in section 5 that in other applications all sets S i (and all sets T i ) may be pairwise distinct.
Proposition 1 (the complete catching lemma). Given positive integers n, k, and 0 < λ < 1, let U and V , |U | = |V | = n, be the two vertex classes of a complete bipartite graph K n,n , and let S i ⊂ U , T i ⊂ V , i = 1, 2, . . . , k. If σ : U → V is a random perfect matching in K n,n , then the event that the inequality
holds for all i = 1, . . . , k occurs with probability at least 1 − 2k exp{−2λ 2 n}. Proof. Set s i = |S i |, t i = |T i |, and a i = ⌈s i t i /n − λn⌉, b i = ⌊s i t i /n + λn⌋, i = 1, . . . , k. Let X i = |σ(S i ) ∩ T i |, and let A i denote the event that a i ≤ X i ≤ b i , i = 1, 2, . . . , k. For every integer x, we have
By (1), it follows that
Now if X counts the number of events A i that do not occur, then the probability that (2) fails to hold for some i = 1, 2, . . . , k is
In [13] , a generalization of Proposition 1 was proved. Given a bipartite graph G with bipartition (U, V ) and two subsets U ′ ⊂ U and V ′ ⊂ V , denote by E G (U ′ , V ′ ) the set of edges of G with one endpoint in U ′ , and the other in V ′ , and set e G (U
A bipartite graph G whose bipartition classes each have size n is referred to as a bipartite graph with 2n vertices. Let N G (u) stand for the neighborhood of vertex u in graph G, and let deg G (u) = |N G (u)|. It is easy to check that in an ǫ-regular bipartite graph G with 2n vertices, all but at most 3ǫn 2 pairs of vertices u 1 , u 2 ∈ U satisfy
In fact, this implication can be reversed at the cost of enlarging ǫ slightly (see [1] ). Lemma 2.1. Given a positive integer n and ǫ > 0, if G = (U, V ; E), |U | = |V | = n, is a bipartite graph containing at least (1 − 5ǫ)n 2 /2 pairs of vertices
1/5 -regular. Sometimes it is desired that all vertices have their degrees close to the average. Given ǫ > 0 and 0 < d < 1, an ǫ-regular bipartite graph G with 2n vertices is called super (d, ǫ)-regular if the minimum degree δ(G) and the maximum degree ∆(G) of G satisfy
Using Hall's theorem, it is straighforward to show the following. Fact 1. Every ǫ-regular bipartite graph with 2n vertices and minimum degree at least ǫn contains a perfect matching.
Moreover, in [2] it was shown that in every large super (d, ǫ)-regular bipartite graph, the number of perfect matchings is roughly the same as the number of perfect matchings expected in the random bipartite graph with edge probability d. More precisely, if M (G) denotes the number of perfect matchings in G, then, for 0 < ǫ < d/2 and n sufficiently large,
If G is only ǫ-regular with density d, then the upper bound still holds. This estimate was used to prove the following result (see [13] ). Unlike the original statement, the probability bound is given explicitly here. Theorem 2.2 (catching lemma). Given real numbers 0 < d < 1, 0 < ǫ < (d/2) 4 , λ > 0, and a sufficiently large integer n 0 = n 0 (ǫ), the following holds. Let G be a super (d, ǫ)-regular graph with bipartition (U, V ), |U | = |V | = n > n 0 , and let
U → V is a random perfect matching of G, then the event that (2) holds for each i = 1, 2, . . . , k occurs with probability at least 1 − 2k exp{4ǫ 1/4 n − 2λ 2 n}. The main goal of this paper is to show how to derandomize this probabilistic result; that is, we show how to efficiently construct a perfect matching with the property described in Theorem 2.2. For this, we use the standard Erdős-Selfridge method of conditional probabilities ( [4] ; cf. [3] ) but in a nonstandard setting. First, we illustrate this method by proving the following lemma.
Lemma 2.3. Let m, n, and r be positive integers such that
and let N 1 , . . . , N n be subsets of V = {v 1 , . . . , v m }. Given 0 < p j < 1, j = 1, 2, . . . , r, where r j=1 p j = 1, there exists a polynomial (in m and n) time algorithm PARTI-TION that constructs a partition V = R 1 ∪ · · · ∪ R r such that for each j = 1, 2, . . . , r, |R j | = p j m, and for each i = 1, . . . , n, ||R j ∩ N i | − p j |N i || < m 2/3 . Proof. For unification, we set N n+1 = V . First notice that if a set R was constructed randomly by m independent coin flippings, each with probability p, then by (1) for the binomial distribution, the probability that for some i = 1, 2, . . . , n + 1,
We shall derandomize the above probabilistic statement simultaneuosly for all sets N i and for all partition sets R j . We restrict ourselves to the case r = 2 in the proof below for clarity of exposition. The proof for arbitrary r follows along the same lines; alternatively, the general case is implied by repeated applications of the case r = 2 (at the cost of error accumulation of at most rm 2/3 ). With r = 2, p = p 1 , and R = R 1 , we sequentially construct a binary sequence {ξ 1 , . . . , ξ m }, where ξ l = 1 if and only if v l ∈ R. Let R l denote R ∩ {v 1 , . . . , v l }; in particular, let R 0 = ∅. Let Y be a random variable that counts how many of the n + 1 inequalities are not satisfied. By (3), we know that E(Y ) < 1.
Assuming ξ 1 , . . . , ξ l−1 have been determined, we choose ξ l ∈ {0, 1} to minimize the conditional expectation E(Y |ξ 1 , . . . , ξ l ), which is given by
where
and
It is straightforward to check that
and thus, for each l = 1, . . . , m,
In particular, when l = m, we have
which implies that the integer Y (ξ 1 , . . . , ξ m ) equals zero. Hence, we have for
. To obtain the desired set R of order pm, the values of at most 3. Derandomizing the complete catching lemma. In this section, we warm up by derandomizing Proposition 1, the special case of Theorem 2.2 in which G = K n,n . Proposition 2. Let n and k be positive integers, and let 0 < λ < 1 such that 2k exp{−2λ 2 n} < 1. There exists a deterministic polynomial (in both n and k) time algorithm which, given a complete bipartite graph K n,n with vertex classes U and V , and k pairs of subsets S i ⊂ U , T i ⊂ V , i = 1, 2, . . . , k, constructs a perfect matching of K n,n such that inequality (2) holds for all i = 1, 2, . . . , k.
Proof. To construct the desired perfect matching, we shall apply the Erdős-Selfridge method of conditional probabilities. However, unlike Lemma 2.3, the choices of edges in the matching are not independent, and hence the underlying probability space is not binomial. In this case, the method succeeds due to a combinatorial identity enjoyed by the hypergeometric distribution (cf. Claim 1 below).
Let
Let X count the number of events A i that do not hold. By applying Chernoff's inequality to the hypergeometric random variable X, we have
We shall sequentially select edges to form a perfect matching that satisfies (2). Having chosen one edge e 1 = uv, u ∈ U , v ∈ V , we restrict our subsequent search to the complete bipartite graph K n−1,n−1 obtained by removing the two endpoints of e 1 . Then we update the sets S i and T i by setting S i,1 = S i \ {u} and T i,1 = T i \ {v}. We also update the intervals [a i , b i ] by shifting them to the left one unit if e 1 is "caught" by the pair (S i , T i ); that is, if u ∈ S i and v ∈ T i . We denote the new interval limits by a i,1 and b i,1 . If A 1 i is the event (in the space of all perfect matchings of
In general, we define the following function f on the set of all matchings of K n,n . For each l = 0, 1, 2, . . . , n, let n l = n − l. Given a matching σ = {e 1 , . . . , e l } we set
and where
Of course, for the empty matching σ = ∅, we have f (∅) = E(X), and thus f (∅) < 2ke
−2λ
2 n < 1. This function can also be defined recursively. For each l = 1, 2, . . . , n, and each matching σ = {e 1 , . . . , e l−1 }, set
Then for e l = uv we have
It is crucial that f (e 1 , . . . , e l−1 ) is the average of f (e 1 , . . . , e l ) over all (n − l + 1) 2 choices of e l . Claim 1. Let E 0 be the set of all edges of K n,n , and for each l = 1, 2, . . . , n, let E l be the set of all edges in the complete bipartite graph that remain after deleting the endpoints of the edges e 1 , . . . , e l . Then
f (e 1 , . . . , e l ) = f (e 1 , . . . , e l−1 ). This claim shall be proved at the end of this section. Observe that as a consequence of Claim 1, there is always a choice of e l for which f (e 1 , . . . , e l ) ≤ f (e 1 , . . . , e l−1 ). (9) Since s i,l , t i,l , a i,l , and b i,l are updated by (7)- (8) after each edge of σ is chosen, for each l = 1, 2, . . . , n we have
In particular, when l = n we may observe that n n = t i,n = s i,n = 0, while P (A i |e 1 , . . . , e n ) = 1 if 0 ∈ [a i,n , b i,n ], and P (A i |e 1 , . . . , e n ) = 0 otherwise. Thus, for each event A i that fails, there is a corresponding term in (6) that equals 1 (with x = 0). By (9), E(X|e 1 , . . . , e n ) = f (e 1 , . . . , e n ) ≤ E(X) < 1, which means that X(e 1 , . . . , e n ) = 0. Hence, the perfect matching σ = {e 1 , . . . , e n } satisfies (2) .
Proof of Claim 1. For clarity, we shall prove only the claim for l = 1; that is, we shall prove that
The general case is similar. We begin by interchanging the first two summations so that
. Now observe that for each i = 1, 2, . . . , k, the summand (
depends exclusively on which of the four positions, relative to the pair (S i , T i ), the edge e 1 takes (see Figure 1) . Hence, we may write (10) as
where the four summations are taken over all x / ∈ [a i,1 , b i,1 ] and where
It can now be checked algebraically that for each i = 1, 2, . . . , k, we have Φ i = Ψ i . Alternatively, for fixed i, imagine the following two-stage random experiment: an edge e 1 is first chosen uniformly at random; then a perfect matching is chosen randomly from the remaining subgraph K n−1,n−1 to form a random perfect matching σ of K n,n . Let B j , j = 1, 2, 3, 4, denote the event that, relative to the pair (S i , T i ), the edge e 1 takes a position that corresponds to the term p i,j . Then we have P (
, and
Hence, by the law of total probability, every term of (11) is equal to the corresponding term of the sum (6) with l = 0.
Remark. One might think that it would be simpler to fix in each step an unmatched vertex u of U and choose the next edge only from among those incident with u. Unfortunately, as we shall see in section 4, this technique does not carry over to the general case of super-regular graphs since we have no control over the neighborhoods of individual vertices.
4. Derandomizing the catching lemma. Some say that super (d, ǫ)-regular graphs are like complete bipartite graphs, only sparser. In a super (d, ǫ)-regular graph, the number of edges between sets of sizes s and t is roughly dst, and the number of perfect matchings in such a graph is, very roughly, d
n n!. Hence, it might seem that derandomizing Theorem 2.2 involves a mere repetition of the above argument, only with the presence of a factor of d. However, we shall see that this is not so.
One difficulty we must cope with is that we can no longer enjoy the hereditary property possessed by complete bipartite graphs, namely, that every induced subgraph of a complete bipartite graph, no matter how large or how small, is itself a complete bipartite graph. This hereditary property was exploited at each step in the proof of Proposition 1 as we sequentially constructed a perfect matching of K n,n .
By contrast, in a super (d, ǫ)-regular graph, we have no control over the regularity of subgraphs of size smaller than ǫn. Furthermore, even in large subgraphs, we cannot guarantee "high" minimum vertex degree, nor can we rule out the possibility of isolated vertices. Thus, it is possible that if edges are not chosen properly at each stage, then we may end up with a subgraph which contains no matching at all.
To circumvent this problem we shall construct the perfect matching as we did in the case of the complete graph, only now we shall rapidly change the strategy when we have but ǫn vertices left on each side. At this stage, and with no respect to the sets (S i , T i ), we would be satisfied to find any perfect matching in the leftover graph.
After merging this smaller matching in the leftover subgraph with the larger matching already constructed, the error term in (2) is then enlarged only slightly.
One obstacle still remains: the leftover subgraph may have no perfect matching at all. To remedy this, we shall randomly enlarge the set of leftover unmatched vertices by selecting roughly (ǫ 1/3 − ǫ)n vertices from the set of matched vertices in one vertex class (along with their matched partners in the other vertex class). We shall then "unmatch" these vertices and add them to the leftover graph to form an induced subgraph. The randomness guarantees (by Chernoff's bound) that the resulting ǫ 2/3 -regular graph will have sufficiently large minimum degree, and hence will contain a perfect matching. Of course, this step must be derandomized as well, but this can easily be accomplished by applying Lemma 2.3. Once we construct a perfect matching in the enlarged leftover subgraph (using any algorithm we like), then the construction of σ is complete. The term ǫ 1/3 n is then incorporated into the error term in (2)
There exists a deterministic polynomial time algorithm CATCH which, given an ǫ-regular bipartite graph G = (U, V ; E), |U | = |V | = n, with minimum degree at least γn, and given k pairs of subsets
. . , k, constructs a perfect matching in G such that the inequality
holds for all i = 1, 2, . . . , k.
Proof. Without loss of generality we may assume that for each i = 1, 2, . . . , k, ǫn < |S i |, |T i | < n − ǫn. Otherwise the entire range of the random variable |σ(S i ) ∩ T i | is contained in an interval of length ǫn, and since λ > ǫ, inequality (12) would automatically be satisfied by any perfect matching σ of G. This assumption shall be used only in the proof of Claim 2 below. Let s i = |S i |, t i = |T i |, a i = ⌈s i t i /n − λn⌉, and b i = ⌊s i t i /n + λn⌋, i = 1, 2, . . . , k. First, as in the proof of Proposition 2, we shall construct a partial matching σ ′ = {e 1 , . . . , e L } of size L = n − ⌈ǫn⌉, so that for all i,
The obvious modification is that the next edge is chosen only from the set E l−1 of all edges of the subgraph of G resulting from deleting the endpoints of e 1 , . . . , e l , l = 1, . . . , L. By the ǫ-regularity of G,
2 , where d is the density of G.
Let f (σ) be defined as in the proof of Proposition 2. While Claim 1 is no longer true, we shall instead prove that having chosen e 1 , . . . , e l−1 , there is always a choice of an edge e l so that f (e 1 , . . . , e l ) ≤ (1 + √ ǫ)f (e 1 , . . . , e l−1 ).
Claim 2. Let E 0 be the set of all edges of G, and for each l = 1, . . . , L = n−⌈ǫn⌉, let E l be the set of all edges of the subgraph of G that remain after deleting the endpoints of e 1 , . . . , e l . Then
f (e 1 , . . . , e l ) ≤ (1 + √ ǫ)f (e 1 , . . . , e l−1 ).
We prove Claim 2 at the end of this section. As a consequence, if σ ′ is the partial matching of order L constructed by the algorithm described in the proof of Proposition 2 (with the obvious modification; cf. Claims 1 and 2), then
Now we prove that (13) 
Consequently, at least one term of (5) is positive, and hence
which contradicts (14) . If, on the other hand, (15) . This leads to a contradiction to (14) . If we let U ′ ⊂ U and V ′ ⊂ V be the two sets matched by σ ′ , then we may view
. . ,N n and M 1 , . . . , M n be the neighborhoods of the vertices of U and V restricted to V ′ and U ′ , respectively; that is,
Now we apply algorithm PARTITION from Lemma 2.3 to the set V ′ and the input sets N 1 , . . . , N n , σ ′ (M 1 ), . . . , σ ′ (M n ) (with r = 2, m = L, and p = p 1 = ǫ 1/3 −ǫ 1−ǫ ). As a result, PARTITION constructs a subset R of V ′ of order |R| = (ǫ 1/3 − ǫ)n such that for all i = 1, 2, . . . , n,
and the same inequality holds for the sets σ ′ (M i ), i = 1, 2, . . . , n. Thus, every vertex of G has at least ǫ 2/3 n neighbors in R or (σ ′ ) −1 (R), respectively. Finally, consider the subgraph H of G induced by the vertex sets R ∪ (V \ V ′ ) and (
It is ǫ 2/3 -regular and has minimum degree at least ǫ 2/3 n. Consequently, by Fact 1, it contains a perfect matching, and we may apply, say, the Hopcroft-Karp algorithm [6] to find such a perfect matching σ ′′ in H. Now if σ ′′′ is the matching obtained from σ ′ by removing the edges incident to the set R, then by (13) , and since λ > ǫ 1/3 +ǫ, the combined perfect matching σ ′′ ∪σ ′′′ satisfies inequality (12) for all i = 1, 2, . . . , k.
Proof of Claim 2. We apply induction on l. For l = 1 we basically follow the proof of Claim 1, writing e(S i , T i ) instead of s i t i , and so on. However, because min{s i , t i , n−s i , n−t i } > ǫn, by the ǫ-regularity of G, we obtain the bound e(S i , T i ) < (d + ǫ)s i t i , and so on. Thus, with the notation from the proof of Claim 1, we have
The last inequality results from the fact that d ≥ γ ≥ 2 √ ǫ. Now assume that the claim is true for all j = 1, 2, . . . , l − 1, and let
In this setting we shall prove that
Towards this end, note that Ψ i = 0 if and only if
However, then for every e l ∈ E l−1 , we also have
and so Φ i = 0. In other words, if at some point the above inequality is satisfied for a particular pair (S i , T i ), then it is irrelevant with respect to that pair how the construction of σ proceeds in the future. Inequality (2) is guaranteed to hold in such a case since at any given time l the number of edges of σ that could be caught by the pair (S i , T i ) lies between s i,l + t i,l − n l and min{s i,l , t i,l }. If Ψ i > 0, then a straightforward calculation shows that
hence, we can essentially repeat the proof of the case l = 1 (or Claim 1 for that matter). Indeed, there exists x / ∈ [a i,l , b i,l ] such that ≥ 1. Now suppose that s i,l−1 < ǫn. Then f (e 1 , . . . , e l−1 ) ≥ 1
Clearly, the same inequality is obtained if n l−1 − s i,l−1 < ǫn (by the symmetry of the binomial coefficients) and also if t i,l−1 < ǫn or n l−1 − t i,l−1 < ǫn (by the symmetry of the hypergeometric distribution). However, by the induction assumption we have
which, by our assumption, is less than ǫ e ǫn . This completes the proof.
We wrap up this section with a more formal description of algorithm CATCH; a different version of this algorithm was outlined in [14] .
Algorithm CATCH. Input: An ǫ-regular bipartite graph G = (U, V ; E), |U | = |V | = n, with minimum degree at least γn and subsets S i ⊂ U , T i ⊂ V , i = 1, 2, . . . , k, as defined in Theorem 4.1. Output: A perfect matching σ : U → V such that for each i = 1, 2, . . . , k, inequality (12) holds.
1. Let σ ′ = ∅, L = n − ⌈ǫn⌉. 2. For l = 1, 2, . . . , L, and given a partial matching σ ′ = {e 1 , . . . , e l−1 }, (i) choose an edge e l so that the function f (e 1 , . . . , e l ) defined in (6) is minimized; (ii) replace σ ′ by σ ′ ∪ {e l }; (iii) let U ′ and V ′ be the sets matched by σ ′ . 3. Apply PARTITION to the set V ′ and the input sets (16) and denote the output by R. 4. Apply the Hopcroft-Karp algorithm to the subgraph induced by the sets
e is incident with R}).
5. An algorithmic version of the blow-up lemma. In [8] , Komlós, Sárközy, and Szemerédi proved a striking result called the blow-up lemma that, loosely speaking, enables one to embed any bounded degree graph H as a spanning subgraph of a large super-regular graph G. By an embedding, we mean a bijection f :
Their proof was based on a probabilistic argument and, subsequently, they derandomized their approach to provide a deterministic embedding [9] . It is worth noting that the blow-up lemma has been used to affirmatively answer two well-known conjectures, the approximate form of the Pósa-Seymour conjecture on squares of Hamiltonian cycles and the Alon-Yuster conjecture on graph packings (see [10] and [11] , respectively).
In [13] , an alternative probabilistic proof of the blow-up lemma was presented. In this probabilistic version, first the vertex set of H is partitioned using the HajnalSzemerédi theorem (see [5] ). Then, a corresponding partition of V (G) is achieved with a random partition. Finally, a version of the catching lemma (Theorem 2.2 above) is used to embed H into G. In this section, we give a constructive proof of the blow-up lemma by derandomizing the approach just described. First, instead of using the Hajnal-Szemerédi theorem to obtain the partition of V (H), we shall use the constructive Sauer-Spencer packing lemma (see [15] ). Then to construct the partition of V (G), we shall use a deterministic polynomial time procedure based on Lemma 2.3 (see section 2). Finally, with the derandomized catching lemma (Theorem 4.1) in hand, we shall then embed H into G by finding suitable perfect matchings in super-regular bipartite graphs. Consequently, we prove the following theorem.
Theorem 5.1 (algorithmic blow-up lemma). Given positive integers r and ∆, and 0 < d < 1, let δ = δ(r, ∆, d) > 0 be a sufficiently small real number and n 0 = n 0 (δ) a sufficiently large integer. There exists an algorithm EMBED which, in time polynomial in n, does the following. Let G be an r-partite graph with partition sets
Let H be an r-partite graph with partition sets X 1 , . . . , X r such that
Algorithm EMBED consists of two phases, which we shall first outline here and then describe in more detail later in this section.
In the preliminary phase (Phase I), the partitions of V (H) and V (G) are refined, and then edges are added to H and G. For clarity, we assume that n is divisible by 2∆
2 ; otherwise, a simple adjustment is necessary (see [13] ). Then with t = 2∆ 2 , m = n/t, s = rt, and ǫ = tδ, Phase I results in graphs H ′ and G ′ that satisfy the following conditions. G ′ is an s-partite graph with partition sets W 1 , . . . , W s such that
In Phase II, EMBED recursively constructs an embedding f of H ′ into G ′ that maps Y i onto W i , i = 1, . . . , s, so that the edges added to G in Phase I can be only images of the edges that were added to H. Hence, f is the desired embedding.
To execute Phase I, we invoke four subroutines: PACK, PARTITION (from Lemma 2.3), SATURATE, and AUGMENT. The last two algorithms are simple and shall be described below as we go.
Procedure PACK is an algorithmic version of a graph packing result by Sauer and Spencer presented in [15] . Given two graphs Γ and Γ ′ on the same vertex set V , we say that a bijection π : V → V is a packing of Γ and
It is straightforward to show that Sauer and Spencer's original existence proof yields the following result (see [17] for the details).
Lemma 5.2. There exists a polynomial time algorithm PACK that finds a packing of two given n-vertex graphs, Γ and Γ ′ , provided 2∆(Γ)∆(Γ ′ ) < n. In Phase I, PACK shall be used to pack vertex disjoint cliques onto the squares of certain graphs. Recall that given a graph F , the square of F , denoted by F 2 , is the graph obtained from F by joining with an edge each pair of distinct vertices of F whose distance is at most two. By definition of F 2 , any pair of vertices in an independent set I of F 2 , are in F at distance at least three from each other. Therefore the subgraph of F induced by two such sets is a matching.
PHASE I. Phase I takes as its input the graphs H and G which satisfy properties (i)-(iv) in Theorem 5.1. First, we use algorithm PACK to partition each set X i ⊂ V (H), i = 1, 2, . . . , r, into t = 2∆ 2 sets X i,j , j = 1, . . . , t, of size m, where m = n/t, so that each pair of distinct sets (X i1,j1 , X i2,j2 ) induces a (possibly empty) matching in H. For a fixed set X i , this is achieved by applying PACK to the graphs Γ = H 2 [X i ] and Γ ′ , where Γ = H 2 [X i ] is the subgraph of H 2 induced by X i and where Γ ′ denotes the vertex-disjoint union of t cliques of order m. Note that since ∆(Γ) ≤ ∆(∆ − 1) and ∆(Γ ′ ) ≤ m − 1, the hypothesis 2∆(Γ)∆(Γ ′ ) < n of Lemma 5.2 indeed holds. As a result, the procedure packs Γ ′ onto Γ and thus splits each X i into t subsets X i,j , each of which has size m, and more importantly, each of which is independent in H 2 . Since the vertices of an independent set in H 2 are at a distance of at least three from each other in H, any subgraph of H induced by two such sets X i1,j1 , X i2,j2 is a (possibly empty) matching.
In the next step of Phase I, we construct a corresponding finer partition of G. For this, we use algorithm PARTITION from Lemma 2.3 to partition each set V i , i = 1, . . . , r, into t sets V i,j , j = 1, 2, . . . , t, of size m = n/t, and so that each pair of sets (V i1,j1 , V i2,j2 ) with i 1 = i 2 induces a super (d, tδ)-regular subgraph. More precisely, to each set V i , we apply PARTITION with p j = t −1 , j = 1, . . . , t, and with the sets N v where, for each v / ∈ V i , N v = N G (v) ∩ V i (cf. Lemma 2.3 above). As a result, for each i = 1, . . . , r we obtain a partition V i = t j=1 R i,j with all sets R i,j of size m such that all induced subgraphs G[R i1,j1 , R i2,j2 ], i 1 = i 2 , have minimum and maximum degree bounded between (d − δ)m − n 2/3 and (d + δ)m + n 2/3 . By the δ-regularity of G, all resulting pairs (V i1,j1 , V i2,j2 ) with i 1 = i 2 induce in G tδ-regular subgraphs. Since for large n, we have δ + o(1) < tδ, we conclude that all pairs (V i1,j1 , V i2,j2 ) in G induce super (d, tδ)-regular subgraphs.
The last two stages of Phase I involve two simple procedures called SATURATE and AUGMENT, which are performed solely to unify all steps of the recursive embedding in Phase II. For each pair (X i1,j1 , X i2,j2 ) of sets in H that does not induce a perfect matching, procedure SATURATE adds edges between the pair so that a perfect matching is induced. The resulting graph is denoted by H ′ . Similarly, between each pair of sets (V i1,j1 , V i2,j2 ) in G that induces a subgraph with density 0 (i.e., for which i 1 = i 2 ), procedure AUGMENT inserts edges so that the pair induces a super (d, tδ)-regular subgraph. For this purpose, we use the same (our favorite) super (d, tδ)-regular graph on 2m vertices. The resulting graph is denoted by G ′ . For convenience, we denote the new partition sets by Y 1 , . . . , Y s and W 1 , . . . , W s , with s = rt, respectively. Hence, at the conclusion of Phase I we have two graphs H ′ and G ′ , and partitions
This phase takes as its input the graphs H ′ and G ′ and their partitions that satisfy conditions (i ′ )-(iv ′ ). In this phase, algorithm EMBED recursively constructs an embedding of H ′ into G ′ so that each Y j is mapped onto the set W j . Note that every such embedding yields the desired embedding of H into G. Indeed, every edge from E(G ′ ) \ E(G) connects two sets (V i1,j1 , V i2,j2 ) with i 1 = i 2 , and thus it can only be the image of an edge from E(H ′ ) \ E(H). The main procedure involved in constructing the embedding is algorithm CATCH from Theorem 4.1; for technical reasons which shall be described later, another subroutine called DELETE is also used.
Before describing how the embedding is constructed, we introduce some definitions and notation. For convenience, we relabel H ′ and G ′ as H and G, respectively. For every 1 ≤ j ≤ s − 1 and each vertex x ∈ Y j+1 ∪ · · · ∪ Y s , let N j (x) denote the set of precisely j neighbors of x which belong to (N j (x) ). Given f j , for each l = j + 1, . . . , s, we define a bipartite auxiliary graph A l j with bipartition (Y l , W l ) and edge set E(A l j ) = {xw : x ∈ Y l , w ∈ W l and uw ∈ E(G) for each u ∈ M j (x)}. (17) We call the graphs A l j candidacy graphs because the edges of A l j join a vertex x ∈ Y l to all vertices of W l which, after f j embeds
with bipartition (Y j+1 , W l ) such that xw ∈ E(B l ) if and only if yw ∈ E(A l j ), where y is the unique neighbor of x in Y l (see Figure 3) .
In preparation for finding a perfect matching in the candidacy graph A j+1 j which would ensure the super-regularity of all future candidacy graphs, we apply procedure DELETE to remove every edge e = xw of A j+1 j for which the inequality
is violated for some l = j + 2, . . . , s. (We omit a formal description of this procedure.) As shown in [13] , the resulting subgraph, which we denote byĀ Note that the minimum degree inĀ j+1 j is at least γm, where γ = d j − 2s √ ǫ j .
We choose δ in Theorem 5.1 so small that γ > 3(2s √ ǫ j ) 1/3 , and we set λ = λ j − 7(2s √ ǫ j ) 1/4 . These choices guarantee that the hypotheses of Theorem 4.1 are satisfied. At this point, the stage is almost set for algorithm CATCH to find the desired perfect matching σ j+1 inĀ j+1 j . We apply CATCH to the graphĀ j+1 j , where the sets S i are the sets N B l (w) and N B l (w 1 ) ∩ N B l (w 2 ), and the sets T i are, respectively, the sets N G l (w) and N G l (w 1 ) ∩ N G l (w 2 ) for all w ∈ W l and all pairs w 1 , w 2 of vertices of W l , l = j + 2, . . . , s. (Note that k ≤ m + m 2 .) As a result, a perfect matching σ = σ j+1 ofĀ j+1 j is constructed so that for all l = j + 2, . . . , s, all w ∈ W l , and all pairs w 1 , w 2 of vertices of W l , |N B l (w)||N G l (w)|/m − 2λm < |σ(N B l (w)) ∩ N G l (w)| < |N B l (w)||N G l (w)|/m + 2λm (19) and
where |σ(S) ∩ T | stands for the number of edges of σ that connect a vertex in S with a vertex in T .
It remains to be shown that for each l = j + 2, . . . , s, the graph A We now make three crucial observations. Also, since G l is super (d, ǫ)-regular, the following inequality holds for all but at most ǫm 2 pairs w 1 , w 2 ∈ W l :
Similarly, since B l is super (d j , ǫ j )-regular, it follows that for all but ǫ j m 2 pairs w 1 , w 2 ∈ W l , we have
We call a pair w 1 , w 2 ∈ W l good if both (22) 
