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Abstract 
The extraction of chemical information from dense particulate suspensions, such as industrial 
slurries and biological suspensions, using near-infrared (NIR) spectroscopic measurements, is 
complicated by sample-to-sample path-length variations due to light scattering. Empirical 
pre-processing techniques such as multiplicative scatter correction (MSC), extended MSC, 
and derivatives have been applied to remove these effects and in some cases have shown 
promise. While the performance of these techniques, and other related approaches are known 
to depend on the nature and the extent of the variations and on the measurement 
configuration, detailed investigations into the efficacy of these approaches under various 
conditions have not been previously undertaken. The main obstacle to carrying out such 
investigations has been the lack of, and the difficulty in, obtaining an accurate and 
comprehensive experimental data-set. In this work, simulations that generate ‘actual’ 
measurements were carried out to obtain “experimental” spectroscopic data on particulate 
systems.  This was achieved by solving the exact transport equation for light propagation. A 
model system comprising four chemical components with one consisting of spherical sub-
micron particles was considered. Total diffuse transmittance and reflectance data generated 
through simulations for moderate particle concentrations was used as the basis for examining 
the effect of particle size variations and measurement configurations on the efficacy of a 
number of pre-processing techniques in enhancing the performance of partial least squares 
(PLS) models for predicting the concentration of one of the non-scattering chemical species. 
Additionally, a form of extended multiplicative signal correction based on considerations 
arising from fundamental light scattering theory, is proposed and found to perform better than 
the other techniques for the cases considered in the study.   
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1. Introduction 
The application of multivariate calibration techniques to near-infrared (NIR) spectroscopic 
measurements to extract information about chemical species in a system has been widely 
reported1,2,3. In those cases where the scattering effects are negligible, such as in mixtures of 
liquids, chemical characterisation requires resolving the problem of overlapping absorption 
peaks. Multivariate soft modelling techniques such as principal component analysis (PCA), 
partial least squares (PLS), target transformation factor analysis (TTFA) and multivariate 
curve resolution (MCR) have been applied to address this problem. These techniques can 
both extract the spectral signatures of individual chemical species and can be used in the 
building of models for estimating the concentration of the species1-3. 
 
For the case of dense particulate suspensions, the problem of extracting chemical information 
from the NIR region of the spectra is further complicated by the fact that light is scattered by 
the particles leading to sample-to-sample variations in the total path-length travelled by the 
photons before they reach the detector. The magnitude of this “effective path-length” 
variation will depend on the variations in the particle concentration, the particle size, the 
particle size distribution, the particle shape, the contrast in refractive index between the 
particles and the suspending medium and the inter-particle interactions which influence the 
microstructure of the suspension. This path-length variation gives rise to confounding effects 
when estimating the concentration of the chemical species leading to potentially large errors 
in the estimated concentrations. Empirical pre-processing techniques such as multiplicative 
scatter correction (MSC), the standard normal variate (SNV) and derivatives have been 
applied to spectral data to address this effect4,5,6,7. The performance of these methods is 
believed to depend on the nature and extent of the underlying variations and on the 
measurement configuration, for example reflectance, transmittance or angular measurements. 
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Although experimental studies have formed the basis of comparative investigations into 
different pre-processing techniques, there have been no attempts, to date, to undertake 
detailed investigatons into how scatterring effects impact on different pre-processing 
techniques. Studies where these effects have not been considered include for example, Wold 
et al.8 where a model for estimating viscosity was obtained using data collected from 
cellulose raw material samples in powder form. No measurements on particle size, size 
distribution or the variability of these parameters between samples were recorded. The data 
was used as a basis on which to compare how effectively OSC and MSC could address 
scattering variations. While such studies are useful, they do not help the goal of identifying 
the range of applicability or limitations of the various methods.  
 
Another example is Blanco et al9 where OSC was applied to data collected from 
pharmaceutical powders. Again no information about particle sizes and how they varied 
between samples was provided and it is not even clear whether the magnitude of the 
variations were sufficiently large to adequately test the methods considered.  
 
Isaksson and Kowalski10 used data from homogenised raw meat samples. Again no 
information about the particle size variations between samples was provided and thus there is 
no rationale to believe that the variations were sufficiently large to enable an investigation 
into the true range of applicability of the methods to be undertaken. 
 
In these references, it is easy to understand why such information was not measured or 
considered. The main obstacle being the lack of, and the difficulty in, obtaining an accurate 
and comprehensive experimental data-set. Therefore, a detailed study into the efficacy of a 
 5
number of pre-processing techniques under various conditions will be invaluable in terms of 
evaluating the performance of the different methodologies and identifying their range of 
applicability.  
 
Theories of light propagation that can accurately model the phenomenon of light transport 
through a particulate medium are available and have been successfully applied to study 
problems of light propagation and the evaluation of various approximations to the exact 
theory through simulations in fields such as the atmospheric sciences and medical optics. In 
this work, simulations accurately mimicking light propagation through a turbid medium are 
carried out to generate total diffuse transmittance and reflectance measurements of a model 
particulate system by solving the exact transport equation for light propagation. 
 
Data generated through the simulations is then used to examine the effect of particle size 
variations and measurement configurations on a range of pre-processing techniques and to 
understand how the effects impact on the final partial least squares (PLS) models for 
predicting the concentration of the chemical species of interest. To deliver this objective, a 
four component model system where one of the components is particulate was simulated. The 
effect of the different pre-processing techniques in accounting for light scattering was studied 
in terms of the enhancement that materialised in the PLS calibration models for predicting the 
concentration of a non-scattering component/species in the model system. This is a simplified 
form of the problem encountered in real particulate industrial and biological systems. One 
such example of where scattering due to particles needs to be taken into consideration is in 
the development of a calibration model for estimating the concentration of glucose in blood 
using NIR measurements.  In this case the particles are the white and red blood cells.  
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Before discussing the details of the simulations and the results, a brief overview of the 
transport theory of light propagation and the adding-doubling method of solving the equation 
of light transport is presented. 
 
2. Light Propagation in Particulate Media 
Two distinct theories have been developed to describe multiple scattering, the rigorous 
analytical approach that uses Maxwell’s equations as the starting point111,12 and the heuristic 
transport theory approach, which uses the equation of transfer as the starting point13. For 
random distributions of particles with negligible inter-particle interactions, the two 
approaches give equivalent results. Given its relative computational simplicity compared to 
the analytical theory, transport theory is usually preferred for modelling multiple scattering in 
turbid media. The transport equation is given by: 
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where ( sr ˆ, )rI  is the specific intensity at point rr  with radiation incident along direction ŝ, μt (= 
μs + μa) is the bulk extinction coefficient, sμ  is the bulk scattering coefficient and aμ  is the 
bulk absorption coefficient.  ( )'ˆ,ˆ ssp   is the phase function which is a measure of the angular 
distribution of scattered light and ( )sr ˆ,rε  is the source term. The bulk scattering and 
absorption coefficients are related to the individual species i: 
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where λ is the wavelength of the incident radiation. Liquid species are treated as continuum 
with negligible scattering and their absorption cross-section is given by:  
 
λ
λπϕλμ )(4)(, iiia k=  (3) 
 
where  is the imaginary part of the complex refractive index, ik ( )λλλ iii iknm += )()( , and 
iφ  is the volume fraction of species i in the sample. For particulate species: 
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where ia,σ  and is,σ  are the absorption and scattering cross-sections of species i respectively, 
and N is the number density (concentration). The phase function is usually represented as a 
function of the scattering angle θ  and anisotropy factor )cos( >=< θg . One of the more 
widely used functions is the Henyey-Greenstein function: 
 
5.122 )cos21)(1(5.0)(cos θθ +−−= ggp  (5) 
 
The scattering cross-section of a particle sσ  is given by: 
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where  is the differential cross-section,  is the characteristic dimension of the particle,  
is the static structure factor,  is the fraction of particles of size D  and  is the 
F D S
)(Df medn
 8
refractive index of the medium. The static structure factor ( ) is a function of the inter-
particle interaction energy 
S
TV  and represents the microstructure of the suspension. For 
systems with negligible inter-particle interactions, S  is taken to be unity. This work is 
restricted to monodisperse suspensions in which case  is equal to unity.  )(f D
 
Measurements such as total diffuse transmittance  and total diffuse reflectance  can 
be computed by solving equation (1) with the appropriate boundary conditions provided the 
parameters 
)( dT )( dR
aμ , sμ  and the phase function  are known. Alternatively these parameters can 
be computed from the individual species present in the system by applying equations (2)-(6). 
To solve this problem, the complex refractive index m  for each of the species, the anisotropy 
parameter , and expressions for the differential cross-section, F , and the static structure 
factor, , that were used in equation (6) are required.  
p
g
S
 
More specifically for spherical particles, to which this work is restricted, exact values for F  
can be obtained using Mie theory14.  Likewise g  can be calculated from Mie theory. If the 
particles behave as hard spheres, the static structure factor can be calculated using the Percus-
Yevick hard-sphere (PY-HS) model15. However it should be noted that the inclusion of 
structure relating to particle interactions through the inclusion of S  in equation (6) is an 
approximation, which is reasonably accurate for moderate concentrations16. Furthermore, it 
has been shown that for suspensions of hard-spheres, good agreement with experimental data 
has been attained17,18.  
 
Given aμ , sμ  and g , there are three methods to solve equation (1),  the discrete-ordinate 
method13, the adding-doubling method19,20 and the Monte Carlo method21. While all three 
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methods will give equivalent results, to calculate  and  for a specific sample, the 
adding-doubling method is computationally the most efficient and was adopted in this study. 
This approach utilises the fact that if the transmission and reflection of two individual layers 
is known, then the transmission and reflection of the combined layer can be obtained by 
computing the successive reflection and transmission between the two individual layers. 
Using this principle, the reflection and transmission of a homogeneous slab can be computed 
by starting with a thin layer for which  and  are calculated by using for example, the 
diamond initialization method
d
T dR
d
T dR
20. The values for a layer of double the thickness are then 
calculated and this doubling step is repeated until the desired thickness is attained. For further 
details refer to the literature19,20,22.  
 
As discussed previously, the analysis of light propagation using equation (1) has been 
reported extensively in the areas of atmospheric sciences and medical optics. For these 
applications, the focus has been primarily on the study of the behaviour of light transport 
through turbid media in terms of their bulk optical properties aμ , sμ  and g . In the area of 
NIR calibrations, interest is at a higher level i.e. at the level of individual species in the 
system. This can be achieved using equations (2)-(6), provided the complex refractive index 
of each of the individual species in the system is known over the wavelength range of interest. 
However for most species especially in the NIR region this data is not available. Thus, it was 
decided for the purpose of this investigation, to define a model system that includes the 
problems of overlapping peaks and light scattering that are present in real systems and whose 
optical constants (i.e. complex refractive indices as a function of wavelength), exhibit similar 
behaviour as would be observed in real systems. The model system used for this work is 
described in the following section. 
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3. Model System 
The model system considered comprised four chemical species. Of the four species, one 
(species A) was monodisperse spherical particles that were suspended in a liquid mixture of 
the other three species (Species B, C and D). The optical constants of the four species were 
selected to approximate the characteristics of a real system. The spherical particles (species A) 
are “polystyrene-like” with )(λn  obtained from theoretical calculations using the oscillator 
model23 to compute the dielectric properties of polystyrene from which )(λn  can be 
computed14. The complex part, )(λk , used for this species was obtained by scaling the 
transmission spectrum of a thin polystyrene film to a magnitude that one would expect for 
organic substances. Species B was modelled using the complex refractive index data of 
toluene24, whilst species C took the optical constants of deuterated water25 and species D that 
of water26. The real and imaginary parts of the complex refractive index used for the four 
species are shown in Figure 1. 
 
4. Calculations 
A program to compute the scattering cross-section using equation (4) was implemented in 
MATLAB®.  It evaluates the differential cross-section, , using Mie theory and , the static 
structure factor, using the PY-HS model. The value of  required for calculating F  was 
taken as the sum of the real part of the refractive index of the non-particulate species (species 
B, C and D) weighted by their respective volume fractions: 
F S
medn
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The Mie theory calculations also provide the values for the anisotropy factor, g , and the 
absorption cross-section, aσ , of the particles. Thus, given the concentrations of the four 
species and the diameter of the particles (species A), the optical parameters, aμ , sμ  and g  
are calculated as a function of the wavelength using equations (2)-(7). These values are then 
input into the adding-doubling program which was also implemented in MATLAB®. 
Implementation was for the case of matched boundary conditions.  That is, for a given sample, 
the light passing out of the sample goes through a medium of the same refractive index as the 
sample before reaching the detector. For the current case, this is equivalent to the assumption 
that a perfect background subtraction (using a blank/reference scan) has been made to remove 
the effect of the cuvette and the air path. 
 
4.1. Experimental Design and Data Sets 
In this investigation, the effectiveness of various empirical pre-processing techniques in 
accounting for light scattering variations was studied in terms of the ability of the resulting 
PLS calibration models to predict the concentration of species B in the simulated four-
component model system. Data sets were created to study the effect of empirical pre-
processing techniques on systems with moderate particle concentrations where the particle 
volume fraction varied between 0.01-0.1 and the particle radius spanned the range 100nm-
500nm. The sample thickness was set at 0.5mm and the total diffuse reflectance  and 
transmittance  were simultaneously calculated.  
)( dR
)( dT
 
Simulations were run to generate diffuse transmission and reflectance data to form calibration, 
validation and test sets. The calibration set consisted of 50 samples. The number of samples 
was chosen based on what would typically be available in most practical situations. Since a 
uniform random distribution of concentrations and particle sizes was used in the study, it is 
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argued that to obtain such a distribution in real situations, the calibration data set has to be 
selected from a large number of samples. The justification for this is that in practice the data 
are typically obtained from “normal” operation/conditions, where the variability is limited, 
whereas to develop a robust model, data collected over a wider range is required. In addition 
generating a dataset where the particle sizes are uniformly distributed will be more difficult in 
practice. Thus since the methods should be compared using simulations that reflect practice, 
it was decided that 50 calibration samples would be sufficient for the present investigation 
since for the noise-added case for both reflectance and transmittance measurements (as 
reported in the subsequent sections) approximately 10 latent variables are retained.   
 
A validation data set consisting of 20 samples was used to ensure over-fitting was avoided.  
This aspect of the analysis is discussed in the next section. Finally 17 independent test sets, 
each comprising 23 samples, were generated to enable an estimate of the variance of the root 
mean square error of prediction (RMSEP) to be calculated for each of the different pre-
processing techniques. This enabled a statistical analysis to be performed to test the statistical 
significance of the differences between the RMSEPs for the different pre-processing 
techniques. The details of this analysis are given in section 5. 
 
The data was collected for the wavelength range 1450-1850nm. The volume fraction of 
species B and C spanned the range 0.0-0.0115 and 0.2-0.4 respectively. The volume fraction 
of species D was chosen for each sample such that the closure condition was satisfied i.e. the 
volume fractions summed to unity. For each sample, the volume fractions of species A, B and 
C and particle size of species A were drawn from a uniform distribution spanning the above 
specified range. Checks were made to ensure that the concentration of species B did not 
correlate with those of the others or with the particle size of species A. Volume fractions can 
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be converted into concentration units (such as g/l) given the density iρ  of the species of 
interest: 
 
iiiC ρϕ=  (8) 
 
The densities of the four species were taken to be 1050, 866, 1104 and 997 g/l respectively.  
 
5. Analysis 
As mentioned previously, the performance of various pre-processing techniques in dealing 
with variations due to light scattering effects were evaluated based on the improvement in the 
performance of the PLS models for predicting the concentration of species B. The following 
pre-processing techniques were compared, first derivative, second derivative, standard 
normal variate (SNV)6, multiplicative signal correction (MSC)4, extended multiplicative 
signal correction (EMSC)27, inverse signal correction (ISC)7, orthogonal signal correction 
(OSC)28 and orthogonal projection to latent structures (O-PLS)29. In all cases, the data were 
converted to absorbance units  and dT10log(− dR10log− ) and mean-centred prior to 
building the PLS model. PLS models built using the mean centred data without pre-
processing defined the baseline performance. Further, combinations of the various techniques 
with first and second derivative processing were also considered. 
 
For EMSC, three forms were considered. The first was based on the expression relating the 
spectrum of the ith sample,  to the mean (or reference) spectrum  with both wavelength 
dependent terms and pure spectra terms  as given by Martens et al
ix mx
jp
27: 
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The form in equation (9) is referred to as EMSCWP. The pure spectra for the four 
components are shown in Figure 2.  In the second form, the pure spectra term was dropped. 
This approach is referred to as EMSCW.  The third form, which has not been previously 
reported, used a different wavelength dependent term and is referred to as EMSCL: 
 
iimiii dba ελ +++= logx1x  (10) 
 
The reasoning behind using the log term is based on the fact that for small particles, the 
scattered intensity is proportional to  (Rayleigh approximation). In general, it is plausible 
that the scattering by particles can be expected to be approximately of the form . Taking 
the log of this term, since absorbance units is the basis of the analysis, leads to the log term in 
equation (10). 
4−λ
βαλ
 
OSC and OPLS were implemented using the algorithms of Wold et al.28 and Trygg and 
Wold29 respectively. Both methods were used to remove one orthogonal component. In all 
the cases considered, the removal of more than one component did not result in any 
improvement and in many cases led to a deterioration in performance. 
 
The simulated diffuse transmission and reflectance data were analysed for the ideal case of 
noise-free measurements and for the case of measurements with noise. The two data sets 
obtained from the simulations and used in this investigation to reflect total diffuse 
transmittance and total diffuse reflectance are shown in Figure 3. 
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5.1 Simulated Total Diffuse Transmittance Measurements 
 (a) Noise-free measurements 
The performance of the PLS calibration models for predicting species B using total diffuse 
transmittance measurements and the application of various empirical pre-processing 
techniques is summarised in Table 1.  The number of latent variables initially included in the 
model was selected using cross-validation based on leave-five-out. The model was then 
validated using the validation data-set and the number of latent variables was modified, 
where necessary, to optimise model performance with respect to the validation data set. This 
approach was adopted to avoid over-fitting due to the difficulties in selecting the number of 
latent variables to include in the model as a consequence of the shape of the calibration curve. 
Hence an independent objective measure was adopted to select the number of latent variables 
from among the multiple local minima for which the difference in the magnitude of the errors 
are not sufficiently large to enable a consistent and objective decision to be made solely using 
the RMSECV curve. This was especially of concern with the cross-validation approach for 
the noise-free situation where the large number of latent variables (LVs) selected for 
inclusion in the model may be due to over-fitting.  
 
To illustrate how the validation set was used, consider figure 4 which shows the RMSECV 
curve for the model built using the transmission measurements after pre-processing by OSC 
followed by first derivatives. The possible number of latent variables to include in the model 
are 6, 18 and 23 with respective RMSECV values of 1.43, 0.81 and 0.43, and RMSEV values 
of 1.1, 0.72 and 0.45. Of the three possibilities, the RMSEV for 23 latent variables was the 
lowest and hence 23 latent variables were included in the final model.  
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Once the number of latent variables was determined, the model was used to predict the 
concentrations in the test (totally unseen) data set. The root mean square error of cross-
validation (RMSECV) and the root mean square error of prediction (RMSEP) for the 
calibration and test sets respectively and the corresponding coefficient of determination (R2) 
are reported for the different pre-processing techniques. The RMSEP values reported in Table 
1 are the average over 17 independent test sets, each comprising 23 samples. The number of 
test sets, 17, was chosen to ensure that the statistical tests are reliable but do not capture such 
small differences that would not be practically viable. 
 
The performances of the various pre-processing techniques were compared by testing 
whether a statistical significant difference existed between the RMSEPs.  A linear fixed 
effects model with no interaction term, analysed using an ANOVA based approach, formed 
the basis of the comparative study: 
 
ijjiij e+β+τ+μ=ζ  (11) 
 
where  is the effect of the iiτ th sample, jβ  is the effect of the calibration method j and  is 
the random error. For 
ije
ijζ , the squared error of prediction ( )2ijij yyˆ −  or the absolute error 
( )ijij yyˆabs −  are possible choices30, 31. However, the disadvantage of using these two measures 
is that they are not normally distributed. As a result from (11) it can be seen that the residual 
will not be normally distributed. The normality of the residuals from the ANOVA model is a 
fundamental assumption in comparison tests. While the results from the ANOVA may not be 
sensitive to small deviations in the distribution of residuals from normality, it could affect the 
conclusions when there is an appreciable deviation from normality. One way to ensure that 
the residuals are approximately normal will be to used the root mean square error of residuals. 
 17
While the squared prediction error is not normally distributed, the sum of the squared 
prediction errors (and thus the root mean squared error of prediction) will be normally 
distributed by virtue of the central limit theorem provided that the sum is over a sufficiently 
large number of samples. This in turn will lead to the residuals from the ANOVA being 
normally distributed. Thus using the linear model (11) with RMSEP values for several 
independent test sets will enable a more rigorous approach to the analysis to be adopted. The 
distribution of the residuals from the ANOVA using RMSEP values for the methods studied 
were checked and found to more closely follow a normal distribution than when using either 
the absolute or the squared error of prediction. Whilst in real systems, it may not usually be 
practical to use RMSEP values, such an approach is feasible when dealing with simulated 
data. 
 
An alternative approach would have been to use both a large number of calibration and test 
data sets for the analysis as opposed to a single calibration set and multiple test sets. By 
adopting this approach, improved estimates of the RMSEPs and their variances would have 
been achieved. However, this approach was not followed because of the intensive 
computations required for generating the data. The Mie theory calculations for the anisotropy 
factor, scattering and absorption cross-sections, which include the computation of infinite 
series involving Bessel functions, have to be carried out for each wavelength for every 
sample since the optical constants change with changes in composition hence they are 
computationally intensive and time consuming. Furthermore, the adding-doubling method is 
executed for each wavelength and the method involves several steps of numerical integration. 
On a PC, it takes approximately 5 hours to generate a data set of 50 samples. Given that 
significantly different conclusions are not expected to be achieved by adopting the more 
elaborate approach, it was concluded that the increased computational burden was not 
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necessary to reduce the level of variability in the analysis. To justify this claim, two 
additional calibration sets were generated and the models derived from them were applied to 
the same test datasets thereby ensuring the analysis was not specific to one calibration data 
set. The results for the two additional calibration data sets are not specifically reported but are 
considered when making the final set of conclusions. 
 
The two-way ANOVA and the subsequent multiple comparison using Tukey’s test were 
carried out using the statistical toolbox of MATLAB. A significance level of 0.05 was used in 
all the analysis. The following observations were drawn from a number of sources. Table 1 
reports model performance for one of the calibration sets and the test data, which is the 
average of 17 independent data sets, for nine pre-processing approaches and the subsequent 
application of first and second derivatives to the pre-processed data. Additional analysis 
performed but not reported were the results for the two additional calibration data sets and the 
analysis of the RMSEP using multiple comparisons: 
 
(i) The models are complex and require a large number (about 20) of latent variables 
(LVs) to describe the underlying variability. However, this is expected since in the 
absence of noise, small amounts of relevant information contained in the higher-
order LVs that would otherwise be swamped by noise, is available and therefore 
becomes part of the model. While it is tempting to use a large number of 
calibration samples since the analysis is simulation based, this would be 
significantly different to real situations where the number of calibration samples is 
limited. Thus the comparison is undertaken using a finite number of samples with 
the number chosen to reflect real experimental situations. With the analysis of 
each method being based on the same number of calibration samples, the 
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conclusions drawn would not differ if additional samples had been included in the 
calibration data set. 
 
(ii) For all the nine pre-processing cases, application of the second derivative results 
in lower prediction errors although these differences were not statistically 
significant. For the subsequent set of conclusions, the comparison is reported 
solely between the nine fundamental pre-processing techniques. 
 
(iii) The proposed form of EMSC, which uses the log term for wavelength dependence 
(EMSCL), led to a model that performed better than the other eight pre-processing 
methods for all three calibrations sets, i.e. the RMSEP was smaller in magnitude. 
More specifically comparing the situation of no pre-processing with the other 
techniques, using Tukey’s method indicated that EMSCL led to a statistically 
significant improvement in performance of the calibration model for all three 
cases (i.e. the models obtained using the three different calibration sets).  
 
(iv) Considering now the eight pre-processing approaches, while the RMSEP is 
smaller in magnitude when EMSCL is applied than for the other seven methods, 
the difference is only statistically significant (α = 0.05), for all three cases, when 
compared to the EMSCWP approach. The difference is statistically significant 
when compared to OSC for two of the 3 cases. Although the improvement in 
performance of the calibration models using EMSCL was not statistically 
significant compared to most of the other methods, the model required fewer 
latent variables. Thus it could be anticipated that in real situations where noise is 
present, this would be an advantage. This suggests that the log term may be a 
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more appropriate representation of light scattering for this particular system than 
the inclusion of a second degree polynomial as in EMSCW.  
 
(v) The performance of the PLS model with EMSCWP, which uses the available pure 
spectra information as the pre-processing method, was significantly worse than 
the other methods including the case where no pre-processing was applied. 
Statistical comparison testing using the models built from the three different 
calibration sets and tested on the test data sets confirms this observation. This is 
not surprising given that in systems where light is multiply scattered, the linearly 
additive relationship between the pure component spectra and   (or ) can be 
expected to be invalid due to the interaction of scattering and absorption effects.  
dT dR
 
(vi) The application of OSC and OPLS results in models with appreciably more latent 
variables than when no pre-processing is applied although no statistical difference 
in performance compared to no pre-processing being applied was evident for a 
significance level of 0.05.  
 
In real situations, the presence of noise can affect the performance of the resulting model. It is 
expected that those pre-processing techniques that lead to the most relevant information being 
concentrated in a few latent variables will lead to lower prediction errors. This is because 
while in the ideal noise-free case, information about the species under consideration may 
exist in the latent variables that account for small variations in the data set, the presence of 
noise may mask this information. Therefore, the performance of the pre-processing 
techniques in the presence of noise is now examined. 
 
 21
(b) Noisy Measurements 
In real systems, errors occur in both the measurement of the spectra and in the measurement 
of the concentration of the species of interest by a reference method. This study focuses on 
the impact of error in the spectral measurements. The reference values for concentration are 
assumed to be exact. Noise in the spectral measurement arises from several sources such as 
the detector, light source and other optical components. Light source variations are usually of 
the form of long-term drift and tend to manifest more as variations between observations. A 
large component of such variations can be removed by appropriate referencing. The main 
source of measurement noise is due to detector noise and in this study this was assumed to be 
the sole source of noise. While detector noise is usually a function of the intensity of light 
incident on the detector, in this analysis it is assumed that the noise is independent of the 
intensity and is equal to the “dark-current” baseline noise and follows a Gaussian distribution. 
However, the transformation of intensity to absorbance units ( dT10log− ) leads to the noise 
in absorbance units being dependent on the level of absorbance32. The root mean square 
(RMS) noise in absorbance units Aσ , under the stated assumptions is given by: 
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0 114343.0
d
A
TI
+= σσ  (11) 
 
where 0σ  is the RMS “dark-current” noise and  is the intensity of light incident on the 
sample. In this study,  
0I
00 Iσ  was set to 65.4 −e   such that at an absorbance of 1Au, Aσ  is 
approximately 20μAu. At each wavelength, noise was added by drawing from a Gaussian 
distribution with mean 0 and standard deviation given by equation (11). 
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Table 2 summarises the performance of models based on various pre-processing techniques. 
The following observations are made from examining Table 2 in conjunction with the results 
from the multiple comparison tests using Tukey’s method with a significance level of 0.05, 
and the results from the analysis repeated with two different calibration sets: 
(i) As expected, measurement noise leads to a deterioration in the performance of the 
models for all types of pre-processing considered compared to the noise-free case. 
To check if this deterioration was statistically significant, a t-test on the mean 
values of the RMSEPs based on the 17 independent test sets obtained before and 
after adding noise for each of the pre-processing technique was performed using a 
significance level of 0.05. In each case, the equality of the variances of the two 
groups was first checked using an F-test and then a two-sample t-test was 
performed to identify if the means of the RMSEPs differed30. The increase in 
RMSEP when noise is added was significant in all cases except for MSC, MSC 
followed by 1st derivative, SNV, SNV followed by first derivative, ISC and ISC 
followed by first derivative. For these methods, the difference between the 
RMSEP was not significant for one of the three calibration sets.     
 
(ii) Whilst for most techniques, the application of first derivatives leads to an apparent 
improvement in prediction performance; comparison tests indicate that the 
differences are not statistically significant. The application of second derivatives 
leads to a degradation in performance which are statistically significant compared 
to the techniques without the derivative step for the cases of OSC, OPLS and 
when no pre-processing is applied.  The subsequent analysis is reported solely for 
the primary pre-processing approach. 
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(iii) When compared to the case of no pre-processing, the application of MSC, 
EMSCW, ISC and EMSCL led to a statistically significant (α = 0.05) 
improvement in performance for the models developed from all three calibration 
data sets. For SNV, the improvement compared to the case of no pre-processing 
was statistically significant for those models developed from two of the three 
calibration data sets.  
 
(iv) The form of extended multiplicative signal correction proposed in this work 
(EMSCL) gave the best results and the improvement in the RMSEP was found to 
be statistically significant when compared to all the other pre-processing methods 
for all three calibration data sets as anticipated from the results of the noise-free 
case. 
 
(v) The rows in Table 2, corresponding to the use of pure spectra information 
(EMSCWP), are blank because it was not possible to obtain a statistically 
significant calibration model. The best model that could be obtained in this case 
was by using only the first LV (R2 = 0.023). The model basically predicts the 
mean concentration of the calibration data set with a RMSEV of 3.2 which is 
approximately the same as the standard deviation of the calibration set 
concentrations (3.04). This conclusion was valid for all three models developed 
from the calibration data sets. 
 
(vi) MSC and EMSCW gave similar prediction errors that were lower than those 
attained when no pre-processing was applied and when compared to all other 
techniques except EMSCL. However whilst the RMSEP for ISC is larger in 
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magnitude than when either MSC or EMSCW are applied, the multiple 
comparison test indicates that this difference is not statistically significant. 
 
(vii) For all three cases, OSC and OPLS, led to similar results compared to when no 
pre-processing was applied.  
 
5.2 Simulated Total Diffuse Reflectance Measurements 
The pre-processing techniques were evaluated using simulated diffuse reflectance 
measurements in the same way as for the simulated diffuse transmission measurements, to 
investigate if the relative merits of the various methods were independent of the measurement 
configuration. 
 
(a) Noise-free measurements 
The results for the noise-free diffuse reflectance measurements are summarised in Table 3. 
The following observations are made from an examination of Table 3 in conjunction with the 
statistical comparison tests and the analysis on the two additional calibration sets: 
 
(i) A comparison of the results with those for the diffuse transmission measurements 
(Table 1) shows that the reflectance configuration leads to a markedly lower root 
mean square error for all the pre-processing methods considered. The result was 
the same when the analysis was repeated with the two additional calibration sets. 
A statistical comparison was performed by applying the t-test to the RMSEPs 
obtained from the 17 independent test sets for each of the pre-processing 
techniques using the reflectance and transmittance measurements. The result 
indicated that the reduction in the magnitude of the error when using the 
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reflectance measurements instead of transmission is significant at α = 0.05. The 
cause for this reduction in error can be explained in terms of the differences in the 
distribution of the distances travelled by the photons (optical path-length) before 
reaching the detector. In the case of the diffuse transmittance measurements, the 
optical path-length can vary from a minimum, equal to the thickness of the sample 
for those photons that pass straight through, to an unknown maximum when the 
photons have been scattered. The distribution of path-lengths in this case, can be 
expected to be more widely distributed than in the case of the diffuse reflectance 
measurements. In the latter case, the probability of photons that have travelled 
deeper into the sample, returning back to the front end of the sample gets 
progressively smaller. As a result, the distribution of optical path-length will be 
narrower than in the case of diffuse transmittance. Therefore, the uncertainties 
resulting from path-length variations will be smaller in the case of diffuse 
reflectance.  
 
(ii) Using derivatives does not lead to a significant change in model performance for 
the techniques considered although it did lead to models with fewer LVs with the 
greatest reduction in the LVs occurring for SNV, EMSWP and ISC. As in the 
noise free analysis, the subsequent conclusions are based on the nine fundamental 
pre-processing techniques.  
 
(iii) For all three calibration sets, the models using ISC resulted in higher prediction 
errors compared with the other methods. This difference was statistically 
significant for two of the three calibration sets. 
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(iv) Compared to no pre-processing, the results for EMSCW, MSC and EMSCL, 
based on the models developed from the three calibration sets gave lower 
prediction errors. The differences for MSC and EMSCL were significant for two 
of the three cases whereas the difference when EMSCW was applied was 
significant for only one of the three calibration data sets. Finally for OSC and 
OPLS, the differences were not statistically significant for any of the three 
calibration sets.  
 
(v) In all cases, the use of pre-processing led to models with a markedly lower 
number of LVs compared to when no pre-processing was used except in the cases 
of OSC and OPLS. 
 
(b) Noisy measurements 
Noise was added to the simulated diffuse reflectance data in the same manner as for the 
transmittance data. Table 4 summarises the results of the analysis. From Table 4 in 
conjunction with the results of the statistical comparisons and the results based on the 
additional two data sets, the following conclusions can be drawn: 
 
(i) A t-test on the RMSEPs before and after adding noise as explained in the section 
on transmission measurements indicated that the increase in the prediction errors 
were statistically significant for the following methods: no pre-processing, OSC, 
OPLS and EMSCW. This was the case for all models developed from the three 
calibration sets. For two of the three sets, the difference when EMSCL was 
applied with second derivatives was statistically significant. 
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(ii) The additional step of taking derivatives does not lead to a significant change in 
the RMSEPs for each of the methods.  
 
(iii) Multiple comparison tests using Tukey’s method shows significant differences 
between some of the pre-processing techniques. When compared to no pre-
processing, the improvement observed in Table 4 for MSC, SNV, EMSCWP, ISC 
and EMSL are significant at the α = 0.05 level. This was true for the models 
developed on each of the three calibration data sets. 
 
(iv) The difference in RMSEPs obtained when EMSL was applied was not statistically 
significant when compared with MSC or SNV but shows a significant reduction in 
the RMSEP compared to all other methods. 
 
(v) Interestingly, EMSCW leads to a statistically significant deterioration in 
performance compared to all other methods including EMSCWP for all three 
calibration data sets. The reason could be that for this reflectance data set, the non-
linearities introduced by light scattering is sufficiently low resulting in the linear 
additive relationship between the pure component spectra and the reflectance 
spectra being applicable and therefore leading to an improvement in model 
performance when EMSCWP is used. 
 
(vi) OSC and OPLS gave similar prediction errors to the case where no pre-processing 
was performed.  
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6. Conclusions 
In this paper, an investigation into the effectiveness of various empirical pre-processing 
techniques in handling variations in light scattering by particles was conducted through the 
simulation of a model system. The simulation study was carried out by solving the “exact” 
equation of light transport using the adding-doubling method. Furthermore, a new form of 
EMSC was proposed (referred to as EMSCL) based on a semi-empirical physics-based model 
for the wavelength dependence of light scattering.  
 
The performances of pre-processing methods in terms of RMSEP were compared by 
statistical multiple comparison tests using an ANOVA based approach. The results were 
examined using calibration models built using three different (and independent) calibration 
sets and applied to 17 independent test sets to generate the RMSEP values that were used in 
the multiple comparison tests. The results of the comparison tests were in general consistent 
for models derived from all the three calibration sets. The following conclusions apply to 
results from all the three calibration sets.   
 
For the model system studied here, EMSCL outperformed the other methods when diffuse 
transmission measurements were considered. With diffuse reflectance measurements, it 
performed better than most of the other methods except MSC and SNV which gave similar 
model performance. 
 
The analysis presented here shows that while in principle, based on the analysis of the noise-
free cases, PLS models without pre-processing can capture the relevant information, the 
presence of noise leads to an appreciable degradation in model performance necessitating the 
application of pre-processing techniques. It appears that the extent of improvement obtained 
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by the pre-processing techniques depends on the extent of linearization or redistribution of 
relevant information achieved by them so that the concentration information about the species 
of interest is captured by fewer latent variables whilst at the same time not leading to a 
significant amount of relevant information being removed. 
 
It is seen that model performance with or without pre-processing is highly dependent on the 
measurement configuration. Based on a physical understanding of the system, it is argued 
that this dependency arises from the degree of path-length variations due to light scattering 
that occurs as a result of the type of measurement configuration. For the specific case of a 
four component moderately scattering system, it was found that total diffuse reflectance led 
to better PLS models due to a reduction in scattering variations. This result identifies the 
importance of pursuing a systems approach that includes the design of the measurement 
configuration along with the building of calibration models for characterising particulate 
systems in an effective manner. 
 
Finally, as mentioned in the beginning, while simulations based on light transport theory have 
been used extensively in areas such as the atmospheric sciences and medical optics, they have 
not been fully taken advantage of in the area of chemometrics. As shown in this paper, such 
simulations can be very useful in not only evaluating methods but also in obtaining greater 
insight both into the system that is being studied and the empirical techniques that are being 
applied. Such an understanding can lead to the development of improved methods for pre-
processing. The main problem in the use of simulations is the lack of availability of optical 
constants data for most materials that are encountered in chemometrics applications. 
However, as shown in this study, this disadvantage could be addressed to some extent in that 
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simulation studies could be useful for studying model systems where the optical constants 
data are “chosen” to mimic behaviour encountered in real systems.  
 
The model system chosen covers a wide range of systems where an absorbing species of 
interest with negligible scattering is present in a medium containing particles that cause 
significant scattering of light. In most real systems the scattering particles are usually 
polydisperse and may contain more than one scattering species. In addition, the particles are 
not usually spherical. In many of these cases, it will still be possible to qualitatively 
characterise the scattering variations in terms of an average particle diameter. The particle 
diameters used in the model system can then be considered as some average particle diameter 
which gives similar scattering effects as a function of wavelength as would a real sample. 
Thus as long as the sample-to-sample scattering variations in the model system are kept at 
realistically high levels as in this investigation, it can be concluded that the conclusions 
drawn from this study will be broadly applicable.  
 
Finally, in many food and pharmaceutical applications, the species of interest both absorbs 
and scatters light. The impact of pre-processing on such systems cannot be drawn from the 
model system used in this investigation. However, the simulation can be easily modified to 
study such systems. 
 
The overall benefits of this approach has to be investigated by validating the outcome of the 
analysis with real systems under similar conditions as the model system. The simulations here 
predict that a log form of wavelength dependency is a better form for extended multiplicative 
signal correction for systems of the type considered here. This has to be tested out 
experimentally on a real system. 
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Figure 1. Optical constants (a) n(λ) and (b) k(λ) for the 4 components of the model system. 
Species A:            Species B:           Species C:          Species D:   
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Figure 2. Pure component absorbance spectrum of the 4 components of the model system.  
Species A:            Species B:           Species C:          Species D:   
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Figure 3. Simulated spectra for measurements of (a) Total diffuse transmittance and (b) Total 
diffuse reflectance.  
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Figure 4. RMSECV curve for model using transmission measurements after pre-processing. 
with OSC followed by first derivative.  
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Table 1. Results for simulated dataset - noise-free diffuse transmission measurements 
   Calibration Test 
Run Pre-
processing 
LV RMSECV R2 RMSEP R2
1 
2 
3 
None 
      1st Der 
      2nd Der 
18 
16 
18 
0.82 
0.80 
0.40 
0.939 
0.943 
0.985 
0.76 
0.85 
0.63 
0.936 
0.918 
0.959 
4 
5 
6 
MSC 
      1st Der 
      2nd Der 
19 
18 
16 
0.47 
0.52 
0.47 
0.979 
0.976 
0.979 
0.82 
0.97 
0.60 
0.927 
0.899 
0.959 
7 
8 
9 
SNV 
      1st Der 
      2nd Der 
20 
19 
16 
0.55 
0.58 
0.48 
0.970 
0.968 
0.978 
0.83 
0.88 
0.61 
0.925 
0.917 
0.958 
10 
11 
12 
OSC 
      1st Der 
      2nd Der 
22 
23 
19 
0.50 
0.43 
0.39 
0.975 
0.982 
0.986 
0.61 
0.67 
0.71 
0.966 
0.962 
0.959 
13 
14 
15 
OPLS 
      1st Der 
      2nd Der 
24 
24 
20 
0.55 
0.43 
0.35 
0.970 
0.983 
0.989 
0.72 
0.73 
0.70 
0.956 
0.957 
0.958 
16 
17 
18 
EMSCW 
      1st Der 
      2nd Der 
16 
15 
15 
0.42 
0.44 
0.41 
0.985 
0.983 
0.984 
0.65 
0.59 
0.53 
0.952 
0.961 
0.968 
19 
20 
21 
EMSCWP 
      1st Der 
      2nd Der 
16 
16 
12 
1.21 
1.29 
1.19 
0.852 
0.835 
0.858 
1.57 
1.49 
1.60 
0.753 
0.772 
0.742 
22 
23 
24 
ISC 
      1st Der 
      2nd Der 
20 
19 
16 
0.58 
0.61 
0.50 
0.967 
0.965 
0.976 
0.83 
0.89 
0.60 
0.924 
0.915 
0.959 
25 
26 
27 
EMSCL 
       1st Der 
      2nd Der 
13 
8 
8 
0.44 
0.48 
0.45 
0.981 
0.979 
0.982 
0.42 
0.38 
0.34 
0.980 
0.984 
0.987 
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Table 2. Results for simulated dataset - Noise-added diffuse transmission measurements. 
   Calibration Test 
Run Pre-
processing 
LV RMSECV R2 RMSEP R2
1 
2 
3 
None 
      1st Der 
      2nd Der 
10 
7 
6 
1.78 
1.51 
1.50 
0.783 
0.792 
0.813 
1.33 
1.20 
1.72 
0.814 
0.836 
0.749 
4 
5 
6 
MSC 
      1st Der 
      2nd Der 
8 
7 
5 
1.00 
0.96 
0.99 
0.918 
0.913 
0.912 
0.93 
0.91 
1.09 
0.903 
0.942 
0.877 
7 
8 
9 
SNV 
      1st Der 
      2nd Der 
11 
9 
5 
0.90 
0.87 
0.98 
0.966 
0.933 
0.912 
1.14 
1.06 
1.07 
0.883 
0.887 
0.880 
10 
11 
12 
OSC 
      1st Der 
      2nd Der 
9 
6 
6 
1.73 
1.49 
1.48 
0.787 
0.801 
0.817 
1.33 
1.15 
1.67 
0.814 
0.850 
0.761 
13 
14 
15 
OPLS 
      1st Der 
      2nd Der 
9 
6 
5 
1.69 
1.41 
1.50 
0.792 
0.811 
0.814 
1.33 
1.32 
1.65 
0.814 
0.801 
0.759 
16 
17 
18 
EMSCW 
      1st Der 
      2nd Der 
9 
11 
5 
0.89 
0.78 
0.89 
0.920 
0.938 
0.920 
0.959 
1.14 
1.16 
0.900 
0.855 
0.855 
19 
20 
21 
EMSCWP 
      1st Der 
      2nd Der 
--- 
--- 
--- 
---- 
---- 
---- 
---- 
---- 
---- 
---- 
---- 
---- 
---- 
---- 
---- 
22 
23 
24 
ISC 
      1st Der 
      2nd Der 
9 
9 
5 
0.96 
0.87 
0.98 
0.925 
0.932 
0.912 
0.92 
1.01 
1.06 
0.906 
0.896 
0.882 
25 
26 
27 
EMSCL 
      1st Der 
      2nd Der 
11 
7 
7 
0.49 
0.50 
0.68 
0.979 
0.974 
0.954 
0.56 
0.53 
0.85 
0.967 
0.968 
0.922 
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Table 3. Results for simulated dataset - Noise-free diffuse reflectance measurements. 
   Calibration Test 
Run Pre-
processing 
LV RMSECV R2 RMSEP R2
1 
2 
3 
None 
       1st Der 
       2nd Der 
19 
16 
15 
0.47 
0.44 
0.40 
0.979 
0.982 
0.985 
0.39 
0.40 
0.40 
0.983 
0.983 
0.983 
4 
5 
6 
MSC 
       1st Der 
       2nd Der 
12 
11 
8 
0.38 
0.35 
0.31 
0.985 
0.988 
0.991 
0.37 
0.32 
0.35 
0.985 
0.989 
0.988 
7 
8 
9 
SNV 
       1st Der 
       2nd Der 
14 
11 
5 
0.44 
0.43 
0.39 
0.980 
0.981 
0.985 
0.42 
0.36 
0.41 
0.980 
0.985 
0.981 
10 
11 
12 
OSC 
       1st Der 
       2nd Der 
18 
16 
13 
0.46 
0.44 
0.40 
0.980 
0.982 
0.985 
0.39 
0.42 
0.35 
0.983 
0.981 
0.987 
13 
14 
15 
OPLS 
       1st Der 
       2nd Der 
18 
16 
14 
0.44 
0.45 
0.44 
0.981 
0.981 
0.982 
0.39 
0.42 
0.41 
0.983 
0.981 
0.982 
16 
17 
18 
EMSCW 
       1st Der 
       2nd Der 
16 
15 
14 
0.30 
0.31 
0.29 
0.991 
0.991 
0.992 
0.39 
0.38 
0.32 
0.983 
0.984 
0.988 
19 
20 
21 
EMSCWP 
       1st Der 
       2nd Der 
10 
8 
5 
0.61 
0.55 
0.56 
0.967 
0.971 
0.969 
0.46 
0.46 
0.58 
0.977 
0.977 
0.964 
22 
23 
24 
ISC 
       1st Der 
        2nd Der 
13 
9 
5 
0.55 
0.58 
0.52 
0.970 
0.966 
0.974 
0.60 
0.53 
0.53 
0.960 
0.969 
0.968 
25 
26 
27 
EMSCL 
        1st Der 
       2nd Der 
11 
9 
8 
0.33 
0.33 
0.30 
0.989 
0.989 
0.991 
0.37 
0.33 
0.34 
0.986 
0.989 
0.988 
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Table 4. Results for simulated dataset - Noise-added diffuse reflectance measurements. 
   Calibration Test 
Run Pre-
processing 
LV RMSECV R2 RMSEP R2
1 
2 
3 
None 
       1st Der 
       2nd Der 
10 
9 
4 
1.13 
1.11 
1.01 
0.872 
0.883 
0.905 
0.88 
0.82 
0.90 
0.915 
0.926 
0.914 
4 
5 
6 
MSC 
       1st Der 
       2nd Der 
13 
10 
7 
0.39 
0.36 
0.35 
0.985 
0.987 
0.987 
0.35 
0.33 
0.39 
0.987 
0.988 
0.984 
7 
8 
9 
SNV 
       1st Der 
       2nd Der 
13 
11 
5 
0.46 
0.42 
0.39 
0.979 
0.982 
0.986 
0.40 
0.38 
0.44 
0.982 
0.984 
0.978 
10 
11 
12 
OSC 
       1st Der 
       2nd Der 
9 
9 
4 
1.12 
1.07 
1.01 
0.874 
0.885 
0.904 
0.88 
0.82 
0.88 
0.915 
0.930 
0.918 
13 
14 
15 
OPLS 
       1st Der 
       2nd Der 
9 
9 
4 
1.13 
1.04 
0.98 
0.874 
0.891 
0.910 
0.88 
0.81 
0.90 
0.915 
0.927 
0.915 
16 
17 
18 
EMSCW 
       1st Der 
       2nd Der 
8 
6 
3 
1.40 
1.35 
1.35 
0.801 
0.818 
0.824 
1.15 
1.18 
1.25 
0.854 
0.848 
0.831 
19 
20 
21 
EMSCWP 
       1st Der 
       2nd Der 
10 
8 
5 
0.61 
0.57 
0.57 
0.967 
0.970 
0.967 
0.47 
0.46 
0.59 
0.976 
0.977 
0.962 
22 
23 
24 
ISC 
       1st Der 
       2nd Der 
13 
11 
5 
0.55 
0.52 
0.52 
0.970 
0.973 
0.976 
0.56 
0.54 
0.56 
0.964 
0.967 
0.965 
25 
26 
27 
EMSCL 
       1st Der 
       2nd Der 
11 
9 
7 
0.35 
0.33 
0.32 
0.988 
0.989 
0.990 
0.33 
0.33 
0.38 
0.989 
0.989 
0.984 
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