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Abstract
The aim of this paper is to present the analysis for the solutions of nonlinear stochastic
functional differential equation driven by G-Brownian motion with infinite delay (G-SFDEwID).
Under some useful assumptions, we have proved that the G-SFDEwID admits a unique local
solution. The mentioned theory has been further generalized to show that G-SFDEwID admits
a unique strong global solution. The asymptotic properties, mean square boundedness and
convergence of solutions with different initial data have been derived. We have assessed that
the solution map Xt is mean square bounded and two solution maps from different initial data
are convergent. In addition, the exponential estimate for the solution has been studied.
Key words: Existence, uniqueness, local and global solutions, boundedness, convergence,
exponential estimate, solution maps, stochastic functional differential equations, G-Brownian
motion.
1 Introduction
The stochastic dynamical systems, in which the future state of the systems not only relies on the
current state but also on its past history, lead to stochastic functional differential equations with
delays. These equations have tremendous applications in diverse areas of sciences and engineering
such as population dynamics [1, 24], epidemiology [3], gene expression [25], financial assets [4, 33,
37] and neural networks [18]. There is by now a rather comprehensive mathematical literature
on existence, uniqueness, stability, moment estimates and other related results of solutions for
stochastic functional differential equations [21, 22, 23, 26, 27]. In the framework of G-Brownian
motion, the existence and uniqueness theorem for solutions to stochastic functional differential
equations with infinite delay has been given by Ren, Bi and Sakthivel. Under the linear growth
and Lipschitz conditions, they have used the Picard approximation technique [31] while Faizullah
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has used the Cauchy-Maruyama approximation scheme [12] to develop the mentioned theory. The
idea has been extended to non-Lipschitz conditions by Faizullah to prove the existence-uniqueness
theorem [9] and pth moment estimates for the solutions to these equations [10, 11]. Recently,
Faizullah et. al, [7, 8] has generalized the theory to determine existence, stability and the pth
moment estimates for solutions to neutral stochastic functional differential equations in the G-
framework (G-SFDEs). However, to the best of our knowledge, no literature can be found on
stochastic functional differential equations driven by G-Brownian motion with infinite delay (G-
SFDEwID) in the phase space Cq((−∞, 0];R
d) defined below. This article will contribute to fill the
mentioned gap. By using the truncation method, the global strong solutions for G-SFDEwID will
be explored. Furthermore, this article will present a systematic study of the asymptotic properties
for the solutions as well as solution maps for G-SFDEwID. The L2G and exponential estimates will
also be investigated. Let Rd and Aτ denote d-dimensional Euclidean space and transpose of a
matrix or vector A respectively. Let C((−∞, 0];Rd) be the collection of continuous functions from
(−∞, 0] to Rd, then for a given number q > 0 we define the phase space with the fading memory
Cq((−∞, 0];R
d) by
Cq((−∞, 0];R
d) = {ψ ∈ C((−∞, 0];Rd) : lim
α→−∞
eqαψ(α) exists inRd}.
The space Cq((−∞, 0];R
d) is complete with norm ‖ψ‖q = sup−∞<α≤0 e
qα|ψ(α)| < ∞. This is a
Banach space of continuous and bounded functions and for any 0 < q1 ≤ q2 <∞, Cq1 ⊆ Cq2 [16, 36].
Let B(Cq) be the σ-algebra generated by Cq and C
0
q = {ψ ∈ Cq : limα→−∞ e
qαψ(α) = 0}. Denote
by L2(Cq) (resp. L
2(C0q )) the space of all F-measurable Cq-valued (resp. C
0
q -valued) stochastic
processes ψ such that E‖ψ‖2q < ∞. Let (Ω,F ,P) be a complete probability space, B(t) be a
d-dimensional G-Brownian motion and Ft = σ{B(s) : 0 ≤ s ≤ t} be the natural filtration. Let
the filtration {F ; t ≥ 0} satisfies the usual conditions. Let P be the collection of all probability
measures on (Cq,B(Cq)) and Lb(Cq) be the set of all bounded continuous functionals. Let N0 be
the set of probability measures on (−∞, 0] such that for any µ ∈ N0,
∫ 0
−∞ µ(dα) = 1. For any
m > 0 we define Nm by
Nm = {µ ∈ N0 : µ
(m) =
∫ 0
−∞
e−mαµ(dα) <∞},
where for anym ∈ (0,m0), Nm0 ⊂ Nm ⊂ N0 [36]. Let g : Cq((−∞, 0];R
d)→ Rd, h : Cq((−∞, 0];R
d)→
R
d×m and γ : Cq((−∞, 0];R
d) → Rd×m be Borel measurable. Consider the following stochastic
functional differential equation driven by G-Brownian motion with infinite delay
dX(t) = g(Xt)dt+ h(Xt)d〈B,B〉(t) + γ(Xt)dB(t), (1.1)
on t ≥ 0 with the given initial data X0 = ζ ∈ Cq((−∞, 0];R
d) and Xt = {X(t+α) : −∞ < α ≤ 0}.
Definition 1.1. A continuous Rd-valued and Ft adapted process X(t), −∞ < t < θe is called
a local strong solution of problem (1.1) with initial data ζ ∈ Cq((−∞, 0];R
d) if X(t) = ζ(t) on
−∞ < t ≤ 0 and for all t ≥ 0,
X(t) = ζ(0) +
∫ t∧θm
0
g(Xs)ds +
∫ t∧θm
0
h(Xs)d〈B,B〉(s) +
∫ t∧θm
0
γ(Xs)dB(s),
holds q.s. for each m ≥ 1, where {θm;m ≥ 1} is a nondecreasing sequence of stopping times such
that θm → θe quasi-surely as m→∞.
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In addition, if lim supt→θe |X(t)| = ∞ holds q.s. when θe < ∞ q.s., then X(t), −∞ < t < θe
is called a maximal local strong solution and θe is called the explosion time. If θe = ∞, then it is
called a global solution. A maximal local strong solution X(t), −∞ < t < θe is said to be unique if
for any other maximal local strong solution Y (t), −∞ < t < θˆe, we have θe = θˆe and X(t) = Y (t)
for −∞ < t < θe quasi-surely. The rest of the paper is organized as follows. Section 2 is devoted
to some basic concepts required for the subsequent sections of this paper. Section 3 introduces the
existence and uniqueness theory of local and global solutions for stochastic functional differential
equations driven by G-Brownian motion with infinite delay. Section 4 describes that G-SFDEwID
has a bounded solution. Moreover, it shows that two solutions of G-SFDEwID with distinct initial
data converge. Section 5 studies the asymptotic properties such as boundedness and convergence
of the solutions map Xt of G-SFDEwID. The L
2
G and exponential estimates are included in section
6.
2 Preliminaries
Building on the concepts of G-Brownian motion theory, this section includes the basic notions,
results and definitions needed for the further study of the subject. For more details on the concepts
briefly discussed, readers are refer to the papers [2, 14, 17, 20, 28, 29, 32, 34]. Let Ω be a given
basic non-empty set. Assume H be a space of real functions defined on Ω. Then (Ω,H, Eˆ) is a
sublinear expectation space, where Eˆ is a sub-expectation defined as the following.
Definition 2.1. A functional Eˆ : H → R satisfying the following four characteristics is known as
a sub-expectation. Let X,Y ∈ H, then
(1) Monotonicity: Eˆ[X] ≥ Eˆ[Y ] if X ≥ Y .
(2) Constant preservation: Eˆ[K] = K, for all K ∈ R.
(3) Positive homogeneity: Eˆ[αX] = αEˆ[X], for all α ∈ R+.
(4) Sub-additivity: Eˆ[X] + Eˆ[Y ] ≥ Eˆ[X + Y ].
Let Eˆ[Y ] = Eˆ[−Y ] = 0, K ∈ R and α ∈ R+ then Eˆ[K + αY +X] = K + Eˆ[X]. Furthermore,
assume that Ω be the space of all Rd-valued continuous paths (w(t))t≥0 starting from zero equipped
with the norm
ρ(w1, w2) =
∞∑
i=1
1
2i
(
max
t∈[0,i]
|w1(t)− w2(t)| ∧ 1
)
,
then for any fixed T ∈ [0,∞),
L0ip(ΩT ) =
{
φ(B(t1), B(t2), ..., B(td)) : d ≥ 1, t1, t2, ..., td ∈ [0, T ], φ ∈ Cb.Lip(R
d×n))
}
,
where Cb.Lip(R
d) is a space of bounded Lipschitz functions, for w ∈ Ω, t ≥ 0, B(t) = B(t, w) = w(t)
is the canonical process, L0ip(Ωt) ⊆ L
0
ip(ΩT ) for t ≤ T and L
0
ip(Ω) = ∪
∞
n=1L
0
ip(Ωn). The completion
of L0ip(Ω) under the Banach norm Eˆ[|.|
p]
1
p , p ≥ 1 is denoted by LpG(Ω), where L
p
G(Ωt) ⊆ L
p
G(ΩT ) ⊆
L
p
G(Ω) for 0 ≤ t ≤ T <∞. Generated by the canonical process {B(t)}t≥0, the filtration is given by
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Ft = σ{B(s), 0 ≤ s ≤ t}, F = {Ft}t≥0. Let πT = {t0, t1, ..., tN}, 0 ≤ t0 ≤ t1 ≤ ... ≤ tN ≤ ∞ be a
partition of [0, T ]. Choose p ≥ 1, let Mp,0G (0, T ) denotes a collection of the following type processes
ηt(w) =
N−1∑
i=0
ξi(w)I[ti,ti+1](t), (2.1)
where ξi ∈ L
p
G(Ωti), i = 0, 1, ..., N −1. Moreover, the completion of M
p,0
G (0, T ) with the norm given
below is denoted by MpG(0, T ), p ≥ 1
‖η‖ =
{∫ T
0
Eˆ[|ηs|
p]ds
}1/p
.
Definition 2.2. A d-dimensional stochastic process {B(t)}t≥0 satisfying the following features is
called a G-Brownian motion
(1) B(0) = 0.
(2) The increment B(t+ s)−B(t) is N(0, [sσ2, sσ¯2])-distributed.
(3) The increment B(t+ s) − B(t) is independent of B(t1), B(t2), ........B(td), for every d ∈ Z
+
and 0 ≤ t1 ≤ t2 ≤, ...,≤ td ≤ t.
Definition 2.3. Let ηt ∈ M
2,0
G (0, T ) be given by (2.1). Then the G-Itoˆ’s integral I(η) is defined
by
I(η) =
∫ T
0
η(s)dBa(s) =
N−1∑
i=0
ξi
(
Ba(ti+1)−B
a(ti)
)
.
A mapping I : M2,0G (0, T ) 7→ L
2
G(FT ) can be continuously extended to I : M
2
G(0, T ) 7→ L
2
G(FT ) and
for η ∈M2G(0, T ) the G-Itoˆ integral is still defined by∫ T
0
η(s)dBa(s) = I(η).
Definition 2.4. The G-quadratic variation process {〈Ba〉(t)}t≥0 of G-Brownian motion is defined
by
〈Ba〉(t) = lim
N→∞
N−1∑
i=0
(
Ba(tNi+1)−B
a(tNi )
)2
= Ba(t)2 − 2
∫ t
0
Ba(s)dBa(s),
which is an increasing process with 〈Ba〉(0) = 0 and for any 0 ≤ s ≤ t,
〈Ba〉(t)− 〈Ba〉(s) ≤ σaaτ (t− s).
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Assume that a, aˆ ∈ Rd be two given vectors. Then the mutual variation process of Ba and Baˆ
is defined by 〈Ba, Baˆ〉 = 14 [〈B
a +Baˆ〉(t)− 〈Ba −Baˆ〉(t)]. A mapping H0,T : M
0,1
G (0, T ) 7→ L
2
G(FT )
is defined by
H0,T (η) =
∫ T
0
η(s)d〈Ba〉(s) =
N−1∑
i=0
ξi
(
〈Ba〉(ti+1)− 〈B
a〉(ti)
)
,
which can be continuously extended to M1G(0, T ) and for η ∈M
1
G(0, T ) this is still denoted by∫ T
0
η(s)d〈Ba〉(s) = H0,T (η).
The G-Itoˆ integral and its quadratic variation process satisfies the following properties [30, 35].
Proposition 2.5. (1) Eˆ[
∫ T
0 η(s)dB(s)] = 0, for all η ∈M
p
G(0, T ).
(2) Eˆ[(
∫ T
0 η(s)dB(s))
2] = Eˆ[
∫ T
0 η
2(s)〈B,B〉(t)] ≤ σ¯2E[
∫ T
0 η
2(s)dt], for all η ∈M2G(0, T ).
(3) Eˆ[
∫ T
0 |η(s)|
pdt] ≤
∫ T
0 Eˆ|η(s)|
pdt, for all η ∈MpG(0, T ).
The concept of G-capacity and lemma 2.8 can be found in [5].
Definition 2.6. Let B(Ω) be a Borel σ-algebra of Ω and P be a collection of all probability
measures on (Ω,B(Ω). Then the G-capacity denoted by Cˆ is defined as the following
Cˆ(A) = sup
P∈P
P(A),
where set A ∈ B(Ω).
Definition 2.7. A set A ∈ B(Ω) is said to be polar if its capacity is zero i.e. Cˆ(A) = 0 and a
property holds quasi-surely (q.s) if it holds outside a polar set.
Lemma 2.8. Let X ∈ Lp and Eˆ|X|p <∞. Then for each δ > 0, the G-Markov inequality is defined
by
Cˆ(|X| > δ) ≤
Eˆ[|X|p]
δ
.
For the proof of the following lemmas 2.9 and 2.10 see [13].
Lemma 2.9. Let p ≥ 2, η ∈ M2G(0, T ), a ∈ R
d and X(t) =
∫ t
0 η(s)dB
a(s). Then there exists a
continuous modification X¯(t) of X(t), that is, on some Ω¯ ⊂ Ω with Cˆ(Ω¯c) = 0 and for all t ∈ [0, T ],
Cˆ(|X(t) − X¯ | 6= 0) = 0 such that
Eˆ
[
sup
s≤v≤t
|X¯(v)− X¯(s)|p
]
≤ Kˆσ
p
2
aaτ Eˆ
( ∫ t
s
|η(v)|2dv
) p
2
,
where 0 < Kˆ <∞ is a positive constant.
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Lemma 2.10. Let p ≥ 1, η ∈MpG(0, T ) and a, aˆ ∈ R
d, then there exists a continuous modification
X¯a,aˆ(t) of Xa,aˆ(t) =
∫ t
0 η(s)d〈B
a, Baˆ〉(s) such that for 0 ≤ s ≤ t ≤ T ,
Eˆ
[
sup
0≤s≤v≤t
|X¯a,aˆ(v)− X¯a,aˆ(s)|p
]
≤
(1
4
σ(a+aˆ)(a−aˆ)τ
)p
(t− s)p−1Eˆ
∫ t
s
|η(v)|pdv,
The next two lemmas will also be used in the subsequent sections of this article [21].
Lemma 2.11. Let a, b ≥ 0 and ǫ ∈ (0, 1). Then
(a+ b)2 ≤
a2
ǫ
+
b2
1− ǫ
.
Lemma 2.12. Assume p ≥ 2 and ǫˆ, a, b > 0. Then the following two inequalities hold.
(i) ap−1b ≤ (p−1)ǫˆa
p
p +
bp
pǫˆp−1
.
(ii) ap−2b2 ≤ (p−2)ǫˆa
p
p +
2bp
pǫˆ
p−2
2
.
3 Existence and uniqueness of solutions
In the phase space BC((−∞, T ];Rd)), equation (1.1) under the global Lipschitz and growth con-
ditions admits a unique solution [12, 31]. In this section, we study the existence and uniqueness
theory for the solutions to (1.1) in the phase space with fading memory Cq((−∞, 0];R
d).
Theorem 3.1. Let there exists two positive constants L and K such that for all ϕ,ψ ∈ Cq((−∞, 0];R
d)
and t ∈ [0, T ], the following conditions hold.
|g(ψ) − g(ϕ)|2 ∨ |h(ψ) − h(ϕ)|2 ∨ |γ(ψ)− γ(φ)|2 ≤ L‖ψ − φ‖2q , (3.1)
|g(ϕ)|2 ∨ |h(ϕ)|2 ∨ |γ(ϕ)|2 ≤ K(1 + ‖ϕ‖2q). (3.2)
Then problem (1.1) with initial data ζ ∈ Cq((−∞, 0];R
d) admits a unique bounded solution X(t),
which is continuous and Ft-adapted on t ∈ [0, T ].
We omit the proof as it can be derived in a similar way like [31]. To extend the above existence-
uniqueness result to G-SFDEwID with locally Lipschitz continuous coefficients, we first give the
following lemma.
Lemma 3.2. Let p ≥ 1 and λ < pq. Then for any ζ ∈ Cq((−∞, 0];R
d),
‖Xt‖
p
q ≤ e
−λt‖ζ‖pq + sup
0<s≤t
|X(s)|p.
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Proof. By virtue of the definition of norm ‖.‖ and observing that pq > λ we have
‖Xt‖
p
q =
[
sup
−∞<α≤0
eqα|X(t+ α)|
]p
≤ sup
−∞<α≤0
eλα|X(t+ α)|p
≤ sup
−∞<s≤0
e−λ(t−s)|X(s)|p + sup
0<s≤t
e−λ(t−s)|X(s)|p
= e−λt‖ζ‖pq + e
−λt sup
0<s≤t
eλs|X(s)|p
≤ e−λt‖ζ‖pq + sup
0<s≤t
|X(s)|p.
The proof is complete.
All through this article we assume that for any p ≥ 1, λ < pq.
Theorem 3.3. Let for any m > 0 there exists a positive constant Km such that for all ϕ,ψ ∈
Cq((−∞, 0];R
d) and t ∈ [0, T ], the following local Lipschitz condition hold,
|g(ϕ) − g(ψ)|2 ∨ |h(ψ) − h(ϕ)|2 ∨ |γ(ψ) − γ(ϕ)|2 ≤ Km‖ψ − φ‖
2
q , (3.3)
with ‖ψ‖ ∨ ‖ϕ‖ ≤ m. Then the G-SFDEwID (1.1) having the initial data ζ ∈ Cq((−∞, 0];R
d)
admits a continuous and Ft-adapted unique local solution X(t) quasi-surely on t ∈ (−∞, θe), where
θe is the potential explosion time.
Proof. For any m ≥ m0, we define the following stopping time
θm = inf{t ≥ 0, |X(t)| > m},
with inf ∅ =∞. Let equation (1.1) has two solutions X(t) and Y (t) where
θm = inf{t ≥ 0, |X(t)| > m} ∧ inf{t ≥ 0, |Y (t)| > m}.
By using the inequality (
∑3
i=1 ai)
2 ≤ 3
∑3
i=1 a
2
i , from (1.1) we have
|Y (t ∧ θm)−X(t ∧ θm)|
2 ≤ 3
∣∣∣ ∫ s∧θm
0
[g(Ys)− g(Xs)]ds
∣∣∣2 + 3∣∣∣ ∫ s∧θm
0
[h(Ys)− h(Xs)]d〈B,B〉(s)
∣∣∣2
+ 3
∣∣∣ ∫ s∧θm
0
[γ(Ys)− γ(Xs)]dB(s)
∣∣∣2.
Taking the G-expectation on both sides, using the Holder inequality, lemma 2.9, lemma 2.10 and
condition (3.3), there exist positive constants c, c1 and c2 such that
Eˆ
[
sup
0≤s≤t
|Y (s ∧ θm)−X(s ∧ θm)|
2
]
≤ 3cEˆ
∫ t∧θm
0
|g(Ys)− g(Xs)|
2ds+ 3c1Eˆ
∫ t∧θm
0
|h(Ys)− h(Xs)|
2ds
+ 3c2Eˆ
∫ t∧θm
0
[γ(Ys)− γ(Xs)|
2ds
≤ 3Km(c+ c1 + c2)Eˆ
∫ t∧θm
0
‖Ys −Xs‖
2
qds
≤ 3Km(c+ c1 + c2)
∫ t
0
Eˆ
[
sup
0≤s≤t
|Y (s ∧ θm)−X(s ∧ θm)|
2
]
ds
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The above last inequality is obtained by using lemma (3.2). Finally, the Grownwall inequity yields
Eˆ
[
sup
0≤s≤t
|Y (s ∧ θm)−X(s ∧ θm)|
2
]
= 0,
which gives that Y (t ∧ θm) = X(t ∧ θm) quasi-surely. According to the definition of θm, {θm :
m ≥ m0} is a non-decreasing sequence and as m → ∞ quasi-surely θm → θ∞ ≤ θe. We therefore
have Y (t) = X(t) for all t ∈ (−∞, θe). The uniqueness has been proved. To prove the existence of
solutions, for any sufficiently large m0 and m ≥ m0, we set the truncation functions gm, hm and
γm as follows
gm(ϕ) =
{
g(ϕ), if ‖ϕ‖q ≤ m ;
g( mϕ‖ϕ‖q ), if ‖ϕ‖q > m,
hm(ϕ) =
{
h(ϕ), if ‖ϕ‖q ≤ m ;
h( mϕ‖ϕ‖q ), if ‖ϕ‖q > m,
γm(ϕ) =
{
γ(ϕ), if ‖ϕ‖q ≤ m ;
γ( mϕ‖ϕ‖q ), if ‖ϕ‖q > m.
Then gm, hm and γm satisfy the assumptions (3.1) and (3.2). By virtue of theorem 3.1, problem
X(m)(t) = ζ(0) +
∫ t
0
gm(X
(m)
s )ds+
∫ t
0
hm(X
(m)
s )d〈B,B〉(s) +
∫ t
0
γm(X
(m)
s )dB(s), (3.4)
admits a unique bounded solution X(m)(t), which is continuous and Ft-adopted. Notice that for
0 ≤ t ≤ θm, we have gn(ϕ
n) = g(ϕn), hn(ϕ
n) = h(ϕn) and γn(ϕ
n) = γ(ϕn). By using the inequality
(
∑3
i=1 ai)
2 ≤ 3
∑3
i=1 a
2
i , from (1.1) and (3.4) for each t ∈ [0, θm], we get
|X(m)(t)−X(t)|2 ≤ 3
∣∣∣ ∫ t
0
[g(X(m)s )− g(Xs)]ds
∣∣∣2 + 3∣∣∣ ∫ t
0
[h(X(m)s )− h(Xs)]d〈B,B〉(s)
∣∣∣2
+ 3
∣∣∣ ∫ t
0
[γ(X(m)s )− γ(Xs)]dB(s)
∣∣∣2.
Taking the G-expectation on both sides, using the Holder inequality, lemma 2.9, lemma 2.10,
condition (3.3) and lemma (3.2), by straightforward calculations in a similar way as above, we
derive
Eˆ
[
sup
0≤s≤t
|X(m)(s)−X(s)|2
]
≤ 3cEˆ
∫ t
0
|g(X(m)s )− g(Xs)|
2ds+ 3c1Eˆ
∫ t
0
|h(X(m)s )− h(Xs)|
2ds
+ 3c2Eˆ
∫ t
0
[γ(X(m)s )− γ(Xs)|
2ds
≤ 3Kn(c+ c1 + c2)Eˆ
∫ t
0
‖X(n)s −Xs‖
2
qds
≤ 3Km(c+ c1 + c2)
∫ t
0
Eˆ
[
sup
0≤s≤t
|X(m)(s)−X(s)|2
]
ds
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By virtue of the Grownwall inequity, it follows
Eˆ
[
sup
0≤s≤t
|X(m)(s)−X(s)|2
]
= 0, 0 ≤ t ≤ θm, (3.5)
The above expression means that for all t ∈ [0, θm], X
(m)(t) = X(t) quasi-surely. Therefore we
have X(m)(t) = X(t), for all t ∈ (−∞, θm] quasi-surely. Also, by using lemma 3.2 and expression
(3.5) we have
Eˆ‖X
(m)
t −Xt‖
2
q ≤ Eˆ
[
sup
0≤s≤t
|X(m)(s)−X(s)|2
]
= 0, 0 ≤ t ≤ θm,
which implies that for all t ∈ [0, θm], X
(m)
t = Xt quasi-surely. Next to show that X(t) is the solution
of (1.1), by X(m)(t ∧ θm) = X(t ∧ θm), X
(m)
t∧θm
= Xt∧θm and (3.4), it follows
X(t ∧ θm) = ζ(0) +
∫ t∧θm
0
gm(Xs)ds+
∫ t∧θm
0
hm(Xs)d〈B,B〉(s) +
∫ t∧θm
0
γm(Xs)dB(s)
= ζ(0) +
∫ t∧θm
0
g(Xs)ds+
∫ t∧θm
0
h(Xs)d〈B,B〉(s) +
∫ t∧θm
0
γ(Xs)dB(s),
letting m→∞, it follows that for any t ∈ [0, θe),
X(t) = ζ(0) +
∫ t
0
g(Xs)ds+
∫ t
0
h(Xs)d〈B,B〉(s) +
∫ t
0
γ(Xs)dB(s),
that is, X(t), t ∈ (−∞, θe) is a local solution of equation (1.1). The proof stands completed.
To examine the global existence and uniqueness of solutions for problem (1.1), we assume the
following conditions.
(A1) For any probability measure µ1, µ2, µ3 ∈ N2q there exists positive constants λi, i = 1, 2, .., 5
such that for any ψ,ϕ ∈ Cq((−∞, 0];R
d), we have
[ψ(0) − ϕ(0)]τ [g(ψ) − g(ϕ)] ≤ −λ1|ψ(0) − ϕ(0)|
2 + λ2
∫ 0
−∞
|ψ(α) − ϕ(α)|2µ1(dα), (3.6)
[ψ(0) − ϕ(0)]τ [h(ψ) − h(ϕ)] ≤ −λ3|ψ(0) − ϕ(0)|
2 + λ4
∫ 0
−∞
|ψ(α) − ϕ(α)|2µ2(dα), (3.7)
and
|γ(ψ)− γ(ϕ)|2 ≤ λ5
∫ 0
−∞
|ψ(α) − ϕ(α)|2µ3(dα). (3.8)
The upcoming lemma will be used in several places all through this article.
Lemma 3.4. Let p ≥ 2, λ < pq and for any i ∈ Z+, µi ∈ Nl. Then for any ζ ∈ Cq((−∞, 0];R
d),
∫ t
0
∫ 0
−∞
|X(s + α)|pµi(dα)ds ≤
µ
(2q)
i
2q
‖ζ‖pq +
∫ t
0
|X(s)|pds, (3.9)
∫ t
0
∫ 0
−∞
eλs|X(s+ α)|pµi(dα)ds ≤
µ
(pq)
i
2q − λ
‖ζ‖pq + µ
(pq)
i
∫ t
0
eλs|X(s)|pds. (3.10)
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Proof. Noticing that ζ ∈ Cq((−∞, 0];R
d) and for any i ∈ Z+, µi ∈ Npq, using the definition of
norm and the Fubini theorem, we derive∫ t
0
∫ 0
−∞
|X(s + α)|pµi(dα)ds
=
∫ t
0
[ ∫ −s
−∞
epq(s+α)|X(s + α)|pe−pq(s+α)µi(dα) +
∫ 0
−s
|X(s + α)|pµi(dα)
]
ds
≤ ‖ζ‖pq
∫ t
0
e−pqsds
∫ 0
−∞
e−pqαµi(dα) +
∫ 0
−∞
µi(dα)
∫ t
0
|X(s)|pds,
by noticing that
∫ 0
−∞ µi(dα) = 1 and
∫ 0
−∞ e
−pqαµi(dα) = µ
(pq)
i , i ∈ Z
+, we derive
∫ t
0
∫ 0
−∞
|X(s + α)|pµi(dα)ds ≤
µ
(pq)
i
pq
‖ζ‖pq +
∫ t
0
|X(s)|pds.
The proof of (3.9) is complete. To prove (3.10), we use similar arguments as used above and proceed
as follows∫ t
0
∫ 0
−∞
eλs|X(s + α)|pµi(dα)ds
=
∫ t
0
eλsds
[ ∫ −s
−∞
|z(s+ α)|pµi(dα) +
∫ 0
−s
|X(s + α)|pµi(dα)
]
=
∫ t
0
eλsds
∫ −s
−∞
|X(s + α)|pµi(dα) +
∫ 0
−t
µi(dα)
∫ t
−α
eλs|X(s + α)|pds
≤
∫ t
0
eλsds
∫ −s
−∞
e2q(s+α)|X(s + α)|pe−2q(s+α)µi(dα) +
∫ 0
−∞
µi(dα)
∫ t
0
eλ(s−α)|X(s)|pds
≤ ‖ζ‖pq
∫ t
0
e−(pq−λ)sds
∫ 0
−∞
e−pqαµi(dα) +
∫ 0
−∞
e−λαµi(dα)
∫ t
0
eλs|X(s)|pds,
by using the definition µ(m) =
∫ 0
−∞ e
−mαµ(dα) and noticing that pq > λ, we have
∫ t
0
∫ 0
−∞
eλs|X(s + α)|pµi(dα)ds ≤
µ
(2q)
i
pq − λ
‖ζ‖2q + µ
(pq)
i
∫ t
0
eλs|X(s)|pds.
The proof of (3.10) stands completed.
Theorem 3.5. Let assumptions (3.3) and A1 hold. Then the G-SFDEwID (1.1) has a continuous
and Ft-adapted global solution.
Proof. For any initial data ζ ∈ Cq, in view of local Lipschitz condition A1, theorem 3.3 gives that
(1.1) admits a unique maximal local strong solution X(t) on t ∈ (−∞, θe) and this solution is
continuous for any t ∈ (−∞, θe) and Ft-adopted. To prove that this solution is global, we only
need to show that θe =∞ q.s. Note that θm is increasing as m→∞ and θm → θ∞ ≤ θe q.s. If we
can prove that θ∞ =∞ q.s., then θe =∞ q.s., which implies that X(t) is global. This is equivalent
to proving that as m→∞, for any T > 0, Cˆ(θm ≤ T )→ 0. Applying the G-Itoˆ formula to |X(t)|
2,
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taking G-expectation on both sides, using properties of G-Itoˆ integral and lemma 2.10, there exists
a positive constant k1 such that
Eˆ|X(t ∧ θm)|
2 ≤ Eˆ|X(0)|2 + Eˆ
∫ t∧θm
0
2Xτ (s)g(Xs)ds
+ k1Eˆ
∫ t∧θm
0
[
2Xτ (s)h(Xs) + |γ(Xs)|
2
]
ds.
(3.11)
By using condition (3.6) and the fundamental inequality 2a1a2 ≤
∑2
i=1 a
2
i we derive
Xτ (t)g(Xt) ≤ −(λ1 −
1
2
)|X(t)|2 +
1
2
|g(0)|2 + λ2
∫ 0
−∞
|X(t+ α)|2µ1(dα). (3.12)
Similar arguments follows
Xτ (t)h(Xt) ≤ −(λ3 −
1
2
)|X(t)|2 +
1
2
|h(0)|2 + λ4
∫ 0
−∞
|X(t+ α)|2µ2(dα). (3.13)
By using condition(3.8) and the basic inequality (
∑2
i=1 ai)
2 ≤ 2
∑2
i=1 a
2
i we get
|γ(Xt)|
2 ≤ 2|γ(0)|2 + 2λ5
∫ 0
−∞
|X(t+ α)|2µ3(dα). (3.14)
On substituting (3.12), (3.13) and (3.14) in (3.11), we derive
Eˆ|X(t ∧ θm)|
2 ≤ Eˆ|X(0)|2 + [|g(0)|2 + k1|h(0)|
2 + 2k1|γ(0)|
2]T
+ (k1 − 2λ1 − 2k1λ3 + 1)Eˆ
∫ t∧θm
0
|X(s)|2ds+ 2λ2Eˆ
∫ t∧θm
0
∫ 0
−∞
|X(s + α)|2µ1(dα)ds
+ 2k1λ4Eˆ
∫ t∧θm
0
∫ 0
−∞
|X(s+ α)|2µ2(dα)ds
+ 2k1λ5Eˆ
∫ t∧θm
0
∫ 0
−∞
|X(s+ α)|2µ3(dα)ds,
letting K1 = Eˆ|X(0)|
2 + [|g(0)|2 + k1|h(0)|
2 + 2k1|γ(0)|
2]T , we obtain
Eˆ|X(t ∧ θm)|
2 ≤ K1 + (−2λ1 − 2k1λ3 + k1 + 1)Eˆ
∫ t∧θm
0
|X(s)|2ds
+ 2λ2Eˆ
∫ t∧θm
0
∫ 0
−∞
|X(s + α)|2µ1(dα)ds + 2λ4k1Eˆ
∫ t∧θm
0
∫ 0
−∞
|X(s + α)|2µ2(dα)ds
+ 2k1λ5Eˆ
∫ t∧θm
0
∫ 0
−∞
|X(s + α)|2µ3(dα)ds.
(3.15)
From result (3.9) of lemma 3.4, we have∫ t∧θm
0
∫ 0
−∞
|X(s + α)|2µi(dα)ds ≤
1
2q
‖ζ‖2qµ
(2q)
i +
∫ t
0
|X(s ∧ θm)|
2ds. (3.16)
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Substitutions for i = 1, 2, 3 in (3.15) give
Eˆ|X(t ∧ θm)|
2 ≤ K1 +
1
q
[λ2µ
(2q)
1 + k1λ4µ
(2q)
2 + k1λ5µ
(2q)
3 ]Eˆ‖ζ‖
2
q
+ (k1 + 1− 2λ1 + 2λ2 − 2k1λ3 + 2k1λ4 + 2k1λ5)Eˆ
∫ t
0
|X(s ∧ θm)|
2ds
= K2 +K3
∫ t
0
Eˆ|X(s ∧ θm)|
2ds
where K2 = K1 +
1
q [λ2µ
(2q)
1 + k1λ4µ
(2q)
2 + k1λ5µ
(2q)
3 ]‖ζ‖
2
q and K3 = k1 + 1 − 2λ1 + 2λ2 − 2k1λ3 +
2k1λ4 + 2k1λ5. By virtue of the Grownwall inequality,
Eˆ|X(t ∧ θm))|
2 ≤ K2e
K3t,
taking t = T yields
Eˆ|X(T ∧ θm)|
2 ≤ K2e
K3T .
By using lemma 2.8, the definition of θm and the above inequality, it follows
Cˆ(θm ≤ T ) = Cˆ(θm ≤ T, |X(T ∧ θm)| > m)
≤
1
m2
Eˆ|X(θm)|
21θm≤T
=
1
m2
Eˆ|X(T ∧ θm)|
21θm≤T
=
1
m2
Eˆ|X(T ∧ θm)|
2
≤
1
m2
.K2e
K3T .
Taking limits m→∞ gives
lim
m→∞
Cˆ(θm ≤ T ) = 0,
which implies that G-SFDEwID (1.1) admits a unique global solution X(t) on (−∞,∞) quasi-
surely. The proof stands completed.
4 Asymptotic properties of solution
In this section, the mean square boundedness for solution of the G-SFDEwID is proved. Under
different initial data, the convergence of solutions is derived.
Theorem 4.1. Let X(t) be the unique solution of problem (1.1) with initial data ζ ∈ Cq((−∞, 0];R
d).
Assume assumption A1 holds. Let λi, i = 1, 2, .., 5 satisfy 2λ1 > 2λ2µ
(2q)
1 +2k1λ4µ
(2q)
2 +k1λ5µ
(2q)
3 −
2k1λ3. Then there exists λ ∈ (0, (2λ1 + 2k1λ3 − 2λ2µ
(2q)
1 − 2k1λ4µ
(2q)
2 − k1λ5µ
(2q)
3 ) ∧ 2q) such that
Eˆ[|X(t)|2] ≤ K4 +K5e
−λt, (4.1)
where
K4 =
1
λ
(1
ǫ
|g(0)|2 +
k1
ǫ1
|h(0)|2 +
k1
ǫ2
|γ(0)|2
)
12
and
K5 = Eˆ|X(0)|
2 +
2λ2µ
(2q)
1
2q − λ
Eˆ‖ζ‖2q +
2k1λ4µ
(2q)
2
2q − λ
Eˆ‖ζ‖2q +
k1λ5µ
(2q)
3
(2q − λ)(1 − ǫ2)
Eˆ‖ζ‖2q .
and ǫ,ǫ1 and ǫ2 are sufficiently small such that
2λ1 − ǫ− λ− k1ǫ1 + 2k1λ3 − 2λ2µ
(2q)
1 − 2k1λ4µ
(2q)
2 −
k1λ5
1− ǫ2
µ
(2q)
3 > 0.
Proof. Applying the G-Itoˆ formula to etλ|X(t)|2, taking the G-expectation on both sides, using
properties of G-Itoˆ integral and lemma 2.10, there exists a positive constant k1 such that
Eˆ[eλt|X(t)|2] ≤ Eˆ|X(0)|2 + Eˆ
∫ t
0
eλs
[
λ|X(s)|2 + 2Xτ (s)g(Xs)
]
ds
+ k1Eˆ
∫ t
0
eλs
[
2Xτ (s)h(Xs) + |γ(Xs)|
2
]
ds.
(4.2)
By using condition (3.6) and Lemma 2.12 we derive
Xτ (t)g(Xt) ≤ (
ǫ
2
− λ1)|X(t)|
2 +
1
2ǫ
|g(0)|2 + λ2
∫ 0
−∞
|X(t+ α)|2µ1(dα).
Similar arguments yield
Xτ (t)h(Xt) ≤ (
ǫ1
2
− λ3)|X(t)|
2 +
1
2ǫ1
|h(0)|2 + λ4
∫ 0
−∞
|X(t+ α)|2µ2(dα).
In view of condition (3.8) and lemma 2.11 we obtain
|γ(Xt)|
2 ≤
1
ǫ2
|γ(0)|2 +
λ5
1− ǫ2
∫ 0
−∞
|X(t+ α)|2µ3(dα).
By substituting the above obtained inequalities, (4.2) takes the following form
Eˆ[eλt|X(t)|2] ≤ Eˆ|X(0)|2 +
1
λ
(1
ǫ
|g(0)|2 +
k1
ǫ1
|h(0)|2 +
k1
ǫ2
|γ(0)|2
)
(eλt − 1)
+ (ǫ+ λ− 2λ1 + k1ǫ1 − 2k1λ3)Eˆ
∫ t
0
eλs|X(s)|2ds
+ 2λ2Eˆ
∫ t
0
eλs
∫ 0
−∞
|X(s + α)|2µ1(dα)ds
+ 2k1λ4Eˆ
∫ t
0
eλs
∫ 0
−∞
|X(s + α)|2µ2(dα)ds
+ k1
λ5
1− ǫ2
Eˆ
∫ t
0
eλs
∫ 0
−∞
|X(s + α)|2µ3(dα)ds
(4.3)
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By result (3.10) in lemma 3.4, we have∫ t
0
∫ 0
−∞
eλs|X(s+ α)|2µi(dα)ds ≤
1
2q − λ
‖ζ‖2qµ
(2q)
i + µ
(2q)
i
∫ t
0
eλs|X(s)|2ds, (4.4)
which on substituting in (4.3) for i = 1, 2, 3 follows
Eˆ[eλt|X(t)|2] ≤ Eˆ|X(0)|2 +
2λ2µ
(2q)
1
2q − λ
Eˆ‖ζ‖2q +
2k1λ4µ
(2q)
2
2q − λ
Eˆ‖ζ‖2q +
k1λ5µ
(2q)
3
(2q − λ)(1− ǫ2)
Eˆ‖ζ‖2q
+
1
λ
(1
ǫ
|g(0)|2 +
k1
ǫ1
|h(0)|2 +
k1
ǫ2
|γ(0)|2
)
(eλt − 1)
− (2λ1 − ǫ− λ− k1ǫ1 + 2k1λ3 − 2λ2µ
(2q)
1 − 2k1λ4µ
(2q)
2 −
k1λ5
1− ǫ2
µ
(2q)
3 )Eˆ
∫ t
0
eλs|X(s)|2ds.
From the assumptions we observe that 2λ1 > 2λ2µ
(2q)
1 + 2k1λ4µ
(2q)
2 + k1λ5µ
(2q)
3 − 2k1λ3 and λ ∈
(0, (2λ1 + 2k1λ3 − 2λ2µ
(2q)
1 − 2k1λ4µ
(2q)
2 − k1λ5µ
(2q)
3 ) ∧ 2q). Choosing ǫ,ǫ1 and ǫ2 sufficiently small
such that
2λ1 − ǫ− λ− k1ǫ1 + 2k1λ3 − 2λ2µ
(2q)
1 − 2k1λ4µ
(2q)
2 −
k1λ5
1− ǫ2
µ
(2q)
3 > 0,
we have
E[|X(t)|2] ≤ K4 +K5e
−λt,
where
K4 =
1
λ
(1
ǫ
|g(0)|2 +
k1
ǫ1
|h(0)|2 +
k1
ǫ2
|γ(0)|2
)
and
K5 = Eˆ|X(0)|
2 +
2λ2µ
(2q)
1
2q − λ
Eˆ‖ζ‖2q +
2k1λ4µ
(2q)
2
2q − λ
Eˆ‖ζ‖2q +
k1λ5µ
(2q)
3
(2q − λ)(1 − ǫ2)
Eˆ‖ζ‖2q .
The proof stands completed.
Remark 4.2. The above theorem 4.1 shows that the solution of initial value problem (1.1) with
given initial data ζ ∈ Cq((−∞, 0];R
d) is mean square bounded.
Theorem 4.3. Let all the assumptions of theorem 4.1 hold. Let equation (1.1) has two different
solutions X(t) and Y (t) corresponding to distinct initial data ζ and ξ respectively. Then
Eˆ[|X(t) − Y (t)|2] ≤ K6Eˆ‖ζ − ξ‖
2
qe
−λt, (4.5)
where K6 = 1 +
1
2q−λ(2λ2µ
(2q)
1 + 2k1λ4µ
(2q)
2 + k1λ5µ
(2q)
3 ).
Proof. First we define Λ(t) = X(t) − Y (t), gˆ(t) = g(Xt) − g(Yt), hˆ(t) = h(Xt) − h(Yt) and γˆ(t) =
γ(Xt) − γ(Yt). Then applying the G-Itoˆ formula to e
λt|Λ(t)|2, taking the G-expectation on both
sides, using properties of G-Itoˆ integral and lemma 2.10, there exists a positive constant k1 such
that
eλtE|Λ(t)|2 ≤ Eˆ|ζ(0)− ξ(0)|2 + Eˆ
∫ t
0
eλs[λ|Λ(s)|2 + 2Λτ (s)gˆ(s)]ds
+ k1Eˆ
∫ t
0
eλs[2Λτ (s)hˆ(s) + |γˆ(s)|2]ds.
(4.6)
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From assumption A1, we have
Λτ (t)gˆ(t) ≤ −λ1|Λ(t)|
2 + λ2
∫ 0
−∞
Λ(t+ α)µ1(dα),
Λτ (t)hˆ(t) ≤ −λ3|Λ(t)|
2 + λ4
∫ 0
−∞
Λ(t+ α)µ2(dα)
and
|γˆ(t)|2 ≤ λ5
∫ 0
−∞
Λ(t+ α)µ3(dα).
In view of the above inequalities, (4.6) takes the following form
eλtEˆ|Λ(t)|2 ≤ Eˆ|ζ(0) − ξ(0)|2 + (λ− 2λ1 − 2k1λ3)Eˆ
∫ t
0
eλs|Λ(s)|2ds
+ 2λ2Eˆ
∫ t
0
∫ 0
−∞
eλsΛ(s+ α)µ1(dα)ds + 2k1λ4Eˆ
∫ t
0
∫ 0
−∞
eλsΛ(s+ α)µ2(dα)ds
+ k1λ5Eˆ
∫ t
0
∫ 0
−∞
eλsΛ(s+ α)µ3(dα)ds.
(4.7)
From the result 3.10 of lemma 3.4 for i = 1, 2, 3 we have∫ t
0
∫ 0
−∞
eλs|Λ(s + α)|2µi(dα)ds ≤
1
2q − λ
‖ζ − ξ‖2qµ
(2q)
i + µ
(2q)
i
∫ t
0
eλs|Λ(s)|2ds (4.8)
By substituting (4.8) in (4.7) we obtain
eλtEˆ|Λ(t)|2 ≤ Eˆ|ζ(0) − ξ(0)|2 +
1
2q − λ
[2λ2µ
(2q)
1 + 2k1λ4µ
(2q)
2 + k1λ5µ
(2q)
3 ]Eˆ‖ζ − ξ‖
2
q
− (2λ1 + 2k1λ3 − λ− 2λ2µ
(2q)
1 − 2k1λ4µ
(2q)
2 − k1λ5µ
(2q)
3 )Eˆ
∫ t
0
eλs|Λ(s)|2ds.
In view of the conditions 2λ1 > 2λ2µ
(2q)
1 +2k1λ4µ
(2q)
2 +k1λ5µ
(2q)
3 −2k1λ3 and λ ∈ (0, (2λ1+2k1λ3−
2λ2µ
(2q)
1 − 2k1λ4µ
(2q)
2 − k1λ5µ
(2q)
3 ) ∧ 2q) it follows
Eˆ|Λ(t)|2 ≤ [1 +
1
2q − λ
(2λ2µ
(2q)
1 + 2k1λ4µ
(2q)
2 + k1λ5µ
(2q)
3 )]Eˆ‖ζ − ξ‖
2
qe
−λt,
consequently,
Eˆ|X(t)− Y (t)|2 ≤ K6Eˆ‖ζ − ξ‖
2
qe
−λt,
where K6 = 1 +
1
2q−λ(2λ2µ
(2q)
1 + 2k1λ4µ
(2q)
2 + k1λ5µ
(2q)
3 ). The proof is complete.
Remark 4.4. The above theorem 4.3 describes that two distinct solutions of the initial value
problem (1.1) with two distinct initial data are convergent.
From theorem 4.3, we get the following stability result.
Corollary 4.5. Let all conditions of theorem 4.3 hold. If g(0) = h(0) = γ(0) = 0, then the trivial
solution of problem (1.1) is mean square exponentially stable.
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5 Convergence and boundedness of the solution map
This section examines the asymptotic properties of the solution map Xt. First we find that the
solution map Xt is mean square bounded. Then we show the convergence of distinct solution maps
having distinct initial data. Let problem (1.1) with the given initial data ζ ∈ Cq((−∞, 0];R
d) has
a unique solution X(t).
Theorem 5.1. Let assumption A1 holds. Assume that λi, i = 1, 2, .., 5 satisfy 2λ1 > 2λ2µ
(2q)
1 +
1+2k1λ4µ
(2q)
2 − 2k1λ3+ k1+2(k1µ
(2q)
2 +2k3µ
(2q)
3 )λ5 and λ ∈
(
0, (2λ1− 2λ2µ
(2q)
1 − 1− 2k1λ4µ
(2q)
2 +
2k1λ3− k1− 2(k1µ
(2q)
2 +2k3µ
(2q)
3 )λ5)∧ 2q
)
. For any initial data ζ ∈ Cq((−∞, 0];R
d), we then have
Eˆ‖Xt‖
2
q ≤ K7 +K8e
−λt,
where K7 =
2
λ
(
|g(0)|2+k1|h(0)|
2+2(k1+2k3)|γ(0)|
2
)
and K8 = 3+
4
2q−λ [λ2µ
(2q)
1 +k1(λ4+λ5)µ
(2q)
2 +
2k3λ5µ
(2q)
3 ].
Proof. Applying the G-Itoˆ formula to eλt|X(t)|2 and taking the G-expectation on both sides, we
have
Eˆ
[
sup
0<s≤t
eλs|X(s)|2
]
≤ Eˆ|ζ(0)|2 + Eˆ
[
sup
0<s≤t
∫ t
0
eλs
(
λ|X(s)|2 + 2Xτ (s)g(Xs)
)
ds
]
+ Eˆ
[
sup
0<s≤t
∫ t
0
eλs
(
2Xτ (s)h(Xs) + |γ(Xs)|
2
)
d〈B,B〉(s)
]
+ 2Eˆ
[
sup
0<s≤t
∫ t
0
eλsXτ (s)γ(Xs)dB(s)
]
.
(5.1)
By straightforward calculations, using (3.12) and then (4.4) we obtain
Eˆ
[
sup
0<s≤t
∫ t
0
eλs
(
λ|X(s)|2 + 2Xτ (s)g(Xs)
)
ds
]
≤
1
λ
|g(0)|2(eλt − 1) +
2λ2
2q − λ
Eˆ‖ζ‖2qµ
(2q)
1 + (λ− 2λ1 + 2λ2µ
(2q)
1 + 1)Eˆ
∫ t
0
eλs|X(s)|2ds.
(5.2)
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By using (3.13), (3.14), (4.4) and lemma 2.10, there exists a positive constant k1 such that
Eˆ
[
sup
0<s≤t
∫ t
0
eλs
(
2Xτ (s)h(Xs) + |γ(Xs)|
2
)
d〈B,B〉(s)
]
≤
1
λ
k1(|h(0)|
2 + 2|γ(0)|2)(eλt − 1)− k1(2λ3 − 1)Eˆ
∫ t
0
eλs|X(s)|2ds
+ 2k1λ4Eˆ
∫ t
0
∫ 0
−∞
eλs|X(s + α)|2µ2(dα)ds
+ 2k1λ5Eˆ
∫ t
0
∫ 0
−∞
eλs|X(s + α)|2µ3(dα)ds
≤
1
λ
k1(|h(0)|
2 + 2|γ(0)|2)(eλt − 1)− k1(2λ3 − 1)Eˆ
∫ t
0
eλs|X(s)|2ds
+
2k1λ4
2q − λ
Eˆ‖ζ‖2qµ
(2q)
2 + 2k1λ4µ
(2q)
2 Eˆ
∫ t
0
eλs|X(s)|2ds
+
2k1λ5
2q − λ
Eˆ‖ζ‖2qµ
(2q)
2 + 2k1λ5µ
(2q)
2 Eˆ
∫ t
0
eλs|X(s)|2ds,
simplification yields
Eˆ
[
sup
0<s≤t
∫ t
0
eλs
(
2Xτ (s)h(Xs) + |γ(Xs)|
2
)
d〈B,B〉(s)
]
≤
1
λ
k1(|h(0)|
2 + 2|γ(0)|2)(eλt − 1) +
2
2q − λ
(k1λ4µ
(2q)
2 + k1λ5µ
(2q)
2 )Eˆ‖ζ‖
2
q
+ (2k1λ4µ
(2q)
2 + 2k1λ5µ
(2q)
2 − 2k1λ3 + k1)Eˆ
∫ t
0
eλs|X(s)|2ds.
(5.3)
By utilizing (3.14), the inequality a1a2 ≤
1
2
∑2
i=1 ai and lemma 2.9, there exists a positive constant
k2 such that
2Eˆ
[
sup
0<s≤t
∫ t
0
eλsXτ (s)γ(Xs)dB(t)
]
≤ 2k2Eˆ
[ ∫ t
0
eλs|X(s)|2eλs|γ(Xs)|
2ds
] 1
2
≤
1
2
E
[
sup
0<s≤t
eλs|X(s)|2
]
+ 2k22E
∫ t
0
eλs|γ(Xs)|
2ds
≤
1
2
Eˆ
[
sup
0<s≤t
eλs|X(s)|2
]
+ 4k22
1
λ
|γ(0)|2(eλt − 1)
+ 4k22λ5Eˆ
∫ t
0
∫ 0
−∞
eλs|X(s + α)|2µ3(dα),
by using lemma 3.4, we get
2Eˆ
[
sup
0<s≤t
∫ t
0
eλsXτ (s)γ(Xs)dB(t)
]
≤
1
2
Eˆ
[
sup
0<s≤t
eλs|X(s)|2
]
+ 4k3
1
λ
|γ(0)|2(eλt − 1)
+
4k3λ5
2q − λ
µ
(2q)
3 Eˆ‖ζ‖
2
q + 4k3λ5µ
(2q)
3 Eˆ
∫ t
0
eλs|X(s)|2ds,
(5.4)
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where k3 = k
2
2 . Noticing that ζ(0) ≤ sup−∞<α≤0 e
qα|ζ(α)| = ‖ζ‖q and substituting (5.2), (5.3) and
(6.2) in (5.1), it follows
Eˆ
[
sup
0<s≤t
eλs|X(s)|2
]
≤
2
λ
(
|g(0)|2 + k1|h(0)|
2 + 2(k1 + 2k3)|γ(0)|
2
)
(eλt − 1)
+
2
2q − λ
(
2q − λ+ 2λ2µ
(2q)
1 + 2k1(λ4 + λ5)µ
(2q)
2 + 4k3λ5µ
(2q)
3
)
Eˆ‖ζ‖2q
− 2
(
2λ1 − 2λ2µ
(2q)
1 − 1− λ
− 2k1λ4µ
(2q)
2 + 2k1λ3 − k1 − 2(k1µ
(2q)
2 + 2k3µ
(2q)
3 )λ5
)
Eˆ
∫ t
0
eλs|X(s)|2ds.
By using the assumptions 2λ1 > 2λ2µ
(2q)
1 + 1 + 2k1λ4µ
(2q)
2 − 2k1λ3 + k1 + 2(k1µ
(2q)
2 + 2k3µ
(2q)
3 )λ5
and λ ∈
(
0, (2λ1 − 2λ2µ
(2q)
1 − 1− 2k1λ4µ
(2q)
2 + 2k1λ3 − k1 − 2(k1µ
(2q)
2 + 2k3µ
(2q)
3 )λ5) ∧ 2q
)
, we get
Eˆ
[
sup
0<s≤t
eλs|X(s)|2
]
≤
2
λ
(
|g(0)|2 + k1|h(0)|
2 + 2(k1 + 2k3)|γ(0)|
2
)
(eλt − 1)
+
2
2q − λ
(
2q − λ+ 2λ2µ
(2q)
1 + 2k1(λ4 + λ5)µ
(2q)
2 + 4k3λ5µ
(2q)
3
)
Eˆ‖ζ‖2q .
(5.5)
From lemma (3.2), we have
Eˆ‖Xt‖
2
q ≤ e
−λt
Eˆ‖ζ‖2q + e
−λt
Eˆ
[
sup
0<s≤t
eλs|X(s)|2
]
.
Substituting (5.5) in the above inequality yields
Eˆ‖Xt‖ ≤ e
−λt
Eˆ‖ζ‖2q +
2
λ
(
|g(0)|2 + k1|h(0)|
2 + 2(k1 + 2k3)|γ(0)|
2
)
(1− e−λt)
+
2
2q − λ
(
2q − λ+ 2λ2µ
(2q)
1 + 2k1(λ4 + λ5)µ
(2q)
2 + 4k3λ5µ
(2q)
3
)
Eˆ‖ζ‖2q ]e
−λt
≤ K7 +K8e
−λt
where K7 =
2
λ
(
|g(0)|2 + k1|h(0)|
2 + 2(k1 + 2k3)|γ(0)|
2
)
and K8 = 3 +
4
2q−λ
(
λ2µ
(2q)
1 + k1(λ4 +
λ5)µ
(2q)
2 + 2k3λ5µ
(2q)
3
)
. The proof is complete.
Remark 5.2. Theorem 5.1 states that the solution map Xt of the initial value problem 1.1 with
given initial data ζ ∈ Cq((−∞, 0];R
d) is mean square bounded.
Theorem 5.3. Let assumptions A1 holds. Assume that λi, i = 1, 2, .., 5 satisfy 2λ1 > 2λ2µ
(2q)
1 −
2k1λ3 + 2k1λ4µ
(2q)
2 + (k1 + 2k3)µ
(2q)
3 λ5 and λ ∈ (0, (2λ1 − 2λ2µ
(2q)
1 + 2k1λ3 − 2k1λ4µ
(2q)
2 − (k1 +
2k3)µ
(2q)
3 λ5) ∧ 2q). Then for distinct initial data ζ, ξ ∈ Cq the respective solution maps X
ζ
t and Y
ξ
t
satisfy
Eˆ‖Xζt − Y
ξ
t ‖
2
q ≤ K9Eˆ‖ζ − ξ‖
2
qe
−λˆt,
where K9 = 1 +
4
2q−λ [λ2µ
(2q)
1 + k1(2λ4µ
(2q)
2 + λ5µ
(2q)
3 ) + k3λ5µ
(2q)
3 ].
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Proof. Keeping in mind the definitions of Λ(t), gˆ(t), hˆ(t) and γˆ(t), we apply the G-Itoˆ formula to
eλt|Λ(t)|2 and then taking G-expectation on both sides to obtain
Eˆ[ sup
0<s≤t
eλt|Λ(s)|2] ≤ Eˆ|ζ(0)− ξ(0)|2 + Eˆ[ sup
0<s≤t
∫ t
0
eλs[λ|Λ(s)|2 + 2Λτ (s)gˆ(s)]ds]
+ Eˆ[ sup
0<s≤t
∫ t
0
eλs[2Λτ (s)hˆ(s) + |γˆ(s)|2]d〈B,B〉(s)]
+ 2Eˆ[ sup
0<s≤t
∫ t
0
eλsΛτ (s)γ(Xs)dB(s)].
(5.6)
By using (3.6) and then lemma 3.4 we have
Eˆ[ sup
0<s≤t
∫ t
0
eλs[λ|Λ(s)|2 + 2Λτ (s)gˆ(s)]ds]
≤
2λ2µ
(2q)
1
2q − λ
Eˆ‖ζ − ξ‖2q − (2λ1 − λ− 2λ2µ
(2q)
1 )Eˆ
∫ t
0
eλs|Λ(s)|2ds.
By using (3.7), (3.8), lemma 3.4 and lemma 2.10, there exists a positive constant k1 such that
Eˆ[ sup
0<s≤t
∫ t
0
eλs[2Λτ (s)hˆ(s) + |γˆ(s)|2]d〈B,B〉(s)]
≤ −2k1λ3Eˆ
∫ t
0
eλs|Λ(s)|2ds+ 2k1λ4Eˆ
∫ t
0
∫ 0
−∞
eλs|Λ(s + α)|2µ2(dα)ds
+ k1λ5Eˆ
∫ t
0
∫ 0
−∞
eλs|Λ(s + α)|2µ3(dα)ds
≤
1
2q − λ
k1(2λ4µ
(2q)
2 + λ5µ
(2q)
3 )Eˆ‖ζ − ξ‖
2
q − (2k1λ3 − 2k1λ4µ
(2q)
2 − λ5k1µ
(2q)
3 )Eˆ
∫ t
0
eλs|Λ(s)|2ds.
By utilizing (3.14), the inequality a1a2 ≤
1
2
∑2
i=1 ai and lemma 2.9, there exists a positive constant
k2 such that
2Eˆ[ sup
0<s≤t
∫ t
0
eλsΛτ (s)γˆ(Xs)dB(s)] ≤ 2k2Eˆ(
∫ t
0
eλs|Λ(s)|2eλs|γˆ(Xs)|
2ds)
1
2
≤ Eˆ( sup
0<s≤t
eλs|F (s)|2)
1
2 (4k22
∫ t
0
eλs|γˆ(Xs)|
2ds)
1
2
≤
1
2
Eˆ( sup
0<s≤t
eλs|Λ(s)|2) + 2k22λ5Eˆ
∫ t
0
∫ 0
−∞
eλs|Λ(s + α)|2µ3(dα)ds,
by using lemma 3.4, we get
2Eˆ[ sup
0<s≤t
∫ t
0
eλsΛτ (s)γˆ(Xs)dB(s)]
≤
1
2
Eˆ( sup
0<s≤t
eλs|Λ(s)|2) +
2k3λ5
2q − λ
µ
(2q)
3 Eˆ‖ζ − ξ‖
2
q + 2k3λ5µ
(2q)
3 Eˆ
∫ t
0
eλs|X(s)|2ds,
(5.7)
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where k3 = k
2
2. Substituting all the above derived inequalities in (5.6) we derive
Eˆ[ sup
0<s≤t
eλt|Λ(t)|2] ≤
1
2q − λ
[2λ2µ
(2q)
1 + k1(2λ4µ
(2q)
2 + λ5µ
(2q)
3 ) + 2k3λ5µ
(2q)
3 ]Eˆ‖ζ − ξ‖
2
q
− [2λ1 − λ− 2λ2µ
(2q)
1 + 2k1λ3 − 2k1λ4µ
(2q)
2 − λ5k1µ
(2q)
3 − 2k3λ5µ
(2q)
3 ]Eˆ
∫ t
0
eλs|Λ(s)|2ds
+
1
2
Eˆ( sup
0<s≤t
eλs|Λ(s)|2),
simplification yields
Eˆ[ sup
0<s≤t
eλt|Λ(t)|2] ≤
2
2q − λ
[2λ2µ
(2q)
1 + 2k1(2λ4µ
(2q)
2 + λ5µ
(2q)
3 ) + 2k3λ5µ
(2q)
3 ]Eˆ‖ζ − ξ‖
2
q
− 2[2λ1 − λ− 2λ2µ
(2q)
1 + 2k1λ3 − 2k1λ4µ
(2q)
2 − (k1 + 2k3)µ
(2q)
3 λ5]Eˆ
∫ t
0
eλs|Λ(s)|2ds.
By using the assumptions 2λ1 > 2λ2µ
(2q)
1 −2k1λ3+2k1λ4µ
(2q)
2 +(k1+2k3)µ
(2q)
3 λ5 and λ ∈ (0, (2λ1−
2λ2µ
(2q)
1 + 2k1λ3 − 2k1λ4µ
(2q)
2 − (k1 + 2k3)µ
(2q)
3 λ5) ∧ 2q), we get
Eˆ[ sup
0<s≤t
eλs|Λ(s)|2] ≤
2
2q − λ
[2λ2µ
(2q)
1 + 2k1(2λ4µ
(2q)
2 + λ5µ
(2q)
3 ) + 2k3λ5µ
(2q)
3 ]Eˆ‖ζ − ξ‖
2
q
(5.8)
In view of lemma 3.2, we have
Eˆ‖Xζt − Y
ξ
t ‖
2
q ≤ e
−λt
Eˆ‖ζ − ξ‖2q + e
−λt
Eˆ( sup
0<s≤t
eλs|Λ(s)|2),
on substituting (5.8) in the above inequality, we derive
Eˆ‖Xζt − Y
ξ
t ‖
2
q
≤ e−λtEˆ‖ζ − ξ‖2q +
4
2q − λ
[λ2µ
(2q)
1 + k1(2λ4µ
(2q)
2 + λ5µ
(2q)
3 ) + k3λ5µ
(2q)
3 ]Eˆ‖ζ − ξ‖
2
qe
−λt
= K9Eˆ‖ζ − ξ‖
2
qe
−λt,
where K9 = 1+
4
2q−λ [λ2µ
(2q)
1 +k1(2λ4µ
(2q)
2 +λ5µ
(2q)
3 )+k3λ5µ
(2q)
3 ]. The proof stands completed.
Remark 5.4. Theorem 5.3 indicates that two distinct solution maps Xt and Yt from the respective
distinct initial data ζ ∈ Cq((−∞, 0];R
d) and ξ ∈ Cq((−∞, 0];R
d) are convergent.
6 The exponential estimate
To establish the exponential estimate, assume that equation (1.1) with initial data ζ ∈ Cq((−∞, 0];R
d)
has a unique solution X(t) on t ∈ [0,∞). First, we derive the L2G and then the exponential estimates
as follows.
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Theorem 6.1. Let E‖ζ‖2q <∞ and assumption A1 hold. Then for all t ≥ 0,
Eˆ
[
sup
−∞<s≤t
|X(t)|2
]
≤ [Eˆ‖ζ‖2q + L1]e
L2t,
where L1 = Kˆ+
2
q [q+λ2µ
(2q)
1 + k1(λ5µ
(2q)
3 +µ
(2q)
2 )+ 2k3λ5µ
(2q)
3 ]Eˆ‖ζ‖
2
q , Kˆ = 2[|g(0)|
2 + k1(|h(0)|
2+
2|γ(0)|2) + 4k3|γ(0)|
2]T and L2 = 2[2λ2 − 2λ1 + 1 + k1(2λ5 − 2λ3 + 3) + 4k3λ5].
Proof. Applying the G-Itoˆ formula to |X(t)|2 and taking the G-expectation on both sides
Eˆ
[
sup
0≤s≤t
|X(t)|2
]
≤ Eˆ|X(0)|2 + 2Eˆ
[
sup
0≤s≤t
∫ t
0
Xτ (s)g(Xs)ds
]
+ Eˆ
[
sup
0≤s≤t
∫ t
0
(2Xτ (s)h(Xs) + |γ(Xs)|
2)d〈B,B〉(s)
]
+ 2Eˆ
[
sup
0≤s≤t
∫ t
0
Xτ (s)γ(Xs)dB(s)
]
(6.1)
By using (3.12) and then (4.4) we obtain
2Eˆ
[
sup
0<s≤t
∫ t
0
Xτ (s)g(Xs)ds
]
≤ |g(0)|2T +
λ2
q
Eˆ‖ζ‖2qµ
(2q)
1 + (2λ2 − 2λ1 + 1)Eˆ
∫ t
0
|X(s)|2ds.
By using (3.13), (3.14), (4.4) and lemma 2.10, there exists a positive constant k1 such that
Eˆ
[
sup
0≤s≤t
∫ t
0
(2Xτ (s)h(Xs) + |γ(Xs)|
2)d〈B,B〉(s)
]
≤ k1Eˆ
[ ∫ t
0
(2Xτ (s)h(Xs) + |γ(Xs)|
2)
]
ds
≤ k1[|h(0)|
2 + 2|γ(0)|2]T + k1
1
q
(λ5µ
(2q)
3 + µ
(2q)
2 )Eˆ‖ζ‖
2
q
+ k1(2λ5 − 2λ3 + 3)Eˆ
∫ t
0
|X(s)|2ds.
By utilizing (3.14), the inequality a1a2 ≤
1
2
∑2
i=1 ai and lemma 2.9, straightforward calculations
give
2Eˆ
[
sup
0<s≤t
∫ t
0
Xτ (s)γ(Xs)dB(t)
]
≤ 2k2Eˆ
[ ∫ t
0
|Xτ (s)γ(Xs)|
2ds
] 1
2
≤
1
2
Eˆ
[
sup
0<s≤t
|X(s)|2
]
+ 4k22 |γ(0)|
2T + 4k22λ5Eˆ
∫ t
0
∫ 0
−∞
|X(s + α)|2µ3(dα)ds,
by using lemma 3.4, we get
2E
[
sup
0<s≤t
∫ t
0
Xτ (s)γ(Xs)dB(s)
]
≤
1
2
Eˆ
[
sup
0<s≤t
|X(s)|2
]
+ 4k3|γ(0)|
2T +
4k3λ5
2q
µ
(2q)
3 Eˆ‖ζ‖
2
q + 4k3λ5Eˆ
∫ t
0
|X(s)|2ds,
(6.2)
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where k3 = k
2
2. Substituting the above inequalities in (6.1) and then by straightforward calculations,
we derive
Eˆ[ sup
0≤s≤t
|X(t)|2] ≤ L1 + L2
∫ t
0
Eˆ
[
sup
0≤s≤t
|X(s)|2
]
ds, (6.3)
where L1 = Kˆ+
2
q [q+λ2µ
(2q)
1 +k1(λ5µ
(2q)
3 +µ
(2q)
2 )+2k3λ5µ
(2q)
3 ]E‖ζ‖
2
q , Kˆ = 2
[
|g(0)|2+k1(|h(0)|
2+
2|γ(0)|2) + 4k3|γ(0)|
2
]
T and L2 = 2[2λ2 − 2λ1 + 1 + k1(2λ5 − 2λ3 + 3) + 4k3λ5]. By noticing that
Eˆ[ sup
−∞<s≤t
|X(s)|2
]
≤ Eˆ‖ζ‖2q + Eˆ
[
sup
0≤s≤t
|X(s)|2],
it follows
Eˆ
[
sup
−∞<s≤t
|X(s)|2
]
≤ Eˆ‖ζ‖2q + L1 + L2
∫ t
0
Eˆ
[
sup
0≤s≤t
|X(s)|2
]
ds
≤ Eˆ‖ζ‖2q + L1 + L2
∫ t
0
Eˆ
[
sup
−∞<s≤t
|X(s)|2
]
ds.
By applying the Grownwall inequality, we get the desired expression.
Theorem 6.2. Let Eˆ‖ζ‖2q <∞ and assumption A1 hold. Then for all t ≥ 0,
lim
t→∞
sup
1
t
log|X(t)| ≤M,
where M = 2λ2 − 2λ1 + 1 + k1(2λ5 − 2λ3 + 3) + 4k3λ5.
Proof. Applying the Grownwall inequality from (6.3), it follows
Eˆ
[
sup
0≤s≤t
|X(s)|2
]
≤ L1e
L2t, (6.4)
where L1 = Kˆ+
2
q [q+λ2µ
(2q)
1 +k1(λ5µ
(2q)
3 +µ
(2q)
2 )+2k3λ5µ
(2q)
3 ]E‖ζ‖
2
q , Kˆ = 2
[
|g(0)|2+k1(|h(0)|
2+
2|γ(0)|2) + 4k3|γ(0)|
2
]
T and L2 = 2[2λ2 − 2λ1 + 1 + k1(2λ5 − 2λ3 + 3) + 4k3λ5]. By virtue of the
above result (6.4), for each m = 1, 2, 3, ..., we have
Eˆ
[
sup
m−1≤t≤m
|X(t)|2
]
≤ L1e
L2m.
For any ǫ > 0, by using lemma 2.8 we get
Cˆ
{
w : sup
m−1≤t≤m
|X(t)|2 > e(L2+ǫ)m
}
≤
Eˆ
[
supm−1≤t≤m |X(t)|
2
]
e(L2+ǫ)m
≤
L1e
L2m
e(L2+ǫ)m
= L1e
−ǫm.
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But for almost all w ∈ Ω, the Borel-Cantelli lemma yields that there exists a random integer
m0 = m0(w) so that
sup
m−1≤t≤m
|X(t)|2 ≤ e(L2+ǫ)m, whenever m ≥ m0,
which implies
lim
t→∞
sup
1
t
log|X(t)| ≤
L2 + ǫ
2
= 2λ2 − 2λ1 + 1 + k1(2λ5 − 2λ3 + 3) + 4k3λ5 +
ǫ
2
,
but ǫ is arbitrary and the above result reduces to
lim
t→∞
sup
1
t
log|X(t)| ≤M,
where M = 2λ2 − 2λ1 + 1 + k1(2λ5 − 2λ3 + 3) + 4k3λ5. The proof is complete.
Remark 6.3. The above lemma states that the second moment of Lyapunov exponent [6, 15]
limt→∞ sup
1
t log|X(t)| is bounded with upper bound M.
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