Deep learning models for representing out-of-vocabulary words by Lochter, Johannes V. et al.
DEEP LEARNING MODELS FOR REPRESENTING
OUT-OF-VOCABULARY WORDS∗
A PREPRINT
Johannes V. Lochter
Department of Systems and Energy,
University of Campinas (UNICAMP),
Campinas, São Paulo, Brazil
Smart Campus,
Engineering College of Sorocaba (Facens),
Sorocaba, São Paulo, Brazil
johannes.lochter@facens.br
Renato M. Silva, Tiago A. Almeida
Department of Computer Science,
Federal University of São Carlos (UFSCar),
Sorocaba, São Paulo, Brazil
renatoms@dt.fee.unicamp.br, talmeida@ufscar.br
ABSTRACT
Communication has become increasingly dynamic with the popularization of social networks and
applications that allow people to express themselves and communicate instantly. In this scenario,
distributed representation models have their quality impacted by new words that appear frequently
or that are derived from spelling errors. These words that are unknown by the models, known as out-
of-vocabulary (OOV) words, need to be properly handled to not degrade the quality of the natural
language processing (NLP) applications, which depend on the appropriate vector representation
of the texts. To better understand this problem and finding the best techniques to handle OOV
words, in this study, we present a comprehensive performance evaluation of deep learning models
for representing OOV words. We performed an intrinsic evaluation using a benchmark dataset and
an extrinsic evaluation using different NLP tasks: text categorization, named entity recognition, and
part-of-speech tagging. The results indicated that the best technique for handling OOV words can
be different for each task. But, in general, deep learning models that infer the embedding based on
the context and the morphological structure of the OOV word obtained promising results.
1 Introduction
As the world became more digital, the amount of unstructured data available on the Internet has increased to the point
where it has become unbearable to handle it using human resources. Natural language processing (NLP) tasks were
developed to address it in an automatic way using computational resources. Some examples of these tasks are audio
transcription, translation, assessment on text summaries, grading tests, and opinion mining [5].
For NLP tasks, a critical point is the computational text representation since there is no consensus on how to represent
text properly using computational resources. The most classical text representation is bag-of-words. In this distributive
representation, a vocabulary is collected in the training corpus and each sample2 is represented by a vector where each
element represents the occurrence or absence (1/0) of vocabulary terms in the document [16].
New text representation techniques have been studied due to known issues of bag-of-words representation: it loses
word locality and fails to capture semantic and syntactic features of the words. To address these issues, other techniques
were developed, such as the distributed text representation that learns fixed-length vector for each word, known as word
∗We gratefully acknowledge the support provided by the São Paulo Research Foundation (FAPESP; grants #2017/09387-6,
#2018/02146-6), CAPES, and CNPq.
2In this study, we use the word sample to denote instance or text document.
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embeddings. Using statistics of the context and the abundant occurrences of the words in the training corpus, learned
word embeddings can capture the semantic similarity between words [19].
As each sample can have many words, a composition function is usually employed to encode all word embeddings
into a single fixed-length representation per sample to satisfy the fixed-length input restriction on the most of the
predictive models. Some representation techniques also encodes the position of a word in the sample, addressing the
word locality issue [5].
The majority of predictive models for NLP tasks have their performance degraded when unknown words, which were
not collected to build the vocabulary in the training phase or were discarded due to low frequency across the corpus,
appear in the test. These words are called out-of-vocabulary (OOV) words and can degrade the performance of NLP
applications due to the inefficiency of representation models to properly learn a representation for them.
In order to emphasize how an OOV word can hinder sentence comprehension, consider the following example orig-
inally written in “The Jabberwocky” by Lewis Caroll: “He went galumphing back”. The nonce word “galumphing”
was coined to mean “moving in a clumsy, ponderous, or noisy manner; inelegant”. Since this word is an OOV, tradi-
tional models are not capable to handle it properly, ignoring it. The lack of representation for this word can restrict the
predictive model capabilities to understand this sentence [1].
Handling OOV words in distributed representation models can be achieved with simple strategies. For instance, as
OOV words have no word embedding representation learned, they can be ignored when the composition function is
applied. This approach leads the predictive model to fit data without the knowledge of the absence of a word because
it is unknown to the representation model. For such case, a random vector can be adopted for each OOV word or a
single random vector can be adopted for all OOV words [31].
These simple strategies provide little or no information about unknown words to predictive models in downstream
tasks. In order to enable a predictive model to use a vector representation for the unknown words, those words need to
be replaced by a meaningful in-vocabulary word. For this specific task, most of the techniques available in literature
fits in two groups: language models [27] and robust techniques capable of learning meaningful representation for OOV
words using their structures or the context in which they appear [10, 4].
In these two groups, there are several deep learning (DL) models. Some of them were developed to handle OOV,
such as Comick [10] and HiCE [11], while evidence was found that pure neural architectures can also perform it, such
as LSTM [18] and Transformer [29]. Some language models also had success in this task, such as RoBERTa [15],
DistillBERT [24], and Electra [7].
Although several studies have shown that DL can be successfully applied in several NLP tasks, such as sentiment
analysis [20], named entity recognition (NER), and part-of-speech (POS) tagging [11], there are few DL models for
handling OOV words and no consensus on which approach is the best. To fill that gap, in this paper, we present
a performance evaluation of state-of-the-art DL models considering different datasets and tasks that can be greatly
affected by OOV words.
2 OOV Handling
When a word in a sample is unknown to a representation model, this word is an OOV word to the model. If the
representation model is unable to properly handle OOV while generating a vector to represent a sentence or document,
the OOV is ignored and no information about it is added to the vector. This lack of information tends to degrade the
performance of the predictive models as the number of OOV words per sample increases.
Simple replacement methods are straight forward solution to OOV handling, such as the replacement of every OOV
word by the same random vector or a different random vector for each OOV word.
There is also the zero-vector representation replacement which is suitable to inhibit activation through the neural
network for that specific OOV word [31]. More elaborated methods for OOV handling also showed good results,
although they were not able to learn new representations. For instance, Khodak et al. [12] proposed to average the
embeddings of the closest words of a OOV word in the sample. Their proposed method failed to capture complex
semantic relationship, but obtained better performance than ignoring the OOV words.
Some other methods are capable of handling OOV words by learning good enough representation to keep or enhance
predictive model performance using OOV morphological structure and context information. In addition, some methods
are able to predict the word of the vocabulary that is most similar to the OOV using a language model.
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2.1 Approaches based on the word context or structure
According to Hu et al. [11], the representation methods able to learning new representations to handle OOV usually
employ two different sources of information: the morphological structure of the OOV words [21, 4], or the context in
which the OOV is inserted [10, 11].
FastText [4] A popular distributed representation model that associates the morphological structure (subword) to the
vector representation of the words. This feature enables FastText to handle OOV or rare words using its morphological
learning capabilities. In this representation model, each word representation is composed as a bag of character n-grams
in addition to the word itself. Considering the word ‘model’ with n = 3, fastText n-gram representation is <mo, mod,
ode, del, el>. Symbols < and > are added as boundary to distinguish n-grams from a word itself. When a small word
is already in the vocabulary, e.g. ‘mod’, it is represented as <mod> to preserve its meaning. Such approach is capable
of capture meaning for suffixes and prefixes and find a representation for OOV or rare words using vector composition
for each word.
Mimick [21] Like FastText, also uses the word structure to represent an OOV. It is a deep learning model that uses
every character of the OOV word to produce a vector representation. A neural network is fed with the characters of the
word, and the target is a known representation for that word in a trained representation model. The objective function
of the neural network minimizes the distance between the characters of the word and its known representation in the
representation model. After Mimick is trained, a vector representation for an OOV word can be estimated using its
characters.
The main drawback of methods that use only morphological information is their incapacity to handle OOV words
that have different meanings in different contexts. When morphological information is the only source to generate a
representation, an OOV word will always have the same representation regardless of the context in which it appears.
To address it, a group of methods identified by Hu et al. [11] learns representation for an OOV word using context
information, instead only morphological information.
Comick [10] It uses Mimick architecture as reference, but also consider context information around OOV to find a
good representation. The architecture of Comick is shown in Figure 2.1. The OOV handling on Comick is split in
three parts: left context, OOV itself, and right context. Each part performs a vector composition using a Bi-LSTM
architecture, but both contexts feed Bi-LSTM with word embeddings, while OOV feeds with character embedding.
All of three parts are fully-connected to dense layers using hyperbolic tangent activation function.
Figure 1: Comick architecture [10].
Their experimental setup was conducted in part-of-speech tagging task in three different languages (English, Spanish,
and French) on two different ways: using random embeddings to every OOV and using Mimick obtained. They also
compared Comick results to Mimick ones, noticing out improvements across all languages assessed.
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HiCE [11] Similar to Comick, this approach has capabilities of learn a representation for an OOV word using both
morphological information and context using a deep architecture that finds a good enough representation for a word
using the concept of few-shot learning. Using only few examples to feed a hierarchical attention network, HiCE found
good enough representations for rare words, according to the high degree of confidence and the high Spearman corre-
lation reported by Hu et al. [11]. The authors also proposed an adaptation model to extend the learned representations
to different domains.
The architecture proposed by authors (Figure 2.1) is composed of three blocks: context encoder, aggregator, and
character-cnn. The first block, described as context encoder is fed with words around OOV in the original sentence.
Their original word embeddings are put into an attention mechanism. For HiCE, contexts may be larger than two,
as usual in other architectures, because they are left and right across few sentences. The second block is aggregator,
which is responsible to apply another attention mechanism to combine all context encoded from first block. Finally,
the result is obtained from a concatenation across aggregator and character-cnn, which is the third block. This block
is a vanilla CNN to combine character embeddings from the OOV itself.
Figure 2: HiCE architecture [11].
2.2 Deep learning based language models
Some language models are capable of predict the next word in a sentence while preserving the semantics of the original
context due to their ability to learn semantic features from corpora [6]. While most traditional language models are
statistical models, recent approaches uses deep learning (DL) architectures to perform neural network language model
task with higher accuracy [27]. In the following, several DL language models are described.
LSTM.Recurrent neural networks are appropriate for sequence modeling due to their memory capability, which makes
it possible to take into account all predecessor words, instead of a fixed context length as in feed-forward networks [18].
This architecture is hard to train because it suffers with the vanishing gradient problem while propagating gradient
through the network. LSTM was proposed as a solution to the vanishing gradient problem using gates to define
which features should be remembered across the network with a scaling factor fixed to one. The results obtained by
Sundermeyer et al. [27] indicated that LSTM is better for sequence modeling in recognition systems than back-off
models, which were considered state-of-the-art at the time.
Transformer. Firstly introduced in Vaswani et al. [29] as an alternative to complex recurrent or convolutional neural
networks in an encoder-decoder configuration, the transformer architecture is a simple network architecture based
solely on attention mechanisms, dispensing with recurrence and convolutions entirely. As opposed to LSTM, which
reads the text input sequentially (left-to-right or right-to-left), the transformer architecture reads the entire sequence of
words at once, which allows the model to learn the context of a word based on all of its surroundings. It is also efficient
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in terms of computational cost as it is more parallelizable, and it achieved state-of-the-art performance in many NLP
tasks.
After the transformer architecture became avaliable, many works were proposed using it as cornerstone (e.g., GPT-2
and BERT family). They use the principle of solely rely on attention mechanism for language modeling.
GPT-2. Defined by authors as “large transformer-based language model” [22], it was trained on a dataset of 8 million
web pages to predict the next word, given all of the previous words within the text. The authors claim that GPT-2 is
able to perform tasks as zero-shot, which means a task can be performed without any data of the specific domain.
Previously efforts on using transformer to language modeling relied on looking a text sequence from left-to-right or
combined directions left-to-right and right-to-left in training phase due to the task of predicting next word. BERT
(Bidirectional Encoder Representations from Transformers) [9] can have a deeper sense of language context and flow
than single-direction language models because is bidirectionally trained. To make it possible, the authors of BERT
redefined task on training phase as (1) masked model language (MLM), where instead to predict the next word, the
model should predict any word masked (replaced by [MASK]) in the sample, and (2) predicting next sequence, where
the model receives pairs of sentences as input and learns to predict if the second sentence is the subsequent one to the
first sentence in the original document.
It is still an open challenge to train large models, such as BERT, and make them feasible for inference since their size
is prohibitive in terms of computational cost. Considering that, many efforts have been reported in the literature to
improve these models lowering the minimum requirements to run them, such as RoBERTa [15], DistillBERT [24], and
Electra [7].
RoBERTa. Although BERT has shown state-of-the-art improvements in many NLP tasks in the last years, so far, it
is expensive to process large corpus to train. RoBERTa [15] is a new approach to pretrain on BERT in a optimized
way. Instead of a new architecture, RoBERTa is described as a new model which removes next sentence pretraining
objective from original BERT and uses larger mini batches and learning rates to improve performance across many
NLP tasks. The effectiveness of this new model is also related to a new dataset using public news article several times
bigger than the one employed on BERT training.
DistillBERT. As described by Sanh et al. [24], DistillBERT is a smaller general-purpose language representation
model which can be fine-tuned on specific domain tasks in NLP. On their work, the authors claim that knowledge dis-
tillation on pretraining can reduce BERT size by 40%, keeping 97% of language understanding capabilities, producing
a model 60% faster.
Electra. While masked language models require a large amount of computational resources to train a model due to
the expensive process of reconstruct original tokens which were masked, Electra [7] is an alternative more efficient
that uses a replacement process with likely tokens instead the masking process from original BERT work to train the
model. The results claimed by authors indicate lower costs on training with huge improvements to small models,
leading to even better results than originally observed with BERT model. The authors also claim that for large models,
such as RoBERTa, it uses less than 25% of computational resources, and can outperform them using the same amount
of resources.
In this study, we present a performance evaluation of Comick, HiCE, LSTM, Transformer, GPT-2, RoBERTa, Distill-
BERT, and Electra in the task of handling OOV words. As presented above, these DL models have different strategies
for handling OOVs. Therefore, a comparative analysis between them, in addition to revealing the best strategy, may
present important insights for future research on the problem of handling OOV words. In the following, we present
the experiments performed to evaluate these models. We performed an intrinsic evaluation using a benchmark dataset
and an extrinsic evaluation using different NLP tasks.
3 Intrinsic evaluation
To analyze the ability of DL models to find good representations for OOVs, we first performed an intrinsic evaluation
using the benchmark Chimera dataset [14] that simulates OOV words in real-world applications. In this dataset, two,
four, or six sentences are used to determine the meaning of a OOV, called chimera. This OOV is a nonword used to
simulate a new word whose meaning is a combination of the meanings of two existing words. For each chimera, the
dataset provides a set of six probing words and the human annotated similarities between the probing words and the
chimeras [14]. Figure 3 presents an example of a chimera from the Chimera dataset.
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Chimera: pirbin (a combination of alligator and rattlesnake)
Sentence 1: The outside section will also be used by PIRBINS, the rare L’hoest and Diana monkeys, cheetah
and leopards.
Sentence 2: But the kangaroo rat can hear the faint rustles of the PIRBIN’s scales moving over the sand,
and escape.
Sentence 3: Blackmer and Culp are by now halfway across the swamp and have attracted the attention of
several PIRBINS.
Sentence 4: Faced with jewels, I sort of did a story and put a jungle PIRBINS into it.
Probe words: crocodile; iguana; gorilla; banner; buzzard; shovel
Human annotated similarities: crocodile (2.29); iguana (3.43); gorilla (2.14); banner (1.57); buzzard (2.71);
shovel(1.43)
Figure 3: Example of a Chimera defined by four sentences.
Table 1 presents the main statistics about the Chimera dataset, where |C| is the number of chimeras, and |V | is the
number of unique terms (vocabulary). Moreover,Mt and It are the median and the interquartile range of the number
of terms per sentence.
Table 1: Basic statistics about the Chimera dataset.
C |V | Mt It
2 sentences 330 3,663 17 5
4 sentences 330 5,845 17 5
6 sentences 330 7,711 18 5
To generate the vector representation of the sentences of the Chimera dataset, we used FastText word embeddings [4]
trained on Twitter7 (T7) [30], a corpus of tweets posted from June 2009 to December 2009. We removed the retweets
and empty messages of this corpus and selected only the English-language messages. At the end, we used the remain-
ing 364,025,273 tweets to train the embeddings.
In this study, we infer an embedding for a given Chimera based on each sentence (two, four, or six sentences) that
forms its meaning. If the model is unable to infer a vector for the chimera in a given sentence, the embedding of
that chimera in that sentence is a vector of zeros. The final embedding for the chimera is the average of the vectors
obtained for each sentence.
For each Chimera, we calculated the cosine similarity between the embedding for the chimera and the embedding
of each of the probe words. Then, to evaluate the performance of a model for a given chimera, we calculated the
Spearman correlation between the cosine similarities obtained by the model and the human annotations, as performed
in other related studies (e.g., Hu et al. [11] and Khodak et al. [12]). In experiments where the model was unable to
infer the embedding for a given chimera in any sentences, resulting in a zero vector for the embedding, we assigned a
value of zero for the correlation (worst possible value). The overall performance of the model is the average Spearman
correlation across all chimeras.
3.1 Baseline methods
We compare the results of the DL models with the following baselines:
• Oracle: it is probably the best possible embedding for the Chimera, since it is the average vector of the embeddings
of the two gold-standard words that compose the Chimera. Therefore, we considered the Spearman correlation
between the results obtained by the Oracle and the human annotations as the upper bound performance.
• Sum: the vector of the Chimera in a sentence is the sum of the words embeddings of this sentence. Then, the final
vector for the Chimera, is the average vector of the sentences that form the Chimera.
• Average: the vector of the Chimera in a sentence is the average of the embeddings of the words of this sentence.
Then, the final vector for the Chimera, is the average vector of the sentences that form the Chimera.
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3.2 Deep learning models
A chimera is a word that does not exist in the real-world. Therefore, in the intrinsic evaluation, it was not possible
to perform experiments with techniques that analyze the morphological structure of the word, such as Comick. We
present below the experimental settings for the evaluated DL models :
• DistilBERT: it was used the original model available in the transformers3 library for Python 3, identified by the
keyword ‘distilbert-base-cased’.
• HiCE (context): this model was trained using 10% of the T7 dataset using the default parameters of the official im-
plementation4. However, the morphological information flag was set to false, since the OOVs in this experiment
(chimeras) are not real-world words and, therefore, we can use only its context to infer its embedding.
• GPT2: it was used the original model available in the transformers library for Python 3, identified by the
keyword ‘gpt2-large’.
• Electra: this language model was trained using 10% of the T7 dataset using the default parameters, except for the
number of epochs, which was set to 10. The implementation for Electra model is available in the transformers
library for Python 3.
• LSTM: this model was trained using 10% of the T7 dataset using default parameters, except for the number of
epochs, which was set to 10. The implementation is available in the PyTorch5 repository.
• Transformer: this model was trained using 10% of T7 dataset using default parameters, except for the number of
epochs, which was set to 10. The implementation for Transformer architecture is available in the transformers
library for Python 3.
• RoBERTa: it was used the original model available in the transformers library for Python 3, identified by the
keyword ‘roberta-base’.
For all DL models, we used the default parameters because the computational cost to make an appropriate parameter
selection is very high.
The way an embedding is inferred for an OOV in a given sentence depends on the DL model being evaluated. HiCE,
for instance, infers the representation for the OOV directly since its embeddings are in the same vector space of the
word embeddings trained on T7. On the other hand, as the embeddings returned by the language models (DistilBERT,
GPT2, Electra, LSTM, Transformer, and RoBERTa) are not in the same vector space of the word embeddings trained
on T7, these models return a list of five candidate words to replace the OOV. The vector of the first candidate word
that is found in the T7 vocabulary is used to represent the OOV.
3.3 Results
Table 2(a) shows the average Spearman correlation obtained on the Chimera dataset. The average ranking of each
method is also presented. For each experiment, the method that obtained the best average Spearman correlation
received rank 1 and the worst one obtained rank 9 (nine techniques were evaluated). Therefore, the smaller the
average ranking, the better the performance. The results are presented as a grayscale heat map, where the better the
value, the darker the cell color. Bold values indicate the best result. Moreover, the methods are sorted by the average
ranking.
To complement the analysis of the results, Table 2(b) presents the percentage of sentences where the evaluated DL
model was able to find a vector for the chimera. The baseline methods (average and sum) always return a vector
because they do not make any kind of prediction and, therefore, it was not necessary to include them in the table.
In general, DistilBERT was the best technique for inferring embeddings for the chimeras. The average Spearman
correlation of this tecnique was the closest to the upper bound performance (the one obtained by the Oracle) on the
experiments with two, four, and six sentences.
The baseline approaches (average and sum) obtained, respectively, the second and third best performance. On the
other hand, RoBERTa obtained the lowest Spearman correlation in all experiments, which also resulted in the worst
average ranking. These results can be better understood when analyzed together with the statistics shown in Table
2(b). We can see that RoBERTa was able to infer embeddings for the Chimeras, in at most only 10% of the sentences.
3Transformers. Available at https://huggingface.co/transformers, accessed on July 16, 2020.
4HiCE. Available at https://github.com/acbull/HiCE, accessed on July 16, 2020.
5PyTorch Github. Available at https://bit.ly/2B7LS3U, accessed on July 16, 2020.
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Table 2: Results obtained in the intrinsic evaluation.
(a) Average Spearman correlation.
Avg. correlation Avg.
ranking2
sent.
4
sent.
6
sent.
Oracle 0.403 0.404 0.430 - -
B
as
e-
lin
es Average 0.257 0.290 0.298 2.33
Sum 0.265 0.285 0.295 2.67
D
ee
p
le
ar
ni
ng
DistilBERT 0.272 0.307 0.371 1.00
HiCE (context) 0.157 0.260 0.294 4.00
GPT2 0.148 0.223 0.203 5.00
Electra 0.061 0.166 0.158 6.33
LSTM 0.064 0.109 0.095 7.00
Transformer 0.046 0.043 0.102 7.67
RoBERTa 0.027 0.028 0.025 9.00
(b) Statistics of the OOVs.
2
sent.
4
sent.
6
sent.
%
of
O
O
V
s
tr
ea
te
d
by
th
e
m
od
el
s
HiCE (context) 100.0 100.0 100.0
Electra 100.0 99.0 99.0
GPT2 98.0 97.0 97.0
LSTM 97.0 97.0 97.0
Transformer 97.0 97.0 97.0
DistilBERT 95.0 95.0 95.0
RoBERTa 9.0 10.0 10.0
HiCE was able to infer embeddings for the chimeras in 100% of the sentences, but obtained only the fourth best
performance, in general. On average, its score was 26% lower than the one obtained by the best model (DistilBERT).
LSTM, Transformer, and GPT2 use only the context window to the left of the OOV to infer its embedding. Some
chimeras are located in the first position of the sentence, leaving no context window to be used by these models.
Therefore, in these sentences, they are not able to infer the vector for the chimera. Despite this, the percentage of
chimeras handled by these models was still higher than DistilBERT and RoBERTa.
4 Extrinsic evaluation
We conduct a comprehensive extrinsic evaluation of the DL models in three established tasks that can be greatly
affected by OOV words:
• text categorization: we address the task of polarity sentiment classification in short and noise messages.
• named entity recognition (NER): this task seeks to locate and classify entities in a sentence.
• part-of-speech (POS) tagging: this task seeks to identify the grammatical group of a given word.
In all experiments, we used the same FastText word embeddings applied in the intrinsic evaluation to generate the
vector representation of the documents.
4.0.1 Baseline methods
We compare the results of the DL models with the following baselines:
• Sum: the OOV is represented by the sum of the embeddings of the words in the document.
• Average: the OOV is represented by the average of the embeddings of the words in the document.
• Zero: the OOV is represented by a vector of zeros.
• Random: all OOVs are represented by the same random vector generated at the beginning of the experiment.
• FastText: the OOV is represented by the vector obtained by the FastText [4].
4.0.2 Deep learning models
In the extrinsic evaluation, we performed experiments with the same DL methods used in the intrinsic evaluation
using the same experimental settings described in Section 3.2. Additionally, we also evaluated models that use the
morphological information of the OOV word to infer an embedding. We present below the experimental settings for
these DL models:
• HiCE: this model was trained using 10% of the T7 dataset using the default parameters of the official implementa-
tion6. However, the morphological information flag was set to true, since, in this experiment, the word structure
of the OOV words can be used to predict reliable embeddings.
6HiCE. Available at https://github.com/acbull/HiCE, accessed on July 16, 2020.
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• Comick: this model was trained using 10% of the T7 dataset using the default parameters on the private implemen-
tation obtained from Garneau et al. [10].
For all DL models, we used the default parameters because the computational cost to make an appropriate parameter
selection is very high.
Both HiCE and Comick, infers the representation for the OOV directly since their embeddings are in the same vector
space of the word embeddings trained on T7. The way in which the other evaluated models infer an embedding for
the OOVs is described in Section 3.2.
4.1 Text categorization
In order to give credibility to the results and make the experiments reproducible, all tests were performed with the
following real and public datasets: Archeage, Hobbit, and IPhone6 [17]; OMD (Obama-McCain debate) [25], HCR
(health care reform) [26], Sanders [26], SS-Tweet (sentiment strength Twitter dataset) [28], STS-Test (Stanford Twitter
sentiment test set) [2], and UMICH [17].
All sentences were converted to lowercase and they were processed using Ekphrasis [3], a tool to normalize text from
social media.
Table 3 presents the main statistical for the datasets, where |D|Pos and |D|Neg. are the number of messages with
positive and negative polarity, respectively. Moreover, |V | is the number of unique words in the datasets (vocabulary
size), whileMt and It are the median and the interquartile range of the number of words per message, respectively.
Table 3: Basic statistics about the text categorization datasets.
Dataset |D|Pos. |D|Neg. |V | Mt It
Archeage 591 929 2,952 17 12
HCR 534 872 4,076 25 9
Hobbit 327 161 1,302 15 12
IPhone6 365 157 1,548 15 14
OMD 702 1,184 3,835 17 9
Sanders 515 563 3,027 20 11
SS-Tweet 1,252 1,036 6,782 17 10
STS-Test 182 177 1,580 14 12
UMICH 617 499 2,129 10 9
4.1.1 Evaluation
The experiments were carried out with a Bidirectional LSTM. We built the LSTM using Keras7 on top of TensorFlow8.
All the documents were padded or truncated to 200 words. The OOVs that were not handled and paddings words were
represented by a vector of zeros. We did not perform any parameter optimization for the neural network because the
objective of this study is not to obtain the best possible result, but to analyze the ability of DL models to handle OOVs.
The experiments were performed using stratified holdout validation with 70% of the documents in the training set and
30% in the test set. To compare the results, we employed the macro F-measure.
4.1.2 Results
Table 4(a) presents the macro F-measure. The average ranking of each method is also presented. For each dataset, the
method that obtained the best macro F-measure received rank 1 and the worst one obtained rank 14 (fourteen methods
were evaluated). The methods are sorted by the average ranking. Bold values indicate the best scores. Moreover, the
scores are presented as a grayscale heat map, where the better the score, the darker the cell color.
To complement the analysis of the results, Table 4(b) presents the percentage of documents that have some OOV.
Moreover, among the documents that have some OOV, Table 4(b) shows the percentage of them that had at least one
OOV handled. The baseline methods (zero, random, sum, and average) always return a vector and, therefore, it was
not necessary to include them in the table.
7Keras. Available at https://keras.io/. Accessed on July 16, 2020.
8TensorFlow. Available at https://www.tensorflow.org/. Accessed on July 16, 2020.
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Table 4: Experiments on text categorization.
(a) Macro F-measure obtained on text categorization.
Macro F-measure Avg.
rankingArcheage HCR Hobbit IPhone6 OMD SS-Tweet STS-Test Sanders UMICH
B
as
el
in
es
Zero 0.846 0.691 0.896 0.706 0.773 0.800 0.926 0.853 0.958 5.17
Sum 0.844 0.700 0.806 0.712 0.796 0.763 0.900 0.855 0.946 6.89
Random 0.842 0.667 0.882 0.703 0.796 0.768 0.926 0.842 0.955 7.28
FastText 0.852 0.659 0.890 0.700 0.777 0.778 0.935 0.845 0.937 8.11
Average 0.829 0.677 0.884 0.670 0.775 0.750 0.926 0.833 0.946 9.89
D
ee
p
le
ar
ni
ng
Comick 0.853 0.692 0.893 0.714 0.783 0.770 0.917 0.848 0.964 5.11
HiCE 0.834 0.712 0.873 0.705 0.792 0.789 0.946 0.852 0.943 5.33
Transformer 0.837 0.671 0.914 0.729 0.789 0.744 0.936 0.848 0.946 5.89
RoBERTa 0.828 0.668 0.860 0.728 0.804 0.786 0.927 0.821 0.967 6.61
GPT2 0.820 0.703 0.925 0.717 0.782 0.787 0.885 0.838 0.952 6.94
LSTM 0.829 0.688 0.870 0.714 0.782 0.805 0.910 0.839 0.942 7.83
Electra 0.833 0.707 0.866 0.688 0.782 0.773 0.893 0.853 0.941 8.56
DistilBERT 0.826 0.685 0.888 0.715 0.772 0.773 0.891 0.815 0.941 10.11
HiCE (context) 0.825 0.663 0.816 0.696 0.782 0.765 0.898 0.821 0.946 11.28
(b) Statistics of the OOVs.
Archeage HCR Hobbit IPhone6 OMD SS-Tweet STS-Test Sanders UMICH
% of docs with
OOV 51.0 4.0 6.0 61.0 3.0 5.0 3.0 9.0 2.0
%
of
do
cs
tr
ea
te
d
by
th
e
m
od
el
s
HiCE 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
HiCE (context) 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Comick 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Electra 99.0 100.0 100.0 100.0 100.0 95.0 90.0 100.0 95.0
GPT2 91.0 97.0 93.0 95.0 88.0 93.0 90.0 93.0 79.0
LSTM 91.0 97.0 93.0 94.0 88.0 92.0 90.0 93.0 79.0
Transformer 91.0 97.0 93.0 94.0 88.0 92.0 90.0 93.0 79.0
DistilBERT 75.0 45.0 76.0 89.0 75.0 65.0 80.0 70.0 79.0
RoBERTa 27.0 43.0 34.0 17.0 39.0 33.0 20.0 39.0 47.0
In general, none of the baseline techniques and DL models excelled in all datasets. Comick obtained the best score in
one dataset (Archeage) and the best average ranking, but HiCE was the only technique that obtained the best macro
F-measure in more than one dataset (HCR and STS-Test). Furthermore, in the dataset with the highest percentage of
documents with OOV (Iphone6), Transformer obtained the best macro F-measure. On the other hand, in the dataset
with the second highest percentage of documents with OOV (Archeage), Comick obtained the best score.
DistilBERT, the best model in the intrinsic evaluation (Section 3.3), obtained the second worst ranking in the text
categorization. One of the factors that may have contributed to the worsening of the result is the amount of OOVs
that it was unable to handle. In the intrinsic evaluation, it was able to infer the vector for the chimera in 95% of the
sentences, on average (Table 2(b)). However, on text categorization (Table 4(b)), on average, DistilBERT was able to
infer vectors for OOVs in only 72% of the documents that had some OOV.
It is important to note that Archeage and Iphone6 are the only datasets with more than 10% of documents with an
OOV. Therefore, they are probably the datasets with the greatest degree of difficulty. Furthermore, RoBERTa was the
technique that treated the lowest percentage of documents with OOVs. Despite this, RoBERTa obtained the fifth best
average ranking.
As in almost all text categorization datasets, most messages do not have any OOV word, we performed experiments
inserting artificial OOVs to better evaluate the OOV handling models. For each message, one, two or three words were
randomly selected to be considered OOV words. Then, each selected word was modified through one of the following
operations:
• duplication: a random number of characters in the word have been duplicated.
• removal: a random number of characters in the word have been removed;
• alteration: a random number of characters in the word have been changed by other random characters.
The number of artificial OOV generated took into account the amount of OOVs that the document already had. For
example, in the experiment with three artificial OOVs, if a given message already had two OOVs, only one more OOV
was created artificially.
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Table 5: Experiments with one artificial OOV in each message.
(a) Macro F-measure obtained on text categorization.
Macro F-measure Avg.
rankingArcheage HCR Hobbit IPhone6 OMD SS-Tweet STS-Test Sanders UMICH
B
as
el
in
es
FastText 0.843 0.679 0.814 0.719 0.806 0.776 0.899 0.832 0.897 3.83
Average 0.851 0.707 0.801 0.693 0.758 0.803 0.926 0.815 0.867 7.11
Sum 0.842 0.676 0.783 0.695 0.779 0.751 0.899 0.842 0.864 7.67
Random 0.818 0.649 0.837 0.663 0.766 0.770 0.917 0.830 0.882 7.83
Zero 0.839 0.624 0.750 0.697 0.760 0.560 0.891 0.837 0.870 9.56
D
ee
p
le
ar
ni
ng
Comick 0.823 0.677 0.825 0.688 0.780 0.787 0.922 0.836 0.882 5.72
GPT2 0.851 0.694 0.809 0.709 0.776 0.772 0.870 0.818 0.891 6.56
LSTM 0.806 0.689 0.832 0.711 0.786 0.772 0.863 0.818 0.891 6.78
DistilBERT 0.844 0.656 0.837 0.696 0.770 0.759 0.907 0.830 0.864 7.11
HiCE 0.829 0.610 0.846 0.710 0.772 0.746 0.885 0.828 0.892 7.67
Electra 0.799 0.646 0.829 0.715 0.778 0.771 0.898 0.794 0.874 8.22
RoBERTa 0.837 0.676 0.832 0.695 0.772 0.775 0.887 0.821 0.811 8.28
HiCE (context) 0.794 0.695 0.817 0.699 0.755 0.732 0.889 0.821 0.876 9.28
Transformer 0.829 0.644 0.794 0.721 0.766 0.749 0.868 0.830 0.867 9.39
(b) Statistics of the OOVs.
Archeage HCR Hobbit IPhone6 OMD SS-Tweet STS-Test Sanders UMICH
% of docs with
OOV 96.0 92.0 93.0 94.0 95.0 92.0 94.0 93.0 94.0
%
of
do
cs
tr
ea
te
d
by
th
e
m
od
el
s
Comick 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Electra 100.0 100.0 100.0 100.0 97.0 99.0 99.0 100.0 100.0
HiCE 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
HiCE (context) 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
LSTM 95.0 96.0 93.0 93.0 95.0 95.0 92.0 95.0 93.0
Transformer 95.0 96.0 93.0 93.0 95.0 95.0 92.0 95.0 93.0
GPT2 95.0 96.0 93.0 93.0 94.0 95.0 92.0 95.0 93.0
DistilBERT 83.0 72.0 92.0 85.0 80.0 89.0 87.0 77.0 84.0
RoBERTa 19.0 18.0 13.0 18.0 25.0 16.0 19.0 20.0 24.0
For each word transformed into OOV, the type of operation (by duplication, removal or alteration) was chosen ran-
domly. The number of characters was also chosen at random to be one or two.
Tables 5(a), 6(a), and 7(a) present the results obtained in the experiments with one, two, and three artificial OOVs,
respectively. Additionally, Tables 5(b), 6(b), and 7(b) present the percentage of messages were at leat one OOV was
handled by the evaluated DL models in the experiments with one, two, and three artificial OOVs, respectively.
In the experiments where one artificial OOV was inserted in each message, FastText obtained the best macro F-measure
in two datasets (OMD and UMICH) and the best average ranking. Comick was the best DL model and obtained the
second best average ranking. Both FastText and Comick use the morphological structure of the OOV word to infer its
embedding. Since the artificial OOVs were generated with a change of a maximum of two characters, these methods
may have taken advantage of being able to use the remaining structure of the original words to infer their embedding.
Although Hice also uses the OOV word structure to infer its embeeding, it obtained only the fifth best average ranking
among the DL methods.
In the experiments with two artificial OOVs, FastText and Comick did not achieve the same success as in experiments
with one artificial OOV. In this case, FastText obtained the worst average ranking among the baseline methods, despite
having obtained the best macro F-measure in two datasets (Archeage and UMICH). Moreover, the average ranking
obtained by Comick was only the fifth best among the DL methods. In this experiment, the best average ranking was
obtained by LSTM.
In the experiment with three online OOVs, the method with the best average ranking was different again: DistilBERT,
in this scenario, was the best. However, although the best DL method was different in each experiment with artificial
OOVs, Comick, LSTM, and GPT2 obtained consistent results, being among the five best DL models in terms of
average ranking in all of them. Another method that performed similarly in all three experiments was HiCE (context),
but in a negative way, since it obtained one of the two worst average rankings in all of them.
If we analyze the statistics of OOVs treated in the experiments with artificial OOVs (Tables 5(b), 6(b), and 7(b)), we
can see that, as in the experiments with the original messages, Roberta was the DL model that handled the lowest
percentage of documents with OOVs. This was reflected in the results obtained by Roberta, as it achieved one of the
four worst average rankings among the DL models in all experiments with artificial OOVs.
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Table 6: Experiments with two artificial OOVs in each message.
(a) Macro F-measure obtained on text categorization.
Macro F-measure Avg.
rankingArcheage HCR Hobbit IPhone6 OMD SS-Tweet STS-Test Sanders UMICH
B
as
el
in
es
Average 0.809 0.684 0.790 0.677 0.733 0.776 0.899 0.796 0.840 6.00
Zero 0.811 0.681 0.743 0.681 0.759 0.764 0.871 0.814 0.819 6.83
Sum 0.837 0.700 0.804 0.676 0.733 0.752 0.824 0.810 0.828 6.94
Random 0.825 0.664 0.770 0.683 0.727 0.772 0.891 0.790 0.786 8.00
FastText 0.837 0.656 0.762 0.632 0.715 0.742 0.819 0.808 0.849 9.50
D
ee
p
le
ar
ni
ng
LSTM 0.809 0.675 0.780 0.715 0.754 0.753 0.871 0.827 0.834 5.33
Electra 0.818 0.634 0.837 0.723 0.761 0.761 0.863 0.798 0.828 5.61
GPT2 0.806 0.707 0.789 0.682 0.751 0.740 0.849 0.833 0.831 6.39
Transformer 0.804 0.660 0.792 0.711 0.727 0.765 0.843 0.827 0.835 6.78
Comick 0.802 0.683 0.794 0.713 0.753 0.755 0.788 0.805 0.824 7.33
DistilBERT 0.819 0.675 0.770 0.682 0.745 0.765 0.835 0.811 0.803 7.56
RoBERTa 0.814 0.667 0.774 0.706 0.744 0.763 0.843 0.782 0.817 8.39
HiCE 0.798 0.715 0.706 0.644 0.741 0.734 0.864 0.788 0.822 10.00
HiCE (context) 0.792 0.694 0.755 0.692 0.747 0.746 0.806 0.781 0.800 10.33
(b) Statistics of the OOVs.
Archeage HCR Hobbit IPhone6 OMD SS-Tweet STS-Test Sanders UMICH
% of docs with
OOV 99.0 100.0 100.0 100.0 100.0 99.0 100.0 99.0 100.0
%
of
do
cs
tr
ea
te
d
by
th
e
m
od
el
s
Comick 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
HiCE 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
HiCE (context) 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Electra 100.0 100.0 100.0 100.0 100.0 100.0 99.0 100.0 100.0
GPT2 99.0 99.0 99.0 98.0 100.0 99.0 99.0 100.0 99.0
LSTM 98.0 98.0 98.0 97.0 99.0 99.0 98.0 99.0 96.0
Transformer 98.0 98.0 98.0 97.0 99.0 99.0 98.0 99.0 96.0
DistilBERT 95.0 88.0 98.0 90.0 92.0 95.0 94.0 89.0 92.0
RoBERTa 30.0 33.0 26.0 31.0 44.0 29.0 35.0 36.0 46.0
4.2 NER and POS tagging
We performed experiments with three datasets commonly used in studies that address OOVs [11]:
• Rare-NER [8]: a NER dataset with unusual and unseen entities in the context of emerging discussions.
• Bio-NER [13]: a NER dataset with sentences that have technical terms in the biology domain.
• Twitter-POS [23]: a POS tagging dataset of Twitter messages.
All sentences were converted to lowercase. All documents from all datasets are already provided separated by terms
and each term has an associated label (entity or POS). Therefore, it was not necessary to perform tokenization.
Table 8 presents the main statistics about the datasets, where |D| is the number of documents, and |V | is the number
of unique terms (vocabulary). Moreover,Mt and It are the median and the interquartile range of the number of terms
per document.
4.2.1 Evaluation
The experiments with NER and POS tagging were also carried out using a Bidirectional LSTM built using Keras on
top of TensorFlow. All the documents were padded or truncated to 200 words. The OOVs that were not handled and
paddings words were represented by a vector of zeros.
The experiments were performed using a holdout validation with 70% of the documents in the training set and 30% in
the test set. To compare the results in the NER task, we employed the entity level F-measure. In the experiments with
POS-tagging, we evaluated the prediction performance using the token accuracy.
4.2.2 Results
Table 9(a) presents the results obtained. For each dataset, the method that obtained the best F-measure (NER) or the
best accuracy (POS-tagging), obtained rank 1, while the worst method obtained rank 14. The methods are sorted by
the average ranking. In addition, Table 9(b) presents some statistics about the OOVs of the evaluated datasets.
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Table 7: Experiments with three artificial OOV in each message.
(a) Macro F-measure obtained on text categorization.
Macro F-measure Avg.
rankingArcheage HCR Hobbit IPhone6 OMD SS-Tweet STS-Test Sanders UMICH
B
as
el
in
es
Sum 0.805 0.682 0.806 0.677 0.721 0.756 0.870 0.798 0.737 5.17
Zero 0.787 0.655 0.799 0.690 0.728 0.768 0.871 0.787 0.773 5.61
Average 0.782 0.689 0.794 0.727 0.726 0.610 0.890 0.794 0.733 6.50
Random 0.763 0.668 0.813 0.738 0.738 0.748 0.817 0.778 0.721 6.78
FastText 0.761 0.663 0.720 0.727 0.707 0.715 0.834 0.729 0.810 9.28
D
ee
p
le
ar
ni
ng
DistilBERT 0.788 0.664 0.759 0.705 0.731 0.752 0.839 0.803 0.755 5.72
Comick 0.791 0.635 0.777 0.708 0.728 0.747 0.903 0.795 0.754 6.11
Transformer 0.790 0.688 0.804 0.681 0.686 0.752 0.870 0.790 0.751 6.44
LSTM 0.704 0.658 0.795 0.731 0.707 0.760 0.833 0.802 0.765 6.67
GPT2 0.798 0.668 0.751 0.710 0.698 0.744 0.815 0.806 0.755 7.11
RoBERTa 0.776 0.636 0.810 0.680 0.706 0.748 0.898 0.706 0.572 9.17
Electra 0.784 0.635 0.743 0.673 0.715 0.729 0.907 0.772 0.717 9.83
HiCE (context) 0.765 0.658 0.756 0.705 0.703 0.733 0.852 0.754 0.724 9.94
HiCE 0.785 0.675 0.720 0.665 0.677 0.696 0.864 0.731 0.724 10.67
(b) Statistics of the OOVs.
Archeage HCR Hobbit IPhone6 OMD SS-Tweet STS-Test Sanders UMICH
% of docs with
OOV 99.0 100.0 100.0 100.0 100.0 99.0 100.0 99.0 100.0
%
of
do
cs
tr
ea
te
d
by
th
e
m
od
el
s
Comick 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Electra 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
HiCE 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
HiCE (context) 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
LSTM 99.0 99.0 99.0 98.0 100.0 99.0 98.0 100.0 97.0
Transformer 99.0 99.0 99.0 98.0 100.0 99.0 98.0 100.0 97.0
GPT2 99.0 100.0 99.0 99.0 100.0 100.0 100.0 100.0 100.0
DistilBERT 97.0 94.0 99.0 94.0 96.0 97.0 96.0 93.0 94.0
RoBERTa 42.0 44.0 42.0 43.0 60.0 42.0 49.0 50.0 61.0
Table 8: Basic statistics about the datasets for NER and POS tagging
Dataset D |V | Mt It
Rare-NER 5,690 20,773 17 13
Bio-NER 22,402 25,103 24 15
Twitter-POS 787 4,766 20 12
Table 9: Experiments on NER and POS tagging.
(a) Performance on NER and POS tag-
ging.
NER
(F-measure)
POS tagging
(accuracy) Avg.ranking
Bio-
NER
Rare-
NER
Twitter-
POS
B
as
el
in
es
FastText 0.671 0.451 0.760 1.00
Average 0.627 0.437 0.743 4.33
Random 0.632 0.440 0.738 5.33
Sum 0.597 0.421 0.744 6.33
Zero 0.635 0.355 0.742 7.50
D
ee
p
le
ar
ni
ng
LSTM 0.593 0.444 0.723 7.00
HiCE 0.589 0.426 0.742 7.17
Comick 0.618 0.431 0.737 7.33
RoBERTa 0.637 0.409 0.716 8.67
DistilBERT 0.581 0.387 0.748 9.00
GPT2 0.584 0.436 0.717 9.00
Transformer 0.579 0.424 0.741 9.50
Electra 0.583 0.394 0.739 10.33
HiCE (context) 0.579 0.413 0.704 12.50
(b) Statistics of the OOVs.
Bio-
NER
Rare
-NER
Twitter
-POS
% of docs with
OOV 85.0 69.0 85.0
%
of
do
cs
tr
ea
te
d
by
th
e
m
od
el
s
Comick 100.0 100.0 100.0
HiCE 100.0 100.0 100.0
HiCE (context) 100.0 100.0 100.0
GPT2 98.0 92.0 90.0
LSTM 98.0 91.0 89.0
Transformer 98.0 91.0 89.0
DistilBERT 99.0 84.0 85.0
Electra 93.0 82.0 85.0
RoBERTa 23.0 67.0 74.0
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FastText was the best technique in the experiments with NER and POS tagging. In the experiment with Bio-NER,
the F-measure obtained by FastText was 5% higher than the second best score (RoBERTa) and 28% higher than the
lowest score (HiCE using only in the context, and Transformer). Furthermore, the average ranking of simple baselines
techniques, such as sum, average, and random, was higher than all DL methods. The reason may be that OOV words
have little impact on the text of the evaluated datasets, for being rare words or have little semantic importance. We also
believe that the noise from the documents in T7 (Twitter messages) may have affected the quality of the embeddings.
Among the DL models, LSTM obtained the best average ranking. Moreover, HiCE and Comick repeated the good
performance shown in the text categorization task, obtaining the second and third best average ranking in NER and
POS tasks. These two models are the only ones that, in addition to the context, analyze the morphological structure of
the OOVs. The results indicate that this characteristic may have benefited them in relation to the other DL models.
By the statistics shown in the Table 9(b), we can note that the NER and POS tagging datasets have more OOVs than
the text categorization datasets (Table 4(b)). In addition, NER and POS tagging can be more impacted by OOVs than
the text categorization task, as almost all words are associated with a label (entity or POS).
As in experiments with the text classification task, in the experiments with NER and POS tagging, RoBERTa was the
DL model that treated the lowest percentage of documents with OOVS. This probably influenced the low performance
it obtained on the Rare-NER and Twitter-POS datasets.
DistilBERT, the best method in the intrinsic evaluation (Section 3.3) and the second worst method in the text cate-
gorization (Section 4.1.2), obtained the second best performance in the POS tagging task, but was one of the worst
methods in the experiments with NER.
5 Conclusions
The phenomenon of OOVs is a major problem in natural language processing tasks. Documents that have OOVs
are usually incompletely represented by distributed text representation models. The lack of one or more words can
significantly change the semantics of a sentence.
Distributed text representation models are not incremental and, therefore, the training process is performed only once
due to the high computational cost demanded. As the model generated in the training is not updated over time, it is
unable to deal with new words that were not seen during its training. Therefore, the more dynamic the communication
becomes, the more OOVs appear, and the faster the model becomes obsolete.
In this paper, we presented a comprehensive performance evaluation of different DL models applied to handle OOVs.
Among the evaluated models, DistilBERT, GPT2, Electra, LSTM, Transformer, and Roberta infer the embedding for
a given OOV using approximation by the terms that appear next to the OOV in the sentence. Comick and HiCE, in
addition to the context, use the morphological structure of the OOV for the inference.
To analyze these models, we performed an intrinsic evaluation using the benchmark Chimera dataset. We also per-
formed an extrinsic evaluation with the text categorization task using nine public and well-known datasets for opinion
polarity detection on Twitter messages, and with the tasks of NER and POS tagging, using three datasets frequently
used in related studies.
There was no model that obtained the best performance in all evaluations. However, in general, Comick and HiCE
obtained a good performance in all extrinsic evaluation tasks, which resulted in higher average rankings than most
other evaluated DL models (Hice did not obtain good results only in the experiments with artificial OOVs). The ability
of these two models to analyze the morphological structure of OOVs, in addition to their context, may have contributed
to achieve a superior performance.
Considering each experiment more specifically, in the intrinsic evaluation, DistilBERT obtained the best performance,
with a significant difference to other methods. In the text categorization task, in general, Comick was the best method
to infer embeddings for OOVs. Finally, in NER and POS tagging, the best performance was obtained by one of the
baseline techniques: FastText.
Based on the results, we can conclude that the task of inferring embeddings for OOVs generates different challenges
for different evaluated scenarios. Therefore, we recommend that research on OOV handing techniques be addressed
to specific tasks, increasing the chance of success.
We also noticed that for some scenarios with noisy texts (as in the datasets with Twitter messages) or sentences full
of technical terms (as in the Bio-NER dataset), the context of OOVs and their morphological structure may not be
enough to infer a good embedding. Therefore, we recommend using an architecture for OOV handling that combines
the techniques analyzed in this study with simpler techniques based on spell checker and semantic dictionaries.
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