Abstract. In this paper we define the deficiency indices of a closed symmetric right H-linear operator and formulate a general theory of deficiency indices in a right quaternionic Hilbert space. This study provides a necessary and sufficient condition in terms of deficiency indices and in terms of S-spectrum, parallel to their complex counterparts, for a symmetric right H-linear operators to be self-adjoint.
Introduction
Most of the operators that arise naturally in science are not bounded. They occur in numerous applications, remarkably in the theory of differential equations and in quantum mechanics. Particularly closed operators and closable operators are most important classes of unbounded linear operators which are large enough to cover all interesting operators occurring in applications. However, the notion of being closed alone is too general. The concept of symmetric and self-adjoint operators play important role in many applications. In particular, according to the Dirac-von Neumann formalism of complex quantum mechanics, the quantum mechanical observables such as position, momentum and spin are represented by self-adjoint unbounded operators on a complex Hilbert space [2, 6, 8] . In analogy with complex quantum mechanics, states of quaternionic quantum mechanics are described by vectors of a separable quaternionic Hilbert space and observables in quaternionic quantum mechanics are represented by quaternion linear and self-adjoint operators [1] .
The following question arises in several contexts: if an operator A on a Hilbert space is symmetric, when does it have self-adjoint extensions? In the complex case, an answer is provided by the Cayley transform of a self-adjoint operator and the deficiency indices. The theory of deficiency indices of closed symmetry operator in a complex Hilbert space is well-known and well-studied [8] . Deficiency indices measure how far a symmetric operator is from being self-adjoint. Determining whether or not a symmetric operator is self-adjoint is important in physical applications because different self-adjoint extensions of the same operator yield different descriptions of the same system under consideration [8] . The deficiency indices (n + (A), n − (A)) of a closed symmetric operator A in a complex Hilbert space H are defined by n ± (A) = dim ker(A † ∓ iI H );
where A † is the adjoint of A and I H is the identity operator on H. Initially the distinction between symmetry and self-adjointness of an operator was poorly understood. However, von Neumann resolved this issue by introducing the deficiency spaces and deficiency indices. If the closure of A is self-adjoint, we say that A is essentially self-adjoint; and this corresponds to deficiency indices (0, 0). In fact, deficiency indices play a crucial role in the theory of self-adjoint extensions of symmetric operators in complex Hilbert spaces [8] .
Birkhoff and von Neumann's theory of general quantum mechanics can be realised on Hilbert spaces over the fields R, the set of all real numbers, C , the set of all complex numbers, and H , the set of all quaternions only [1] . The fields R and C are associative and commutative and the theory of functional analysis is a well formed theory over real and complex Hilbert spaces. But the quaternions form a non-commutative associative algebra and this feature highly restricted mathematicians to work out a well-formed theory of functional analysis on quaternionic Hilbert spaces. Moreover, because of the non-commutativity of quaternions, quaternionic Hilbert spaces are formed by right or left multiplication of vectors by quaternionic scalars. In most cases, the two different conventions yield isomorphic versions of the theory [1] .
To the best of our knowledge, a general theory of deficiency indices or self-adjoint extensions on quaternionic Hilbert spaces is not formulated yet. In this paper, we shall construct a general theory of deficiency indices for a closed symmetric right H-linear operator on a right quaternionic Hilbert space. We shall also characterize self-adjointness of an operator in terms of the so-called S-spectrum of the operator. In fact we shall provide necessary and sufficient condition, in terms of deficiency indices (Corollary 4.13 ) and in terms of the S-spectrum (Theorem 4.17), for a closed symmetric H-linear operator to be self-adjoint.
Mathematical preliminaries
In order to make the paper self-contained, we recall few facts about quaternions which may not be well-known. In particular, we revisit the 2×2 complex matrix representations of quaternions and quaternionic Hilbert spaces. For details we refer the reader to [1, 7, 10, 11] .
2.1. Quaternions. Let H denote the field of all quaternions and H * the group (under quaternionic multiplication) of all invertible quaternions. A general quaternion can be written as
where i, j, k are the three quaternionic imaginary units, satisfying i 2 = j 2 = k 2 = −1 and ij = k = −ji, jk = i = −kj, ki = j = −ik. The quaternionic conjugate of q is
We shall use the 2 × 2 matrix representation of the quaternions [11] , in which
and the σ's are the three Pauli matrices,
to which we add
We shall also use the matrix valued vector σ = (σ 1 , −σ 2 , σ 3 ). Thus, in this representation,
In this case, the quaternionic conjugate of q is given by q † . Introducing two complex variables, which we write as
we may also write
From (2.1) we get
|q| denoting the usual norm of the quaternion q. Note also that
If q is non null element, it has the inverse
On the other hand, we define Q :
Then the set ran(Q) = {Q(z) | z ∈ C 2 } forms the algebra H of quaternions because of the decomposition
This formalism allows us to look at the elements of H as matrices and to use some operations in M 2 (C) rather than in H (we refer the reader to [9] for more details).
H-Hilbert spaces.
In this subsection we define left and right quaternionic Hilbert spaces and the Hilbert space of square-integrable functions on quaternions. For details we refer the reader to [1, 7, 10] .
2.2.1. Right H-Hilbert Space. Let V R H be a vector space under right multiplication by quaternions. For φ, ψ, ω ∈ V R H and q ∈ H, the inner product [7] .
H , where N is a countable index set. Then following conditions are pairwise equivalent:
H , then the series k∈N φ | ϕ k ϕ k | ψ converges absolutely and it holds:
(c) For every φ ∈ V R H , it holds: Furthermore, if O is a Hilbert basis of V R H , then every φ ∈ V R H can be uniquely decomposed as follows:
where the series k∈N ϕ k ϕ k | φ converges absolutely in V R H . It should be noted that once a Hilbert basis is fixed, every left (resp. right) quaternionic Hilbert space also becomes a right (resp. left) quaternionic Hilbert space [7, 10] .
The field of quaternions H itself can be turned into a left quaternionic Hilbert space by defining the inner product q | q ′ =′ † =′ or into a right quaternionic Hilbert space with q | q ′ = q † q ′ =′ .
H-Hilbert Spaces of Square-integrable Functions.
Let (X, µ) be a measure space and H the field of quaternions, then
is a right quaternionic Hilbert space, with the (right) scalar product
where f (x) is the quaternionic conjugate of f (x), and (right) scalar multiplication f a, a ∈ H, with (f a)(x) = f (x)a (see [10] for details). Similarly, one could define a left quaternionic Hilbert space of square-integrable functions.
Right H-Operators and some basic properties
In this section we shall define right H-linear operators and acquire some basis properties from [3] and [7] as needed for this manuscript. We shall also prove certain results pertinent to the development of the manuscript. To the best of our knowledge the results we prove do not appear in the literature. The set of all right linear operators will be denoted by L(V R H ) and the identity linear operator on V R H will be denoted by
, the range and the kernel will be
The set of all bounded right linear operators will be denoted by
where 
Proof. It is straight forward from the definition of closed operators.
If A is closed and satisfies the condition that there exists C > 0 such that
Proof. Let ψ ∈ ran(A), then there exists {φ n } a sequence in D(A) such that Aφ n −→ ψ. Then by (3.2), we know {φ n } is Cauchy sequence in V R H as {Aφ n } is Cauchy. Then φ n −→ φ for some φ ∈ V R H . From the Proposition 3.3, we have Aφ = ψ. This completes the proof.
Left Scalar Multiplications on V R
H . We shall extract the definition and some properties of left scalar multiples of vectors on V R H from [7] as needed for the development of the manuscript. The left scalar multiple of vectors on a right quaternionic Hilbert space is an extremely non-canonical operation associated with a choice of preferred Hilbert basis. From the Proposition 2.2, V R H has a Hilbert basis
where N is a countable index set. The left scalar multiplication on
Since all left multiplications are made with respect to some basis, assume that the basis O given by (3.3) is fixed all over the paper. Proposition 3.6. [7] The left product defined in (3.4) satisfies the following properties. For every φ, ψ ∈ V R H and p, q ∈ H, (a) q(φ + ψ) = qφ + qψ and q(φp) = (qφ)p.
Remark 3.7. (1) The meaning of writing pφ is p · φ, because the notation from (3.4) may be confusing, when V R H = H. However, regarding the field H itself as a right HHilbert space, an orthonormal basis O should consist only of a singleton, say {ϕ 0 }, with | ϕ 0 |= 1, because we clearly have θ = ϕ 0 ϕ 0 | θ , for all θ ∈ H. The equality from (f) of Proposition 3.6 can be written as pϕ 0 = ϕ 0 p, for all p ∈ H. In fact, the left hand side may be confusing and it should be understood as p · ϕ 0 , because the true equality pϕ 0 = ϕ 0 p would imply that ϕ 0 = ±1. For simplicity in notation, we are writing pφ instead of writing p · φ.
(2) Also one can trivially see that (p + q)φ = pφ + qφ, for all p, q ∈ H and φ ∈ V R H . Furthermore, the quaternionic scalar multiplication of H-linear operators is also defined in [7] . For any fixed q ∈ H and a given right H-linear operator A :
the left scalar multiplication of A is defined as a map qA :
for all φ ∈ D(A). It is straightforward that qA is a right H-linear operator. If qφ ∈ D(A), for all φ ∈ D(A), one can define right scalar multiplication of the right H-linear operator
for all φ ∈ D(A). It is also right H-linear operator. One can easily obtain that, if
Remark 3.8. Using (3.5) and (3.7), we have, for any φ ∈ V R H ,
densely defined right H-linear operator with the property that iφ ∈ D(A), for all φ ∈ D(A). If the operator iA is anti-symmetric, then
for all φ ∈ D(A). Moreover, if A is symmetric and iA is anti-symmetric, then
For any φ ∈ D(A), one can obtain that,
This proves the equation (3.8) . Since A is symmetric and iA is anti-symmetric, we have,
This completes the proof.
The following proposition is a direct consequence of the above lemma. Proof. Let φ ∈ ker (A ± iI V R H ). Then by (3.8), we have
This implies that φ = 0.
The following theorem provides a basic criterion for self-adjointness. 
Proof. 
This show that φ = ψ ∈ D(A). Hence D(A) = D(A † ) and therefore A is self-adjoint.
Spectrum of Unbounded
where q = q 0 + iq 1 + jq 2 + kq 3 is a quaternion, Re(q) = q 0 and |q| 2 = q 2 0 + q 2 1 + q 2 2 + q 2 3 . Definition 3.12. [4, 5, 7] Let A : D(A) ⊆ V R H −→ V R H be a right H-linear operator. The spherical resolvent set of A is the set ρ S (A) (⊂ H) such that the three following conditions hold true:
The spherical spectrum σ S (A) of A is defined by setting σ S (A) := H ρ S (A). It decomposes into three disjoint subsets as follows:
(i) the spherical point spectrum of A:
(ii) the spherical residual spectrum of A:
If Aφ = φq for some q ∈ H and φ ∈ V R H {0}, then φ is called an eigenvector of A with eigenvalue q. Proposition 3.13. [3, 7] Let A ∈ L(V R H ) and A be self-adjoint, then σ S (A) ⊂ R.
Deficiency Indices

Von Neumann Theorem and Some Preliminary.
The following theorem is crucial to the development of the manuscript and it involves left multiple of vectors and operators. In order to enhance clarity we give a detailed proof.
Theorem 4.1. (Von Neumann). Let
A : D(A) ⊆ V R H −→ V R H be a
densely defined closed right H-linear operator with the property that iφ ∈ D(A), for all φ ∈ D(A). If the operator A is symmetric and iA is anti-symmetric, then
). Now from the equality (3.8), we get
using this together with Proposition 3.5 we get ran(
). To prove that D(A) and D ± are linearly independent subspaces, take (φ 0 , φ ± ) ∈ D(A)×D ∓ such that φ 0 +φ + +φ − = 0. Then, as A is symmetric, we have
That is, since {φ n } ⊆ D(A) and A symmetric, we have for each n ∈ N,
Now let us show that (A
) is a closed operator. For, let {ξ n } be a sequence in
Using the orthonormality of Hilbert basis, we can obtain that, for any j ∈ N , ϕ j | φ + = 0 and it suffices to say that φ + = 0. In a similar fashion we can prove φ − = 0, and so φ 0 = 0. One can trivially see that
On the other hand, take φ ∈ D(A † ). Since (
If we take φ − = φ − φ 0 − φ + ∈ D + then the result follows.
densely defined right H-linear operator with the property that iφ ∈ D(A), for all φ ∈ D(A).
If the operator iA is anti-symmetric, then
for all φ ∈ D(A) and λ ∈ R.
Proof. If λ = 0 and we replace the operator A in (3.8) by 1 λ A, then
By (e) in Proposition 3.6, we have 1
Thus it is easy to see
This concludes the results.
densely defined closed right H-linear operator with the property that iφ ∈ D(A), for all φ ∈ D(A). If the operator A is symmetric and iA is anti-symmetric, then
where λ ∈ R {0}.
Proof. Because λ ∈ R {0} and the fact that
and ker Remark 4.5. Using (3.5) and (3.7), for any q ∈ H we can obtain that (qI
H be a densely defined right H-linear operator with the property that iφ, jφ, kφ ∈ D(A), for all φ ∈ D(A). If the operators iA, jA and kA are anti-symmetric, then
Proof. Let φ ∈ D(A) and q = q 0 + iq 1 + jq 2 + kq 3 ∈ H. Since iA, jA and kA are anti-
For, using (iA
. Then for any φ ∈ D(A), we have, using (3.7) and (d) in Proposition 3.6,
Keeping these in mind, from a direct calculation, we can obtain
Hence the result follows.
We can have the following Proposition as a direct consequence of the above Proposition.
H be a densely defined right H-linear operator with the property that iφ, jφ, kφ ∈ D(A), for all φ ∈ D(A). If the operators iA, jA and kA are anti-symmetric and q = q 0 + iq 1 + jq 2 + kq 3 ∈ H with q 2 1 + q 2 2 + q 2 3 = 0, then
This implies that φ = 0 as q 2 1 + q 2 2 + q 2 3 = 0. That is, ker (A − qI V R H ) = {0}. Likewise, we can easily obtain that ker (A − qI V R H ) = {0} by replacing q by q in (4.5). 
Proof. Let φ ∈ D(A) and q = q 0 + iq 1 + jq 2 + kq 3 ∈ H. First note that, since iφ, jφ, kφ ∈ D(A), for all φ ∈ D(A) and D(A) is a linear subspace of V R H , we have qφ, qφ ∈ D(A), for all φ ∈ D(A). Then using (3.7), we may have
That is, (qA) † = qA on D(A). Thus, using (3.7), we can obtain that, on D(A), qA = (qA) † = A † q = Aq as A is symmetric. Hence the result (a) follows.
Thus result (b) follows. If we replace q by q in the statement of (b), then we have (c). This completes the proof.
The following Proposition generalizes the Theorem 3.11.
Proposition 4.9. Let A : D(A) ⊆ V R H −→ V R H be a densely defined symmetric right H-linear operator with the property that iφ, jφ, kφ ∈ D(A), for all φ ∈ D(A). If the operators iA, jA and kA are anti-symmetric, then for any q = q 0 + iq 1 + jq 2 + kq 3 ∈ H with q 2 1 + q 2 2 + q 2 3 = 0, the following statements are equivalent:
this together with Proposition 3.5 implies that ran(
That is, we have there exists (φ 0 , −2(
That is,
Thus if we take φ q = φ − φ 0 − φ q ∈ D q , then we have completed the proof.
Let us present an example that satisfies the assumptions of the above theorem.
Example 4.11. Consider the L 2 -spaces: the complex Hilbert space H C = L 2 C (C, e −|z| 2 dz∧dz 2πi ) and the right quaternionic Hilbert space H H = L 2 H (H, e −|z| 2 dz∧dz 2πi dω), where dω is a normalized Harr measure on SU (2). For z ∈ C, let
Consider the operators
D(N ) and D(N ) are subspaces of H C and the operators act on the vectors as N φ n (z) = nφ n (z) and N φ n (z) = nφ n (z).
It is now clear that
are densely defined linear symmetric operators on the well-known Bargmann (analytic and anti-analytic) complex spaces H hol and H a−hol respectively and also these are subspaces of H C . Let
Proof. The direct part follows from the Proposition 3.13. Conversely suppose that σ S (A) ⊂ R. Let q = q 0 + iq 1 + jq 2 + kq 3 ∈ H with q 2 1 + q 2 2 + q 2 3 = 0 and assume that n + (A) > 0. By Theorem 4.15, we have n + (A) = n q (A) > 0. From the equality (4.5)
this together with Proposition 3.5 implies that ran(A − qI V R H ) is closed and so
Further, using the equation (4.5), we can obtain, for any φ ∈ D(A 2 ),
That is, for any φ ∈ D(A), R q (A)φ ≥ (q 2 1 + q 2 2 + q 2 3 ) φ , this suffices to say that ker(R q (A)) = {0}. Thus q ∈ σ rS (A), that is σ S (A) R as q ∈ H R. This contradicts to the supposition. A similar contradiction could be obtained, if n − (A) > 0. Thus (n + (A), n − (A)) = (0, 0). Hence A is self-adjoint, by Corollary 4.13. Suppose that A is self-adjoint and q = q 0 + iq 1 + jq 2 + kq 3 ∈ H R. From the above result, one can easily see that q ∈ ρ S (A). Then R q (A) −1 : ran(R q (A)) −→ D(A 2 ) exists and bounded. Let ψ ∈ ran(R q (A)), then there exists φ ∈ D(A 2 ) such that ψ = R q (A)φ. But we have that R q (A)φ 2 ≥ (q This completes the proof.
Invariance of Deficiency Indices
In the previous chapter we defined the deficiency indices for a class of unbounded operators and also investigated some of its properties related to S-spectrum using a left multiplication defined in terms of a particular basis of a right quaternionic Hilbert space. However, a natural question arises: whether the defined deficiency indices are invariant under the basis change. As an answer to this question, in this section, we show that the defined deficiency indices are invariant under the basis change.
Let O = {ϑ k | k ∈ N } be a different Hilbert basis from the basis in (3.3) for V R H . For any given q ∈ H {0} define the operators L q and L q by
and L q φ = q * φ = l∈N ϑ l q ϑ l | φ , for all φ ∈ V R H . We would like to remind to the reader that, up to the end of section 4 what we called qφ is now written as q · φ. We wrote it in this new way for individuating it from the other left-scalar-multiplication q * φ.
Define, for a fixed q ∈ H {0}, ∆ q : ran(L q ) −→ ran(L q ) by
L q φ = L q ψ ⇔ q · (φ − ψ) = 0 by (a) in Proposition 3.6 ⇔ | q | φ − ψ = 0 by (b) in Proposition 3.6 ⇔ φ − ψ = 0 as q = 0
Thus ∆ q is well-defined and one to one. Let x, y ∈ H and L q φ, L q ψ ∈ ran(L q ). Then by (a) in Proposition 3. Hence the right-linearity of ∆ q follows. Also one can trivially see that ∆ q is onto.
To prove the continuity of ∆ q , let L q ϕ ∈ ran(L q ) and ε > 0. Now if L q φ ∈ B(L q ϕ, δ), the open ball centered at L q ϕ with the radius δ, and δ = ε | q | > 0, then
This concludes that ∆ q is continuous. Therefore ∆ q is an isomorphism. That is, ran(L q ) ≅ ran(L q ).
