In this article we formulate and prove multidimensional generalizations of the results of [6] . Let X, X1, . . . , Xn be independent identically distributed random variables. The paper deals with the question about the behavior of the concentration function of the random variable n k=1 X k a k according to the arithmetic structure of vectors a k . Recently, the interest to this question has increased significantly due to the study of distributions of eigenvalues of random matrices. In this paper we formulate and prove some refinements of the results of [3] and [22] .
X k a k according to the arithmetic structure of vectors a k . Recently, the interest to this question has increased significantly due to the study of distributions of eigenvalues of random matrices. In this paper we formulate and prove some refinements of the results of [3] and [22] .
Introduction
Let X, X 1 , . . . , X n be independent identically distributed (i.i. where B = {x ∈ R n : x ≤ 1}. Let a = (a 1 , . . . , a n ) = 0, where a k = (a k1 , . . . , a kd ) ∈ R d , k = 1, . . . , n. This paper deals with the question about the behavior of the concentration function of the sum S a = n k=1 X k a k according to the arithmetic structure of vectors a k . This question is called the LittlewoodOfford problem. It is considered in [1] - [7] . The classical one-dimensional results were obtained by Littlewood and Offord [8] , and Erdös [9] for i.i.d. X k taking values ±1 with probabilities 1/2, and integer coefficients a k = 0. In this case the concentration function is of order O(n −1/2 ) (a similar estimate holds for multidimensional Littlewood-Offord problem, see [10] ). However, if we assume that all a k are different, then the estimate can be significantly improved up to the order O(n −3/2 ) (see [11] , [12] ). Recently, the behavior of the concentration function of weighted sums S a was actively investigated due to the study of distributions of eigenvalues of random matrices.
In the sequel, let F a be the distribution of sum S a = n k=1 X k a k , and G be the distribution of a symmetrized random variable X = X 1 − X 2 . Let
The symbol c will be used for absolute positive constants. 
The product of a vector t = (t 1 , . . . , t d ) ∈ R d and a multivector a is denoted t · a = ( t, a 1 , . . . , t, a n ) ∈ R n . Simplest properties of one-dimensional concentration functions are well studied (see, for instance, [13] - [15] ). It is well-known that Q(F, µ)
and
Recall that for any one-dimensional distribution F the classical Esséen and Kolmogorov-Rogozin inequalities hold [16] (see as well [14] and [15] ). One can find their multidimensional analogs in [17] - [20] .
For the random vector Y with the distribution
where
we can achieve this by applying smoothing), and we assume additionally that the distribution F is symmetric and F (t) ≥ 0 for all t ∈ R, then applying relation (4) to the measure
One can find estimates of this type but with other dependence on the dimension d in [21] . Thereby,
Use of relation (6) will allow us to simplify our arguments in comparison with those in [3] and [22] . Recall a multidimensional generalization of the Kolmogorov-Rogozin inequality.
where F k are the distributions of corresponding symmetrized random vectors.
Siegel [18] has improved the statement of Proposition 1. He has shown that the following result holds.
Proposition 2. Under the conditions of Proposition 1 we have
One can find one-dimensional versions and refinements of these results in [13] - [15] , [23] - [28] . Note that the constants in (7) and (8) are not depending on the dimension d. However, there exist estimates of the Kolmogorov-Rogozin type with constants depending on d (see, for example, [23] , [29] ).
The Littlewood-Offord problem was considered in [1] - [7] , [22] . In this paper we formulate and prove multidimensional generalizations of the results of [6] . They are also the refinements of the results of [3] and [22] . Now we formulate the results of [3] and [22] in common notation. Friedland and Sodin [22] have simplified the arguments of Rudelson and Vershynin [2] and obtained the following result.
Note that the statement of Proposition 3 in [22] was formulated and proved in a weakened form. There was p 2 instead of p in the right-hand side of inequality (10) . However, the possibility to replace p 2 by p was noted for example in [3] (see Proposition 4). It follows easily from the elementary properties of the concentration function.
Moreover, in [22] it was assumed that 0 < D < d. Note that for max
Thus, the assumption max (9) is natural.
Let us formulate now the multidimensional Theorem 3.3 from [3] in the same notation.
Proposition 4. Let X, X 1 , . . . , X n be i.i.d. random variables with mean zero and Q(L(X), 1)
≥ min{γ t·a , α} for all m 1 , . . . , m n ∈ Z and t ≤ D.
Note that the assumption E X = 0 is unnecessary in the formulation of Theorem 3.3 [3] .
It is evident that if
then condition (13) holds. Rudelson and Vershynin [3] have called the value D(a) the essential least common denominator of a vector a ∈ (R d ) n .
Now we formulate one of the main results of this paper.
where the quantity M (1) is defined in (1), and the matrix N is defined in (11).
Hence, it is easy to deduce what follows from Theorem 1 under the conditions of Proposition 3. Namely, we have Corollary 1. Let the conditions of Theorem 1 be satisfied under condition (9) instead of (16) for an arbitrary D > 0. Then
Note that the value M (1) is essential in refining the results of [3] and [22] . It is clear that M (1) can be much larger than p. For example, p can be equal to 0, but M (1) > 0 for any non-degenerate distribution F = L(X). Therefore Corollary 1 is an essential improvement of Proposition 3. It is obvious that Corollary 1 is related to Proposition 3 in the same way as the multidimensional variant of Esséen's inequality (8) is related to the multidimensional variant of the Kolmogorov-Rogozin inequality (7).
The proofs of Theorem 1 and Corollary 1 are in some way easier than the proofs in [3] and [22] , because they do not include a complicated decomposition of the integration set. This is achieved by using relation (6) and methods of Esséen [29] (see the proof of Lemma 4 of Chapter II in [15] ).
We reformulate Corollary 1 for the the random variables X k /τ , τ > 0.
For the proof of Corollary 2 it suffices to use relation (1).
Note that τ can be arbitrarily small in Corollary 2. Applying this statement for τ tending to zero, we obtain
This estimate can be deduced from the results of [3] and [22] too. Now we formulate the refinements of Proposition 4. They are analogs of Theorem 1 and Corollaries 1 and 2.
Theorem 2. Let X, X 1 , . . . , X n be i.i.d. random variables. Let a = (a 1 , . . . , a n ), a k ∈ R d , α > 0, γ ∈ (0, 1), and
≥ min{γ t·a , α} for all m 1 , . . . , m n ∈ Z and t ≤ √ d.
Note that Theorem 2 yields more general result than the result of Proposition 4, because the condition n k=1 t, a k 2 ≥ t 2 is absent in the formulation of Theorem 2.
Note that if the condition n k=1 t, a k 2 ≥ t 2 is satisfied, then the factor
Hence, Corollary 3 yields more general result than the result of Proposition 4. Now we reformulate Corollary 3 for the variables X k /τ , τ > 0.
Then under the conditions of Corollary 3 we have
For the proof of Corollary 4 it suffices to use relation (1).
Proofs
Proof of Theorem 1. We represent the distribution G = L( X) as a mixture
}, E is the probability measure concentrated at zero, G j are probability measures defined (for p j > 0) by the equality G j {X} = 1 p j G{X C j } for any Borel set X. If p j = 0, then we can take as G j arbitrary measures.
For z ∈ R, γ > 0, we introduce symmetric d-dimensional infinitely divisible distributions H z,γ with the characteristic functions
It is clear that these functions are positive everywhere. For any characteristic function W (t) of a random vector Y , we have
where Y is a corresponding symmetrized random vector. Then
Using inequalities (4) and (20), we obtain
It is clear that
We denote
Now we estimate the value β
Thus,
Now we proceed like in the proof of Esséen's Lemma [29] (see [15] , Lemma 4 of Chapter II). Applying the Hölder inequality, it is easy to see that
if p j > 0, and I j = 1 for p j = 0. Applying Esséen's inequality for the exponential under integral (see [15] , p. 49), we have
We estimate the function H π,1 (t) for max
there exists a c such that 1 − cos x ≥ cx 2 for |x| ≤ π. Thus, for max
where the matrix N is defined in (11) . It is well-known that
For t such that max
, one can act in the same way as in [3] and [22] , namely: taking into account that
we obtain
for t ≤ √ d and max
Now we will use estimates (23) and (24) to estimate the integrals I j . At first we consider the case j = 1, 2, . . .. Note that the characteristic functions H z,γ (t) satisfy the equalities
For z ∈ C j we have 2
Thus, using equalities (25) with y = π and estimates (23) and (24), we obtain for z ∈ C j
Now we consider the case j = 0. Equalities (25) provide, for z > 0, γ > 0,
Thus, according to relations (2), (6), (25) and (26), we obtain
Using estimates (23), (24) for the characteristic function H π,1 (t), and the relation Vol(B( √ d)) ≪ d 1, we have:
exp(−c α 2 β) dt
According to (21) , β ≥ M (1)/4. Then we obtain
that was required to prove.
Proof of Corollary 3. This proof is similar to the proof of Corollary 1. We 
