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Abstract
For level sets related to the tangential dimensions of Bernoulli measures, the Hausdorff and packing dimensions are determined.
Our results extend some classical work of Besicovitch and Eggleston.
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1. Introduction
Let Ω = {0,1}N be the space of infinite sequences of 0s and 1s. Put
Sn(w) =
n∑
k=1
wk, for w = (wk)k1 ∈ Ω. (1.1)
There are many works about fractal dimensions of level sets related to the sum (1.1). In 1934, Besicovitch [1] first
studied the set Bα , 0 α  1, defined as
Bα :=
{
w ∈ Ω: lim
n→∞
Sn(w)
n
= α
}
. (1.2)
He gave an explicit formula for the Hausdorff dimension of this set. In 1949, Eggleston [4] generalized this result to
c-adic expansion where c  2 is a positive integer, the level sets he considered are so-called Besicovitch–Eggleston
sets. Later, the work of Eggleston was generalized by Billingsley (see his book [2] for details). For more recent results
on this subject, we refer to [3,6,10].
In the present paper, we consider the Hausdorff and packing dimensions of a kind of level sets in symbolic space
which are related to the tangential dimensions (see Definition 1.5), our results extend some classical results given by
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later. A usual metric on the space Ω is given by
d(w,v) = 2−min{k: wk+1 =vk+1}, for w,v ∈ Ω. (1.3)
With this metric, the space Ω is compact and the balls are just cylinders of the following form:
[w1, . . . ,wn] = {v ∈ Ω: v1 = w1, . . . , vn = wn}, (1.4)
which is of diameter 2−n, also every cylinder is a closed and open set. Denote by T the shift operator, i.e., T (wk)k1 =
(wk+1)k1 for (wk)k1 ∈ Ω , then T is continuous on Ω .
The following are the definitions of entropy function H(x) and relative entropy function H(x,y) which will be
used in the sequel
H(x) = −x logx − (1 − x) log(1 − x), for 0 x  1, (1.5)
H(x,y) = −x logy − (1 − x) log(1 − y), for 0 x, y  1, (1.6)
where we set 0 log 0 = 0 by convention. It can be seen that the entropy function H(x) is concave and symmetric with
respect to x = 1/2, also it attains the maximal value log 2 at 1/2.
With the above notations, we now state our main results.
Theorem 1.1. For 0 α  β  1, define
Xα,β =
{
w ∈ Ω: lim
m→∞ limn→∞
Sm(T
nw)
m
= α, lim
m→∞ limn→∞
Sm(T
nw)
m
= β
}
, (1.7)
then
dimH Xα,β = dimP Xα,β = sup
αtβ
H(t)
log 2
.
Here, we use dimH and dimP to denote the Hausdorff dimension and the packing dimension, respectively. In the
case of α = β , we obtain
Corollary 1.2. Let Xα , 0 α  1, be defined as
Xα =
{
w ∈ Ω: lim
m→∞ limn→∞
Sm(T
nw)
m
= lim
m→∞ limn→∞
Sm(T
nw)
m
= α
}
, (1.8)
then
dimH Xα = dimP Xα = H(α)log 2 .
Remark 1.3. Note that the two sequences{
− lim
n→∞
Sm
(
T nw
)}
m1
and
{
lim
n→∞Sm
(
T nw
)}
m1
are both subadditive for each w ∈ Ω , so the two limits
lim
m→∞ limn→∞
Sm(T
nw)
m
and lim
m→∞ limn→∞
Sm(T
nw)
m
always exist for each w ∈ Ω .
Remark 1.4. It is natural for us to study the set X′α , 0 α  1, which is defined as
X′α =
{
w ∈ Ω: lim
m→∞ limn→∞
Sm(T
nw) = α
}
. (1.9)m
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n 1}; when α = 1, X′α = {w ∈ Ω: w = w1 . . .wn1∞, n 1}; when 0 < α < 1, it is easy to prove that X′α = ∅ by
Cauchy criterion.
Let 0 < p < 1 and p0 = 1 − p, p1 = p, then the vector (1 − p,p) defines a measure on the alphabet {0,1}. The
associated product measure μ := μp on Ω is called a Bernoulli measure. For a cylinder set, we have
μ
([w1,w2, . . . ,wn])= pw1pw2 · · ·pwn, for any n 1.
In [8], D. Guido and T. Isola introduced the upper and lower tangential dimensions of a locally finite Borel measure.
In particular, for the Bernoulli measures in symbolic space Ω , we have a special version in the following definition.
Definition 1.5. The lower and upper tangential dimensions of the Bernoulli measure μ at w are defined as
δμ(w) := limm→∞ limn→∞
1
m
log
(
μ[w1, . . . ,wn]
μ[w1, . . . ,wm+n]
)
, (1.10)
δμ(w) := lim
m→∞ limn→∞
1
m
log
(
μ[w1, . . . ,wn]
μ[w1, . . . ,wm+n]
)
. (1.11)
In the case of δμ(w) = δμ(w), the common value is denoted by δμ(w) and called the tangential dimension of μ
at w.
Remark 1.6. Note that the lower and upper tangential dimensions δμ(w) and δμ(w) are well defined, that is, the outer
limits both exist. This fact is followed by Remark 1.3 and the following relation:
1
m
log
(
μ[w1, . . . ,wn]
μ[w1, . . . ,wm+n]
)
= − 1
m
log(pwn+1 · · ·pwn+m)
= − 1
m
(
Sm
(
T nw
)
logp + (m − Sm(T nw)) log(1 − p))
= Sm(T
nw)
m
log
(
1 − p
p
)
− log(1 − p). (1.12)
However, in general space, the outer limits may not exist unless the space satisfies some fine conditions. For this, one
can see [8] for more details.
The following theorem reveals a close connection between the level sets described by the tangential dimensions
and the level sets associated with iterated limits defined above. This is one of our motivations to study the set Xα,β .
Theorem 1.7. Let Yα,β := {w ∈ Ω: δμ(w) = H(α,p), δμ(w) = H(β,p)} where 0 α  β  1, then
dimH Yα,β = dimP Yα,β = sup
αtβ
H(t)
log 2
.
In particular, we have
Corollary 1.8. Let Yα := {w ∈ Ω: δμ(w) = H(α,p)}, 0 α  1, then
dimH Yα = dimP Yα = H(α)log 2 .
A brief overview of this paper is as follows. In Section 2, we give some lemmas which shall be used later. In the
following section, we first prove Theorem 1.1, the upper bound is provided by some classic results about Besicovitch
sets, the lower bound is estimated by constructing Moran sets and using some combinatorial and asymptotic formulas.
Then, with this result, we obtain Theorem 1.7.
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To prove the main results, we need some preliminary lemmas. First, we give the following consequence of the
Stirling’s formula (see [9]).
Lemma 2.1. For any integers n and k with 0 k  n, the following equation holds:
log
(
n
k
)
= nH
(
k
n
)
+ O(logn), as n → ∞, (2.1)
where H(·) is the entropy function defined in (1.5) and the notation f (x) = O(g(x)) as x → x0 means f (x)/g(x) is
bounded as x → x0.
To estimate the upper bounds for the dimensions of Xα,β , we will use the following two lemmas.
Lemma 2.2. (See Besicovitch [1].) Let 0 α  1 and define
B ′α =
{
w ∈ Ω: lim
n→∞
Sn(w)
n
 α
}
, B ′′α =
{
w ∈ Ω: lim
n→∞
Sn(w)
n
 α
}
,
then we have
dimH B ′α = dimP B ′α =
{1, α  1/2,
H(α)/ log 2, α < 1/2,
dimH B ′′α = dimP B ′′α =
{
H(α)/ log 2, α  1/2,
1, α < 1/2.
We skim the proof of the following lemma since it is elementary.
Lemma 2.3. Let w ∈ Ω , then we have
lim
m→∞ limn→∞
Sm(T
nw)
m
 lim
n→∞
Sn(w)
n
 lim
n→∞
Sn(w)
n
 lim
m→∞ limn→∞
Sm(T
nw)
m
.
To estimate the lower bounds for the dimensions of Xα,β , we need to introduce some notations and results about
Moran sets. For each n 1, let Wn be a collection of finite words (consisting of 0s and 1s) with equal length ln  1.
Definition 2.4. A Moran set adapted to {Wn}∞n=1 is defined as
W = {W1W2 · · ·Wn · · · ∈ Ω: Wn ∈Wn, n 1}. (2.2)
In words, the sets W consists of infinite words generated by successive concatenations of words from {Wn}∞n=1,
and we have the following lemma about bounds for the dimensions of W (see [7]).
Lemma 2.5. Suppose that W is the Moran set defined in (2.2) and
s∗ := lim
n→∞
∑n
k=1 log CardWk
(log 2)
∑n
k=1 lk
,
s∗ := lim
n→∞
∑n
k=1 log CardWk
(log 2)
∑n+1
k=1 lk − log CardWn+1
,
then we have
s∗  dimH W  s∗.
In particular, if {lk}∞ is bounded, then dimH W = s∗ = s∗.k=1
H. Chen et al. / J. Math. Anal. Appl. 340 (2008) 959–967 963To avoid complex calculation in the proof of our main results, in what follows, we introduce a useful lemma. Let I
be a subset of N with density zero, that is
Card{i ∈ I: i  n}
n
→ 0, as n → ∞.
Define a mapping φ :Ω → Ω by assigning to each ω = (wi)i1 ∈ Ω the sequence φ(ω) ∈ Ω which is obtained by
deleting all the coordinates wi with i ∈ I. Then, for any subset W ⊂ Ω , we have the following relation between
Hausdorff dimension of W and that of φ(W).
Lemma 2.6. Let W ⊂ Ω and φ be defined as above, then
dimH W = dimH φ(W).
Proof. For any w ∈W , we assume φ[w1, . . . ,wN ] = [v1, . . . , vn] with v = (vi)i1 = φ(w) ∈ φ(W). Since
N − n
N
= Card{i ∈ I: i N}
N
→ 0, as N → ∞,
we have that, for any 0 < δ < 1, there exists an integer N0 such that N−nN < δ for N > N0. It follows that
nN < n
1 − δ , for N > N0. (2.3)
First, we set dimH φ(W) = γ , then for any s > t > 1, the tγ -Hausdorff measure of φ(W) is zero, i.e.,
Htγ (φ(W)) = 0. Therefore, for any δ > 0 given as above, there exists a δ-cover {Inj (vj )}j1 of φ(W) such that∑
j1
∣∣Inj (vj )∣∣tγ =∑
j1
2−nj tγ < ∞, (2.4)
where Inj (vj ) is just the cylinder [vj1 , . . . , vjnj ] with vj ∈ φ(W). We may also require that δ is small enough such that
for all j  1 and nj > N0, the following condition holds:
s − δ
(1 − δ)γ > t. (2.5)
Since φ(W) ⊂⋃j1 Inj (vj ), we have W ⊂⋃j1 φ−1(Inj (vj )) where φ−1(Inj (vj )), by (2.3), consists of at most
2[
δnj
1−δ ] cylinders with rank greater than nj . Here, as usual, the symbol [x] means the integer part of x. Thus, by (2.4)
and (2.5), we have
Hsγδ (W)
∑
j1
2[
δnj
1−δ ]2−nj sγ 
∑
j1
2
δnj
1−δ 2−nj sγ

∑
j1
2−nj γ (s−
δ
(1−δ)γ ) 
∑
j1
2−nj tγ < ∞.
Hence, Hsγ (W) < ∞ and dimH W < sγ . Since s > 1 is arbitrary, we have dimH W  dimH φ(W).
Next, we show that dimH φ(W) dimH W , which will end our proof. For an arbitrary ε > 0, by zero density of the
set I ⊂ N, we can choose an integer N0 such that Card{i∈I: iN}N < ε holds for all N N0. Then, for any w1,w2 ∈W
with d(w1,w2) = 2−N , we can easily check that
d
(
φ
(
w1
)
, φ
(
w2
))
 2−N+Card{i∈I: iN} < d
(
w1,w2
)1−ε
.
It follows that dimH φ(W) < 11−ε dimH W by Proposition 2.3 in [5]. So, we have dimH φ(W) dimH W since ε is
arbitrary. 
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This section is devoted to the proofs of Theorem 1.1 and Theorem 1.7.
Proof of Theorem 1.1. Three cases are considered in our proof.
Case 1. For 0 α  β < 12 , dimH Xα,β = dimP Xα,β = H(β)/ log 2.
At first we may obtain an upper bound of the packing dimension of Xα,β , i.e.,
dimP Xα,β 
H(β)
log 2
, for 0 α  β < 1
2
. (3.1)
In fact, by the definition of Xα,β and Lemma 2.3, we have
Xα,β ⊂
{
w ∈ Ω: α  lim
n→∞
Sn(w)
n
 lim
n→∞
Sn(w)
n
 β
}
⊂ B ′β.
It follows that dimP Xα,β  dimP B ′β by the monotonicity of packing dimension. Since dimP B ′β = H(β)/ log 2 ac-
cording to Lemma 2.2, the inequality (3.1) holds.
To obtain the lower bound, we need to construct a Moran set which is a subset of Xα,β . For the required construc-
tion, we shall use so-called α-blocks and β-blocks defined in the following, and concatenate them alternately.
First, choose a positive integer M to be large enough such that
[αM] 1, [βM] + 1
M
<
1
2
, (3.2)
and define two families of sets of blocks {WnM(α)}∞n=1 and {VnM(α)}∞n=1 recursively as follows. Put
W1M(α) :=
{
(w1, . . . ,wM) ∈ {0,1}M :
M∑
i=1
wi = [αM]
}
,
V1M(α) :=
{
(v1, . . . , vM) ∈ {0,1}M :
M∑
i=1
vi = [αM] + 1
}
.
Suppose WnM(α) and VnM(α), n 1, are defined. Since the following inequalities always hold:
2
[
α2n−1M
]
<
[
α2nM
]+ 1, 2([α2n−1M]+ 1)> [α2nM], (3.3)
we can define Wn+1M (α) and Vn+1M (α) as
Wn+1M (α) :=
{
(w1, . . . ,w2nM) ∈ {0,1}2nM :
2nM∑
i=1
wi =
[
α2nM
]
,
(w1, . . . ,w2n−1M) ∈WnM, (w2n−1M+1, . . . ,w2nM) ∈WnM ∪ VnM
}
, (3.4)
Vn+1M (α) :=
{
(v1, . . . , v2nM) ∈ {0,1}2nM :
2nM∑
i=1
vi =
[
α2nM
]+ 1,
(v1, . . . , v2n−1M) ∈WnM ∪ VnM, (v2n−1M+1, . . . , v2nM) ∈ VnM
}
. (3.5)
With this construction, we know that for each n 1, every member inWnM(α) is of length 2n−1M and the number
of 1s appearing in it is [α2n−1M]. We call the members in it α-type blocks. Besides, we can decompose every member
in WnM(α) into successive concatenations of M-blocks uniquely, and the number of 1s appearing in each M-block is[αM] or [αM] + 1.
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it β-type blocks. The required Moran set WM(α,β) is constructed as follows by concatenating α-type blocks and
β-type blocks alternately
WM(α,β) =
∞∏
n=1
(WnM(α) ×WnM(β) × · · · ×WnM(β)︸ ︷︷ ︸
2n−1 times
)
.
Next, we show that WM(α,β) ⊂ Xα,β . To this end, it suffices to show that for any w ∈WM(α,β),
lim
m→∞ limn→∞
Sm(T
nw)
m
= α, lim
m→∞ limn→∞
Sm(T
nw)
m
= β. (3.6)
Here, we only show the first equality since the second one can be proved in the similar way.
For any i  0, take m = k2iM + r to be large enough where 0  r  2iM − 1, and choose an increasing subse-
quence {nj }j1 such that the m-block wnj+1 · · ·wnj+m is a subword of some α-type block in WM(α,β). Then, we
have
(k − 1)[α2iM]
k2iM + r  limn→∞
Sm(T
nw)
m
 lim
nj→∞
Sm(T
nj w)
m
 lim
nj→∞
Sm(T
nj w)
m
 (k + 2)([α2
iM] + 1)
k2iM + r .
Let m → ∞, then k → ∞ and
[α2iM]
2iM
 lim
m→∞ limn→∞
Sm(T
nw)
m
 [α2
iM] + 1
2iM
.
Let i → ∞, then we get (3.6). Therefore, w ∈ Xα,β and WM(α,β) ⊂ Xα,β . It follows that
dimH WM(α,β) dimH Xα,β. (3.7)
Moreover, it can be seen from our construction that the positions of α-blocks in each one of WM(α,β) is of density
zero. Then, we delete all the α-type blocks to get another Moran set WM(β) which consists of only successive
concatenations of β-type blocks. Thus, by Lemma 2.6, we have
dimH WM(α,β) = dimWM(β). (3.8)
By decomposing each member in WM(β) into successive concatenations of M-blocks, we can look it as a new
homogenous Moran set which is only built by [βM]-blocks and ([βM] + 1)-blocks. In addition, according to the fact
[βM]+1
M
< 12 in (3.2), we have, for M large enough,
MH
( [βM] + 1
M
)
+ O(logM)MH
( [βM]
M
)
+ O(logM).
Thus, by Lemma 2.5, it yields
dimH WM(β) lim
n→∞
n(MH(
[βM]
M
) + O(logM))
(log 2)nM
 1
log 2
(
H
( [βM]
M
)
+ O(logM)
M
)
.
Combining the above inequality with (3.7) and (3.8), we obtain that for any M large enough,
dimH Xα,β 
1
log 2
(
H
( [βM]
M
)
+ O(logM)
M
)
.
Let M → ∞, it follows that dimH Xα,β H(β)/ log 2. This, together with (3.1), proves Case 1.
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We just need to show that dimH Xα,β  γ for all 0 < γ < 1. Here, we consider three cases.
If α < 12 < β , we can choose ε > 0 satisfying
H( 12 + ε)
log 2
> γ and α <
1
2
− ε < 1
2
+ ε < β. (3.9)
For this chosen ε, there exists a positive integer m0 sufficiently large such that we can find at least one integer between
m0(
1
2 − ε) and m0( 12 + ε). So, we can define
Um0 :=
{
(u1, u2, . . . , um0) ∈ {0,1}m0 :
1
2
− ε 
∑m0
i=1 ui
m0
 1
2
+ ε
}
,
and a Moran set as follows:
U(m0) = {U1U2 · · ·Un · · · ∈ Ω: Un ∈ Um0, ∀n 1}.
Moreover, by Lemmas 2.1 and 2.5, we have
dimH U(m0)  lim
n→∞
∑n
k=1
(
m0H
( [m0( 12 +ε)]
m0
)+ O(logm0))
(log 2)
∑n
k=1 m0
= 1
log 2
(
H
( [m0( 12 + ε)]
m0
)
+ O(logm0)
m0
)
→ H(
1
2 + ε)
log 2
> γ, as m0 → ∞.
To estimate the Hausdorff dimension of Xα,β , we construct a Moran set below which is associated with Um0 where
m0 is large enough such that dimH U(m0) > γ ,
Wm0(α,β) =
∞∏
n=1
(WnM(α) × U(m0) × · · · × U(m0)︸ ︷︷ ︸
3n−1 times
×WnM(β)
)
.
Obviously, the positions of α-type blocks and β-type blocks appearing in each member of Wm0(α,β) are both of
density zero. Thus, by deleting all the α-type blocks and the β-type blocks from the sequences in it, we can get the
Moran set U(m0). Now, using Lemma 2.6 again, we obtain that
dimH Wm0(α,β) = dimH U(m0) > γ, for any 0 < γ < 1.
In addition, we can prove that Wm0(α,β) ⊂ Xα,β by the same method used in Case 1. Hence,
dimH Xα,β  dimH Wm0(α,β) > γ.
By the arbitrariness of γ , we have dimH Xα,β = dimP Xα,β = 1.
If α = 12 , β > 12 (respectively α < 12 , β = 12 ), we can replace 12 − ε by 12 (respectively replace 12 + ε by 12 ) in the
process of the foregoing case and attain the same result.
If α = β = 12 , in the above construction of Um0 , we can take m0 to be even and the number of 1s appearing in each
member of Um0 is m0/2. Then, by simple calculation, we can get dimH Um0 → 1 as m0 → ∞, and the same result
will also follow.
Case 3. For 12 < α  β  1, by the same method used in Case 1, we can get dimH Xα,β = dimP Xα,β =
H(α)/ log 2.
The proof of Theorem 1.1 is finished now. 
Proof of Theorem 1.7. Suppose w ∈ Yα,β , then δμ(w) = H(α,p) and δμ(w) = H(β,p). If δμ(w) = H(α,p), by
the definitions of tangential dimension and entropy function, we have
lim
m→∞ lim
1
log
(
μ[w1, . . . ,wn] )= α log(1 − p)− log(1 − p).
n→∞ m μ[w1, . . . ,wm+n] p
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lim
m→∞ limn→∞
Sm(T
nw)
m
= α.
Similarly, from the equation δμ(w) = H(β,p), we can deduce that
lim
m→∞ limn→∞
Sm(T
nw)
m
= β.
Hence, w ∈ Xα,β and Yα,β ⊂ Xα,β . Since every step of the above process is invertible, we can also get Xα,β ⊂ Yα,β .
So, Xα,β = Yα,β . By Theorem 1.1, the result follows right now. 
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