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Program dela
Gaussove procese uspešno uporabljamo za regresijske probleme, v katerih so izho-
dne vrednosti zvezne ali gladke funkcije vhodnih vrednosti. Do napovedi izhodov na
podlagi končnega nabora (bodočih) vhodnih vrednosti dostopamo preko vzorčenja
v smislu Bayesove aposteriorne porazdelitve. V magistrskem delu predstavite teo-
retične osnove modeliranja oziroma reševanja regresijskih problemov z Gaussovimi
procesi in predstavite, kako ste z njihovo pomočjo napovedovali preostali odjem
električne energije.
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Napoved preostalega odjema električne energije z Gaussovimi procesi
Povzetek
Dereguliran trg električne energije in vedno večje povpraševanje po električni
energiji povečujeta potrebo po modelih za napovedovanje odjema. Natančne napo-
vedi udeležencem na trgu pomagajo pri načrtovanju, upravljanju in nadzoru siste-
mov električne energije. V magistrskem delu se ukvarjamo s problemom napovedo-
vanja preostalega odjema električne energije. Med preostali odjem sodi odjem pri
vseh odjemalcih, katerih priključna moč je manǰsa od 43 kW. Za napovedovanje se
pogosto uporabljajo regresijske metode, ki večinoma dajejo zadovoljive rezultate. V
našem primeru pa smo se problema napovedovanja lotili z metodo Gaussovih proce-
sov, ki temelji na Bayesovi statistiki. Model Gaussovih procesov je v magistrskem
delu predstavljen z dvema pristopoma, to sta pristop v prostoru funkcij in pristop v
uteženem prostoru. Rezultat Gaussovega procesa pri novi vhodni točki je normalna
verjetnostna porazdelitev določena s povprečjem in varianco. Povprečje predstavlja
najverjetneǰso izhodno vrednost, varianca pa predstavlja informacijo o zaupanju
v napovedano vrednost izhoda. Na količino odjema pomembno vplivajo različne
vplivne spremenljivke, ki jih v delu analiziramo in preverimo katere je smiselno
vključiti v model. Za implementacijo modela smo uporabili Pythonovo knjižnico za
strojno učenje Scikit-Learn. Model smo preizkusili na podatkih preostalega odjema
na območju distribucijskega omrežja Elektro Ljubljana, d.d.
Load forecasting using Gaussian Process model
Abstract
The deregulated electricity market and growing electricity demand are increasing
the need for electrical load forecasting models. Accurate forecasts help market
participants to plan, manage and control electricity systems. In the master’s thesis
we deal with the problem of forecasting the electricity consumption of all customers
with a connection power of less than 43 kW. This includes households and small
businesses. Electricity consumption will be predicted using Gaussian process model
which is based on Bayesian statistics. We introduce two views to interpret Gaussian
process regression models; function space view and weight space view. The result
of Gaussian process is the normal probability distribution determined by mean and
variance. The mean represents the most probable output value and the variance
gives us information about confidence in the predicted output value. An energy
demand is driven by many variables. A study of input variables was made to check
which variables should be included in our model. We implemented this model using
the Python’s machine learning library, i.e. Scikit-Learn. Model was tested on the
electrical load from a distribution network Elektro Ljubljana, d.d.
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Ključne besede: napoved preostalega odjema električne energije, Gaussovi pro-
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Gospodarska rast vsake države je močno povezana z njeno električno infrastrukturo
in omrežjem, saj je elektrika postala osrednji del vsakdanjega življenja v sodobnem
svetu. Električna energija je ključnega pomena pri tehnološko napredni industria-
lizaciji v vsakem gospodarstvu. Svetovno povpraševanje po električni energiji se je
tako pri gospodinjstvih kot tudi za poslovne namene v zadnjih letih močno povečalo.
Z vedno večjim povpraševanjem po električni energiji pa je prǐslo tudi do liberali-
zacije, privatizacije in deregulacije elektroenergetskega sistema. Cilj teh procesov je
bil, da električna energija postane tržno blago, katerega cena se določi na odprtem
trgu električne energije. Vendar pa je postopek pridobivanja, prenosa in distribucije
električne energije še vedno zapleten in drag. Zato je učinkovito upravljanje omrežja
bistveno pri zniževanju stroškov proizvodnje električne energije in povečanju zmo-
gljivosti za zadovoljevanje naraščajočega povpraševanja po električni energiji.
Elektroenergetski sistem je sestavljen iz elektrarn za proizvodnjo električne ener-
gije, prenosnih in distribucijskih omrežij ter končnih odjemalcev. Prenosno omrežje,
za katerega v Sloveniji skrbi družba ELES d.o.o., omogoča prenos električne ener-
gije od proizvajalcev do distribucijskih omrežij. Distribucijsko omrežje pa omogoča
prenos do končnih odjemalcev. Operater distribucijskega omrežja je družba SODO
d.o.o. V Sloveniji imamo 5 distribucijskih podjetij, ki v imenu SODO izvajajo distri-
bucijsko dejavnost, to so Elektro Gorenjska, Elektro Ljubljana, Elektro Primorska,
Elektro Maribor in Elektro Celje.
Električna energija se od ostalih energentov loči po tem, da je ni mogoče učinkovi-
to shranjevati v večjih količinah. To pomeni, da je ne moremo kupiti v večjih
količinah in jo potem črpati dokler je ne porabimo. Električna energija mora biti
torej proizvedena in porabljena v istem trenutku. Zato morajo trgovci in proizvajalci
električne energije ter večji odjemalci vsak dan napovedovati vozne rede za dan
vnaprej. S tem se določi koliko električne energije bo proizvedeno in porabljeno za
vsakih 15 minut naslednjega dne. V Sloveniji za uravnotežen sistem skrbi sistemski
operater Eles.
Seveda pa prihaja tudi do odstopanj voznih redov (to pomeni, da se realizirana
proizvodnja in odjem razlikujeta od napovedi). V tem primeru pride do finančnih
posledic, ki jih morajo poravnati bilančne skupine. Obračun odstopanj izvaja upra-
vljalec prenosnega omrežja, ureja pa ga pravilnik o načinu obračunavanja odstopanj
oddaje ali odjema električne energije od voznih redov.
Do odstopanja voznih redov pride zaradi napačnih napovedi odjema (oziroma
proizvodnje), ki pa so lahko posledica nepričakovanih vremenskih razmer ali pa
kakšnih drugih nepredvidljivih dogodkov. Zato je za bilančne skupine zelo po-
membno, da razvijejo modele, ki čimbolj natančno ocenijo odjem ali proizvodnjo
električne energije pri danih vplivnih spremenljivkah.
Cilj magistrskega dela je izdelati model za napovedovanje preostalega odjema
električne energije. Med preostali odjem sodi odjem gospodinjstev in odjem malih
poslovnih odjemlcev katerih priključna moč je manǰsa ali enaka od 43 kW.
Preostali odjem je slučajni proces, ki ga lahko opǐsemo z Brownovim gibanjem.
Brownovo gibanje je definirano v neskončno razsežnih prostorih, kar pomeni, da
obstaja neskončen nabor funkcij s katerimi bi morali računati v končnem času. Ra-
smussen zato predlaga modeliranje z Gaussovimi procesi. Gaussov proces je po-
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splošitev Gaussove verjetnostne porazdelitve. Ideja je torej, da Brownovo gibanje
nadomestimo z Gaussovimi procesi. Čeprav se lahko sprva zdi ta ideja nekoliko
naivna, pa je presenetljivo blizu tistemu, kar ǐsčemo. Če nas zanimajo le lastnosti
funkcije na končnem številu točk, potem bomo s sklepanjem v Gaussovem procesu
dobili enake odgovore ne glede na to ali prezremo neskončno drugih točk ali pa
upoštevamo vse.
Preostali odjem bomo napovedali z Gaussovimi procesi. Modeli, ki temeljijo na
Gaussovih procesih spadajo med metode nadzorovanega strojnega učenje. Prednost
Gaussovih procesov je v tem, da so napovedi verjetnostne, kar pomeni, da lahko
izračunamo tudi interval zaupanja, ki nam pove v kolikšni meri lahko zaupamo v
rezultate modela.
Magistrska naloga je v grobem sestavljena iz teoretičnega in praktičnega dela. V
teoretičnem delu definiramo vso potrebno teoretično ozadje za napovedovanje pre-
ostalega odjema z Gaussovimi procesi. V praktičnem delu pa sledi implementacija
modela.
V drugem poglavju definiramo osnovne koncepte, ki so potrebni za nadaljne
razumevanje magistrskega dela. V tretjem poglavju predstavimo teoretični del mo-
deliranja z Gaussovimi procesi. Pogledamo si dva različna pristopa (pristop v para-
metričnem prostoru in pristop v prostoru funkcij), ki vodita do enakih rezultatov.
Pri modeliranju z Gaussovimi procesi je pomemben korak tudi izbira primerne kova-
riančne funkcije in njenih hiperparametrov, ki jih predstavimo v četrtem poglavju.
V petem poglavju si pogledamo kako poteka učenje modela v primeru Gaussovih
procesov oziroma kako določimo optimalne hiperparametre kovariančne funkcije. V
šestem poglavju so predstavljene vplivne spremenljivke, ki vplivajo na preostali od-
jem. V sedmem poglavju pa sledi implementacija modela na podlagi preostalega
odjema v distribucijskem omrežju Elektro Ljubljana.
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2 Osnovni koncepti
Gaussovi procesi temeljijo na večrazsežni normalni porazdelitvi, zato si bomo v tem
poglavju pogledali osnovne lastnosti večrazsežne normalne porazdelitve, ki jih bomo
uporabili pri izpeljavi modela za napovedovanje. Nato sledi predstavitev stoha-
stičnih procesov in izpeljava Gaussovih procesov iz Brownovega gibanja. Na koncu
tega poglavja si pogledamo še osnovno idejo Bayesove statistike na kateri temelji
modeliranje z Gaussovimi procesi.
2.1 Večrazsežna normalna porazdelitev
Definicija 2.1. (Večrazsežna normalna porazdelitev) Vektor X ∈ Rn ima
večrazsežno normalno (oziroma Gaussovo) porazdelitev s povpeprečjem µ ∈ Rn in







(x− µ)TΣ−1(x− µ)). (1)
Zapǐsemo X ∼ N (µ,Σ).
Vsota dveh neodvisnih Gaussovih porazdelitev
Izrek 2.2. Predpostavimo, da sta XA ∼ N (µA,ΣA) in XB ∼ N (µB,ΣB) neodvisno
Gaussovo porazdeljena slučajna vektorja, kjer je µA, µB ∈ Rn in ΣA,ΣB ∈ Rn×n.
Potem je vsota XA +XB tudi večrazsežno normalno porazdeljena in velja
XA +XB ∼ N (µA + µB,ΣA + ΣB). (2)
Robna gostota skupne Gaussove porazdelitve
















Potem sta tudi vektorja XA in XB porazdeljena normalno
XA ∼ N (µA,ΣAA)













Pogojna gostota skupne Gaussove porazdelitve


























prav tako Gaussovi in velja
(XA|XB = xB) ∼ N (µA + ΣABΣ−1BB(xB − µB),ΣAA − ΣABΣ
−1
BBΣBA)




2.2 Razcep Choleskega in generiranje vzorcev iz normalne
porazdelitve
Izrek 2.5. Matrika A ∈ Rn×n je simetrična pozitivno definitna matrika, če je A =
AT in xTAx > 0 za vse x ∈ Rn\{0}.
Definicija 2.6. Razcep Choleskega simetrične pozitivne matrike A je razcep matrike
A v produkt spodnje trikotne matrike L in njene transponiranke LT
A = LLT , (9)
kjer za L dodatno zahtevamo, da ima na diagonali sama pozitivna števila. Matriko
L imenujemo faktor Choleskega.
Reševanje linearnih sistemom z razcepom Choleskega
Razcep Choleskega je uporaben za reševanje linearnih sistemov. Recimo, da rešuje-
mo sistem
Ax = b, (10)
kjer je A simetrična, pozitivno definitna matrika. S premo substitucijo rešimo
sistem LTx = y, nato pa z obratno substitucijo še sistem LTx = y. Sledi rešitev
x = LT\(L\b), (11)
kjer A\b označuje vektor x, ki reši Ax = b.
Generiranje vzorcev iz normalne porazdelitve
Generiranja vzorcev X ∼ N (µ,Σ) iz Gaussove porazdelitve se lahko lotimo z raz-
cepom Choleskega. Najprej izračunamo razcep Choleskega L pozitivno definitne
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simetrične kovariančne matrike Σ = LLT , kjer je L spodnje trikotna matrika.
Ustvarimo vektor U ∼ N (0, I) in nato izračunamo X = µ + LU . Tako do-
bljen vzorec X ima normalno porazdelitev s pričakovano vrednostjo µ in kovarianco
V ar(LU) = LV ar(U)LT = LLT = Σ.
2.3 Stohastični procesi
Stohastični procesi (rečemo jim tudi slučajni procesi) opisujejo sisteme, ki se na-
ključno spreminjajo s časom. Procesi so stohastični zaradi negotovosti v sistemu.
Tudi če je izhodǐsče sistema znano, obstaja več smeri v katere se lahko proces raz-
vije. Primer najbolj znanega stohastičnega procesa je Brownovo gibanje, ki opisuje
naključno gibanje drobnih delcev. Velikokrat se ga uporablja tudi za opis nihanja
trga delnic. Brownovo gibanje si lahko predstavljamo kot slučajni sprehod, kjer se
delci gibljejo v tekočini zaradi naključnih trkov med seboj.
Na spodnjem grafu so prikazane 4 različne simulacije poti Brownovega gibanja.
Slika 1: Brownovo gibanje
Stohastični proces torej vodi do različnih poti oziroma realizacij procesa. Vsaka
realizacija ima za vsak čas t definirano pozicijo d. Vsaka realizacija tako ustreza
funkciji f(t) = d. To pomeni, da si lahko stohastični proces razlagamo kot naključno
porazdelitev funkcij. Realizacijo funkcije lahko vzorčimo iz stohastičnega procesa.
Vsaka realizirana funkcija pa je lahko različna zaradi naključnosti stohastičnega
procesa.
Definicija 2.7. Standardno Brownovo gibanje je slučajni proces X = {Xt : t ∈
[0,∞)}, Xt : Ω → R, ki zadošča naslednjim lastnostim:
• X0 = 0.
• X ima stacionarne prirastke. To pomeni: za vsaka s, t ∈ [0,∞), s < t, je
porazdelitev Xt −Xs enaka porazdelitvi Xt−s.
• X ima neodvisne prirastke. To pomeni: za t1, t2, ..., tn ∈ [0,∞) z t1 < t2 <
... < tn, so slučajne spremenljivke Xt1 , Xt2 −Xt1 , ...Xtn −Xtn−1 neodvisne.
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• Xt je normalno porazdeljen s povprečjem 0 in varianco t za vsak t ∈ (0,∞).
• Funkcija t → Xt(ω) je zvezna za skoraj vse ω.
Stohastični proces se imenuje Gaussov, če so njegove končno dimenzionalne po-
razdelitve večrazsežne Gaussove.
Definicija 2.8. Stohastični proces {Xt : t ∈ T} se imenuje Gaussov, če je za vsak
n ∈ N in vsak nabor t1, t2, ..., tn, slučajni vektor (Xt1 , ..., Xtn)T n-dimenzionalni
Gaussov.
Definicija 2.9. Brownovo gibanje je Gaussov proces X z T = [0,∞) in z
E[Xt] = 0 ∀t ≥ 0,
Cov(Xs, Xt) = s ∀0 ≤ s ≤ t
(12)
2.4 Bayesova statistika
Modeliranje z Gaussovimi procesi temelji na Bayesovi statistiki, ki neznani parame-
ter θ obravnava kot slučajno spremenljivko. Označimo proučevani slučajni vektor
z X. Naj bo porazdelitev slučajnega vektorja X enolično določena s parametrom θ,
ki ima vrednosti v Θ. Recimo, da je ϑ realizacija slučajnega eksperimenta (vek-
torja) θ. Porazdelitev slučajne spremenljivke θ imenujemo apriorna porazdelitev. S
p : Θ → [0,∞) označimo gostoto apriorne porazdelitve:




Apriorna porazdelitev je subjektivna in se določi na podlagi predhodnega pre-
pričanja, ki odraža naše prepričanje o relaciji med vhodnimi in izhodnimi podatki.
V predhodnem znanju običajno predpostavimo gladkost preslikave, kar pomeni, da
se podobni vhodi preslikajo v podobne izhode.
Porazdelitvi slučajnega vektorja X pogojno na ϑ ∈ Θ rečemo vzorčna porazdeli-
tev pri ϑ in jo označimo z (X|θ = ϑ), njeno gostoto pa označimo s p(x|ϑ):




Preko apriorne porazdelitve in rezultatov naših opazovanj želimo dobiti aposte-
riorno porazdelitev, ki jo označimo kot (θ|X). Gostoto aposteriorne porazdelitve
izračunamo z Bayesovo formulo:











Brezpogojno porazdelitev X sicer imenujemo robna ali marginalna porazdelitev.
Gostota X v Bayesovi formuli predstavlja normalizacijski faktor, ki pa je konstanta.
6
Torej ne vpliva na vrsto porazdelitve, kar pomeni, da jo lahko preprosto izpustimo.
Velja naslednja sorazmernostna lastnost:
p(ϑ|x) ∝ p(ϑ)p(x|ϑ). (17)
Oba člena na desni strani poznamo. Prvi predstavlja apriorno porazdelitev pa-
rametra θ, drugi člen pa funkcijo verjetja izidov pogojno na parameter θ.
Z uporabo Bayesove formule lahko tudi napovemo vrednosti še neopaženih para-
metrov, ki nas zanimajo. Še vedno naj bo X proučevani vektor z opaženo vrednostjo
x. Dodatno naj bo Z še nerealiziran vektor. Predpostavimo, da sta pogojni poraz-













3 Modeliranje z Gaussovimi procesi
Izdelati želimo model, ki bo na osnovi preteklih podatkov napovedal preostali odjem
električne energije pri določenih vrednostih spremenljivk. Vhodne podatke označimo
z x, izhodne oziroma ciljne pa z y. Nabor učnih podatkov D za n opazovanj zapǐsemo
D = {(xi, yi)|i = 1, ...n}. Glede na učne podatke želimo torej dobiti napovedi za
nove vhodne podatke x∗, ki jih v množici učnih podatkov ni bilo. To pomeni, da
moramo iz končnega nabora učnih podatkov dobiti funkcijo f, ki bo vse možne vho-
dne vrednosti preslikala v izhodne vrednosti oziroma napovedi. Zato potrebujemo
predpostavke o osnovni funkciji, saj bi bila v nasprotnem primeru vsaka funkcija, ki
ustreza učnemu naboru podatkov, enako veljavna.
Za interpretacijo regresije z Gaussovimi procesi obstaja več različnih pristopov;
v nadaljevanju si bomo pogledali dva različna pristopa povzeta po viru [1]. Pri
prvem pristopu (imenovali ga bomo pristop v parametričnem prostoru) se bomo
omejili na določen razred funkcij, ki ustrezajo našim učnim podatkom. Na primer
lahko se omejimo na linearne funkcije. Težava tega pristopa je v tem, da se moramo
izmed vseh funkcij omejiti le na določen razred funkcij. Če uporabimo model, ki
temelji na določenem razredu funkcij (npr. linerane funkcije) in ciljna funkcija ni
dobro opisana s tem razredom funkcij, dobimo slabe napovedi. Ne smemo pa preveč
povečati fleksibilnosti razreda funkcij, saj lahko to vodi do pretiranega prilagajanja
(angl. overfitting), pri čemer dobimo dobre rezultate na učnih podatkih, vendar pa
se model slabše izkaže na testnih napovedih.
V drugem pristopu (imenovali ga bomo pristop v funkcijskem prostoru) pa vsaki
možni funkciji pripǐsemo predhodno verjetnost, kjer so večje verjetnosti dane funk-
cijam za katere menimo, da so bolj verjetne, na primer zato, ker so bolj gladke kot
druge funkcije. Pomislek, ki se nam lahko tukaj pojavi je, da obstaja neskončen
nabor možnih funkcij in kako bomo s tem naborom računali v končnem času. Na
tej točki pa nas reši Gaussov proces. Gaussov proces je posploševanje Gaussove
porazdelitve verjetnosti. Če nas zanimajo le lastnosti funkcije pri končnem naboru
točk, potem bo sklepanje v Gaussovem procesu dalo enake odgovore ne glede na to
ali bomo prezrli neskončno število drugih točk ali pa bomo upoštevali vse.
Slika 2: Apriorna funkcija in aposteriorna funkcija
(a) 4 vzorci apriorne porazdelitve (b) Aposteriorne porazdelitve
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Za lažje razumevanje drugega pristopa si bomo pogledali grafične ilustracije pre-
prostega regresijskega problema. Na sliki 2a so prikazane štiri naključne vzorčne
funkcije iz predhodne oziroma apriorne porazdelitve. Predhodna porazdelitev odraža
naša prepričanja o funkciji predno vidimo rezultate opazovanj. Predpostavimo lahko,
da je povprečna vrednost vzorčnih funkcij pri vsakem x enaka 0. Čeprav posamezne
funkcije, prikazane na 2a, nimajo povprečja enakega nič, pa je povprečje vredno-
sti f(x) za katerikoli x enak 0. Prav tako lahko za vsak x izračunamo varianco
vzorčnih funkcij v tej točki. Osenčeno območje predstavlja dvakratnik točkovne
variance apriornih funkcij.
Specifikacija apriorne porazdelitve funkcij je zelo pomembna saj določa lastnosti
funkcij, ki odražajo naša predhodna prepričanja. Zaenkrat smo se na kratko dota-
knili povprečja in točkovne variance funkcij, lahko pa določimo tudi druge lastnosti
funkcij. Funkcije na sliki 2a so npr. gladke in stacionarne. Te lastnosti lahko v
model vključimo preko kovariančnih funkcij Gaussovega procesa.
Recimo, da imamo dano množico opazovanih točk D = {(x1, y1), (x2, y2)}. Sedaj
želimo nabor apriornih funkcij zožiti na tiste funkcije, ki gredo skozi naši opazovani
točki. Primer vzorčnih funkcij, ki gredo skozi opazovani točki, je prikazan na sliki
2b s črtkanimi črtami. Povprečje teh funkcij pa je prikazano s polno črto. Opazimo,
da se v okolici opazovanih točk zmanǰsa varianca oziroma negotovost. Kombinacija
apriornih funkcij in opazovanih podatkov vodi do aposteriorne porazdelitve funkcij.
Prednost Gaussovih procesov je med drugim tudi v tem, da so neparametrični
modeli (tj. niso omejeni z obliko funkcije), kar pomeni, da nas ne rabi skrbeti ali se
model prilega našim opazovanim točkam. Pri neparametričnih modelih namreč ne
rabimo vnaprej določiti koliko parametrov je vključenih v model.
Poglejmo si sedaj izpeljavo regresije z Gaussovimi procesi. Kot je bilo omenjeno
bomo to naredili na dva različna načina in sicer s pristopom v parametričnem pro-
storu in pristopom v prostoru funkcij. Slednji je sicer uporabneǰsi, vendar je lahko
sprva težje razumljiv zato bomo začeli s pristopom v parametričnem prostoru in
nadaljevali s pristopom v prostoru funkcij.
3.1 Pristop v parametričnem prostoru
Najbolj preprost in široko uporabljen model regresije je linearna regresija, kjer iz-
hodni podatek zapǐsemo kot linearno kombinacijo vhodnih podatkov. Problem tega
modela je njegova omejena fleksibilnost. Če razmerja med vhodi in izhodi ne more
opisati z linearno funkcijo, bomo namreč z modelom linearne regresije dobili slabe
napovedi.
V tem poglavju si bomo najprej ogledali Bayesovo obravnavo linearnega modela,
v nadaljevanju pa bomo standardni model izbolǰsali s projekcijo vhodnih podatkov
v nek več-dimenzionalni prostor, kjer bomo potem uporabili linearni model.
Naj bo D = {(xi, yi)|i = 1, ...n}množica učnih podatkov sestavljena iz n vhodno-
izhodnih parov (xi, yi), kjer x predstavlja vhodni vektor dimenzije D, y pa izhod
oziroma ciljno točko (odvisna spremenljivka). Vektorje x združimo v matriko X
velikosti D× n, izhode y pa združimo v vektor y. Potem lahko pǐsemo D = (X,y).
Če privzamemo, da so yi rezultati slučajnih eksperimentov s parametrizirano družino
dopustnih porazdelitev, potem na podlagi teh parov ocenimo vpeljani parameter (v
Bayesovem okviru) oziroma napovemo porazdelitev izhoda y∗ pri testnem vhodu x∗.
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3.1.1 Standarni linearni model
Poglejmo si Bayesovo analizo standardnega linearnega regresijskega modela z belim
šumom
f(x) = xTw
y = f(x) + ϵ,
(19)
kjer x predstavlja vektor vhodnih vrednosti, w vektor uteži, f preslikavo med
vhodnimi in izhodnimi vrednostmi, y pa je opazovana ciljna vrednost. Vektor uteži
w je parameter Bayesovega modela, ki smo ga v okviru Bayesove statistike (poglavje
2.4) označili s ϑ. Predpostavimo, da se naše opazovane vrednosti y od vrednosti
funkcije f(x) razlikujejo za dodaten šum za katerega bomo predpostavili, da je
neodvisno enako normalno porazdeljen s povprečjem 0 in varianco σ2. Velja
yi = x
T
i w+ ϵi, (20)
kjer je
ϵi
NEP∼ N (0, σ2). (21)
Pogojna porazdelitev yi|xi,w je torej enaka
yi|xi,w
NEP∼ N (xTi w, σ2n). (22)






















|y−XTw|2) ∼ N (XTw, σ2nI),
(23)
kjer smo z |z| označili Evklidsko razdaljo.
Pri Bayesovem modeliranju moramo izraziti svoja predhodna prepričanja o pa-
rametrih preden vidimo rezultate opazovanj. Predpostavimo, da velja
w ∼ N (0,Σp). (24)
Sklepanje v Bayesovem linearnem modelu temelji na aposteriorni porazdelitvi
uteži, ki jo izračunamo z Bayesovim pravilom:
aposteriorna gostota =
verjetje ∗ apriorna gostota
robna gostota
p(w|y, X) = p(y|X,w)p(w)
p(y|X)
, (25)





Ta integral v zgornji enačbi predstavlja le vlogo normalizacijske konstante, zato
ga lahko v Bayesovem izreku za verjetnostne porazdelitve izpustimo in zapǐsemo:
aposteriorna gostota ∝ verjetje ∗ apriorna gostota
Aposteriorna porazdelitev uteži je torej enaka







(w− w̄)T ( 1
σ2n
XXT + Σ−1p )(w− w̄)),
(27)
kjer je w̄ = σ−2n (σ
−2
n XX
T + Σ−1p )
−1Xy. Opazimo, da je aposteriorna porazdelitev
Gaussova s povprečjem w̄ in kovariančno matriko A−1
p(w|X,y) ∼ N (w̄, A−1), (28)
kjer smo označili w̄ = 1
σ2n
A−1Xy in A = σ−2n XX
T + Σ−1p . Za Gaussove modele
velja, da je povprečje aposteriorne porazdelitve enako njenemu modusu, ki pa pred-
stavlja maksimalno vrednost aposteriorne verjetnosti (angl. maximum a posteriori
(MAP)). Vendar pa v Bayesovih modelih namesto iskanja MAP, v model vključimo
predhodno znanje o utežeh. Iščemo torej aposteriorno napovedno porazdelitev. Za
napoved vzamemo povprečje vseh možnih vrednosti parametrov uteženo z aposteri-










Za kasneǰso referenco pripomnimo še, da velja
p(y|X) ∼ N(0, σ2nI +XTΣpX). (30)
3.1.2 Prostor značilnosti
Kot je bilo že zgoraj omenjeno, je problem standardnega linearnega modela njegova
omejena fleksibilnost. To lahko rešimo tako, da vhodne podatke z uporabo baznih
funkcij preslikamo v nek več-dimenzionalni prostor in nato v tem prostoru uporabimo
linearni model. Funkcija ϕ(x) = (1, x, x2, ..., xn)T na primer preslika vhodni podatek
x v polinom n-tega reda, medtem ko ϕ(x) = x predstavlja linearno regresijo. Če za
preslikavo izberemo funkcijo, ki je neodvisna od parametrov w, je model še vedno
linearen.
Predpostavimo, da imamo bazno funkcijo že podano. Označimo jo z ϕ(x). Naj
funkcija ϕ(x) preslika D-dimenzionalni vhodni vektor x v N-dimenzionalni pro-
stor. Nadalje naj bo matrika Φ(X) sestavljena iz vektorjev ϕ(x). Tak model lahko
zapǐsemo kot
y = ϕ(x)Tw+ ϵ, (31)
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kjer ima vektor parametrov dolžino N. Analiza tega modela je enaka analizi
zgornjega standardnega linearnega modela, le, da tukaj X zamenjamo za Φ(X).
Porazdelitev f∗|x∗, X, y v tem primeru zapǐsemo kot






kjer je Φ = Φ(X) in A = σ−2n ΦΦ
T + Σ−1p .
Za izračun napovedi z uporabo zgornje formule torej potrebujemo inverz matrike
A velikosti N ×N , kar je lahko v primeru, da je N velik, zelo zamudno. Rasmussen
zato predlaga, da se enačbo preoblikuje na naslednji način
f∗|x∗, X,y ∼ N (ϕT∗ΣpΦ(K +σ2nI)−1y, ϕT∗Σpϕ∗−ϕT∗ΣpΦ(K +σ2nI)−1ΦTΣpϕ∗), (33)
kjer smo uporabili oznake ϕ(x∗) = ϕ∗ in K = Φ
TΣpΦ.
Za dokazovanje enakosti povprečja v zgornjih dveh porazdelitvah najprej opa-
zimo, da je







nI) = AΣpΦ. (34)
Pomnožimo sedaj to z leve z A−1 in z desne z (K + σ2nI)
−1 in dobimo
σ−2n A




S tem smo dokazali enakost povprečja. Za dokazovanje enakosti variance pa lahko
uporabimo Woodburyjevo lemo o inverzu matrike.
Izrek 3.1. Naj bo matrika Z velikosti n×n, matrika W velikosti m×m, matriki U
in V pa velikosti n×m. Potem velja naslednja enačba
(Z + UWV T )−1 = Z−1 − Z−1U(W−1 + V TZ−1U)−1V TZ−1 (36)
ob predpostavki, da obstajajo vsi potrebni inverzi.
Označimo Z−1 = Σp, W
−1 = σ2nI in V = U = I. Vstavimo dane oznake v
Woodburyjevo formulo in smo dokazali enakost variance v zgornjih enačbah.
3.2 Pristop v funkcijskem prostoru
Enake rezultate kot na zgornjem modelu pa lahko dosežemo tudi kadar predhodno
znanje uporabimo direktno v funkcijskem prostoru (angl. function space). Modeli z
Gaussovim procesom temeljijo na Bayesovem modeliranju, pri katerem se namesto
parametrizacije funkcije uporabi predhodno prepričanje za določanje porazdelitve-
nega zakona nad neko družino funkcij, ki vhodne vrednosti xi preslikajo v yi = f(xi).
Predhodno prepričanje odraža naše mnenje o preslikavi med vhodnimi in izhodnimi
vrednostmi. Običajno se predpostavi gladkost te preslikave (podobni vhodni po-
datki se preslikajo v podobne izhodne podatke). V primeru Gaussovih procesov
predpostavimo, da ima družina funkcij, ki vhodne podatke preslika v izhodne nor-
malno porazdelitev. Če dodamo še verjetje učne množice D = {(xi, yi)|i = 1, ...n}
sestavljene iz n vhodno-izhodnih parov (xi, yi) dobimo aposteriorno porazdelitev za
predikcijo modela.
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Definicija 3.2. Gaussov proces je slučajni proces pri katerem je vrednost funkcije
f(x) za vsak vektor neodvisnih spremenljivk x porazdeljena po Gaussovi porazdelitvi.
Gaussov proces definira porazdelitev na množici funkcij X → R. Za vsako končno
podmnožicoX = {x1, ..., xn}množice X je robna porazdelitev večrazsežna Gaussova
porazdelitev:
f(X) ∼ N (µ(X), k(X,X)). (37)
Gaussov proces je povsem določen s svojo povprečno funkcijo µ(x) in kovariančno
funkcijo k(xp, xq). Zapǐsemo
f(x) ∼ GP (µ(x), k(xp, xq)), (38)
kjer kovariančna funkcija k(xp, xq) odraža korelacijo med posameznima “izho-
doma” f(xp) in f(xq).
Povprečno in kovariančno funkcijo slučajnega procesa f(x) definiramo kot
µ(x) = E[f(x)]
k(xp, xq) = E[(f(xp)− µ(xp))(f(xq)− µ(xq))].
(39)
Slučajna spremenljivka f(x) torej predstavlja vrednost funkcije pri točki x. Po-
gosto so Gaussovi procesi definirani skozi čas, to pomeni, da je množica vhodnih
vrednosti čas. V našem primeru pa je vhodna domena X množica možnih vhodov,
ki so lahko bolj splošni, npr. X ∈ RD.
Poglejmo si preprost primer Gaussovega procesa, ki ga dobimo iz Bayesovega mo-
dela linearne regresije g(x) = ϕ(x)Tw, kjer je w ∼ N (0,Σp). Izračunajmo funkcijo
srednjih vrednosti in kovariančno funkcijo danega modela:
µ(x) = E[g(x)] = ϕ(x)TE[w] = 0
k(xp, xq) = E[g(xp)g(xq)] = ϕ(xp)
TE[wwT ]ϕ(xq) = ϕ(xp)
TΣpϕ(xq).
(40)
V nadaljevanju bomo zaradi enostavneǰse interpretacije privzeli, da imamo kva-
dratno eksponentno kovariančno funkcijo (več o izbiri kovariančne funkcije pa je
predstavljeno v 4. poglavju). V tem primeru lahko torej kovariančno funkcijo
zapǐsemo kot
cov(f(xp), f(xq)) = k(xp, xq) = exp(−
1
2
|xp − xq|2) (41)
Opazimo, da je eksponentna kovariančna funkcija majhna kadar so vhodne vre-
dnosti blizu skupaj in se veča kadar se razdalja med vhodnimi vrednostmi povečuje.
Kovariančna funkcija določa porazdelitev funkcij. Z izbiro le-te je mogoče nastaviti
predhodne informacije o tej porazdelitvi.
Če v zgornji enačbi |xp − xq| nadomestimo z |xp − xq|/l za neko pozitivno kon-
stanto l, lahko spremenimo horizontalni skalirni faktor. Prav tako lahko celotno
varianco funkcije nadzorujemo tako, da zgornjo enačbo pomnožimo s pozitivnim
faktorjem. Več o tem kako faktorji vplivajo na napovedovanje si bomo pogledali v
poglavju 4.
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Vzorčenje funkcij iz porazdelitev Gaussovega procesa
V praksi ne moremo vzorčiti celotne funkcije iz porazdelitve Gaussovega procesa,
saj bi to pomenilo vrednotenje povprečja in kovariančne funkcije pri neskončnem
številu točk. Lahko pa vrednotimo funkcijo na poljubnem končnem naboru točk
X∗. Gaussov vektor lahko torej generiramo tako, da iz vhodnih točk X∗ zapǐsemo
pripadajočo kovariančno matriko
f∗ ∼ N (0, K(X∗, X∗)) (42)
Na spodnji sliki je prikazanih 5 različnih realizacij funkcij na 50 točkah X∗ =
[X1∗ , ..., X
50
∗ ] vzorčenih iz Gaussovega procesa s eksponentno kovariančno funkcijo
- brez opazovanih podatkov.
Slika 3: 5 realizacij Gaussovega procesa z eksponentno kovariančno funkcijo
3.2.1 Napovedovanje z opazovanji brez šuma
Običajno ne želimo imeti naključnih apriornih funkcij, ampak želimo v model vklju-
čiti tudi predhodno znanje o naših opazovanih podatkih. Predpostavimo najprej, da
so naši opazovani podatki brez šuma. To pomeni, da poznamo {(xi, fi)|i = 1, ..., n}.








K(X∗, X) K(X∗, X∗)
]
). (43)
Če imamo n učnih točk in n∗ testnih točk, potem K(X,X∗) predstavlja matriko
velikosti n x n∗ sestavljeno iz kovarianc za vse možne pare učnih in testnih točk.
Podobno velja za K(X,X), K(X∗, X∗) in K(X∗, X). Da dobimo aposteriorno po-
razdelitev funkcij se moramo omejiti tako, da zgornja skupna porazdelitev vsebuje
le tiste funkcije, ki so v skladu z opazovanimi podatki. To pomeni, da vzamemo le
tiste funkcije, ki gredo skozi naše opazovane točke. To lahko enostavno dosežemo
s pogojevanjem skupne Gaussove apriorne porazdelitve na vhodne podatke. Iz iz-
reka o pogojni gostoti skupne Gaussove porazdelitve vemo, da je dobljena pogojna
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gostota tudi Gaussova:
f∗|X∗, X, f ∼ N (K(X∗, X)K(X,X)−1f,
K(X∗, X∗)−K(X∗, X)K(X,X)−1K(X,X∗)).
(44)
Slika 4: Apriorna in aposteriorna porazdelitev
Slika 5: 5 realizacij aposteriornih funkcij
Na zgornjih dveh slikah 4 in 5 sta prikazana dva grafa apriorne in aposterior-
nih funkcij. Na prvem grafu je z rdečo črtkano krivuljo narisana apriorna funkcija
f(x) = cos(x/2), ki jo želimo modelirati. Rdeče točke ležijo na apriorni funkciji in
predstavljajo naša opazovanja (učne točke) (X, f(X)), zelena krivulja pa predsta-
vlja povprečje aposteriornih funkcij. Za modeliranje smo izbrali eksponentno ko-
variančno funkcijo. Zasenčeno območje prikazuje 95% interval zaupanja, izračunan
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kot povprečje plus/minus 1,96 kratnik standardne deviacije. Vidimo, da je inter-
val zaupanja v bližini opazovanih točk majhen, kar pomeni, da so napovedi precej
točne. Po drugi strani pa se negotovost precej poveča na intervalih, ki so redkeje
popisani z opazovanimi točkami. Na drugem grafu je narisanih 5 različnih realizacij
aposteriornih funkcij, ki gredo vse skozi naše opazovane točke.
3.2.2 Napovedovanje z opazovanji s šumom
Zgoraj smo predpostavili, da poznamo točne vrednosti funkcije f, vendar pa v real-
nosti tipično teh vrednosti ne poznamo. Predpostavimo torej, da se naše opazovane
vrednosti y od vrednosti funkcije f(x) razlikujejo za dodaten šum, torej y = f(x)+ϵ.
Predpostavimo še, da je šum neodvisno enako porazdeljen z varianco σ2n. Potem sledi
cov(yp, yq) = k(xp, xq) + σ
2
nδpq oziroma cov(y) = K(X,X) + σ
2
nI, (45)






V primerjavi s primerom brez šuma smo tukaj pri kovarianci dodali diagonalno
matriko kar sledi iz neodvisnosti šuma. V tem primeru je potem skupna porazdelitev







K(X,X) + σ2nI K(X,X∗)
K(X∗, X) K(X∗, X∗)
]
). (47)
S pomočjo izraza (44) izpeljemo pogojno porazdelitev za primer napovedovanja
s šumom, ki nas pripelje do ključnih enačb pri regresiji Gaussovih procesov
f∗|X∗, X, y ∼ N (f̄∗, cov(f∗)), kjer je (48)
f̄∗ := E[f∗|X, y,X∗] = K(X∗, X)[K(X,X) + σ2nI]−1y in (49)
cov(f∗) = K(X∗, X∗)−K(X∗, X)[K(X,X) + σ2nI]−1K(X,X∗). (50)
Če enačimo K(C,D) = ϕ(C)TΣpϕ(D), kjer C, D označujeta X oziroma X∗,
opazimo, da smo dobili enake rezultate kot pri pristopu v parametričnem prostoru.
Zaradi pregledneǰsega zapisa uvedemo nove oznake za kovariančne matrike in
sicer naj bo K = K(X,X) in K∗ = K(X,X∗). V primeru, da imamo namesto vek-
torja testnih točk le eno testno točko x∗ pa z k(x∗) = k∗ označimo vektor kovarianc









var(f∗) = k(x∗, x∗)− kT∗ (K + σ2nI)−1k∗. (52)
Opazimo lahko, da je povprečje aposteriornih funkcij v enačbi 51 enako linearni






kjer smo označili α = (K + σ2nI)
−1y.
Na spodnjih dveh slikah 6 in 7 smo modelirali funkcijo f(x) = cos(x/2) (rdeča
črtkana krivulja) na intervalu [0, 8] z istimi učnimi točkami (rdeče točke) kot v
zgornjem primeru, le da smo tukaj vključili še Gaussov šum z varianco σ2n = 0, 2.
Prav tako smo zopet uporabili eksponentno kovariančno funkcijo. Zelena krivulja
predstavlja povprečje aposteriornih funkcij oziroma našo napoved. Pri primerjavi
slike 4 in 6 opazimo, da so predikcije precej slabše, če v model vključimo tudi šum.
Vendar je potrebno poudariti, da smo izbrali kar veliko varianco šuma. Seveda bi se z
zmanǰsanjem variance šuma izbolǰsala napoved, hkrati pa bi se zožal pas negotovosti.
Prednost Gaussovih modelov je ravno v tem, da nas na manj točne napovedi opozori
s povečanim pasom negotovosti. Na sliki 7 je prikazanih 5 realizacij aposteriornih
funkcij pri opazovanjih s šumom.
Slika 6: Apriorna in aposteriorna porazdelitev pri opazovanjih s šumom
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Slika 7: 5 realizacij aposteriornih funkcij pri opazovanjih s šumom
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4 Kovariančna funkcija
Pomemben korak pri modeliranju z Gaussovimi procesi je izbira primerne kova-
riančne funkcije in njenih hiperparametrov. Napovedi modela so namreč v veliki
meri odvisne od kovariančne funkcije. Za kovariančno funkcijo lahko sicer izberemo
poljubno funkcijo, ki tvori pozitivno semidefinitno matriko.
Definicija 4.1. Matrika A je pozitivno semidefinitna (PSD), če so vse njene lastne
vrednosti nenegativne (λi(A) ≥ 0 ∀i). To pomeni
zTAz > 0 (54)
za vse neničelne vektorje z ∈ R z realnimi elementi.
Funkcijo k, ki preslika par x ∈ X , x′ ∈ X v prostor R v splošnem imenujemo
jedro (angl. kernel).
V nadaljevanju so predstavljene različne kovariančne funkcije (oziroma jedra),
ki jih v grobem delimo na stacionarne in nestacionarne. Stacionarna kovariančna
funkcija k(x, x′) je odvisna od razdalje dveh točk x−x′, ni pa odvisna od absolutnih
vrednosti, kar pomeni, da je neodvisna od premikov v prostoru. Po drugi strani
pa so nestacionarna jedra odvisna tudi od specifičnih vrednosti točk. Nadalje lahko
stacionarna jedra razdelimo na izotropna in ne izotropna. Stacionarna kovariančna
funkcija k(x, x′) je izotropna kadar je odvisna samo od Evklidske razdalje r = |x−x′|
(to pomeni, da je odvisna samo od medsebojne razdalje dveh točk, ni pa odvisna
od rotacije v prostoru)[1].
4.1 Stacionarne kovariančne funkcije
Konstantna kovariančna funkcija






Slika 8: Konstantna kovariančna funkcija
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Konstantne kovariančne funkcije so neodvisne od razdalje med vhodnima točka-
ma in na celotnem območju zavzemajo enako vrednost. Zaradi svoje preprostosti so
kot samostojne funkcije precej neuporabne in se jih le redko uporablja, vendar pa
so lahko v kombinaciji z ostalimi kovariančnimi funkcijami veliko bolj koristne. Več
o kombinacijah različnih kovariančnih funkcij je predstavljeno v poglavju 4.3.
Gaussova kovariančna funkcija
Poglejmo si sedaj primer najpogosteje uporabljene kovariančne funkcije pri metodah
strojnega učenja. Gre za kvadratno eksponentno funkcijo (angl. squared exponen-
tial (SE)), ki jo imenujemo tudi Gaussova kovariančna funkcija (angl. radial-basis
function (RBF)). Opǐsemo jo z naslednjim izrazom




kjer l označuje horizontalni skalirni faktor (angl. characteristic length-scale), α
pa vertikalni skalirni faktor.
Horizontalni skalirni faktor opisuje kako gladka je funkcija. Majhna vrednost tega
faktorja pomeni, da se funkcija hitro spreminja, veliko vrednost pa imajo funkcije,
ki se počasi spreminjajo.
Vertikalni skalirni faktor pa določa odstopanje funkcije od njenega povprečja.
Majhne vrednosti vertikalnega skalirnega faktorja imajo funkcije, ki ostanejo blizu
povprečja, večje vrednosti pa imajo tiste funkcije, ki bolj variirajo.
Slika 9: Horizontalni skalirni faktor: na levem grafu je prikazan primer funkcije z
manǰsim horizontalni skalirnim faktorjem, na desnem pa z večjim. [4]
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Slika 10: Vertikalni skalirni faktor: na levem grafu je prikazan primer funckije z
manǰsim vertikalnim skalirnim faktorjem, na desnem pa z večjim. [4]
Gaussova kovariančna funkcija je neskončnokrat odvedljiva, kar pomeni, da je
zelo gladka. Uporabimo jo kadar želimo opisati gladko in neprekinjeno funkcijo pri
kateri so vhodne in izhodne vrednosti, ki so blizu skupaj, močno korelirane.
Slika 11: Gaussova kovariančna funkcija
γ-eksponentna kovariančna funkcija
Družino γ-eksponentnih kovariančnih funkcij zapǐsemo kot
k(r) = α2exp(−(r/l)γ) za 0 < γ ≤ 2. (57)
Hiperparameter l označuje horizontalni skalirni faktor, α predstavlja skalirni faktor
variance učnih podatkov, γ pa je velikost eksponenta. V družino γ-eksponentnih
kovariančnih funkcij spada tudi Gaussova kovariančna funkcija.
Maternova kovariančna funkcija

















kjer hiperparameter α določa skalirni faktor variance učnih točk, hiperparameter
l predstavlja horizontalni skalirni faktor, ν pa določa gladkost funkcije, ki jo želimo
aproksimirati. Prilagodljivost gladkosti funkcije, ki jo upravljamo preko parame-
tra ν, nam omogoča prilagajanje lastnostim osnovne funkcije. Večji kot je ν, bolj
je funkcija gladka. Ko pošljemo ν → ∞, Maternova kovariančna funkcija konver-
gira k Gaussovi kovariančni funkciji, medtem ko je pri ν = 1/2 enaka eksponentni
kovariančni funkciji. Funkcija Kν je modificirana Besselova funkcija.
Slika 12: Maternova kovariančna funkcija








+ (x2 − n2)y = 0, (59)
kjer je n konstanta. Enačba (59) se imenuje Besselova diferencialna enačba.







































V primeru ν = 1/2 postane proces bolj špičast (oziroma ne gladek). Po drugi
strani pa je za ν ≥ 7/2 brez predhodnega znanja o obstoju vǐsjih odvodov iz končnih
izhodnih vrednosti učnih podatkov s šumom verjetno zelo težko razlikovati med
vrednostmi ν ≥ 7/2.
Racionalna kvadratična kovariančna funkcija
Racionalno kvadratično kovariančno funkcijo lahko razumemo kot neskončno vsoto
Gaussovih kovariančnih funkcij z različnimi dolžinskimi skalami. Enako kot Gaus-
sova, je tudi racionalna kovariančna funkcija neskončnokrat odvedljiva in posledično
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zelo gladka. Parametrizirana je s hiperparametrom dolžinske (horizontalne) skale
l, pozitivnim hiperparametrom β in s skalirnim faktorjem variance učnih točk α.








Če pošljemo α → ∞, racionalna kovariančna funkcija konvergira proti Gaussovi
kovariančni funkciji.
Slika 13: Racionalna kvadratična kovariančna funkcija
Periodična kovriančna funkcija
Periodično jedro omogoča modeliranje periodičnih funkcij. Primer tega jedra lahko










Parameter p določa dolžino periode, parameter l označuje dolžinsko skalo, α pa je
skalirni faktor variance učnih točk.
Slika 14: Periodična kovariančna funkcija
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Lokalno periodična kovariančna funkcija
Periodične funkcije večinoma niso točno enake na vsaki periodi. Če želimo našemu
modelu dodati nekaj prilagodljivosti, lahko razmislimo o dodajanju ali množenju
našega lokalnega jedra (npr. Gaussovega jedra) s periodičnim jedrom. To nam
omogoči modeliranje funkcij, ki so le lokalno periodične. To pomeni, da se lahko
oblika ponavljajočega dela funkcije s periodo spreminja. Primer take funkcije torej
















4.2 Nestacionarne kovariančne funkcije
Večino množic podatkov lahko sicer učinkovito modeliramo s stacionarnimi kova-
riančnimi funkcijami, obstajajo pa tudi množice podatkov pri katerih so potrebne
nestacionarne funkcije. Nestacionarne funkcije se uporabijo pri nestacionarnih pro-
cesih (to pomeni, da je kovarianca med dvema točkama odvisna absolutne lege teh
dveh točk). Poglejmo si nekaj primerov nestacionarnih kovariančnih funkcij.
Kovriančna funkcija skalarnega produkta
Kovariančni funkciji, ki je odvisna od x in x′ le preko njunega skalarnega produkta,
tj. f(x, x′) = f(⟨x, x′⟩), pravimo kovariančna funkcija skalarnega produkta (angl.
dot product covariance function). Preprost primer takšne funkcije je
k(x, x′) = σ20 + ⟨x, x′⟩. (65)
Če je σ20 = 0 imamo homogeno kovariačno funkcijo, sicer pa je nehomogena.
Poseben primer je tudi nehomogena polinomska kovariančna funkcija
k(x, x′) = (σ20 + ⟨x, x′⟩)p, (66)
kjer je p pozitivno celo število.
4.3 Kombiniranje kovariančnih funkcij
Kot smo že omenili je izbira kovariančne funkcije ključnega pomena pri napovedo-
vanju z Gaussovimi procesi. Izbrati moramo tako funkcijo, ki bo čim bolje opisala
naš sistem in napovedala rezultate. Zgoraj smo že predstavili nekaj osnovnih kova-
riančnih funkcij. Za bolj natančne napovedi pa je včasih smiselno sestaviti kombi-
nacijo kovariančnih funkcij. Kot je bilo že omenjeno je lahko kovariančna funkcija
vsaka funkcija, ki tvori pozitivno semidefinitno matriko. Poglejmo si torej katere
kombinacije kovariančnih funkcij zadoščajo temu pogoju.
Seštevanje kovariančnih funkcij
Izrek 4.3. Vsota dveh pozitivno semidefinitnih funkcij k1(x, x
′) in k2(x, x
′) je pozi-
tivno semidefinitna funkcija k(x, x′) = k1(x, x
′) + k2(x, x
′).
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Iz zgornjega izreka sledi, da s seštevanjem kovariančnih funkcij dobimo kova-
riančno funkcijo. Kot smo že omenili, je namreč edini pogoj kovariančne funkcije
to, da tvori pozitivno semidefinitno matriko.
Množenje kovariančnih funkcij
Izrek 4.4. Produkt dveh pozitivno semidefinitnih funkcij k1(x, x
′) in k2(x, x
′) je
pozitivno semidefinitna funkcija k(x, x′) = k1(x, x
′) ∗ k2(x, x′).
Torej je tudi produkt dveh kovariančnih funkcij zopet kovariančna funkcija. To
lastnost lahko posplošimo na produkt večih kovariančnih funkcij, kar pomeni, da je
tudi kn(x, x′) za n ∈ N kovariančna funkcija.
Linearna kombinacija





′), αi ≥ 0, (67)
je kovariančna funkcija. Poseben primer linearne kombinacije je tudi vsota ko-
variančnih funkcij, za katero smo že povedali, da je tudi kovariančna funkcija.
Polinomska funkcija
Naj bo P : (R) → (R) polinom s pozitivnimi koeficienti in k1(x, x′) kovariančna
funkcija. Potem je
k(x, x′) = P (k1(x, x
′)) (68)
kovariančna funkcija. Polinoma P je namreč linearna kombinacija potenčnih
kovariančnih funkcij s pozitivnimi utežmi.
Eksponentna funkcija
Eksponent kovariančne funckije





Učenje modela (angl. model selection) v primeru napovedovanja z Gaussovimi pro-
cesi pomeni iskanje najbolj verjetnih vrednosti hiperparametrov kovariančne funk-
cije. V preǰsnjem poglavju so bile predstavljene različne družine kovariančnih funk-
cij. Vsaka izmed njih pa vsebuje različne proste hiperparametre, ki jih je potrebno
določiti tako, da bo končen model kar se da točno napovedal izhodne vrednosti.
Za iskanje hiperparametrov Gaussovega procesa lahko uporabimo dve znani me-
todi. To sta metoda največjega dokaza (angl. marginal likelihood or evidence)
in metoda prečnega preverjanja (angl. cross-validation). Metoda največjega do-
kaza maksimizira aposteriorno verjetnost učnih podatkov. Recimo, da je naša učna
množica sestavljena iz nabora vhodnih podatkov X in izhodnih podatkov y. Potem
je cilj metode največjega dokaza poiskati pri katerih vrednostih hiperparametrov θ
je verjetnost pθ(y|X) največja. Po drugi strani pa model prečnega preverjanja mini-
mizira ocenjeno posplošeno napako (angl. estimated generalization error). Metoda
največjega dokaza se običajno uporabi kadar smo prepričani, da je izbira kovariančne
funkcije prava in želimo le optimizirati hiperparametre. V določenih okolǐsčinah je
navzkrižno potrjevanje bolj odporno na napačno izbiro strukture jedra. Vseeno pa
lahko pri navzkrižnem potrjevanju nastane problem zaradi večje variance, kar seveda
predstavlja tveganje pri učenju modela [8].
5.1 Metoda največjega dokaza
Metoda največjega dokaza temelji na Bayesovih načelih, ki zagotavljajo prepričljiv
in dosleden okvir za sklepanje. Na žalost so za najbolj zanimive modele strojnega
učenja zahtevani izračuni analitično nerešljivi, dobrih približkov pa ni enostavno
izračunati. Vendar pa so Gaussovi regresijski modeli redka izjema: integrali po
parametrih so analitično izračunljivi, hkrati pa so modeli zelo prilagodljivi[1].
Čeprav pristop z Gaussovimi procesi v primeru splošnih kovariančnih funkcij
nima neposredne analogije v Bayesovem pristopu, lahko z imitacijo nekaterih de-
lov Bayesovega pristopa pridemo do dobrih rezultatov tudi za splošne kovariančne




V Gaussovem procesu je “apriorna” porazdelitev p(f |X) normalna N (0, Kf ) in
izkaže se, da povsem analogno kot v 30 dobimo
(y|X) ∼ N (0, Kf + σ2nI) = N (0, Ky). (71)
Zavedajoč se, da je matrika Ky odvisna od “hiperparametra” θ, zapǐsemo









S Ky = Kf + σ
2
nI smo označili kovariančno matriko izhodnih vrednosti s šumom
y (Kf pa predstavlja kovariančno matriko izhodnih vrednosti brez šuma). V enačbi
72 ima θ vlogo parametrov, ki nastopajo v kovariančni matriki Ky.
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Optimalne vrednosti vektorja hiperparametrov θ dobimo z določanjem največje
vrednosti logaritma aposteriorne porazdelitve. Zanima nas torej pri katerih vredno-










V praksi se optimalne hiperparametre θ̃ običajno poǐsče z minimiziranjem nega-
tivno predznačnega logaritma aposteriorne robne porazdelitve.
θ̃ = argmax
θ
(p(y|X, θ)) = argmin
θ
(− log p(y|X, θ)) (74)
Do rešitve zgornje enačbe lahko pridemo z uporabo gradientnih metod, ki pa
zahtevajo izračun odvoda po hiperparametrih [18]:
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∂θj











Kompleksnost zgornjega izračuna temelji na izračunu inverza kovariančne ma-
trike K, katerega rang je enak številu podatkov učne množice. Standardne metode
za računanje inverza simetrične pozitivno definitne matrike velikosti n × n potre-
bujejo O(n3) časa. Ko je K−1 izračunan, je potrebno le še O(n2) časa za izračun
odvodov po posameznih hiperparametrih [1].
5.2 Metoda prečnega preverjanja
Učenje parametrov aposteriorne funkcije in testiranje na istih podatkih pripelje do
pretiranega prilagajanja. Model, ki bi samo ponavljal oznake vzorcev, ki jih je že
videl, bi imel popoln rezultat vendar ne bi mogel napovedati ničesar koristnega
za vhodne podatke, ki jih še ni videl. To imenujemo pretirano prilagajanje (angl.
overfitting).
Da bi se temu izognili, se del razpoložljiv podatkov uporabi kot testna množica.
Ena od možnosti je treniranje 100 različnih modelov z uporabo 100 različnih vre-
dnosti iskanega hiperparametra. Recimo, da smo našli najbolǰso vrednost hiperpa-
rametra, ki ustvari model s 5% napako na testni množici (generalization error). Ta
model potem preizkusimo na novih podatkih, kjer dobimo 20% napako. Do tega
pride, ker smo večkrat izmerili napako na istem testnem naboru in prilagodili mo-
del in hiperparametre tako, da smo ustvarili najbolǰsi model za testni niz. S tem
je znanje o testni množici “prikapljalo” v model, kar pomeni, da je malo verjetno,
da bo model uspešen tudi na novih podatkih. Problema se lahko lotimo tako, da
podatke razdelimo v tri množice: učno, validacijsko in testno množico. Na učni
množici se model nauči kakšno je razmerje med vhodnimi in ciljnimi vrednostmi,
nato opravimo evalvacijo na validacijski množici in, ko predpostavimo, da je model
uspešen, končno oceno opravimo na testni množici [?].
Ta rešitev običajno deluje dobro, vendar obstajajo izjeme [?]:
• Če je validacijska množica premajhna, bodo ocene modelov nenatančne, kar
lahko privede do izbire neoptimalnega modela.
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• Če je validacijska množica prevelika, bo preostala učna množica veliko manǰsa
od celotnega nabora. Ker bo končni model treniran na celotni množici učnih
podatkov, ni idealno primerjati modelov treniranih na veliko manǰsi učni mno-
žici.
Problem lahko rešimo s postopkom imenovanim prečno preverjanje. Kot je bilo
že omenjeno, se pri metodi prečnega preverjanja oceni hiperparametre z minimi-
ziranjem splošne napake. Osnovna ideja metode prečnega preverjanja je, da učne
podatke razdelimo v dve disjunktni množici. Pri tem ena služi za učenje, druga,
validacijska množica, pa za preverjanje uspešnosti modela. Pomanjkljivost metode
je, da se lahko le majhen del podatkov uporabi za učenje in da ima lahko do-
bljena ocena učinkovitosti veliko varianco, če je validacijska množica majhna. Da te
težave čimbolj zmanǰsamo, se pri metodi prečnega preverjanja skoraj vedno uporabi
k-kratno prečno preverjanje. To pomeni, da podatke razdelimo na k enako veli-
kih disjunktnih podmnožic, od katerih se eno uporabi kot validacijsko podmnožico,
ostalih k-1 podmnožic pa uporabimo za učenje modela. Celoten postopek ponovimo
k-krat, vsakič z drugo validacijsko podmnožico. Slabost tega je, da učenje poteka
na k modelih namesto na enem. Ponavadi za k izberemo vrednost od 3 do 10 [1].
Ekstremni primer k-kratnega prečnega preverjanja je kadar za k vzamemo število
učnih podatkov, torej k=n. Ta primer imenujemo metoda izloči enega (angl. leave-
one-out, kraǰse LOO).
Pri prečnem preverjanju se lahko uporabi katerakoli funkcija izgube (angl. loss
funtion). Čeprav se pri regresijskih modelih največkrat uporablja kvadratična na-
paka, pa ni razloga, da ne bi smeli uporabiti kakšne druge funckije izgube. Za
verjetnostne modele, kot so Gaussovi procesi, se pri prečnem preverjanju ponavadi
uporablja negativna logaritemska verjetnostna izguba (angl. negative log probability
function) [1].
Napoved preko logaritemske verjetnosti, kadar izločimo učni primer i, je enaka









Z y−i smo označili množico vseh ciljnih vrednosti brez i-te vrednosti. Povprečje
µi in varianca σi pa sta izračunani na podatkih (X−i,y−i) preko enačb 49 in 50.





Napovedno povprečje in varianco pri prečnem preverjanju za metodo izloči enega
zapǐsemo kot








Časovna zahtevnost izračuna inverza matrike K je O(n3), potem pa je potrebno
še O(n2) časa za celoten izračun LOO-CV [1].
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Za izračun optimalnih hiperparametrov je potrebno zgornje upanje in varianco
vstaviti v enačbo LLOO(Y,y,θ) =
∑n
i=1 log p(yi|X,y−i,θ) in odvajati po posameznih
hiperparametrih.
Zapǐsimo najprej parcialni odvod upanja µi in variance σ
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kjer smo označili α = K−1y in Zj = K
−1 ∂K
∂θj






























Časovna zahtevnost je O(n3) za izračuna inverza matrike K in potem še O(n3) na
hiperparameter za izračun zgornjega odvoda. Kar pomeni, da je časovna zahtevnost
odvajanja po hiperparametrih večja pri metodi izloči enega kot pri metodi največjega
dokaza.
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6 Dejavniki porabe električne energije
Za napovedovanje odjema je zelo pomembna izbira vplivnih dejavnikov. Pri tem
moramo biti pozorni, da izberemo dejavnike za katere imamo podatke za preteklo
obdobje in seveda tudi za prihodnja obdobja za katera želimo napovedati odjem.
Pomembno je, da izberemo le tiste dejavnike, ki izbolǰsajo točnost napovedi. Večje
število spremenljivk namreč ne pomeni tudi bolǰse napovedi. Predvsem večje število
spremenljivk, ki so med seboj linearno odvisne, lahko vodijo do slabših napovedih
[17].
Količina preostalega odjema električne energije je odvisna od številnih dejavni-
kov, predvsem pa od temperature in časa v dnevu. Ostali dejavniki so še vreme,
gospodarske dejavnosti, število prebivalstva, gospodinjstev (koliko ljudi v povprečju
živi v enem stanovanju), kultura, družbene aktivnosti in razvoj države. Na odjem
pa lahko vplivajo tudi naključni dogodki. Sem sodijo večji dogodki (npr. športne
tekme in koncerti), naravne nesreče in drugo. Naključnih dogodkov v našem modelu,
zaradi pomanjkanja podatkov, ne bomo upoštevali.
Pri obliki krivulje odjema električne energije lahko hitro opazimo različne po-
navljajoče se vzorce. Najbolj pa izstopajo vzorci porabe na dnevni, tedenski in
letni ravni. Vsi ti vzorci so posledica zgoraj naštetih dejavnikov. V študiji o vplivu
socialnih in vremenskih dejavnikov na porabo električne energije v Evropi [13] ugo-
tavljajo, da imajo vremenske razmere predvsem velik vpliv na sezonski in letni ravni,
medtem ko družbeni dejavniki vplivajo bolj na odjem električne energije na dnevni
ravni.
Slika 15: Gospodinjski letni odjem električne energije po namenu
V nadaljevanju si bomo pogledali posamezne dejavnike in kako le-te vplivajo na
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Slika 16: Preostali odjem električne energije na dnevni, tedenski in letni ravni
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porabo električne energije. Ker želimo izdelati model za napovedovanje preosta-
lega odjema, se bomo osredotočili predvsem na dejavnike, ki vplivajo na odjem v
gospodinjstvih in na odjem malih poslovnih odjemalcev.
6.1 Socialni in psihološki dejavniki
Poraba v gospodinjstvih je odvisna od številnih dejavnikov, vključno s subjektivnimi
preferencami udobja gospodinjstev ter njihovimi socialno-demografskimi in socialno-
ekonomskimi značilnostmi ter psihološkim faktorjem. Znano je, da so zavedanje in
odnos do porabe energije bolj očitni pri porabi gospodinjstev kot v situacijah, ko
lahko veliko ljudi hkrati vpliva na porabo energije, na primer v pisarnah [10]. Zaradi
tega imajo socialni dejavniki še toliko večji vpliv na preostali odjem v primerjavi z
vplivom na celotni odjem.
Socialno vedenje, ki je vedno pogosteje uporabljeno v modelih odjema električne
energije, lahko kaže ponavljajoče se vzorce na različnih časovnih intervalih, npr.
na dnevni ravni, tedenski ravni ali pa med prazniki. Več o tem je predstavljeno v
naslednjem poglavju.
Pod socialno-demografske faktorje uvrščamo na primer dohodek, zaposlitveni
status, vrsta/velikost stanovanja, lastnǐstvo stanovanja, velikost gospodinjstva in
obdobje življenjskega družinskega cikla. Med psihološke faktorje pa spadajo pre-
pričanja, stalǐsča, motivi in nameni, ocena stroškov in koristi, osebne in družbene
norme [11].
Socialno demografski dejavniki
Frederiks et al. [11] so na podlagi številne literature prǐsli do naslednjih ugotovitev
glede povezave med socialno-demografskimi dejavniki in odjemom električne energije
v gospodinjstvih:
• Vǐsja stopnja izobrazbe je običajno povezana z večjo ozaveščenostjo in zaskr-
bljenostjo glede okoljske problematike, vendar pa vǐsja stopnja izobrazbe ne
vodijo nujno do okolju prijaznega vedenja (npr. varčevanje z energijo).
• Dohodki gospodinjstva so navadno pozitivno povezani s porabo energije, ven-
dar pa večji dohodki tudi povečajo zmožnost gospodinjstev za vlaganje v pro-
dukte, ki povečajo energijsko učinkovitost.
• Večje število ljudi v gospodinjstvu poveča količino odjema. Vseeno pa je po-
raba energije na prebivalca manǰsa v večjih gospodinjstvih.
• Lastniki stanovanj običajno več vlagajo v ukrepe za varčevanje z energijo (npr.
nakup novih tehnoloških naprav za varčevanje z električno energijo) kot tisti,
ki živijo v najemnem stanovanju.
• Faza družinskega kroga se zdi pomemben dejavnik porabe energije v gospo-
dinjstvu. Odjem je ponavadi največji v letih vzgoje otrok predvsem zaradi s
tem povezanih sprememb pri gospodinjskih opravilih (npr. čǐsčenje, kuhanje,
pranje perila), varstva otrok in družinskih aktivnosti. Prisotnost ali odsotnost
družinskega člana - vključujoč spremembam v sestavi družine skozi čas (npr.
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rojstvo otroka, odhod stareǰsega otroka od doma) - lahko prav tako vplivajo
na raven in vzorce porabe energije v gospodinjstvih.
Psihološki dejavniki
Frederiks et al. [11] pa so poleg socialno-demografskih dejavnikov raziskovali tudi
psihološke dejavnike. Njihove splošne ugotovitve, ki izhajajo iz raziskav o psiholoških
in motivacijskih dejavnikih, ki vplivajo na vzorce porabe in varčevanja z energijo v
gospodinjstvih, so naslednje:
• Znanje, zavedanje in razumevanje okoljskih problematik ne vodijo vedno do
okolju prijaznega vedenja, npr. varčevanja z energijo.
• Osebne norme (npr. čutiti močno moralno obveznost, da delujemo proso-
cialno, altruistično) ponavadi spodbujajo okolju prijazno vedenje, kar lahko
vodi k zmanǰsani porabi energije. Vendar je lahko to razmerje odvisno od
zavedanja posledic človekovega vedenja in pripisovanja občutka odgovornosti
za te vedenjske posledice.
• Zaznana odgovornost za okoljsko problematiko je navadno pozitivno povezana
z okolju prijaznim vedenjem in racionalneǰso potrošnjo. Verjetno zato, ker
ljudje, ki se počutijo osebno odgovorne za določeno težavo, čutijo tudi močneǰso
obveznost, da jo pomagajo zmanǰsati in omiliti, s čimer delujejo po svojih
osebnih normah (npr. moralna obveznost ukrepanja).
• Tako ekonomski kot vedenjski kompromisi med stroški in koristmi lahko vpli-
vajo na porabo, pri čemer se ljudje nagibajo, da izberejo kompromise, ki
prinašajo največjo korist za najnižje stroške (glede časa, denarja, statusa,
družbenega odobravanja, udobja itd.). Raziskave v vedenjski ekonomiji pa
kažejo, da so ljudje pogosto nagnjeni k številnim kognitivnim pristranskostim
in drugim anomalijam pri sprejemanju vedenjskih odločitev - vključno z var-
stvom okolja, obnovljivimi in trajnostnimi tehnologijami ter porabo energije.
To pa lahko vodi do neracionalnih odločitev, ki niso v skladu s tradicionalnimi
ekonomskimi modeli vedenja.
• Osebno udobje oziroma predvsem zaznana izguba udobja, ki bi jo lahko pov-
zročili ukrepi varčevanja z energijo, lahko močno vpliva na porabo energije v
gospodinjstvu. Vsako zmanǰsanje osebnega udobja ali zmanǰsanje kakovosti
življenskega sloga lahko zmanǰsa verjetnost, da se bodo gospodinjstva ukvar-
jala z varčevanjem z energijo.
• Članstvo v skupini ali družbeni vpliv (npr. zaznane prakse vrstnikov/druži-
ne/prijateljev pri varčevanju z energijo) lahko pomembno vplivajo na porabo
energije v gospodinjstvu. Veliko raziskav namreč kaže, da se ljudje običajno
vedejo na podoben način kot ljudje okoli njih. To je v veliki meri posledica
učinkov družbenih norm - tistih ”pravil”ali pričakovanj, ki vodijo do vedenja,
ki se v družbi šteje za normalno, običajno oziroma zaželeno.
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6.2 Časovni dejavniki
V tem podpoglavju si bomo pogledali kakšen je preostali odjem električne energije
skozi različne časovne intervale in katere ponavljajoče vzorce lahko opazimo pri
diagramu preostalega odjema.
Ura v dnevu
Na spodnjem grafu je prikazan preostali odjem električne energije na urni ravni v
delovnem dnevu. Hitro lahko opazimo, da graf odraža številne dnevne aktivnosti
ljudi. Poraba je najnižja od polnoči do 6h zjutraj, ko večina ljudi spi. Običajno se
ljudje se zbudijo med 6. do 8. uro zjutraj in se začnejo pripravljati za v službo/šolo.
Takrat tudi poraba začne naraščati in svoj prvi vrh doseže ob 9. uri zjutraj. Po
tej uri pa začne padati. Ljudje so takrat namreč v službah/šolah, kar pomeni, da
se gospodinjski odjem zmanǰsa. Še vseeno pa se ne zmanǰsa toliko kot bi mogoče
pričakovali za gospodinjski odjem. Ne smemo namreč pozabiti, da so v preostali
odjem vključeni tudi mali poslovni odjemalci, ki tudi v dopoldanskem času delajo.
Poraba zopet začne naraščati okoli 16. ure popoldne, ko ljudje pridejo iz službe. Vrh
preostalega odjema pa je dosežen ob približno 20.uri zvečer, ko je večina ljudi doma
in se ukvarja z gospodinjskimi opravili, kot so kuhanje, pranje, likanje, pospravljanje
in gledanje televizije.
Slika 17: Preostali odjem na urni ravni
Dan v tednu
Dnevna poraba je različna med različnimi dnevi v tednu. Na sliki 18 lahko opa-
zimo, da se poraba v soboto in nedeljo precej razlikuje od porabe med tednom. Ob
nedeljah, ko je največ ljudi doma, je tudi odjem električne energije ustrezno vǐsji.
Bolj podrobne razlike med različnimi dnevi v tednu pa si lahko pogledamo na
sliki 19. Med vikendom večina ljudi zjutraj dlje spi, kar se kaže v tem, da poraba v
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jutranjih urah začne naraščati kasneje kot v delovnih dneh. Posledično je ob sobotah
in nedeljah tudi prvi vrh porabe v dnevu dosežen nekaj ur kasneje. Po 13. uri si
veliko ljudi med vikendom privošči popoldanski počitek ali pa preživljajo čas v naravi
zaradi česar se odjem zniža in potem zopet začne naraščati ob 16. uri. Drugi vrh
porabe je v vseh dneh v tednu dosežen približno ob 20. uri zvečer. Opazimo lahko,
da se poraba v večernih urah precej podobno obnaša v petek in soboto, najvǐsji
večerni vrh pa je dosežen v nedeljo.
Slika 18: Tedenski diagram preostalega odjema električne energije
Slika 19: Preostali odjem za vse dni v tednu na urni ravni
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Dela prosti dnevi
Poseben tip dneva pa so tudi prazniki. Na sliki 20 je prikazana primerjava preosta-
lega odjema med dvema praznikoma (četrtek 31.10. ter petek 1.11.) s preostalim
odjemom v delovnih dneh. Opazimo lahko, da je poraba med prazniki v dopoldan-
skem času precej vǐsja kot med ostalimi dnevi med tednom.
Slika 20: Preostali odjem med prazniki
6.3 Temperatura
Slika 21: Razmerje med temperaturo in preostalim odjemom
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Letna nihanja odjema so odvisna predvsem od vremenskih dejavnikov. Temperatura
zraka je ena najpomembneǰsih vremenskih vplivnih spremenljivk porabe električne
energije. Hippertova raziskava o modelih za napovedovanje odjema električne enerije
[12] kaže, da je bilo v 13 izmed 22 raziskovalnih publikacij v letih 1991-1999 upo-
rabljena le temperatura kot vremenski dejavnik. V treh so uporabili temperaturo
in vlago, v treh so uporabili še ostale vremenske dejavnike, v treh pa niso uporabili
nobenega vremenskega dejavnika. En izmed razlogov zaradi česar je večina avtorjev
uporabila le temperaturo je tudi v tem, da ostalih podatkov niso imeli.
Da bomo bolje razumeli razmerje med temperaturo in porabo, si poglejmo zgor-
nji graf 21. Vidimo, da obstaja močna korelacija med temperaturo zraka in odjemom
električne energije. Pri nižjih temperaturah je poraba električne energije večja za-
radi uporabe grelnih naprav, pri vǐsjih temperaturah pa se poveča zaradi uporabe
hladilnih naprav.
Hor, Watson in Majithia [15] so v svoji analizi o učinku vremenskih dejavnikov
na mesečno porabo električne energije na podlagi podatkov Velike Britanije med
drugim preverjali občutljivost porabe na temperaturo v različnih letnih časih. Ugo-
tovili so, da je občutljivost na temperaturo bolj statistično značilna v jesenskem in
spomladanskem obdobju, ko se temperature gibljejo v srednjem območju. V pole-
tnem in zimskem obdobju, ko so temperature zelo visoke ali pa zelo nizke, pa je
korelacija med povpraševanjem po električni energiji in temperaturo precej šibka.
Dejavnika, ki tudi vplivata na porabo električne energije in sta povezano s tem-
peraturo sta dnevna stopinjska indeksa CDD in HDD. CDD (angl. cooling degree
day) predstavlja koliko energije je potrebne za hlajenje stavb, HDD (angl. heating
degree day) pa koliko energije je potrebne za ogrevanje stavb. Obe meri temeljita
na osnovni temperaturi (zunanji temperaturi zraka) pod katero naj bi zgradba po-
trebovala ogrevanje oziroma nad katero naj bi potrebovala hlajenje.
Med viri lahko zasledimo različne definicije CDD in HDD, ter posledično različne
kalkulacije. Pri Eurostatu izračun HDD temelji na osnovni temperaturi, opredeljeni
kot najnižji povprečni dnevni temperaturi zraka, pri kateri ne pride do ogrevanja
stavb. Osnovna temperatura je pri HDD nastavljena na konstantno vrednost 15◦C.




◦C − T im) če Tm ≤ 15◦C
0 sicer
, (83)
kjer je T im povprečna zunanja temperatura zraka v dnevu i.
Na podoben način pri Eurostatu izračunajo tudi CDD, le da je tukaj osnovna
temperatura zraka opredeljena kot največja povprečna dnevna temperatura zraka,





m − 21◦C) če Tm ≥ 24◦C
0 sicer
, (84)
kjer je T im povprečna zunanja temperatura zraka v dnevu i.
Evropska agencija za okolje pa za izračun CDD in HDD raje uporablja pristop,
ki so ga razvili na UK Met Office. Pri tem pristopu se poleg povprečne dnevne
temperature zraka uporablja tudi najnižjo (Tmin) in najvǐsjo (Tmax) temperaturo v
dnevu. Ta metodologija vodi do bolj natančni izračunov, saj je hlajenje bolj odvisno
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od najvǐsje temperature zraka kot od povprečne temperature zraka, medtem ko je za
ogrevanje pomembneǰsa najnižja kot povprečna temperatura. Osnovna temperatura




Tbase − Tavg če Tmax ≤ Tbase
(Tbase − Tmin)/2− (Tmax − Tbase)/4 če Tavg ≤ Tbase < Tmax
(Tbase − Tmin)/4 če Tmin < Tbase < Tavg




0 če Tmax ≤ Tbase
(Tmax − Tbase)/4 če Tavg ≤ Tbase < Tmax
(Tmax − Tbase)/2− (Tbase − Tmin)/4 če Tmin < Tbase < Tavg
Tavg − Tbase če Tmin ≥ Tbase
, (86)
Slika 22: CDD in HDD indeksa za leto 2017 v Sloveniji [17]
6.4 Pretekli preostali odjem električne energije
Vemo, da pri modelih z Gaussovimi procesi izdelujemo napovedi na osnovi preteklih
podatkov. Pretekla poraba električne energije je torej v našem modelu vključena
kot izhodna spremenljivka. Vendar pa lahko pretekla poraba pokaže tudi različne
vzorce porabe, ki se nadaljujejo tudi za obdobje napovedi, kar pomeni, da jo lahko
v model vključimo tudi kot vplivno spremenljivko.
Na spodnjem grafu je prikazana relacija med preostalim odjemom električne
energije Et v času t in odjemom Et−24 v času t− 24 (prikazuje torej kako je odjem
povezan z odjemom pred 24 urami).
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Slika 23: Preostali odjem v času t-24 glede na čas t
Vidimo, da je preostali odjem močno linearno povezan s preostalim odjemom
1 dan prej. Enake relacije lahko naredimo s katerimkoli preteklim obdobjem. Na
spodnjem grafu smo pripravili še relacijo med preostalim odjemom in preostalim
odjemom 144 ur (oziroma 6 dni) prej. Opazimo, da so v tem primeru podatki že
bolj razpršeni kot v preǰsnjem primeru, vendar je odvisnost spremenljivk še vedno
močno linearna.
Slika 24: Preostali odjem v času t-144 glede na čas t
Povezanost preostalega odjema s preostalim odjemom v preteklih obdobjih pa
nam prikazuje tudi spodnji graf avtokorelacije preostalega odjema. Največja avto-
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korelacija je za dan prej. Vrhovi pa so doseženi na vsakih 24ur, ko se obrne dnevni
cikel.
Slika 25: Avtokorelacija preostalega odjema
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7 Implementacija modela
V programskem jeziku Python obstajajo različne knjižnice za napovedovanje z Gau-
ssovimi procesi, npr. scikit-learn, GPy, pyGPs. Za implementacijo našega modela
bomo uporabili knjižnico scikit-learn. Scikit-Learn, poznan tudi pod imenom skle-
arn, je Pythonova knjižnica za namen strojnega učenja.
1 from sklearn import gaussian process
7.1 Priprava podatkov in modela za napovedovanje
Podjetje Gen-i je priskrbelo podatke o preostalem odjemu električne energije in
vplivnih spremenljivkah na urni ravni. Pri obdelavi podatkov in pripravi modelov
smo uporabili naslednji knjižnici:
• knjižnico numpy, ki se uporablja za izvajanje številnih matematičnih operacij
na seznamih in matrikah
• knjižnico pandas, ki ponuja visoko zmogljiva, hitra in enostavna orodja za
analizo podatkov in obdelavo numeričnih podatkov ter časovnih vrst
1 import numpy as np
2 import pandas as pd
Za modeliranje smo uporabili razred GaussianProcessRegressor, ki implementira
Gaussove procese za regresijske namene na podlagi Rasmussenovega algoritma.
1 import sklearn.gaussian_process as gp
Algorithm 1: Regresija na podlagi Gaussovih procesov





1 L:= cholesky (K+σ2nI)
2 α := LT\(L\y)
3 f̄∗ := k
T
∗ α
4 v := L\k∗
5 Var[f∗] := k(x∗, x∗)− vTv










Ker imamo velik nabor podatkov (skoraj pet let na urni ravni), Gaussovi procesi
pa so časovno zelo zahtevni, se bomo omejili le na podnabore podatkov in poskusili
ugotoviti kakšen nabor podatkov je najbolj optimalen za napovedovanje. Izbran
nabor podatkov potem razdelimo v dve množici, množico učnih in množico testnih
podatkov. Vsako od teh množic pa razdelimo še na množico meritev (izhodnih
vrednosti) in množico vplivnih spremenljivk.
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1 X_train <- df[observations1 , features]
2 y_train <- df[observations1 , telemetry]
3 X_test <- df[observations2 , features]
4 y_test <- df[observations2 , telemetry]
Naslednji korak je izbira primerne kovariančne funkcije. Knjižnica scikit-learn
ima vgrajenih kar nekaj kovariančnih funkcij oziroma jeder. Uvozimo jih lahko z
naslednjim ukazom:
1 from sklearn.gaussian_process.kernels import (RBF , Matern ,
RationalQuadratic , ExpSineSquared , DotProduct , ConstantKernel)
Za začetek si bomo izbrali Gaussovo kovariančno funkcijo.
1 kernel = gp.kernels.RBF (10.0, (1e-3, 1e3))
Po izbiri kovariančne funkcije lahko definiramo naš model. V modelu moramo
poleg kovariančne funkcije določiti še nekatere druge parametre, to so:
• optimizer : metoda za optimizacijo hiperparametrov jedra. Lahko izberemo
eno izmed vgrajenih metod ali pa sami definiramo novo metodo. Privzeto se
uporablja algoritem ’L-BFGS-B’.
• n restarts optimazer : število ponovnih zagonov optimizatorja za iskanje opti-
malnih hiperparametrov jedra, ki maksimizirajo logaritem mejne verjetnosti
• alpha: varianca Gaussovega šuma na učnih podatkih
• normalize y : se nanaša na konstantno funkcijo povprečja in variance. Če
nastavimo na False sta povprečje in varianca ciljnih vrednosti enaki 0 oziroma
1.
1 model = gp.GaussianProcessRegressor(kernel=kernel ,
n_restarts_optimizer =10, alpha =0.1, normalize_y=True)
Za učenje modela uporabimo naslednji ukaz:
1 model.fit(X_train , y_train)
Z X train smo označili matriko vplivnih spremenljivk, z y train pa pripadajoč
vektor izhodnih vrednosti oziroma meritev preostalega odjema. Funkcija fit() to-
rej vrne naučen model, ki vsebuje optimalne vrednosti parametrov našega modela.
Vrednosti parametrov modela lahko pridobimo s funkcijo
1 params = model.kernel_.get_params ()
Sedaj, ko imamo naučen model lahko s funkcijo predict() enostavno napovemo
preostali odjem na novih podatkih (označimo jih z X test), ki so enakega tipa kot
učni podatki.
1 y_mean , y_std , y_cov = model.predict(X_test , return_std=True ,
return_cov=True)
Funkcija predict() vrne naslednji meri:
• y mean: povprečje napovedne porazdelitve za vsako testno točko
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• y std : standardni odklon napovedne porazdelitve za vsako testno točko. To
vrednost vrne le kadar je return std=True
Za merjenje uspešnosti modela na testnih podatkih bomo uporabili povprečno









kjer smo z ŷi označili napoved pri vhodu i ter z yi pripadajočo realizacijo.
1 def mape(realization , prediction):
2 realization , prediction = np.array(realization), np.array(
prediction)
3 return np.mean(np.abs(( realization - prediction) / np.abs(
realization))) * 100
7.2 Rezultati modelov
V nadaljevanju so predstavljeni različni modeli, ki se med seboj razlikujejo v izbiri
kovariančne funkcije, vhodnih spremenljivkah in obdobju (velikosti) učnih ter testnih
podatkov.
Kot vemo je rezultat modeliranja z Gaussovimi procesi normalna porazdelitev,
ki je določena s povprečjem in varianco. Zato bomo v nadaljevanju kot rezultat
modela vzeli povprečje, ki predstavlja najverjetneǰso izhodno vrednost. Z varianco
pa bomo pridobili informacijo o zaupanju v naš rezultat.
Na začetku želimo izvedeti katera kovariančna funkcija najbolǰse opǐse naše po-
datke. V modelih 1, 2 in 3 smo kot vhodne spremenljivke vključili urni interval, tip
dneva, temperaturo, temperaturna povprečja za več časovnih intervalov in osvetlje-
nost. Modeli pa se med seboj razlikujejo v kovariančni funkciji. Model 1 temelji na
Gaussovi kovariačni funkciji, model 2 na Maternovi kovariančni funkciji z ν = 1/2,
model 3 pa na racionalni kvadratični funkciji. Spodaj si lahko pogledamo kakšne so




– Učni podatki: 6000 ur (250 dni)
– Testni podatki: 2760 ur (115 dni)
– Razmerje med učnimi in testnimi podatki: 68:32
• Vhodne spremenljivke: urni interval, tip dneva, temperatura, tempera-
turna povprečja za več časovnih obdobij, osvetljenost







– Učni podatki: 6000 ur (250 dni)
– Testni podatki: 2760 ur (115 dni)
– Razmerje med učnimi in testnimi podatki: 68:32
• Vhodne spremenljivke: urni interval, tip dneva, temperatura, tempera-
turna povprečja za več časovnih obdobij, osvetljenost






– Učni podatki: 6000 ur (250 dni)
– Testni podatki: 2760 ur (115 dni)
– Razmerje med učnimi in testnimi podatki: 68:32
• Vhodne spremenljivke: urni interval, tip dneva, temperatura, tempera-
turna povprečja za več časovnih obdobij, osvetljenost
• Kovariančna matrika: Racionalna kvadratična
Izhodni podatki:
• MAPE: 6,0792
Opazimo, da ima najslabšo MAPE vrednost model, ki temelji na Gaussovi ko-
variančni funkciji in sicer ta znaša 6,8510. Najbolǰse rezultate pa smo dobili pri
modelu z Maternovo kovariančno funkcijo z ν = 1/2 (MAPE=5,9193). Preizkusili
smo tudi kakšne napovedi dobimo pri bolj gladkih Maternovih jedrih. Izkazalo se
je, da so napovedi pri vǐsjih vrednostih ν (t.j pri ν = 3/2 in ν = 5/2) že preveč
gladke zaradi česar ne dosežejo vrhov diagrama preostalega odjema. Na spodnjih
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dveh grafih 26 in 27 vidimo kako se napovedi modelov z različnimi kovariančnimi
funkcijami razlikujejo od realizacije.
Slika 26: Model 1, model 2 in model 3
Slika 27: Model 1, model 2 in model 3 na dnevni ravni
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V model 4 in 5 (pri katerih smo uporabili Maternovo (ν = 1/2) in racionalno
kvadratično kovariančno funkcijo) smo poleg spremenljivk, ki so bile vključene že v
preǰsnjih treh modelih vključili še kvadrat temperature. Izkazalo se je, da ta spre-
menljivka ne pripomore k izbolǰsavi našega modela, ampak ga še precej poslabša. V
modelu z Maternovim kernelom se je MAPE vrednost zaradi dodane spremenljivke




– Učni podatki: 6000 ur (250 dni)
– Testni podatki: 2760 ur (115 dni)
– Razmerje med učnimi in testnimi podatki: 68:32
• Vhodne spremenljivke: urni interval, tip dneva, temperatura, tempera-
turna povprečja za več časovnih obdobij, osvetljenost, kvadrat temperature






– Učni podatki: 6000 ur (250 dni)
– Testni podatki: 2760 ur (115 dni)
– Razmerje med učnimi in testnimi podatki: 68:32
• Vhodne spremenljivke: urni interval, tip dneva, temperatura, tempera-
turna povprečja za več časovnih obdobij, osvetljenost, kvadrat temperature
• Kovariančna matrika: Racionalna kvadratična
Izhodni podatki:
• MAPE: 17,9768
Na spodnjem grafu smo primerjali model 2 in model 4, ki se razlikujeta le v tem,
da smo pri modelu 4 upoštevali še kvadrat temperature. Iz grafa je razvidno, da se
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je kakovost napovedi ob uvedbi nove spremenljivke poslabšala.
Slika 28: Model 2 in model 4
V modelih 6, 7 in 8 smo povečali množico učnih podatkov, saj smo predvidevali,
da lahko s tem izbolǰsamo točnost napovedi. Modeli 6, 7 in 8 se tako od modelov
1, 2 in 3 razlikujejo le v velikosti učne množice. V prvih treh modelih smo model
učili na 6000 urnih podatkih (torej 250 dni), sedaj pa nas je zanimalo kako se bodo
modeli odzvali na 8760 podatkih (365 dni).
Vsi modeli imajo v primeru večje množice podatkov bolǰse napovedi. Vendar
pa moramo biti pozorni, saj se je hkrati močno povečal tudi čas učenja modela.





– Učni podatki: 8760 ur (365 dni)
– Testni podatki: 2760 ur (115 dni)
– Razmerje med učnimi in testnimi podatki: 76:24
• Vhodne spremenljivke: urni interval, tip dneva, temperatura, tempera-
turna povprečja za več časovnih obdobij, osvetljenost
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– Testni podatki: 2760 ur (115 dni)
– Razmerje med učnimi in testnimi podatki: 76:24
• Vhodne spremenljivke: urni interval, tip dneva, temperatura, tempera-
turna povprečja za več časovnih obdobij, osvetljenost






– Učni podatki: 8760 ur (365 dni)
– Testni podatki: 2760 ur (115 dni)
– Razmerje med učnimi in testnimi podatki: 76:24
• Vhodne spremenljivke: urni interval, tip dneva, temperatura, tempera-
turna povprečja za več časovnih obdobij, osvetljenost




Slika 29: Model 6, model 7 in model 8
Na spodnjem grafu 30 imamo primerjavo med modeloma 2 in 7. Torej oba modela
imata enako kovariančno funkcijo (Matern, ν = 1/2) in enake vplivne spremenljivke,
le da je model 2 treniral na 6000 podatkih, model 7 pa na 8760 podatkih.
Slika 30: Model 2 in model 7
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Do sedaj so bili vsi modeli testirani na množici, ki je ni bilo med učnimi podatki
(angl. out-of-sample data). Zanimalo nas je kakšne rezultate dobimo na testni
množici, ki predstavlja podmnožico učnih podatkov (angl. in-sample data). Na grafu
31 so prikazani rezultati testiranja na ”in-sample”podatkih na modelu 7. MAPE
vrednost je bila v tem primeru 0,5798 (za primerjavo - pri enakem modelu je bila
MAPE vrednost za podatke, ki jih model še ni videl, enaka 5,1269). Na podatkih,
ki jih je model že videl v učni množici so torej napovedi približno 9 krat bolǰse od
napovedi na podatkih, ki jih model še ni videl. Iz tega lahko sklepamo, da bi bil
rezultat za dan ali dva vnaprej precej bolǰsi od rezultatov zgornjih modelov, pri
katerih napovedujemo za dalǰse časovno obdobje.
Slika 31: Model 7b
Opazimo lahko, da se oblika krivulje preostalega odjema ob ponedeljkih, torkih,
sredah in četrtkih (kadar ni praznikov) giblje precej podobno. Zato nas je zanimalo
kakšni bi bili rezultati modela, če se osredotočimo le na te dni. V modelu 9 smo tako




– Učni podatki: 6000 ur (250 dni) - vključeni le delovni dnevi od po-
nedeljka do četrtka brez praznikov
– Testni podatki: 2760 ur (115 dni)- vključeni le delovni dnevi od
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ponedeljka do četrtka brez praznikov
– Razmerje med učnimi in testnimi podatki: 68:32
• Vhodne spremenljivke:urni interval, temperatura, temperaturna povprečja
za več časovnih obdobij, osvetljenost
• Kovariančna matrika: Maternova kovariančna funkcija, ν = 1/2
Izhodni podatki:
• MAPE: 4,2492
Slika 32: Model 9
Vidimo, da je MAPE vrednost modela 9 enaka 4,2492. Model 9 lahko primerjamo
z modelom 2 (MAPE=5,9193), saj smo pri obeh uporabili enako veliko množico
učnih in testnih podatkov, enake spremenljivke in kovariančno funkcijo. Razlike je
torej le v tem, da smo v model 9 vključili le zgoraj omenjene dneve v tednu. Pri
modelu 9 se je točnost napovedi (oziroma MAPE vrednost) izbolǰsala za 1,6706. Za
primerjavo smo izračunali še kakšna je MAPE vrednosti pri modelu 2, če kot testne
podatke vzamemo le delovne dni od ponedeljka do četrtka. Dobili smo, da je v tem
primeru MAPE enaka 5,5891. Na spodnjem grafu si lahko pogledamo primerjavo
med modelom 2 in modelom 9 na enaki testni množici.
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Slika 33: Model 2 in model 9 pri isti množici testnih podatkov (od ponedeljka do
četrtka)
V poglavju o dejavnikih odjema električne energije smo videli, da ima pri količini
odjema veliko vlogo tudi obdobje v letu. Zato nas je zanimalo, kakšne rezultate bi
dobili na modelu, ki za učne podatke vzame ustrezna 3-mesečna obdobja iz preteklih
let in zadnjih 10 dni pred obdobjem za katerega želimo napovedati odjem.
Z modelom 10 smo želeli napovedati kakšen bo odjem električne energije na urni
ravni od sredine julija do konca avgusta. Model 10 je v tem primeru za učno množico
vzel ustrezna 3-mesečna obdobja z preteklih let (to so podatki za junij, julij in av-
gust) ter podatki za zadnjih 10 dni pred sredino julija. Za kovariančno funkcijo smo
zopet vzeli Maternovo kovariančno funkcijo z ν = 1/2, ki pa smo jo tokrat pomnožili
še s konstantno kovariančno funkcijo. MAPE v tem primeru znaša 2,9634, kar je




– Učni podatki: 9072 ur (378 dni) - ustrezna obdobja iz preteklih let
in zadnjih 10 dni pred obdobjem napovedi
– Testni podatki: 1944 ur (81 dni)
– Razmerje med učnimi in testnimi podatki: 82:18
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• Vhodne spremenljivke:urni interval, temperatura, temperaturna povprečja
za več časovnih obdobij, osvetljenost, mesec




Slika 34: Model 10
Na zgornjem grafu so prikazani rezultati modela 10 na poletnih mesecih. Z
osenčenim območjem je prikazan 95% interval zaupanja.
Model 10 smo preizkusili tudi na jesenskem obdobju. Zanimalo nas je kakšna je
napoved od druge polovice oktobra do konca novembra. Med učnimi podatki so bili
torej jesenski meseci (september, oktober in november) iz preteklih let ter zadnjih
10 dni pred obdobjem za katerega želimo napovedati količino preostalega odjema
električne energije. V tem primeru je bila vrednost MAPE enaka 4,656, kar je slabši
rezultat kot v primeru napovedovanja na poletnih mesecih. Rezultat je pričakovano
slabši saj jeseni zaradi bolj nestanovitnega vremena prihaja do večjih sprememb
preostalega odjema električne energije, medtem ko je v poletnih mesecih tega manj.
V zgornjih modelih smo za testne podatke vedno vzeli obdobje dalǰse od 1 me-
seca. Za namen napovedovanja voznih redov se v praksi običajno preostali odjem
napove za 1 dan vnaprej. Kadar napovedujemo za dalǰse obdobje vnaprej, se namreč
veča tudi napaka napovedi.
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Zato smo pripravili model 11, ki naredi napoved za 1 dan vnaprej. V ta model
smo kot vhodno spremenljivko vključili še preostali odjem v preteklem obdobju.
Predpostavili smo, da imamo na dan, ko delamo napoved, na voljo podatke o preo-
stalem odjemu vključno do predhodnega dne, nimamo pa še podatkov za tekoči dan.
Učni podatki predstavljajo +/- 30 dni od dneva napovedi iz preteklih let in zadnjih




– Učni podatki: 6552 ur (273 dni) - ustrezna obdobja iz preteklih let
in zadnjih 30 dni pred dnem napovedi
– Testni podatki: 24 ur (1 dan)
– Razmerje med učnimi in testnimi podatki: 99,6:0,4
• Vhodne spremenljivke:urni interval, temperatura, temperaturna povprečja
za več časovnih obdobij, osvetljenost, mesec, preostali odjem v preteklem
obdobju




Model 11 smo preizkusili na 7 zaporednih dneh od ponedeljka do nedelje v mesecu
juliju (napoved smo naredili za vsak dan posebej). V spodnji tabeli so prikazane
MAPE vrednosti za vseh 7 dni.
Ponedeljek Torek Sreda Četrtek Petek Sobota Nedelja
MAPE [%] 2,68 2,55 2,16 1,76 1,69 1,75 1,76
Tabela 1: MAPE vrednosti dobljene z uporabo modela 11 na 1 tednu v juliju
Na sliki 35 so prikazane dnevne napovedi preostalega odjema za poletne dni z
modelom 11.
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Slika 35: Model 11 testiran na 1 tednu v juliju
Vidimo, da napaka pri najslabši dnevni napovedi v tem primeru znaša 2,68%,
medtem ko je napaka pri najbolǰsi napovedi enaka 1,69%. V povprečju pa so na-
pake precej manǰse od napak v preǰsnjih primerih, ko smo delali napovedi za dalǰse
obdobje.
Pri preǰsnjem modelu smo ugotovili, da so lahko v obdobjih večjih vremenskih
razlik, tudi večje napake pri napovedi. Zato smo preverili še kako se model 11
odnese pri napovedovanju preostalega odjema v oktobrskih dnevih. Zopet smo vzeli
7 zaporednih dni (od ponedeljka do nedelje) in za vsakega posebej naredili napoved.
V spodnji tabeli so prikazane MAPE vrednosti za te dni.
Ponedeljek Torek Sreda Četrtek Petek Sobota Nedelja
MAPE [%] 1,74 2,97 1,81 1,86 2,04 2,08 3,18
Tabela 2: MAPE vrednosti dobljene z uporabo modela 11 na 1 tednu v oktobru
Največja dnevna napaka na oktobrskih podaktih znaša 3,18%, najmanǰsa pa
1,74%. Na sliki 36 so še grafično prikazani rezultati modela 11 na oktobrskih testnih
podatkih.
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Slika 36: Model 11 testiran na 1 tednu v oktobru
Najbolǰse rezultate smo torej dobili na modelu 11, s katerim smo izvedli krat-
koročno napovedovanje. Povprečje dnevnih napak na julijskih podatkih znaša 2,05%,
na oktobrskih pa je napaka nekoliko večja in sicer 2,24%.
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8 Zaključek
V tem magistrskem delu smo pokazali, da lahko regresija z Gaussovimi procesi
uspešno nadomesti Bayesovo linearno regresijo. Regresija Gaussovih procesov je
pravzaprav razširitev tradicionalne linearne regresije. Modeliranje z Gaussovimi
procesi v praksi sicer ni tako kot pogosto kot bi pričakovali. Razlog za to je lahko, da
uporaba Gaussovih procesov zahteva izračun inverza matrike, kar je lahko časovno
zelo zamudno. Drug razlog je lahko v tem, da modeliranje z Gaussovimi procesi
temelji na Bayesovi statistiki. Čeprav so Bayesove metode precej razširjene pri
strojnem učenje, pa v statističnih skupnostih niso bile vedno najbolj cenjene. Verja-
memo pa, da se bo z razvojem regresije z Gaussovimi procesi, povečala tudi njihova
uporaba v praksi.
V praktičnem delu magistrske naloge smo pokazali, da lahko z Gaussovimi pro-
cesi uspešno napovemo preostali odjem električne energije. Uspešnost napovedi
modela smo merili s kazalnikom MAPE. Pri implementaciji modela smo se najprej
lotili izbire kovariančne funkcije. Izmed uporabljenih kovariančnih funkcij se je naj-
bolǰse izkazala Maternova kovariančna funkcija. Pri čemer smo izbrali Maternovo
kovariančno funkcijo z ν = 1/2. Funkcije z vǐsjimi vrednostmi ν, npr. ν = 5/2,
so se namreč izkazale za preveč zvezne zaradi česar niso dosegle vrhov preostalega
odjema.
Testirali smo tudi katere vplivne spremenljivke in v kakšni kombinaciji izbolǰsajo
napoved preostalega odjema električne energije. Ugotovljeno je bilo, da kvadrat tem-
perature v našem primeru poslabša napovedi. Po drugi strani pa so urni interval,
temperatura, temperaturna povprečja za več časovnih obdobij in osvetljenost pozi-
tivno vplivali na točnost napovedi. Izkazalo se je, da je pri kratkoročnem napovedo-
vanju smiselno kot vplivno spremenljivko vključiti tudi preostali odjem v preteklem
obdobju. V modelih, kjer je učna množica zajemala podatke iz več preteklih let, je
k bolǰsim rezultatom prispeval tudi mesec kot vplivna spremenljivka.
Pri testiranju naših modelov smo uporabili znane (že realizirane) vrednosti vpliv-
nih spremenljivk. V praksi, ko delamo napovedi, pa vseh vplivnih spremenljivk ne
poznamo, zato moramo uporabiti napovedi. Taka vplivna spremenljivka je npr.
temperatura. Posledično lahko pri realnih napovedih pričakujemo nekoliko večje
napake, kot smo jih imeli na naših podatkih, saj bo na napoved vplivala tudi na-
paka napovedi vplivnih spremenljivk.
V praksi je potrebno od 1.1.2021 oddajati vozne rede na 15 minutni ravni. Zato
bi lahko naš model za kratkoročno napovedovanje preostalega odjema električne
energije na urni ravni razširili na napovedovanje na 15 minutni ravni. Pri tem
se nam bi zaradi veliko večje učne množice močno povečal čas učenja. Zato bi
bilo smiselno preveriti kako se model odzove, če v primeru napovedovanja na 15
minutni ravni vzamemo manj preteklih let kot smo jih v primeru napovedovanja
na urni granulaciji. Prav tako bi lahko poskusili model izbolǰsati z vpeljavo drugih
spremenljivk, kot so padavine, vlaga in sončno sevanje.
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