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Abstract
Let n  2, Sn−1 be the unit sphere in Rn. For 0  α < 1, m ∈ N0, 1 < p  2, and Ω ∈ L∞(Rn) ×
Hr(Sn−1) with r > p
′(n−1)
n+2(α+m) (where Hr is the Hardy space if r  1 and Hr = Lr if 1 < r < ∞), we
study the singular integral operator, for r  1, defined by
Tα,mf (x) := p.v.
∫
Rn
Ω(x, y)f (x − y)
|y|n+α+m+iω dy,
where ω ∈ R, f ∈ S(Rn). Calderón and Zygmund [A.P. Calderón, A. Zygmund, On singular in-
tegrals, Amer. J. Math. 78 (1956) 289–309] showed that if Ω satisfies the mean zero condition∫
Sn−1 Ω(x,y
′) dy′ = 0, then there is a C > 0 such that ‖T0,0f ‖Lp(Rn)  C‖f ‖Lp(Rn) for all f ∈ S(Rn),
where C does not depend on f . In this paper it will be shown that ‖Tα,mf ‖Lp(Rn)  C‖f ‖Lpα+m(Rn)
for all f ∈ S(Rn) under the assumption that ∫Sn−1 Ω(x,y′)P (y′) dy′ = 0 for all spherical polynomials P
of degree  m. This result is obtained by exploring certain mixed norm inequalities of the hyper-Hilbert
transform
Hα,mf (x, y
′) :=
∞∫
0
f (x − ty′)−∑m[k]=0 1k!Dkf (x)(−ty′)k
t1+(α+m)+iω dt, where ω ∈ R.
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1. Introduction
For n 2 let Sn−1 be the unit sphere in Rn with normalized Lebesgue measure dy′.
A function Ω(x, z) defined on Rn × Rn is said to belong to L∞(Rn) × Lr(Sn−1), r  1 if it
satisfies the following conditions:
(i) Ω(x,λz) = Ω(x, z) for all λ > 0 and x, z ∈ Rn;
(ii) ‖Ω‖L∞×Lr := supx∈Rn(
∫
Sn−1 |Ω(x,y′)|r dy′)1/r < ∞, where y′ = y|y| for y = 0.
For 0 < r < 1, one should replace the Lebesgue space Lr by the Hardy space Hr . Recall the
Poisson kernel on Sn−1 defined by Pρy′(x′) := 1−ρ2|ρy′−x′|n .
For any x ∈ Rn, assuming that Ωx is a distribution on Sn−1, we define the radial maximal
function P+Ω(x,y′) by P+Ω(x,y′) := sup0ρ<1 |〈Ωx,Pρy′ 〉|, where 〈,〉 denotes the pairing
on S ′(Sn−1)× S(Sn−1).
A distribution family {Ωx} is said to belong to L∞(Rn)×Hr(Sn−1) if∥∥P+Ω∥∥
L∞×Hr := sup
x∈Rn
( ∫
Sn−1
∣∣P+Ω(x,y′)∣∣r dy′)1/r < ∞, with 0 < r < ∞.
It is well known that L∞(Rn)×Hr(Sn−1) = L∞(Rn)×Lr(Sn−1) if 1 < r < ∞.
For 0 α < 1, m ∈ N0, we define the operator Tα,m with variable singular kernel by
Tα,mf (x) := p.v.
∫
Rn
Ω(x, y)f (x − y)
|y|n+α+m+iω dy, (1.1)
where ω ∈ R, f ∈ S(Rn) and Ω(x, z) ∈ L∞(Rn)×Hr(Sn−1) satisfies∫
Sn−1
Ω(x,y′)P (y′) dy′ = 0 (1.2)
for all spherical polynomials P of degree m.
It is easy to check that, by (1.2), Tα,mf (x) exists for all x ∈ Rn.
We recall the following theorem by Calderón and Zygmund:
Theorem A. [6] Let 1 < p  2. If Ω ∈ L∞(Rn) × Lr(Sn−1), r > p′(n−1)
n
, satisfies (1.2) for
m = 0, then there is a C > 0 such that ‖T0,0f ‖Lp(Rn)  C‖f ‖Lp(Rn) for all f ∈ S(Rn).
Theorem A was recently extended by Chen, Ding and Fan in [3] and they obtained the fol-
lowing
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n+2α . If Ω ∈ L∞(Rn) × Lr(Sn−1) satisfies(1.2) for m = 0, then there is a C > 0 such that ‖Tα,0f ‖Lp(Rn)  C‖f ‖Lpα(Rn) for all f ∈ S(Rn),
where Lpα(Rn) is the homogeneous Lp Sobolev space with order α.
The main purpose of this paper is to establish the following
Theorem 1.1. Let 1 <p  2, 1 r and r > p
′(n−1)
n+2(m+α) , 0 α < 1.
If Ω ∈ L∞(Rn)×Lr(Sn−1) satisfies (1.2), then there is a C > 0 such that ‖Tα,mf ‖Lp(Rn) 
C‖Ω‖L∞(Rn)×Lr(Sn−1)‖f ‖Lpα+m(Rn) for all f ∈ S(Rn).
When r = p′(n−1)
n+2(m+α) < 1, we will assume Ω ∈ L∞(Rn) × Hr(Sn−1). In this case Hr(Sn−1)
are Hardy spaces and Ω is a distribution, so that the definition of Tα,m in (1.1) does not make
sense.
We will interpret the definition of Tα,m in the second part of Section 3 if Ω ∈ L∞(Rn) ×
Hr(Sn−1) with 0 < r < 1 and similarly establish
Theorem 1.2. Let 1 <p  2, p
′(n−1)
n+2(m+α) < r < 1, 0 α < 1.
If Ω ∈ L∞(Rn)×Hr(Sn−1) satisfies (1.2), then there is a C > 0 such that ‖Tα,mf ‖Lp(Rn) 
C‖Ω‖L∞(Rn)×Hr(Sn−1)‖f ‖Lpα+m(Rn) for all f ∈ S(Rn), where C is independent of f and Ω .
To prove Theorems 1.1 and 1.2, we need to study a certain directional hyper-Hilbert transform
and obtain some mixed norm inequalities on the Hilbert transform. We follow an idea used in [4],
but our estimate is much more involved. This will be studied in Section 2. The proof of theorems
can be found in Section 3.
Throughout the paper, the letter C will denote a positive constant that may vary at each oc-
currence, but is independent of the essential variables.
2. A hyper-Hilbert transform
The classical directional Hilbert transform is defined, initially on the test space S(Rn) by
Hf (x, y′) := p.v. 1
π
∫
R
sgn(t)|t |−1f (x − ty′) dt, (2.1)
where y′ := y|y| with y = 0.
The Hilbert transform plays a significant role in studying several different fields in mathe-
matics. It, as well as its related maximal operators, has been well studied. Among many features
of the Hilbert transform, one of the important properties is the boundedness of its mixed norm
(see [4])
‖Hf ‖Lp(Lq) =
{∫
Rn
( ∫
Sn−1
∣∣Hf (x, y′)∣∣q dy′)p/q dx}1/p.
Let k = (k1, k2, . . . , kn) ∈ Nn0, [k] = k1 + k2 + · · · + kn, k! = k1!k2! · · ·kn! and Dk =
D
k1D
k2 · · ·Dknn .1 2
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S(Rn) by
Hα,mf (x, y
′) :=
∞∫
0
f (x − ty′)−∑m[k]=0 1k!Dkf (x)(−ty′)k
t1+(α+m)+iω
dt, (2.2)
where 0 < α < 1, m ∈ N0, ω ∈ R fixed, and x ∈ Rn, y′ ∈ Sn−1.
For α = 0, the definition of Hα,m should be modified, but that case will not be studied in this
paper (see [1] for details).
Lemma 2.1. For 0 < α < 1, ‖Hα,mf (·, y′)‖Lp(Rn)  C‖f ‖Lpα+m(Rn) for 1 < p < ∞, where C is
independent of y′ and f .
Proof. Using the integral remainder representation for f (x − ty′) −∑m[k]=0 1k!Dkf (x)(−ty′)k ,
we obtain that
f (x − ty′)−
m∑
[k]=0
Dkf (x)(−ty′)k
k!
=
∑
[k]=m+1
Ck(−y′)k
1∫
0
tm+1(1 − s)m(Dkf )(x − sty′) ds,
where Ck are certain constant coefficients depending on the multi-indices k.
This gives us that
Hα,mf (x, y
′) =
1∫
0
(1 − s)m
∞∫
0
∑
[k]=m+1 Ck(−y′)k(Dkf )(x − sty′)
tα+iω
dt ds
=
1∫
0
(1 − s)m
s1−(α+iω)
( ∞∫
0
∑
[k]=m+1 Ck(−y′)k(Dkf )(x − uy′)
uα+iω
du
)
ds,
and since 0 < α < 1, the integral | ∫ 10 (1−s)ms1−(α+iω) ds| is clearly < ∞.
Therefore
Hα,mf (x, y
′) = C
∑
[k]=m+1
∞∫
0
Ck(−y′)k(Dkf )(x − uy′)
uα+iω
du. (2.3)
By Minkowski’s inequality we obtain that
∥∥Hα,mf (·, y′)∥∥Lp(Rn)  C ∑
[k]=m+1
( ∫
Rn
∣∣∣∣∣
∞∫
0
Ck(−y′)k(Dkf )(x − uy′)
uα+iω
du
∣∣∣∣∣
p
dx
)1/p
= C
∑
[k]=m+1
|Ck|
∥∥∥∥∥
∞∫
(Dkf )(x − uy′)
uα+iω
du
∥∥∥∥∥
Lp(Rn)
. (2.4)
0
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∞∫
0
(Dkf )(x − uy′)
uα+iω
du
∥∥∥∥∥
Lp(Rn)
C‖f ‖Lpα+m(Rn) (2.5)
for all multi-indices k with [k] = m+ 1, the lemma is established.
In the following fix y′ ∈ Sn−1 and let R be the rotation such that Ry′ = 
1 := (1,0, . . . ,0).
Let R−1 denote the inverse of R and gR−1(x) := g(R−1x).
We also introduce the notation x =: (x1, x), where x1 ∈ R and x ∈ Rn−1.
For a fixed multi-index k with [k] = m+ 1 let now h(x1) := (Dkf )R−1(x1, x). Then∥∥∥∥∥
∞∫
0
(Dkf )(x − uy′)
uα+iω
du
∥∥∥∥∥
p
Lp(Rn)
=
∫
Rn
∣∣∣∣∣
∞∫
0
(Dkf )R−1(Rx − u
1)
uα+iω
du
∣∣∣∣∣
p
dx
=
∫
Rn
∣∣∣∣∣
∞∫
0
(Dkf )R−1(x1 − u,x)
uα+iω
du
∣∣∣∣∣
p
dx
=
∫
Rn−1
∫
R
∣∣∣∣∣
∞∫
0
h(x1 − u)
uα+iω
du
∣∣∣∣∣
p
dx1 dx
=
∫
Rn−1
∫
R
∣∣J1−α(h)(x1)∣∣p dx1 dx, (2.6)
with Jα(h)(x) :=
∫∞
0
h(x−u)
u1−α+iω du, u,x ∈ R.
By checking the Fourier transform it is easy to check that
̂J1−α(h)(ξ) = hˆ(ξ)
∞∫
0
e−iξu
uα+iω
du = m(ξ)hˆ(ξ)|ξ |−1+α.
Thus, J1−α(h) = M(I1−α(h)), where M is the multiplier with symbol m(ξ) and m(ξ) satisfies
Hörmander’s multiplier theorem, so that∥∥M(h)∥∥
Lp(R)
C‖h‖Lp(R), (2.7)
and Iα is the one-dimensional Riesz potential.
If we recall the fact that k is a multi-index with [k] = m+ 1, (2.6) combined with (2.7) and a
result in [9] yield that∥∥∥∥∥
∞∫
0
(Dkf )(x − uy′)
uα+iω
du
∥∥∥∥∥
p
Lp(Rn)
∼=
∫
Rn−1
∥∥M(I1−α(h))∥∥pLp(R) dx
C
∫
n−1
∥∥I1−α(h)∥∥pLp(R) dx
R
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∫
Rn−1
‖h‖p
L
p
α−1(R)
dx C
∥∥(Dkf )
R−1
∥∥p
L
p
α−1(Rn)
 C
∥∥Dkf ∥∥p
L
p
α−1(Rn)
 C‖f ‖p
L
p
α+m(Rn)
,
where C is independent of f and y′. 
It is known that any f ∈ L1(Sn−1) has its spherical harmonic development f (y′) ∑∞
k=1
∑N(k)
j=1 ck,j Yk,j (y′), where {Yk,j } is the complete system of spherical harmonic polyno-
mials and N(k) is a constant depending on k.
We say that f ∈ L2β(Sn−1), β ∈ R, if ‖f ‖2L2β(Sn−1) :=
∑∞
k=1
∑N(k)
j=1 |ck,j |2|k|2β < ∞.
Lemma 2.2. For β < 12 + (α +m) we have that
sup
ζ ′∈Sn−1
∥∥∣∣〈ζ ′, y′〉∣∣α+m sgn(〈ζ ′, y′〉)∥∥
L2β (S
n−1) < ∞.
Remark 2.3. As can be seen when following the proof below, the lemma also holds for the case
α = 0.
Proof of Lemma 2.2. Let ζ ′ ∈ Sn−1 be fixed, and let {Yk,j } be the spherical harmonic polyno-
mials.
The spherical harmonic development of |〈ζ ′, y′〉|α+m sgn(〈ζ ′, y′〉) is given by
∣∣〈ζ ′, y′〉∣∣α+m sgn(〈ζ ′, y′〉)= ∞∑
k=1
N(k)∑
j=1
ck,j Yk,j (y
′), (2.8)
where N(k) = O(kn−2) and
N(k)∑
j=1
∣∣Yk,j (y′)∣∣2 = O(kn−2) (2.9)
(see [10]).
By the Funk–Hecke formula (see [8]) we have for large k that
ck,j =
∫
Sn−1
∣∣〈ζ ′, y′〉∣∣α+m sgn(〈ζ ′, y′〉)Yk,j (y′) dy′ ∼= λkYk,j (ζ ′), (2.10)
with
λk = C
1∫
−1
Pk(n, t) sgn(t)|t |α+m
(
1 − t2) n−32 dt. (2.11)
By the Rodrigues representation we have
Pk(n, t) = (−1)nRk(n)
(
1 − t2) 3−n2 ( d
dt
)k(
1 − t2)k+ n−32 , (2.12)
with Rk(n) = 2−k Γ (
n−1
2 )
n−1 being the Rodrigues constant.Γ (k+ 2 )
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λk = C
[ 1∫
0
Pk(n, t) sgn(t)|t |α+m
(
1− t2) n−32 dt + 0∫
−1
Pk(n, t) sgn(t)|t |α+m
(
1− t2) n−32 dt]
= C[I + II]. (2.13)
By the definition of Pk(n, t) from (2.12) and integration by parts we get:
|I | =
∣∣∣∣∣
{
Rk(n)t
α+m
[(
d
dt
)k−1(
1 − t2)k+ n−32 ]}1
t=0
− (α +m)
1∫
0
Rk(n)t
α+(m−1)
[(
d
dt
)k−1(
1 − t2)k+ n−32 ]dt∣∣∣∣∣. (2.14)
Since n 2, we have that k + n−32  k − 12 > k − 1, and therefore{
Rk(n)t
α+m
[(
d
dt
)k−1(
1 − t2)k+ n−32 ]}1
t=0
= 0. (2.15)
Substituting (2.15) into (2.14), and again integrating by parts yields that
|I | CRk(n)
∣∣∣∣∣
1∫
0
tα+(m−1)
[(
d
dt
)k−1(
1 − t2)k+ n−32 ]dt∣∣∣∣∣
= C
∣∣∣∣∣
{
Rk(n)t
α+(m−1)
[(
d
dt
)k−2(
1 − t2)k+ n−32 ]}1
t=0
− (α + (m− 1)) 1∫
0
Rk(n)t
α+(m−2)
[(
d
dt
)k−2(
1 − t2)k+ n−32 ]dt∣∣∣∣∣. (2.16)
Since k + n−32  k − 12 > k − 2, we have that{
Rk(n)t
α+(m−1)
[(
d
dt
)k−2(
1 − t2)k+ n−32 ]}1
t=0
= 0. (2.17)
If we substitute (2.17) into (2.16) and integrate by parts another m− 1 times, we obtain that
|I | CRk(n)
∣∣∣∣∣
1∫
0
tα−1
[(
d
dt
)k−(m+1)(
1 − t2)k+ n−32 ]dt∣∣∣∣∣
= CRk(n)
∣∣∣∣∣
1∫
0
tα−1
[(
d
dt
)k−(m+1)(
1 − t2)k−(m+1)+ [n+2(m+1)]−32 ]dt∣∣∣∣∣
= C Rk(n)
Rk−(m+1)(N)
∣∣∣∣∣
1∫
0
t−γ
(
1 − t2)N−32 Pk−(m+1)(N, t) dt
∣∣∣∣∣,
where N := n+ 2(m+ 1) and γ := 1 − α.
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depend on k, we obtain that
|I |  C
∣∣∣∣∣
1∫
1/k
t−γ Pk−(m+1)(N, t)
(
1 − t2)N−32 dt∣∣∣∣∣
+C
1/k∫
0
t−γ
∣∣Pk−(m+1)(N, t)∣∣(1 − t2)N−32 dt
=: A+B. (2.18)
Since |Pk(n, t)| Ck 2−n2 (1− t2) 2−n2 , (1− t2)−1/2 ∈ [1,2] when 0 t  1k  12 , and
∫ 1/k
0 t
−γ dt =
O(kγ−1), we get that
B  C
1/k∫
0
t−γ k
2−N
2
(
1 − t2) 2−N2 (1 − t2)N−32 dt  Ckγ−N2 , (2.19)
where C does not depend on k.
Replacing Pk−(m+1)(N, t) by its definition yields
A = CRk−(m+1)(N)
∣∣∣∣∣
1∫
1/k
t−γ
[(
d
dt
)k−(m+1)(
1 − t2)k−(m+1)+N−32 ]dt∣∣∣∣∣
 CRk−(m+1)(N)
∣∣∣∣{t−γ [( ddt
)k−(m+2)(
1 − t2)k−(m+1)+N−32 ]}1
t=1/k
∣∣∣∣
+CRk−(m+1)(N)
∣∣∣∣∣
1∫
1/k
(−γ )t−γ−1
[(
d
dt
)k−(m+2)(
1 − t2)k−(m+1)+N−32 ]dt∣∣∣∣∣
= : A1 +A2. (2.20)
Using again the definition of Pk(n, t) we have
A2 = C Rk−(m+1)(N)
Rk−(m+2)(N + 2)
∣∣∣∣∣
1∫
1/k
t−γ−1
(
1 − t2)N−12 Pk−(m+2)(N + 2, t) dt
∣∣∣∣∣.
We recall the fact that Rk−(m+1)(N)
Rk−(m+2)(N+2)  C, where C does not depend on k.
Using again that |Pk(n, t)| Ck 2−n2 (1 − t2) 2−n2 and observing that
1∫
1/2
t−γ−1
(
1 − t2)−1/2 dt  C and 1/2∫
1/k
t−γ−1
(
1 − t2)−1/2 dt = O(kγ ),
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A2 Ck−
N
2
{ 1/2∫
1/k
t−γ−1
(
1 − t2)−1/2 dt + 1∫
1/2
t−γ−1
(
1 − t2)−1/2 dt} Ckγ−N2 , (2.21)
where C does not depend on k.
Following the same idea we obtain
A1 Ckγ
∣∣∣∣(1 − 1k2
)N−1
2
Pk−(m+2)
(
N + 2, 1
k
)∣∣∣∣= Ckγ−N2 , (2.22)
where again C does not depend on k.
Collecting results from (2.22), (2.21) and (2.19) we have
|I |A1 +A2 +B  Ckγ−N2 = Ck− n2 −(α+m), (2.23)
where C does not depend on k.
Since
|II| =
∣∣∣∣∣
0∫
−1
Pk(n, t) sgn(t)|t |α+m
(
1 − t2) n−32 dt∣∣∣∣∣=
1∫
0
Pk(n,−t) sgn(t)|t |α+m
(
1 − t2) n−32 dt
and since Pk(n,−t) = CPk(n, t), we can follow the exact same argument we used in the estimate
of |I | to obtain
|II| Ck− n2 −(α+m), (2.24)
where C does not depend on k.
Therefore, by using (2.23) and (2.24) in (2.13) we have, for large k,
|λk|C
[|I | + |II|] Ck− n2 −(α+m), (2.25)
where C does not depend on k. It is clear that (2.25) is also true for small positive k.
Combining the results from (2.10), (2.25), (2.9) we get from (2.8)
∥∥∣∣〈ζ ′, ·〉∣∣α+m sgn(〈ζ ′, ·〉)∥∥2
L2β(S
n−1)
∼=
∥∥∥∥∥
∞∑
k=1
N(k)∑
j=1
λkYk,j (ζ ′)Yk,j (y′)
∥∥∥∥∥
2
L2β (S
n−1)
∼=
∞∑
k=1
N(k)∑
j=1
|λk|2|k|2β
∣∣Yk,j (ζ ′)∣∣2

∞∑
k=1
k−n−2(α+m)+2β+(n−2) < ∞,
since β < 12 + (α +m).
Since this estimate is uniformly true for all ζ ′ ∈ Sn−1, the lemma is proved. 
Lemma 2.4. For β < 12 + (α +m), we have ‖Hα,mf (x, θ)‖L2(L2β )  C‖f ‖L2α+m(Rn).
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Proof of Lemma 2.4. Since L2β(Sn−1) is a Hilbert space, we have by Plancherel’s theorem that
‖Hα,mf ‖L2(L2β) = ‖Ĥα,mf ‖L2(L2β),
where Ĥα,mf is the Fourier transform acting on the first variable.
By the definition of the Fourier transform we then have that
Ĥα,mf (ζ, y
′) =
∫
Rn
e−2πi〈x,ζ 〉Hα,mf (x, y′) dx
=
∫
Rn
e−2πi〈x,ζ 〉
∞∫
0
f (x − ty′)−∑m[k]=0 1k!Dkf (x)(−ty′)k
t1+α+m+iω
dt dx
= fˆ (ζ )
∞∫
0
1
t1+α+m+iω
{
e−2πi|ζ |〈ty′,ζ ′〉 −
m∑
[k]=0
1
k! (−ty
′)k
(
2πiζ ′|ζ |)k}dt
(2.26)
with ζ ′ = ζ|ζ | .
We recall the multinomial theorem (see [7]):
(s1 + s2 + · · · + sn)l =
∑
w1+···+wn=l
wi∈N0
(s1)
w1(s2)
w2 · · · (sn)wn l!
(w1!)(w2!) · · · (wn!) . (2.27)
Using (2.27) gives us that for k = (k1, k2, . . . , kn)
m∑
[k]=0
1
k! (−ty
′)k
(
2πiζ ′|ζ |)k = m∑
j=0
(−2πit |ζ |)j 1
j !
∑
[k]=j
j !
k!
n∏
s=1
(
y′sζ ′s
)ks
=
m∑
j=0
(−2πit |ζ |)j 1
j !
(
y′1ζ ′1 + · · · + y′nζ ′n
)j
=
m∑
j=0
(−2πit |ζ |〈y′, ζ ′〉)j 1
j ! .
Therefore, by using the substitution s := t |ζ |
Ĥα,mf (ζ, y
′) = fˆ (ζ )
∞∫
0
1
t1+α+m+iω
{
e−2πi|ζ |t〈y′,ζ ′〉 −
m∑
j=0
(−2πit |ζ |〈y′, ζ ′〉)j
j !
}
dt
= fˆ (ζ )|ζ |α+m+iω
∞∫
0
1
s1+α+m+iω
{
e−2πis〈y′,ζ ′〉 −
m∑
j=0
(−2πis〈y′, ζ ′〉)j
j !
}
ds.
Let u := s〈y′, ζ ′〉.
740 M. Bartl, D. Fan / J. Math. Anal. Appl. 328 (2007) 730–742If 〈y′, ζ ′〉 = 0, then {e−2πis〈y′,ζ ′〉 −∑mj=0 (−2πis〈y′,ζ ′〉)jj ! } = 0, so without loss of generality,
we can assume that 〈y′, ζ ′〉 = 0.
If 〈y′, ζ ′〉 > 0, then by changing variables,
Ĥα,mf (ζ, y
′)
= fˆ (ζ )|ζ |α+m+iω sgn(〈y′, ζ ′〉)∣∣〈y′, ζ ′〉∣∣α+m{ ∞∫
0
e−2πiu −∑mj=0 (−2πiu)jj !
|u|1+α+m du
}
.
Since
e−2πiu −
m∑
j=0
(−2πiu)j
j ! =
∞∑
j=m+1
(−2πiu)j
j ! = O
(
um+1
)
and 0 < α < 1,
we get
1∫
0
e−2πiu −∑mj=0 (−2πiu)jj !
|u|1+α+m du ≈
1∫
0
1
uα
du C
and also∣∣∣∣∣
∞∫
1
e−2πiu −∑mj=0 (−2πiu)jj !
|u|1+α+m du
∣∣∣∣∣
∞∫
1
C
u1+α
du < C.
A similar argument can be made for the case that 〈y′, ζ ′〉 < 0.
Therefore Ĥα,mf (ζ, y′) = Cfˆ (ζ )|ζ |α+m+iω|〈y′, ζ ′〉|α+m sgn(〈y′, ζ ′〉), where C depends on
the sign of 〈y′, ζ ′〉, but it is bounded. Using this together with the result (and the proof)
of Lemma 2.2 we obtain that for any 0 < β < 12 + (α + m) ‖‖Hα,mf ‖L2β(Sn−1)‖L2(Rn) ∼=‖fˆ (ζ )|ζ |α+m‖L2(Rn) ∼= ‖f ‖L2α+m(Rn) which proves the lemma. 
Theorem 2.6. Let 1 < p  2, 0 < α < 1 and γ < 1+2(α+m)
p′ , where p
′ = p−1
p
. Then
‖Hα,mf ‖Lp(Lpγ ) C‖f ‖Lpα+m(Rn).
Proof. From Lemma 2.1 we easily obtain that
‖Hα,mf ‖Lq(Lq0 )  C‖f ‖Lqα+m(Rn) for 1 < q < ∞. (2.28)
By Lemma 2.4 we know that, for any 0 β < 12 + (α +m)
‖Hαf ‖L2(L2β)  C‖f ‖L2α+m(Rn). (2.29)
We now use an interpolation between (2.28) and (2.29) (see [11]) to obtain Theorem 2.6. 
3. Proof of theorems
3.1. Proof of Theorem 1.1
Proof. When m = 0, the result is proved in [3], so we assume that m 1.
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Switching to polar coordinates and using the cancellation condition on Ω yields:
∣∣Tα,mf (x)∣∣= ∣∣∣∣ ∫
Rn
|y|−n−(α+m)−iωΩ(x, y)f (x − y)dy
∣∣∣∣
= C
∣∣∣∣ ∫
Sn−1
Ω(x,y′)
∞∫
0
f (x − ty′)
t1+(α+m)+iω
dt dy′
∣∣∣∣
= C
∣∣∣∣∣
∫
Sn−1
Ω(x,y′)
∞∫
0
f (x − ty′)−∑m[k]=0 ckDkf (x)(−ty′)k
t1+(α+m)+iω
dt dy′
∣∣∣∣∣
= C
∣∣∣∣ ∫
Sn−1
Ω(x,y′)Hα,mf (x, y′) dt dy′
∣∣∣∣.
Thus for any 1 <p  2 and 0 < γ < 1+2(α+m)
p′ we obtain by duality that∣∣Tα,mf (x)∣∣ C sup
x∈Rn
∥∥Ω(x, ·)∥∥
L
p′
−γ (Sn−1)
∥∥Hα,mf (x, ·)∥∥Lpγ (Sn−1).
For any r > p
′(n−1)
n+2(α+m) , choose γ sufficiently close to
1+2(α+m)
p′ .
The Sobolev imbedding theorem yields supx∈Rn ‖Ω(x, ·)‖Lp′−γ (Sn−1) C‖Ω‖L∞(Rn)×Lr(Sn−1).
Thus by Theorem 2.6 we have that for 0 < α < 1
‖Tα,mf ‖Lp(Rn)  C‖Ω‖L∞(Rn)×Lr(Sn−1)‖f ‖Lpα+m(Rn).
To prove the theorem for α = 0, we define, for small |β|, an analytic family of operators by
T ωβ,mf (x) := p.v.
∫
Rn
Ω(x, y)f (x − y)
|y|n+m+(β+iω) dy.
Note that in the operators T ωβ,m and T0,m, Ω(x,y) has the same cancellation condition as in (1.2).
For any r > p
′(n−1)
n+2m , choose now an ε > 0 such that r >
p′(n−1)
n+2(m−ε) . So by the previ-
ously proved result on α = 0, we have ‖T ωε,mf ‖Lp(Rn) C‖Ω‖L∞(Rn)×Lr(Sn−1)‖f ‖Lpm+ε(Rn) and‖T ωε,mf ‖Lp(Rn)  C‖Ω‖L∞(Rn)×Lr(Sn−1)‖f ‖Lpm−ε(Rn), where the constant C might depend on ω.
Thus by a complex interpolation, we have
‖T0,mf ‖Lp(Rn)  C‖Ω‖L∞(Rn)×Lr(Sn−1)‖f ‖Lpm(Rn). 
3.2. Proof of Theorem 1.2
Proof. First we need to redefine the operator Tα,m in the distribution sense.
For each x ∈ Rn, let Ωx be a distribution in Hr(Sn−1). For f ∈ S(Rn), write f (x − y) =
fx,t (y
′), with t = |y|.
Let 〈Ωx,Φ〉 denote the pairing between Ωx and a C∞ function Φ on Sn−1. Let χ(a,b)(t) be
the characteristic function on the interval (a, b) and let Lε(t) = χ(ε,∞)t−1−m−α .
742 M. Bartl, D. Fan / J. Math. Anal. Appl. 328 (2007) 730–742The operators Tα,m are defined on the test function space S(Rn) as
Tα,mf (x) := lim
ε→0+
〈
Ωx,
∞∫
0
Lε(t)fx,t dt
〉
, (3.1)
where Ωx ∈ Hr(Sn−1) satisfies 〈Ωx,Pm〉 = 0 for all spherical polynomials Pm with degreem.
By the same argument that is used on [5, p. 506], we know that Tα,mf (x) exists for each
x ∈ Rn, if f ∈ S(Rn). It is also easy to see that if Ωx ∈ L1(Rn), then (3.1) is equivalent to the
original definition of Tα,mf (x) given in (1.1).
Now following the same proof as r > 1, we have that for x ∈ Rn
lim
ε→0+
∣∣∣∣∣
〈
Ωx,
∞∫
0
Lε(t)fx,t dt
〉∣∣∣∣∣ C supx∈Rn ‖Ωx‖Lp′−γ (Sn−1)∥∥Hα,mf (x, ·)∥∥Lpγ (Sn−1).
Thus
‖Tα,mf ‖Lp(Rn)  C sup
x∈Rn
‖Ωx‖
L
p′
−γ (Sn−1)
‖f ‖Lpα+m(Rn). (3.2)
So it remains to explain that
sup
x∈Rn
‖Ωx‖
L
p′
−γ (Sn−1)
 C‖Ωx‖L∞(Rn)×Hr(Sn−1) (3.3)
is true. Let J˜γ be the Riesz potential on Sn−1.
By a theorem of L. Colzani [2] we know that
‖Ωx‖
L
p′
−γ (Sn−1)
∼=
( ∫
Sn−1
|J˜γΩx |p′dθ
)1/p′
 C‖Ωx‖Hr(Sn−1),
with
1
r
= 1
p′
+ γ
n− 1 <
n+ 2(α +m)
p′(n− 1) .
Thus supx∈Rn ‖Ωx‖Lp′−γ (Sn−1)  C supx∈Rn ‖Ωx‖Hr(Sn−1) if r >
p′(n−1)
n+2(α+m) .
Using the fact that Ω ∈ L∞(Rn)×Hr(Sn−1) we obtain (3.3). 
References
[1] M. Bartl, Hyper-Hilbert transform and singular integrals, PhD thesis, UW-Milwaukee, Milwaukee, WI, 2004.
[2] L. Colzani, Hardy spaces on unit sphere, Boll. Unione Mat. Ital. Analisi Funzionale Appl. Ser. (VI) IV (1985)
219–244.
[3] J. Chen, Y. Ding, D. Fan, On a hyper-Hilbert transform, Chinese Ann. Math. Ser. B 24 (2003) 475–484.
[4] M. Christ, J. Duoandikoetxea, J.L. Rubio de Francia, Maximal operators related to the Radon transform and the
Calderón–Zygmund method of rotations, Duke Math. J. 53 (1986) 189–208.
[5] J. Chen, D. Fan, Y. Ying, Certain operators with rough singular kernels, Canad. J. Math. 55 (2003) 504–532.
[6] A.P. Calderón, A. Zygmund, On singular integrals, Amer. J. Math. 78 (1956) 289–309.
[7] K. Hinderer, Grundbegriffe der Wahrscheinlichkeitstheorie, Springer, 1972.
[8] C. Müller, Analysis of Spherical Symmetries in Euclidean Spaces, Appl. Math. Sci., vol. 129, Springer, New York,
1998.
[9] R.S. Strichartz, Multipliers on fractional Sobolev spaces, J. Math. Mech. 16 (1967) 1031–1060.
[10] E.M. Stein, G. Weiss, Introduction to Fourier Analysis on Euclidean Spaces, Princeton Univ. Press, Princeton, NJ,
1971.
[11] H. Triebel, Interpolation Theory, Function Spaces and Differential Operators, second ed., Johann Ambrosius Barth
Verlag, Heidelberg, 1995.
