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Distributed Control Design for Heterogeneous Interconnected
Systems
Yvonne R. Stu¨rz, Annika Eichler and Roy S. Smith
Abstract—This paper presents scalable controller synthesis
methods for heterogeneous and partially heterogeneous systems.
First, heterogeneous systems composed of different subsystems
that are interconnected over a directed graph are considered.
Techniques from robust and gain-scheduled controller synthesis
are employed, in particular the full-block S-procedure, to deal
with the decentralized system part in a nominal condition and
with the interconnection part in a multiplier condition. Under
some structural assumptions, we can decompose the synthesis
conditions into conditions that are the size of the individual
subsystems. To solve these decomposed synthesis conditions that
are coupled only over neighboring subsystems, we propose a
distributed method based on the alternating direction method
of multipliers. It only requires nearest-neighbor communication
and no central coordination is needed. Then, a new classification
of systems is introduced that consists of groups of homogeneous
subsystems with different interconnection types. This classifica-
tion includes heterogeneous systems as the most general and
homogeneous systems as the most specific case. Based on this
classification, we show how the interconnected system model and
the decomposed synthesis conditions can be formulated in a more
compact way. The computational scalability of the presented
methods with respect to a growing number of subsystems and
interconnections is analyzed, and the results are demonstrated in
numerical examples.
I. INTRODUCTION
Distributed control of interconnected systems has been an
active field of research [1], [2]. Applications range from multi-
agent systems [3], such as formation control of spacecraft [4],
cooperative robotic manipulation [5], to automated highways
[6]. Distributed systems can be modeled as interconnected
systems with a decentralized part and an interconnection part.
This has been introduced as a general representation based on a
linear fractional representation (LFR) of the system by [7] and
[8] for gain-scheduled and decentralized controller design, re-
spectively, and subsequently used in [2] for distributed control
design. In [1], [9], [10] similar models are used to represent
spatially interconnected systems. In these works, distributed
controllers of heterogeneous systems over undirected graphs
are synthesized, where the interconnection structure of the
controller is assumed to be the same as that of the plant.
In [11], spatially-varying interconnected systems distributed
in a spatial dimension are considered, for which distributed
controllers are designed. The work [12] considers distributed
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controller design for identical dynamically decoupled sub-
systems, which are only coupled through the performance
objective.
For the analysis and distributed controller synthesis for
interconnected systems, tools from robust and gain-scheduled
controller synthesis [13], [14] have been successfully applied.
The full block S-procedure [15] has been employed in [16],
[17] to the special case of systems of homogeneous subsys-
tems and groups of homogeneous subsystems interconnected
over undirected graphs. Under structural assumptions on the
Lyapunov and multiplier matrices, a signal transformation
was introduced in [18] to decompose the synthesis equations
into smaller ones for the individual subsystems. In [19] a
congruence transformation is proposed instead of the signal
transformation to cope with time-varying and heterogeneous
subsystems. In [19], groups of homogeneous subsystems are
considered, which need to be interconnected by undirected
interactions within the groups and by directed ones between
the groups. [20] introduces a transformation which can deal
with directed graphs and groups of heterogeneous subsystems.
The approaches in [17], [19], [20] are however restricted
to equal interconnections within the groups of homogeneous
subsystems. In [21], an approach to deal with the more general
case of groups of homogeneous subsystems with different
interconnections is proposed.
In [2], in addition to structural assumptions on the Lyapunov
and multiplier conditions, DG scalings are imposed, which
in general introduces further conservatism. Together with the
structure of the undirected interconnection graph of the plant
and the controller, this leads to synthesis equations which
are pairwise coupled per interconnection, and which need
to be solved in a centralized way. In [22], a distributed
algorithm for the controller synthesis is proposed which is
based on a primal decomposition and subgradient methods.
Coupling in the synthesis equations from [2] occurs between
each two subsystems connected over an edge, and both of
these subsystems compute subgradient information for the
distributed synthesis algorithm, where the updates occur in
a sequential way. The work in [23] makes use of a similar
framework as in [2] for synthesizing a controller with an
interconnection structure which does not need to replicate the
one of the plant. The full block S-procedure is employed.
However, no distributed synthesis methods are proposed.
In [24] a different approach for distributed controller synthe-
sis is presented, where instead of the full-block S-procedure,
a chordal decomposition is used to decompose the centralized
synthesis equations, and a sequential design approach is taken.
However, if a performance criterion is to be optimized, this
approach can in general lead to conservatism or infeasibility.
In the area of distributed control and optimization, the
Alternating Direction Method of Multipliers (ADMM) has
become a widely used method [25]. It combines the advan-
tages of dual decomposition, such as parallel and distributed
computation, with the advantages of the method of multipliers,
such as convexification. ADMM has been used in numerous
applications, for example in electrical power systems [26],
[27], [28], in distributed system and parameter identification
for large-scale systems [29], [30], in optimal traffic flow
problems [31], [32] in sensor and actuator selection, and in
distributed reinforcement learning [33]. In [34], ADMM is
used in a distributed model predictive control scheme based
on the system level synthesis.
The contributions of this paper are the following:
We propose a scalable distributed controller synthesis for
large-scale heterogeneous systems, where the subsystems can
be interconnected over a directed graph. The synthesized
distributed controller may have a directed interconnection
topology that can be different from the topology of the plant.
The scalability of the proposed controller synthesis method
is achieved in two aspects. First, through applying the full
block S-procedure we decompose the controller synthesis
equations. This is achieved based on structural assumptions
on the Lyapunov and multiplier equations, and through con-
gruence transformations. Allowing for structured full block
multipliers potentially reduces conservatism compared to im-
posing D or DG scalings. The resulting decomposed conditions
are of the size of the individual subsystems and are pairwise
coupled over the edges of the interconnection topology.
To solve the decomposed synthesis equations, we propose
a distributed method which is fully parallelizable and which
involves only bidirectional nearest-neighbor communication
and no central coordinator. The distributed synthesis is based
on ADMM. By choosing the variable splitting in a specific
way, the ADMM algorithm can be simplified to two steps
with only nearest neighbor communication. This simplification
has been introduced in [35] for the distributed Lasso problem
and has been extended towards more complex cost functions
in [36]. In [37], the algorithm was generalized to deal with
conic constraints in the consensus couplings.
We further introduce a new system classification, referred
to as α-β-heterogeneous systems, that consist of α groups
of homogeneous subsystems with β different interconnection
types. This is an extension to the model considered in [17],
where all interconnections are required to be of the same type.
α-β-heterogeneous systems include heterogeneous systems as
the most general, and homogeneous systems as the most
specific case. We show how, based on this classification, the
interconnected system model can be transformed to a more
compact form. For small values of α and β less conservatism
is introduced by a controller synthesis based on the more com-
pact model that captures the information of the interconnection
topology of the subsystems.
The paper is structured as follows. After a paragraph on the
notation, we introduce the model of interconnected systems in
Section II, the controller model and the closed loop system in
Section III, and give a transformation of a general system to an
interconnected system model in Section IV. Then, we present
the decomposition of the controller synthesis equations for
heterogeneous systems and a distributed design method based
on the alternating direction method of multipliers (ADMM)
in Sections V and VI, before presenting special classes of
interconnected system models and their simplified decom-
posed controller synthesis in Section VII. The last two sections
illustrate the results by numerical examples and conclude the
paper.
A. Notation
We denote a block-diagonal matrix D of submatrices
D1, ..., DN by D = diag
N
i=1(Di), and a matrix C com-
posed of submatrices C1, ..., CN as block-rows is denoted by
concatNi=1(Ci). The n × n-identity matrix is denoted by In
and the n × m matrix of all zeros as 0n×m. If clear from
the context, the indices are dropped. Iˆ{i} is defined as a
square matrix of appropriate dimensions of all zeros except
that the (i, i)-entry is one, and ej is the j-th unit vector. The
spectrum of the matrix M , i.e., the set of its eigenvalues, is
denoted by spec(M). Minimum and maximum eigenvalues
are denoted by λmin(·) and λmax(·). Similarly, minimum
and maximum singular values are denoted by σmin(·) and
σmax(·). The Kronecker product is denoted by ⊗ and the
Moore-Penrose pseudo-inverse by †. Given a complex valued
matrix M =
[
M1 M2
M3 M4
]
and P of appropriate dimensions,
then the lower and upper Linear Fractional Transformation
(LFT) are defined as Fl(M,P ) = M1 +M2P (I −M4)−1M3
and Fu(M,P ) = M4 + M3P (I − M1)
−1M2, respectively.
We use the symbol ⋆ to simplify expressions as M⊤1 M2M1,
i.e., ⋆⊤M2M1 = M
⊤
1 M2M1. vect(·) is an operator which
forms a vector out of the matrix argument. System matrices
M belonging to the specific channel w to z of subsystem i
are denoted by Mzw,i. The superscripts G and K are used to
indicate the graph topology of the system G or the controller
K . For signals, no superscript, or the superscripts K and c are
used to indicate that the signal belongs to the plant, controller,
or closed-loop, respectively. The dimension of a signal x is
denoted by nx.
II. INTERCONNECTED SYSTEMS
We consider a system of N different LTI subsystems which
are interconnected by an arbitrary directed graph. This section
presents the interconnected system model.
A. Graph Structure
We consider a connected graph T G = {N , EG} where
its vertices are N possibly different finite dimensional LTI
subsystems, associated with the node set N = {1, , N}, which
is the index set of all subsystems Gi, i ∈ N . We further
define the set of directed edges EG := {(i, k)} for all pairs
(i, k) where subsystem i is influenced by subsystem k. The
interconnection topology of the subsystems is captured by the
interconnection matrix PG, which is an N ×N matrix of all
zeros except for non-zero entries in the places corresponding
to interconnections between subsystems i and k, i.e., PGik is
non-zero.
While the interconnection graph T G capturing the inter-
connections between the subsystems may be directed, we will
in Section VI assume that subsystems interconnected by an
edge in EG can communicate in a bidirectional way during
controller synthesis. To this end, and for the interconnection
representation which will be intorduced in Section II-C, we
introduce the mirror graph T GM := {N , EGM} as the
graph which completes T G to an undirected one, i.e., for all
directed edges (i, k) ∈ EG for which there does not exist an
edge (k, i) ∈ EG, there exists an edge (k, i) in EGM . The
interconnection matrix PGM is defined for T GM analogously
to PG for T G.
B. Interconnected State Space Representations
The subsystems Gi admit the following state space repre-
sentations.
Gi :




x˙i
yi
zi
qi

 =


Ai Bu,i Bw,i Bp,i
Cy,i 0 Dyw,i Dyp,i
Cz,i Dzu,i Dzw,i Dzp,i
Cq,i 0 Dqw,i 0




xi
ui
wi
pi

 ,
(1)
with the state vector xi ∈ Rnxi , the control input and measured
output, ui ∈ Rnui and yi ∈ Rnyi , the exogenous input and
performance output, wi ∈ Rnwi and zi ∈ Rnzi , and the
interconnection signals pi ∈ Rnpi and qi ∈ Rnqi , respectively.
A transformation of a general distributed LTI system to the
representation in (1) will be given in Section IV, and a possible
realization of the system matrices in (1) is given in Appendix
A in (45).
C. Interconnection Relations
We define the set of neighboring subsystems of subsystem
i, denoted by NGi , as the set of subsystems for which there
exists an interconnection with subsystem i, i.e., for which there
exists an edge (i, k) in the union of edge sets EG∪EGM . The
interconnection signals pi and qi of the subsystems are further
partitioned into
pi = concatk∈NG
i
(pik) ,
qi = concatk∈NG
i
(qik) ,
(2)
where pik ∈ R
npik , qik ∈ R
nqik are the incoming and
outgoing interconnection signals of subsystem i from and
to subsystem k. The interconnection signals p ∈ Rnp and
q ∈ Rnq of the system are then defined as
p = concati∈N (pi) ,
q = concati∈N (qi) .
(3)
Furthermore, we define the interconnection matrix PG through
the relation
p = PGq. (4)
The entries in PG are the elements PGik of the individual
interconnection relations pik = PGik qki, which are shown in
Figure 1. In the case of ideal interconnections, these entries
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Fig. 1: Interconnection and performance inputs and outputs.
PGik are identities of appropriate dimensions. An illustration of
the definition of the interconnection signals and the intercon-
nection matrix is given in Example 1 in Section VIII.
We denote the decentralized part of the plant, i.e., the
ensemble of all Gi, ∀i = 1, ..., N as Gd. The interconnected
system, denoted by G, is then given by the decentralized part
Gd and the interconnection channel as follows
G :
{
Gd = diagi∈N (Gi) ,
p = PGq .
(5)
Note that with the definition of pi and qi in (2) over the
interconnections (i, k) ∈ EG∪EGM the interconnection matrix
PG is defined over the undirected graph T G + T GM , where
T GM introduces zero signals in the appropriate channels to
complete the graph T G to an undirected one. Therefore, in the
following, w. l. o. g., undirected interconnection graphs will be
considered.
III. CONTROLLER STRUCTURE AND CLOSED LOOP
A. Interconnected Controller Structure
The goal of the controller synthesis is to find another
interconnected system, the controller K , such that the closed-
loop system, i.e., the interconnection of the plant G with the
controller K , is stable and minimizes the induced L2-norm
of the closed-loop system. The state-space realization of the
subsystems of the controller K are given by
Ki :



x˙
K
i
ui
qKi

 =

 A
K
i B
K
i BpK ,i
CKi D
K
i CpK ,i
CqK ,i DqK ,i 0



x
K
i
yi
pKi

 . (6)
A possible realization of the controller matrices is given in
Appendix A in (48). As before for the plant, we define
the neighboring subcontrollers of subcontroller i by NKi =
{k|(k, i) ∈ EK ∪ EKM}. Also, the interconnection signals of
the subcontroller i, pKi ∈ R
n
pKi and qKi ∈ R
n
qKi , are defined
and partitioned analogously to the ones of the plant, pi and qi.
Also the interconnection signals of the controller, pK ∈ RnpK
and qK ∈ RnqK , are defined analogously to p and q. With
the interconnection matrix PK , the interconnection relations
of the controller are defined by
pK = PKqK .
As before for the plant, we define the interconnection graph
T K = {N , EK} for the interconnected controller. Further-
more, we define the interconnection matrix PK as the N×N -
matrix capturing the topology of the controller. The mirror
graph T KM , as well as the mirror interconnection matrix
PKM are defined analogously to T GM and PGM from before.
As before for the system, we denote the decentralized part
of the controller, i.e., the ensemble of all Ki, ∀i = 1, ..., N ,
by Kd. The interconnected controller is then given by the
decentralized part Kd and the interconnection channel as
follows.
K :
{
Kd = diagi∈N (Ki) ,
pK = PKqK .
(7)
Again, as for the plant, the interconnection signals, Ki and
qK , and the interconnection matrix PK captures the topology
described by the undirected graph T K + T KM .
B. Interconnected Closed-Loop System
We define the closed-loop of the system G interconnected
with the controllerK , as illustrated in the right diagram of Fig-
ure 2, as G = Fu(G,K) = Fu(Fl(Gd,PG),Fu(Kd,PK)) =
Fu(Fl(Gd,P)), with dynamics given by
G :
{
Gd = diagi∈N (Gi) ,
qc = Ppc,
(8)
with
Gi :



x˙cizi
qci

=

Ai B1,i B2,iC1,i D11,i D12,i
C2,i D21,i D22,i



xciwi
pci

 , ∀i ∈ N ,
(9)
and where the state and interconnection signal vectors xci ∈
R
nxci , qci ∈ R
nqci and pci ∈ R
npci of the closed-loop system
are defined as the stacked vectors of the system and the
controller, as
xci =
[
xi
xKi
]
, qci =
[
qi
qKi
]
, pci =
[
pi
pKi
]
, (10)
respectively. With xc = concatNi=1(x
c
i ), q
c = concatNi=1(q
c
i ),
pc = concatNi=1(p
c
i ), the interconnection matrices P and P
are then defined for the graph of the closed-loop system, T ,
with T = {N , E}, where the edge set E is given by E =
EG∪EGM ∪EK ∪EKM . As before in (5), this interconnection
structure can always be achieved by introducing zero signals
in the appropriate channels. The set of neighboring subsystems
of subsystem i in the closed-loop is defined analogously to the
sets NGi and N
K
i for the closed loop and is thus the union of
both sets, i.e., Ni = NGi ∪ N
K
i .
Note that the controller interconnection structure does not
have to be the same as the plant interconnection structure,
i.e., we allow for PG 6= PK . A possible realization of the
closed-loop system matrices in (8) is given in the Appendix
in (49).
IV. TRANSFORMATION TO INTERCONNECTED STATE
SPACE REPRESENTATIONS
A. Distributed Systems with Centralized Performance
In general, the performance channel of a given distributed
plant may not be localized as it is assumed in (1). For instance,
for cooperative control tasks, system-wide performance goals
can be formulated, and exogenous inputs can affect coupled
parts of the system. In this case, the performance channel is
not localized and the system cannot readily be modeled in the
form given in (5).
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Let us consider a distributed continuous-time LTI plant with
the following dynamics
G¯ :


x˙ = Ax+
∑N
i=1Bu,iui +Bw¯w¯ ,
yi = Cy,ix+Dyw¯,iw¯ , i = 1, ..., N ,
z¯ = Cz¯x+Dz¯uu,
(11)
with the state vector x = concatNi=1(xi) ∈ R
nx and the control
input vector u = concatNi=1(ui) ∈ R
nu . The exogenous input
and performance output, which in general are not local, are
given by w¯ ∈ Rnw¯ and z¯ ∈ Rnz¯ , respectively.
As shown in [21], in order to decompose the system into
local interconnected subsystems Gi, the global performance
input and output, w¯ and z¯, in (11), can be augmented such
that to each individual subsystem a performance input and
output can be assigned. This augmentation is given by
z = Q¯
1
2Sz¯ and w = R¯−
1
2T w¯, (12)
with z = concatNi=1(zi) and w = concat
N
i=1(wi) and S and
T having full rank. The augmentation of the related system
matrices is defined as
Cz = Q¯
1
2SCz¯ Dzu = Q¯
1
2SDz¯u,
Bw = Bw¯T
†R¯
1
2 Dyw = Dyw¯T
†R¯
1
2 ,
(13)
with Cz = concat
N
i=1(Cz,i), Bw = concat
N
i=1
(
B⊤w,i
)⊤
,
Dzu = concat
N
i=1(Dzu,i), and Dyw = concat
N
i=1
(
D⊤yw,i
)⊤
.
The matrices Q¯ and R¯ are weightings and are defined in the
following section.
B. System Norm-Invariant Transformation of the Performance
Channel
We define the closed-loops of the system G¯ in (11) and G in
(5) in interconnection with a controller K as G¯ = Fu(G¯,K)
and G = Fu(G,K), respectively. The closed-loops are illus-
trated in Figure 2.
As control objective, the H∞-norm of the closed-loop trans-
fer function from w¯ to z¯ of the system G¯ under the controller
K , i.e. ‖G¯‖H∞ , is to be minimized. For a scalable synthesis
of K , the goal is to exploit the structure of G and thus to
minimize ‖G‖H∞ . We show that under the same controller K
this norm is equal to the norm of G, i.e., ‖G¯‖H∞ = ‖G‖H∞ .
Let us assume that the full rank matrices Q¯ and R¯ are chosen
as
Q¯ = S†
⊤
S† +MQ, R¯ = TT
⊤ +MR, (14)
with MQ = M
⊤
Q , MR = M
⊤
R , S
⊤MQS = 0, and
T †MRT
†⊤ = 0. Then, the equality of ‖G¯‖H∞ and ‖G‖H∞
is stated in the following.
Theorem 1: Given G and G¯, with the transformation in (13)
and the weightings in (14), it holds that
‖G¯‖H∞ = ‖G‖H∞ .
Proof: Similarly as in Lemma 9 in [16], for a transfor-
mation of a system G¯ to G with G = TlG¯T †r , the following
performance bounds can be proven
σmin(Tr)
σmax(Tl)
‖G‖H∞ ≤ ‖G¯‖H∞ ≤
σmax(Tr)
σmin(Tl)
‖G‖H∞ . (15)
With Tl :=
(
S†TS† +MQ
) 1
2S and Tr :=
(
TT T +MR
)− 1
2T ,
we need to show that the transformation matrices Tl and Tr
are semi-orthogonal, which is a generalization of orthogonality
for rectangular matrices, i.e., T⊤r Tr = I and TlT
⊤
l = I . Semi-
orthogonal m× n or n×m-matrices have m singular values
of 1, if m ≤ n. Then, the bounds in (15) are tight since
σmax = σmin = 1 and so the H∞-norm is not changed under
the system transformation. To show that Tr is semi-orthogonal,
we see that
T⊤r Tr =
(
(TT⊤ +MR)
− 1
2T
)⊤ (
(TT⊤ +MR)
− 1
2T
)
= T⊤
(
(TT⊤ +MR)
− 1
2
)⊤
(TT⊤ +MR)
− 1
2T
= T⊤(TT⊤ +MR)
−1T = I,
which holds because of MR = M
⊤
R . Showing that T
⊤
l Tl = I
follows along the same lines.
The following proposition suggests that the augmentation of
the performance channel is also applicable for an H2-based
controller synthesis.
Proposition 1: Given G and G¯, it holds
‖G‖H2 = ‖G¯‖H2 .
Proof: As shown in [16], the H2-norm is also unitary-
invariant, and therefore the same proof as in Theorem 1 can
be applied to show that ‖G‖H2 = ‖G¯‖H2 .
This performance input-output-transformation in (12) and
(13) with (14) leads to the system
G :


x˙ = Ax+
∑N
i=1Bu,iui +
∑N
i=1 Bw,iwi ,
yi = Cy,ix+Dyw,iw , i = 1, ..., N ,
zi = Cz,ix+Dzu,iu,
(16)
which has local control and performance inputs and outputs,
ui, yi, wi, and zi, respectively, and can thus readily be modeled
as the interconnected system in (5).
V. DECOMPOSED CONTROLLER SYNTHESIS EQUATIONS
In the following, we will consider methods from robust
and gain-scheduled controller synthesis, where the intercon-
nection plays the role of the uncertainty. The block-diagonal
entries in the system matrices are dealt with in a decomposed
way and the off-block-diagonal entries modeled through the
interconnection channel need to be accounted for in multiplier
conditions that are coupled over the subsystems. We present
a decomposed synthesis for the interconnected controller K
based on the system representation in (8).
A. Centralized Full Block S-Procedure for Interconnected
Systems
In the following, we will use the full block S-procedure
for the controller synthesis, and therefore we briefly review it
here.
Theorem 2 ([15]: Full Block S-Procedure): Given the stable
continuous-time LTI system[
x˙c
z
qc
]
=
[
A B1 B2
C1 D11 D12
C2 D21 D22
][
xc
w
pc
]
, qc = Ppc, (17)
then the system has an L2-gain from w to z smaller than γ
if and only if there exist variables X = X⊤ > 0, R = R⊤,
Q = Q⊤ and S of appropriate dimensions such that
[
⋆
]⊤ [ Q S
S⊤ R
]⊤ [
P
I
]
> 0,
(18)
[
⋆
]⊤


0 X 0 0 0 0
X 0 0 0 0 0
0 0 −γI 0 0 0
0 0 0 1
γ
I 0 0
0 0 0 0 Q S
0 0 0 0 S⊤R




I 0 0
A B1 B2
0 I 0
C1 D11 D12
0 0 I
C2 D21 D22

 < 0.
(19)
This theorem can be directly applied to the system formulation
in (8). We show in the following proposition how the condi-
tions in Theorem 2 can then be decomposed into conditions
of the size of the subsystems by appropriate structural (block-
diagonal) assumptions on the multipliers Q, R and S and on
the Lyapunov matrix X . We focus on the case of heteroge-
neous systems, for which we propose a distributed synthesis
in Section VI. In Section VII, we present two special cases of
systems for which the decomposed synthesis equations can be
significantly simplified under further structural assumptions.
B. Decomposed Controller Synthesis for Heterogeneous Sys-
tems
Proposition 2: (Decomposed Full-Block S-Procedure for
Heterogeneous Systems:) Consider a heterogeneous system
G = Fl(Gd,PG) given in (5) Then there exists a controller K
as in (6) such that G = Fu(G,K) = Fu(Gd,P) in (8) is stable
and has an L2-gain less than γ, if there exist Xi = X⊤i > 0
and Rik = R
⊤
ik, Qik = Q
⊤
ik and Sik, ∀(i, k) ∈ E , such that
[⋆]⊤
[
Qˆik Sˆik
Sˆ⊤ik Rˆik
] [
Pˆik
I(npc
ik
+npc
ki
)
]
> 0,
∀(i, k) ∈ E .
(20)
[
⋆
]⊤


0 Xi 0 0 0 0
Xi 0 0 0 0 0
0 0 −γI 0 0 0
0 0 0 1
γ
I 0 0
0 0 0 0 Q˜i S˜i
0 0 0 0 S˜⊤i R˜i




I 0 0
Ai B1,i B2,i
0 I 0
C1,i D11,i D12,i
0 0 I
C2,i D21,i D22,i

 < 0,
∀i ∈ {1, ..., N}.
(21)
with
R˜i = diagk∈Ni(Rik) , Q˜i = diagk∈Ni(Qik) , S˜i = diagk∈Ni (Sik) ,
Rˆik = diag(Rik, Rki), Qˆik = diag(Qik, Qki), Sˆik = diag(Sik, Ski),
and with
Pˆik =
[
0 Pik
Pki 0
]
.
Proof: When applying Theorem 2 to the interconnected
system in (8) with the structured Lyapunov matrix X =
IN ⊗ Xi and the structured multipliers R = diagi∈N
(
R˜i
)
,
Q = diagi∈N
(
Q˜i
)
, and S = diagi∈N
(
S˜i
)
, then the matrices
in the nominal condition (19) are composed of only block-
diagonal matrices and therefore completely decompose into
one condition per subsystem as in (21).
With T being an undirected graph, and with the structured
multipliers R˜i = diagk∈Ni (Rik), Q˜i = diagk∈Ni(Qik), and
S˜i = diagk∈Ni(Sik), the multiplier condition in (18) can be
transformed into a block-diagonal matrix with the conditions
of (20) on its diagonal blocks. To see this, let us consider
the interconnection channel pc = Pqc as defined in (8).
Then, we can always find a permutation matrix T , such that
the entries of the signals qc and pc are reordered such that
those corresponding to the same edge are consecutive, i.e.,
p¯c = Tpc with p¯c = [..., pcik
⊤, pcki
⊤, ...]⊤, and q¯c = Tqc with
q¯c = [..., qcik
⊤, qcki
⊤, ...]⊤. The similarity transformation of
the multiplier condition with T leads to
[⋆]
T
[
T
T
] [
Q S
S⊤ R
] [
T−1
T−1
]
︸ ︷︷ ︸[
Q¯ S¯
S¯⊤ R¯
]
[
T
T
] [
P
Inpc
]
T
−1
︸ ︷︷ ︸[
P¯
Inpc
]
> 0,
(22)
involving the multiplier transformations Q¯ = TQT−1, S¯ =
TST−1 and R¯ = TRT−1. As the multipliers Q, R and S are
block-diagonal, this transformation results in block-diagonal
multipliers again with the same reordering of the blocks on
the diagonal as for the interconnection signals. This completes
the proof that K stabilizes G = Fu(G,K) and leads to an
H∞-norm less than γ.
The transformation in (22) is illustrated in Example 2 in
Section VIII.
Corollary 1: The controller K in Proposition 2 stabilizes G¯
and leads to a performance bound of less than γ for G¯.
Proof: Note that from G to G¯, only the performance
channel is transformed, and therefore stability of G, which
is guaranteed by Proposition 2, implies stability of G¯ =
Fu(G,K). Furthermore, it has been shown in Theorem 1 that
the H∞-norm is invariant under the transformation of the
performance channel, and thus the performance bound γ on G
also holds for G¯.
Remark 1: In the case of ideal interconnections, where Pik
are identities, then (20) results in the simplified conditions[
Qik +Rki Sik + S
⊤
ki
Ski + S
⊤
ik Qki +Rik
]
> 0, ∀(i, k) ∈ E . (23)
VI. DISTRIBUTED CONTROLLER SYNTHESIS FOR
HETEROGENEOUS SYSTEMS
The controller synthesis is based on the nominal conditions
in (21) and on the multiplier conditions in (20). While the
nominal conditions are completely decomposed into small
conditions for each subsystem, the decomposed multiplier
conditions in Proposition 2 introduce pairwise coupling be-
tween interconnected neighboring subsystems. Therefore, a
decentralized controller synthesis is not possible and we seek
a distributed design method in the following. Our approach is
based on a variant of the consensus ADMM [25], where only
nearest neighbor communication is required. This variant was
introduced in [35] and extended in [36], [37].
A. Decomposed Controller Synthesis Problem
We define the global variable vector l containing the set of
global controller gains {AK , BK , CK , DK} of K in (7) with
all local controller gains in (6), the global (block-diagonal)
Lyapunov matrix X , all multipliers Qik, Rik, Sik from Propo-
sition 2, and ν = γ−
1
2 , with γ being the performance bound
in Theorem 2. The global synthesis problem can then be
formulated as
min
l
f(l) + g(l), (24)
with f(·) and g(·) being defined as
f(l) = −ν,
g(l) = I(18)(l) + I(19)(l).
(25)
Herein, I(r)(z) denotes the indicator function of z satisfying
the conditions in (r), i.e.,
I(r)(z) :=
{
0 if z satisfies (r),
∞ otherwise.
(26)
In order to decompose the global synthesis problem, we
introduce the set of local variables si for all subsystems i ∈ N ,
which contain copies of all variables of the global variable
vector l that are relevant to the respective subsystem i. The
local variable vector si thus contains the local controller gains
{AKi , B
K
i , C
K
i , D
K
i ,
AKik, B
K
ik , C
K
ik , D
K
ik , ∀k ∈ N
K
i }
(27)
Algorithm 1: Consensus ADMM
Input: Parameter ρ > 0, local subsystems Gi,
∀i = 1, ..., N , interconnections PGik ∀k ∈ N
G
i ,
PKik ∀k ∈ N
K
i , ∀i = 1, ..., N, ,
initial value s
(0)
i , ∀i ∈ N
1 Initialization: Set κ← 0, λ
(0)
i ← 0;
2 while not converged do
3 Communicate Eik s
(κ)
i to neighboring nodes k in Ni;
4 λ
(κ+1)
i ← λ
(κ)
i + ρ
∑
k∈Ni
(Tik s
(κ)
i − Tki s
(κ)
k );
5
s
(κ+1)
i ← argmin
si
{
fi(si) + gi(si) + s
⊤
i λ
(κ+1)
i
+ ρ
∑
k∈Ni
∥∥∥∥∥Tik si − Tik s
(κ)
i + Tki s
(κ)
k
2
∥∥∥∥∥
2
2
}
;
κ← κ+ 1;
6 end
Output: local controller gains in (27), bounds γi = γ
of Ki in (6), the local Lyapunov matrices Xi of X =
diagNi=1(Xi), the local copies νi of ν, and the local copies of
the multipliers involved in the local synthesis problem (20),
(21) of subsystem i. In order to ensure consistency over local
copies of variables by different interconnected subsystems i
and k corresponding to the same parts of the global variable
l, we further define the selection matrices Eik and Eki and
formulate the following local consensus constraint
Eik si = Eki sk, ∀(i, k) ∈ E .
We further define the dual multipliers of subsystem i cor-
responding to the consensus constraints for si as λi. The
decomposed controller synthesis problem is now expressed as
min
si
N∑
i=1
(fi(si) + gi(si)) ,
s.t. Eik si = Eki sk, ∀(i, k) ∈ E .
(28)
with fi(·) and gi(·) being defined as
fi(si) = −
1
N
νi,
gi(si) = I(20)(si) + I(21)(si).
(29)
B. Distributed Synthesis Without Global Coordination
We present the distributed consensus ADMM algorithm
in Algorithm 1 with only nearest neighbor communication
to solve the interconnected controller synthesis problem of
Proposition 2. The communication during the synthesis is
defined over the graph T = {N , E}, where the edge set E
is given by E = EG ∪ EGM ∪ EK ∪ EKM , as introduced in
Section III.B.
In steps 4 and 5, the matrices Tik and Tki select the elements
over which a consensus should be reached and place them
where they occur in si. A similar derivation of the steps in
Algorithm 1 can be found in [35] and is for convenience given
in Appendix B.
The following primal and dual residuals [25], can be con-
sidered as convergence criteria,
r(κ+1) = concatNi=1
(
concatk∈Ni
(
1
2
r
(κ+1)
ik
))
,
d(κ+1) = concatNi=1
(
concatk∈Ni
(
1
2
d
(κ+1)
ik
))
,
(30)
respectively, with
r
(κ+1)
ik = Eiks
(κ+1)
i − Ekis
(κ+1)
k ,
d
(κ+1)
ik = Eik(s
(κ+1)
i − s
(κ)
i ) + Eki(s
(κ+1)
k − s
(κ)
k ).
(31)
The derivation of these residuals is given in (62) in Ap-
pendix A.
Note that for determining convergence, the primal and dual
residuals, ri and di, can be computed locally. Therefore, some
higher-level communication protocol of low communication
frequency is required to detect when convergence among all
subsystems is reached.
Remark 2: In the case of state feedback control, variable
substitutions in the synthesis equations lead to a convex prob-
lem (LMIs). In the case of dynamic output feedback, a variable
substitution leads to a bilinear program (BMIs), which can be
dealt with by iteratively solving two LMIs. This holds for the
global problem formulation in (18), (19), and importantly, it
also holds for the decomposed problem formulation in (20),
(21). Therefore, in the case where an interconnected state
feedback controller is to be designed, the synthesis problem in
(20), (21) is convex and the convergence results in [25] hold
for the distributed synthesis in Algorithm 1. If the controller
to be synthesized is a dynamic output feedback controller, the
non-convex (bilinear) decomposed synthesis equations in (20),
(21) could be solved iteratively in step 6 in Algorithm 1. No
convergence guarantee for the ADMM iterations can be given
in this case. In the case of distributed output feedback control
design, further numerical techniques could be investigated in
order to reduce the number of iterations to convergence of
the proposed ADMM scheme, such as warm-starting with
solutions of the previous ADMM iteration or early termination,
such as in [38] for real-time ADMM.
Remark 3: Note that in addition to imposing the block-
diagonal structure on the multipliers, one could consider
further restricting them to DG scalings or diagonal multipliers,
which would reduce the dimension of the consensus variables,
and therefore both the dimension of the communicated signals
as well as the computation and convergence time could possi-
bly be reduced. Since this would introduce more conservatism,
we chose to allow for (block-diagonally structured) full blocks.
VII. DECOMPOSED SYNTHESIS FOR SPECIAL CLASSES OF
INTERCONNECTED SYSTEMS
Depending on the degree of homogeneity of the subsystems,
it can be beneficial to introduce a special class of intercon-
nected systems. First, we review the case of homogeneous
systems and then introduce a new class of systems, referred
to as α-β-heterogeneous systems. We show how the intercon-
nected system model in (1) can be transformed into a more
compact model for this system classification thereby leading
to more compact controller synthesis formulations.
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Fig. 3: Transformation of the interconnection channel.
A. Homogeneous Systems
Definition 1 (Homogeneous system): Let M represent all
overall system matrices A, Bu, Cy , Dyw, Cz , Dzu, Dzw,
which are the stacked subsystem matrices from (16), i.e.,
Bu = concat
N
i=1
(
B⊤ui
)⊤
, Cy = concat
N
i=1(Cyi) and the other
matrices are defined analogously. Then, we define a homoge-
neous system if its system matrices can be written as
M = IN ⊗Mii︸ ︷︷ ︸
Md
+PG ⊗Mik︸ ︷︷ ︸
Mi
, (32)
with PG as defined in Section II-A. This means that for a ho-
mogeneous system all its local subsystem matrices Mii, ∀i ∈
N are identical and all its interconnection subsystem matrices
Mik, ∀(i, k) ∈ EG are identical.
Proposition 3: If the controller K is also chosen as a
homogeneous system, i.e., such that (32) holds with M
representing the controller matrices AK , BK , CK and DK ,
and if PK = PG, then, the interconnected closed loop
system in (8) can be transformed to a representation where
the interconnection matrix takes the form
P = P ⊗ Inpc , (33)
with P = PG = PK , and the system matrices of (1) are
transformed such that the closed-loop is not changed.
Proof: We define the transformations of the interconnec-
tion channel, P , and of the decentralized system part, Gd, as
P = Z⊤PZ,
Gd = diag
(
I, Z†
)
Gd diag
(
I, Z†⊤
)
,
(34)
respectively. The transformation matrix Z is defined as the
|E| × N matrix of all zeros except for ones in the entries
corresponding to an interconnection between an edge and a
system. With this transformation, the interconnection topology
is captured in P = P ⊗ Incp and the interconnections are sum-
marized into one channel per subsystem. This transformation is
shown in Figure 3, and is illustrated in Example 3. A possible
realization of the transformed system matrices of Gd is given
in the Appendix in (46).
This model of interconnected systems has been used in [16]
and in [19]. In this representation, the controller synthesis
equations can be simplified as follows.
B. Decomposed Controller Synthesis for Homogeneous Sys-
tems
Proposition 4: (Decomposed Full-Block S-Procedure for
Homogeneous Systems [16]:) Let us consider a homogeneous
system G = Fl(Gd,PG), which is given in (5) with PG =
PG ⊗ Inp structured as in (33), assumed to be normal, and
the system matrices structured as in (32). Then there exists a
controllerK as in (6) with PK = PG = P and with controller
matrices satisfying (32), such that G = Fu(G,K) is stable and
has an L2-gain less than γ, if there exist Xi = X⊤i > 0, and
R˜i = R˜
⊤
i , Q˜i = Q˜
⊤
i and S˜i, such that (21) and[
⋆
]T [Q˜i S˜i
S˜⊤i R˜i
] [
λInpc
Inpc
]
> 0, ∀λ ∈ spec (P ) . (35)
Remark 4: Note that the decomposed synthesis equations of
Proposition 2 can also be used in the case of homogeneous
systems. Choosing identical multipliers Qik, Rik and Sik,
respectively, for all edges (i, k), allows to decompose the
nominal and multiplier conditions to identical small ones of the
size of the individual subsystems. However, as less structural
knowledge about the interconnected system is exploited, in
general more conservatism can be introduced by the controller
design in Proposition 2 than by the one in Proposition 4. In
particular, no information about the interconnection topology
is captured in the system representation. It can be observed
that the bound γ of the resulting closed-loop under the
synthesized controller from Proposition 2 is equal to the one
from Proposition 4 (and therefore no additional conservatism
is introduced), only if the graph is regular, and if the spectrum
of the interconnection matrix is symmetric, i.e., if λmin(P ) =
−λmax(P ). If these conditions are not met, Proposition 4 is
less conservative than the synthesis based on Proposition 2
with identical multipliers for all edges.
C. Heterogeneous Groups of Subsystems with Different Ho-
mogeneous Interconnections
In between heterogeneous and homogeneous systems, we
define a new class of systems with α groups of homogeneous
subsystems and with β different interconnection types, referred
to as α-β-heterogeneous systems. Technically, this classifica-
tion includes heterogeneous systems as the most general case,
with α = N and β = ‖E‖, and homogeneous systems as the
most specific class, with α = 1 and β = 1. The transformation
of the system model and of the synthesis equations is most
beneficial for small values of α and β.
Definition 2 (α-β-Heterogeneous systems): We define a
system of α groups of homogeneous subsystems with β
different homogeneous interconnections, referred to as α-β-
heterogeneous systems, if its system matrices can be written
as
M =
∑α
i=1
IΘi−1+1:Θi ⊗Mii︸ ︷︷ ︸
Md
+
∑α
i=1
∑βG
j=1
(
IΘi−1+1:ΘiP
G
j ⊗Mij
)
︸ ︷︷ ︸
Mi
,
(36)
where PGj are different interconnection matrices, and
IΘi−1+1:Θi is an N × N matrix of all zeros except for the
diagonal entries corresponding to the indices from Θi−1 + 1
to Θi being ones. The index set variable Θi is defined as
Θi =
∑i
l=1Nl with Θ0 = 0, where Nl is the number of
subsystems in the group l
Fig. 4: Two groups of homogeneous subsystems (αG = 2) intercon-
nected by three different interconnections (βG = 3) symbolized by
the different arrow types.
This means that within each of the α groups, all subsystems
have equal matrices Mii and can have β
G different matri-
ces, Mij , interconnected through the interconnection matrices
PGj .
Figure 4 shows an example with αG = 2 groups of homo-
geneous subsystems and βG = 3 different interconnections.
The matrices Mij correspond to those off-diagonal blocks of
M which represent the influence from all subsystems specified
by the structure of PGj to the subsystems i.
Proposition 5: If the controller K is also chosen to be com-
posed of groups of homogeneous subcontrollers with different
homogeneous interconnections, i.e., such that (36) holds with
M representing the controller matrices AK , BK , CK and
DK , then the interconnected closed loop system in (8) can
be transformed to a representation where the interconnection
matrix takes the form
P = diagβj=1
(
Pj ⊗ Inpc
j
)
, (37)
where β is the number of different interconnection matrices
PGj and P
K
j in the closed-loop system.
Proof: We define the transformations of the intercon-
nection channel and of the decentralized system part as
P = Z⊤PZ and Gd = Z−1GdZ−⊤, respectively. The trans-
formation matrix Z is defined as the |E|× (β N) concatenated
matrix Z = concatβj=1(Zj), where Zj are the |E|×N matrices
of all zeros except for ones in the entries corresponding to an
interconnection defined in Pj between an edge and a system.
With this transformation, the β interconnection topologies are
captured in P = diag(Pj ⊗ Inpc ).
This transformation is shown in Figure 3 and is illustrated in
Example 4. A possible realization of the transformed system
matrices of Gd are given in the Appendix in (47).
Remark 5: As in the homogeneous case, instead of stacking
multiple identical interconnection channels for neighboring
subsystems, they are summarized as one interconnection chan-
nel for each subsystem. In order to transform the repre-
sentation to this form, the interconnection channel of each
subsystem is augmented (by zero signals) such that each sub-
system has interconnection signals belonging to all different
interconnection matrices Pj . Therefore, this formulation in
general involves a larger dimension of the interconnection
channel. It thus depends on the degree of homogeneity of the
system, i.e., on α and β, whether this formulation is beneficial
in comparison to Proposition 2.
Remark 6: The modeling approach in (36) extends the
special case of α-heterogeneous systems in [17], where dif-
ferent groups of homogeneous subsystems are connected by
identical interconnections. The formulation given here captures
the more general case of groups of homogeneous subsystems
with different interconnections. In this case, for example, the
states can be interconnected through a different interconnec-
tion matrices than the performance inputs or outputs, or the
control inputs. An example is given in [21] resulting from an
augmented overlapping system representation as presented in
[5] and analyzed in [39].
We will show in the following how the controller synthesis
can be decoupled and simplified based on the system repre-
sentation in (36).
D. Decomposed Controller Synthesis for α-β-Heterogeneous
Systems
Proposition 6: (Decomposed Full-Block S-Procedure for α-
β-Heterogeneous Systems:) Let us consider the system G =
Fl(Gd,PG) given in (5), with system matrices as defined in
(36), Then there exists a controller K as in (7) with controller
matrices satisfying (36), such that the interconnection matrix
of the closed-loop system is given in (37), such that G =
Fu(G,K) is stable and has an L2-gain less than γ, if there
exist Xi = X⊤i > 0, and Q˜j = Q˜
⊤
j , R˜j = R˜
⊤
j and S˜j ,
∀j = {1, ..., β}, with Q˜ = diagβj=1
(
Q˜j
)
, R˜ = diagβj=1
(
R˜j
)
and S˜ = diagβj=1
(
S˜j
)
such that
[⋆]
T
[
IN ⊗ Q˜j IN ⊗ S˜j
IN ⊗ S˜
⊤
j IN ⊗ R˜j
] [
Pj ⊗ Inpc
j
INnpc
j
]
> 0,
∀j ∈ {1, ..., β},
(38)
[
⋆
]⊤


0 Xi 0 0 0 0
Xi 0 0 0 0 0
0 0 −γI 0 0 0
0 0 0 1
γ
I 0 0
0 0 0 0 Q˜ S˜
0 0 0 0 S˜⊤R˜




I 0 0
Ai B1,i B2,i
0 I 0
C1,i D11,i D12,i
0 0 I
C2,i D21,i D22,i

 < 0,
∀i ∈ {1, ..., α}.
(39)
Proof: The proof follows along the same lines as the
one of Proposition 2 with the structured Lyapunov matrix
X = diagαi=1(INi ⊗Xi) and the structured multipliers Q =
diagβj=1
(
IN ⊗ Q˜j
)
, R = diagβj=1
(
IN ⊗ R˜j
)
and S =
diagβj=1
(
IN ⊗ S˜j
)
. Herein, Ni is the number of subsystems
within the group i. Note that if the system G is the transformed
system G¯ in (11), Corollary 1 applies such that Proposition 6
also holds for G¯.
Corollary 2: Furthermore, by applying Lemma 1 from [20],
we can state the following. If the interconnection matrices
Pj are normal, they can always be transformed into diagonal
matrices with their eigenvalues on the diagonal. Introducing
the additional constraint Q˜j > 0 guarantees concavity of the
multiplier condition in λ, which lets us further decompose the
multiplier condition in (38) into the following conditions.
[
⋆
]T [Q˜j S˜j
S˜⊤j R˜j
][
λInpc
j
Inpc
j
]
> 0, ∀λ ∈ spec (Pj) , (40)
∀j ∈ {1, ..., β}. (41)
Remark 7: The same observation as in Remark 2 holds
here. As for the synthesis equations in Proposition 2, also the
synthesis conditions in Proposition 6 are convex in the case
of state feedback. In the case of dynamic output feedback,
a variable transformation leads to bilinear matrix inequalities
which can be handled by iteratively solving two LMIs.
Thus, in the case of α groups of homogeneous subsys-
tems, there are α small nominal conditions to be solved.
Furthermore, for each of the β interconnections, two multiplier
conditions (for the smallest and largest eigenvalues of the Pj),
need to be solved.
Remark 8: In [17], a decomposition of the controller synthe-
sis equations for α-heterogeneous systems based on a singular-
value decomposition is proposed, which potentially introduces
more conservatism as congruence transformation proposed in
Proposition 6.
VIII. NUMERICAL EXAMPLE
A. Illustration of the Theory
The following examples will illustrate the definition and
construction of the interconnection matrices.
Example 1 (Definition of interconnections qc, pc and inter-
connection matrix P): We consider the following closed-loop
system composed of four subsystems with the interconnection
matrix P =
[
0 P12 0 0
P21 0 P23 P24
0 P32 0 0
0 P42 0 0
]
indicating the interconnec-
tion topology of the subsystems. The interconnection channel,
as defined in (3), for the closed-loop system is

pc
12
pc
21
pc
23
pc
24
pc
32
pc
42


︸ ︷︷ ︸
pc
=


P12
P21
P23
P24
P32
P42


︸ ︷︷ ︸
P


qc
12
qc
21
qc
23
qc
24
qc
32
qc
42


︸ ︷︷ ︸
qc
.
For example, subsystem 1 has an interconnection channel
of npc
1
= npc
12
to nqc
1
= nqc
12
and subsystem 2 has an
interconnection channel of npc
2
= npc
21
+ npc
23
+ npc
24
to
nqc
2
= nqc
21
+ nqc
23
+ nqc
24
.
Example 2 (Transformation to block-diagonal P): For the
system in Example 1, it is easy to see that the transformation
T =


I
I
I
I
I
I

 , applied to the system as in (22)
gives

pc
12
pc
21
pc
23
pc
32
pc
24
pc
42


︸ ︷︷ ︸
p¯c
=


P12
P21
P23
P32
P24
P42


︸ ︷︷ ︸
P¯


qc
12
qc
21
qc
23
qc
32
qc
24
qc
42


︸ ︷︷ ︸
q¯c
.
Example 3 (Transformation to simplified representation for
homogeneous systems): If the system in Example 1 is a
homogeneous system, then it holds that all the interconnection
channels over the different edges of a subsystem are identical,
as all off-block-diagonal matrices Mik are identical, and
therefore we can apply the transformation
Z =


I 0 0 0
0 I 0 0
0 I 0 0
0 I 0 0
0 0 I 0
0 0 0 I

 ,
which leads to the interconnection matrix
P = Z⊤PZ =
[
0 P12 0 0
P21 0 P23 P24
0 P32 0 0
0 P42 0 0
]
= P ⊗ Incp ,
(42)
which captures the information about the interconnection
topology of the subsystems and summarizes all interconnec-
tion signals from different subsystems to the same subsystem
in one channel. The last equality in (42) assumes that the
individual interconnection matrices Pik can be captured in
the form involving the interconnection matrix Pik⊗ Inpc . The
decentralized part of the system, Gd is transformed according
to the transformation in (34), such that the closed-loop system
is not changed.
Example 4 (Transformation to simplified representation for
α-β-heterogeneous systems):
Let us assume that subsystems 1 and 2 have equal diagonal
(closed-loop) matrices, i.e., M11 = M22 =: M1 and therefore
form a homogeneous group and subsystems 3 and 4 form
another one, i.e., M33 = M44 =: M2, and thus α = 2.
Furthermore, we assume that M12 and M21 are equal and
form one group of homogeneous interconnections, and M23,
M32, M24 and M42 are equal and form another one, and thus
β = 2. The system can be modeled by the interconnection
matrices
P1 =
[
0 P12 0 0
P21 0 0 0
0 0 0 0
0 0 0 0
]
, P2 =
[
0 0 0 0
0 0 P23 P24
0 P32 0 0
0 P42 0 0
]
.
We can apply the following transformation
Z =


I 0
I 0
0 I
0 I
0 I
0 I

 ,
which leads to the interconnection matrix
P = Z⊤PZ =


0 P12 0 0 0 0 0 0
P21 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 P23 P24
0 0 0 0 0 P32 0 0
0 0 0 0 0 P42 0 0


= diag(P1 ⊗ Inpc
1
, P2 ⊗ Inpc
2
) = diagβj=1
(
Pj ⊗ Inpc
j
)
,
(43)
which is expressed by the interconnection matrices Pj . The
last equality again uses the assumption that the individual
interconnection matrices Pik can be expressed in the form
Pik ⊗ Inpc . The decentralized part of the system, G
d is
transformed according to the transformation in (34), such that
the closed-loop system is not changed. Note that this modeling
is not unique. The number β is at least the maximum of the
numbers of different interconnections over the subsystems.
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Fig. 5: Interaction graphs of the system and the controller EG = EK
and communication graph for distributed control design E = EG ∪
EGM ∪ EK ∪ EKM .
B. Example Systems
In the following, we consider randomly generated example
systems, based on coupled mass-spring-damper subsystems.
Each subsystem has a mass mi ∈ U(5, 10), spring and
damping coefficients ki ∈ U(0.8, 1.2) and di ∈ U(0.8, 1.2),
respectively, where U(a, b) denotes the uniform distribution
with support on the interval [a, b]. The interconnections be-
tween the subsystems are described by the spring and damping
coupling coefficients, kik ∈ U(0.2, 0.4) and dik ∈ U(0.2, 0.4).
The system matrices are given by
Aii =
[
0 1
−
∑
k∈Ni
kik
mi
−
∑
k∈Ni
dik
mi
]
, Aik =
[
0 0
kik
mk
dik
mk
]
,
Bu,i =
[
0
bu,i
]
, Dzu,i =
[
0nxi×nui
dzu,i
]
, with bu,i, dzu,i ∈ U(1, 1.3),
Cy,i = I, Cz,i =
[
I
0nwi−nxi,nxi
]
,
Bw,i =
[
0
bw,i
]
, with bw,i,∈ U(1, 1.2),
(44)
and the remaining system matrices are zero.
C. Convergence Results of ADMM
We present the convergence of the ADMM scheme in
Algorithm 1 for an example system containing N = 8
interconnected subsystems with matrices randomly chosen
as given in (44). The interconnection topology is EG = {
(1, 5), (2, 1), (3, 4), (4, 2), (4, 7), (5, 6), (6, 3), (7, 8), (8, 5)
}. We consider the convex synthesis of interconnected static
state feedback controllers, which has the same interconnection
structure as the system, i.e., EK = EG. For the distributed
controller synthesis, the communication topology is given by
E = EG ∪EGM ∪EK ∪EKM , as shown in Figure 5. Figure 6
shows the convergence of the bound γ on the H∞-norm of the
example system and the convergence of the primal and dual
residuals given in (30).
This convergence behavior is representative for the class of
interconnected systems. The convergence time and the oscil-
latory behavior however depend on the number of subsystems
and on the interconnection topology.
D. Scalability of the Centralized Synthesis and the Decom-
posed Synthesis for Homogeneous and Heterogeneous Systems
In the following, we compare the computational scalability
of the centralized synthesis with full block multipliers for
heterogeneous systems in Theorem 2 with the decomposed
synthesis for heterogeneous systems in Proposition 2, and
Nominal condition Multiplier condition
Synthesis Number Size Number Size
Centralized 1 NX¯n×NX¯n 1 |E|Xm×|E|Xm
Decomposed
homogeneous 1 Xn×Xn 2 Xm×Xm
Decomposed
heterogeneous
groups
α Xn×Xn 2β Xm×Xm
Decomposed
heterogeneous N X¯n×X¯n |E| Xm×Xm
Distributed
heterogeneous∗ 1 X¯n×X¯n |Ni| Xm×Xm
TABLE I: Numbers and dimensions of synthesis conditions for
the centralized (Theorem 2) and decomposed synthesis for ho-
mogeneous subsystems (Proposition 4), α-β-heterogeneous systems
(Proposition 6), and heterogeneous subsystems (Proposition 2), with
the dimensions of the (mean) nominal, Xn (X¯n), and the (mean)
multiplier conditions, Xm (X¯m), for the single subsystems. Extended
from [21]. ∗ Numbers and sizes of LMIs are given per subsystem
i and per iteration of Algorithm 1.
for the special cases of homogeneous systems and groups of
homogeneous subsystems in Propositions 4 and 6, respectively,
for a growing number of subsystems, N , and groups α,
respectively.
For comparability, these problems are all solved in a
centralized way, i.e., on one computer in one thread. Their
scalability for a growing number of subsystems, N , or groups
of homogeneous subsystems, α, and for a growing number
of interconnections |E|, is investigated in terms of LMI size,
optimization variables solver times.
A direct comparison of the computational scalability of the
centralized decomposed synthesis methods with the distributed
synthesis method in Algorithm 1 in terms of solver time is
not possible, because the convergence time of the distributed
synthesis heavily depends on the interconnection topology of
the system. Therefore, we compare the scalability of the cen-
tralized decomposed synthesis methods to the computational
effort for one subsystem in one iteration of the distributed
synthesis.
We consider the worst case interconnection topology w.r.t.
computational scalability, i.e., the case where all subsystems
are interconnected with all other subsystems. The system
matrices are chosen as in (44).
Table I shows the number and dimensions of LMIs to
be solved for the centralized and the decomposed controller
syntheses, and for the distributed synthesis per subsystem
and ADMM iteration. For simplicity, we assume that the
dimensions of the single subsystems are equal although they
can be heterogeneous. We denote by Xn the dimension of one
of the small decomposed nominal conditions of the dimension
of one subsystem, and by Xm the dimension of one small
decomposed multiplier condition of the dimension of one
subsystem. Note that this is a simplification, as in general,
the dimensions of the nominal and the multiplier conditions
for the different formulations in Propositions 2, 4, and 6, are
not equal, but also depend on the number of neighboring
subsystems (in Propositions 2 and 6). This is indicated by
X¯n which thus indicates the mean value of the size of the
conditions.
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Fig. 6: Convergence results for the ADMM scheme in Algorithm 1 for an example system of 8 interconnected subsystems.
While the centralized synthesis scales polynomially with
both the number of subsystemsN and the number of edges |E|,
the decomposed approach for heterogeneous systems scales
linearly in both the number of subsystems N and the number
of edges |E|. In the special case of groups of homogeneous
subsystems this scaling is linear in α and β, respectively. The
factor 2 applies to the normal case accounting for the smallest
and largest eigenvalues of P c or each P cj as in Corollary 2.
For homogeneous systems, the computational effort for the
synthesis is constant, i.e., it does not depend on N and |E|.
For each subsystem in each iteration of the ADMM scheme
in Algorithm 1, the LMI size, the number of LMIs, the number
of optimization variables, and the amount of communication,
all scale linearly with the number of neighboring subsystems to
which the respective subsystem is interconnected. All of these
variables are independent of the total number of subsystems
N . This result can also be seen in Table I.
The number of optimization variables and the solver times,
averaged over 10 computations, are shown in Figure 7 on a
logarithmic scale. Note that for the α-β-heterogeneous system,
we assume β = 1 and the scaling is shown over the number
of groups α. Therefore, the heterogeneous system involves
more optimization variables, since it does not only scale
with the number of subsystems, but also with the number of
neighboring subsystems. However, this is compensated by less
coupling because of the more structured multipliers, which
is why the solver times for both systems (in terms of one
ADMM iteration per subsystem for the latter) are very similar.
Also note that for the centralized synthesis of Theorem 2, we
chose the multipliers to be block-diagonal for the subsystems.
Even with this simplification, the solver times rapidly become
prohibitive.
IX. CONCLUSION AND DISCUSSION
We have presented a scalable distributed controller synthesis
for large-scale heterogeneous systems that are interconnected
over directed graphs. The interconnection topology of the
designed controller may also be directed and different from the
topology of the system. The scalability of the control design is
achieved through a decomposition of the synthesis conditions
and through a distributed solution method. Applying the full
block S-procedure allowed us to decompose the controller syn-
thesis equations into smaller ones of the size of the individual
subsystems. We proposed a distributed synthesis method based
on an ADMM scheme with only nearest-neighbor bidirectional
communication and without central coordination.
We further introduced a new system classification as α-β-
heterogeneous systems, that consist of α groups of homoge-
neous subsystems with β different interconnection types. We
showed how, based on this classification, the interconnected
system model can be transformed to a more compact model, in
the case of small values of α and β. For these special classes of
systems, less conservatism is introduced by using a controller
synthesis based on the more compact model that exploits the
information of the interconnection topology of the subsystems.
Numerical examples have illustrated the convergence of the
distributed synthesis and the computational scalability of the
decomposed synthesis methods.
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APPENDIX A
SYSTEM AND CONTROLLER MATRICES FOR THE
INTERCONNECTED SYSTEM MODEL
A. System Matrices of (1) for Heterogeneous Systems
The system matrices corresponding to the interconnection
channel of subsystem i for a heterogeneous system in (1) are
given by
Bp,i = concatk∈NG
i
(
[Aik Bw,ik]
⊤
)⊤
,
Dzp,i = concatk∈NG
i
(
[Cz,ik Dzw,ik]
⊤
)⊤
,
Dyp,i = concatk∈NG
i
(
[Cy,ik Dyw,ik]
⊤
)⊤
,
Cq,i = concatk∈NG
i
(
[Inxk 0]
⊤
)
,
Dqw,i = concatk∈NG
i
(
[0 Inwk ]
⊤
)
.
(45)
B. System Matrices of (1) for Homogeneous Systems
The system matrices corresponding to the interconnection
channel of subsystem i in (1) for a homogeneous system are
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Fig. 7: Number of optimization variables and solver times versus the number of subsystems N , the number of groups α, or the number of
neighboring subsystems |Ni|.
given by
Bp,i = [Aik Bw,ik],
Dzp,i = [Cz,ik Dzw,ik ],
Dyp,i = [Cy,ik Dyw,ik],
Cq,i = [Inx 0]
⊤
,
Dqw,i = [0 Inw ]
⊤
.
(46)
C. System Matrices of (1) for α-β-Heterogeneous Systems
The system matrices corresponding to the interconnection
channel of subsystem i in (1) for α groups of homogeneous
subsystems with β different homogeneous interconnections are
given by
Bp,i =
∑βG
k=1
(
e⊤k ⊗ [Aik Bw,ik]
)
,
Dzp,i =
∑βG
k=1
(
e⊤k ⊗ [Cz,ik Dzw,ik]
)
,
Dyp,i =
∑βG
k=1
(
e⊤k ⊗ [Cy,ik Dyw,ik]
)
,
Cq,i =
∑βG
k=1
(
ek ⊗ [Inxk 0]
⊤
)
,
Dqw,i =
∑βG
k=1
(
ek ⊗ [0 Inwk ]
⊤
)
.
(47)
D. Controller Matrices of (6) for Interconnected Heteroge-
neous Controllers
The controller matrices corresponding to the interconnection
channel of subcontroller i for a heterogeneous controller in (6)
are given by
BpK ,i = concatk∈NKi
(
[AKik BKik]
⊤
)⊤
,
CpK ,i = concatk∈NK
i
(
[CKik DKik]
⊤
)⊤
,
CqK ,i = concatk∈NK
i
(
[I 0]
⊤
)
,
DqK ,i = concatk∈NK
i
(
[0 I]
⊤
)
.
(48)
The matrices for the interconnection channel of homogeneous
interconnected controllers, or of groups of homogeneous sub-
controllers with homogeneous interconnections are analogous
to the ones of the system matrices.
E. System Matrices of the Closed Loop in (8)
With the interconnected system and controller realizations
in (45) and (48), respectively, for a heterogeneous system the
closed-loop matrices for subsystem i are the following.
Ai =
[
Ai +Bu,iD
K
iCy,i Bu,iC
K
i
BKiCy,i A
K
i
]
,
B1,i =
[
Bw,i +Bu,iD
K
iDyw,i
BKiDyw,i
]
,
C1,i =
[
Cz,i +Dzu,iD
K
iCy,i Dzu,iC
K
i
]
,
D11,i =
[
Dzw,i +Dzu,iD
K
iDyw,i
]
,
B2,i =
[
Bp,i Bu,iCpK ,i
0 BpK ,i
]
,
C2,i =
[
Cq,i 0
Cy,iDqK ,i CqK ,i
]
,
D21,i =
[
Dqw,i
Dyw,iDqK ,i
]
,
D12,i =
[
Dzp,i Dzu,iCpK ,i
]
,
D22,i = 0.
(49)
APPENDIX B
DERIVATION OF ALGORITHM 1
A. Distributed Synthesis With Global Coordination
We start by formulating the classical consensus ADMM
problem as in [25] and then derive the update steps of
Algorithm 1. With the global variable l and the local variables
si for subsystems i as defined in Section VI, and further
defining the selection matrices Hi and Ei such that the entries
of Hi l correspond to the local variables of Eisi, we formulate
the following global consensus constraints
Eisi = Hi l, ∀i ∈ N .
The decomposed synthesis problem with global consensus
is then formulated as
min
si
N∑
i=1
(
fi(si) + gi(si)
)
,
s.t. Eisi = Hi l, ∀i ∈ N ,
(50)
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global variables per edge (here: (i, k) ∈ E).
consensus i dual var. i consensus k dual var. k
Eik si = tik uik Eki sk = tki uki
Eki sk = tik vik Eik si = tki vki
TABLE II: Consensus constraints and corresponding dual
variables per subsystem with neighboring subsystems (here
i with k).
with fi(·) as defined before and
gi(si) = I(20)(si) + I(21)(si), ∀i ∈ N .
The local augmented Lagrangian of subsystem i for the
synthesis problem is given as
Lρ,i =fi(si) + gi(si)
+ λ⊤i (Eisi −Hi l) +
ρ
2
‖Eisi −Hi l‖
2
2.
(51)
The consensus ADMM as in [25] involves the following
update steps.
s
(κ+1)
i = argmin
si
Lρ,i(λ
(κ)
i , l
(κ), si), ∀i ∈ N ,
l(κ+1) = argmin
l
∑
N
Lρ,i(s
(κ+1)
i , λ
(κ)
i , l),
λ
(κ+1)
i = λ
(κ)
i + ρ (Eis
(κ+1)
i −Hi l
(κ+1)), ∀i ∈ N .
This formulation involves a global consensus of all local
variables Eisi with the corresponding parts of the global
variableHi l. If a central instance is available and broadcasting
is assumed, these global consensus steps can directly be
implemented.
B. Decomposed Synthesis Problem With Local Consensus
Variables
In order to avoid a global coordinator, we aim at eliminating
the global consensus variable l and therefore introduce the
following local consensus variables per interconnection (i, k)
and (k, i), tik, and tki, and corresponding dual multipliers
uik, vik, uki, and vki for subsystems i and k, respectively,
which allows us to form the consensus constraints as shown
in Figure 8 and Table II.
Then, we can formulate the following local synthesis prob-
lem for subsystem i with local consensus variables
min
si,tik
N∑
i=1
fi(si) + gi(si)
s.t. Eik si = tik,
Eki sk = tik.
}
∀i ∈ N , k ∈ Ni.
(52)
C. Derivation of the ADMM Iterations in Algorithm 1
Because of the symmetry of the undirected communication
graph, (52) can be transformed into the simplified two-step
ADMM algorithm in Algorithm 1 which will be derived in
the following.
For the optimization problem in (52), we formulate the
augmented Lagrangian as
Lρ(s, t, (u, v)) =
N∑
i=1
(
fi(si) + gi(si)
+
∑
k∈Ni
(
u⊤ik(Eik si − tik) +
ρ
2
‖Eik si − tik‖
2
2
+ v⊤ik(Eki sk − tik) +
ρ
2
‖Eki sk − tik‖
2
2
))
,
(53)
where s, t, u, and v are defined as the stacked vec-
tors s = concati∈N (si), t = concat(i,k)∈E(tik), u =
concat(i,k)∈E(uik), and v = concat(i,k)∈E(vik).
The standard consensus ADMM iterations as in [25] with
respect to Lρ(s, t, (u, v)) are the following.
s
(κ+1)
i ← argmin
si
{
fi(si) + gi(si)
+
∑
k∈Ni
(
(u
(κ)
ik + v
(κ)
ki )
⊤(Eik si)
+
ρ
2
‖Eik si − t
(κ)
ik ‖
2
2 +
ρ
2
‖Eik si − t
(κ)
ki ‖
2
2
)}
,
t
(κ+1)
ik ← argmin
tik
{
− t⊤ik(u
(κ)
ik + v
(κ)
ik )
+
ρ
2
‖tik − Eik s
(κ+1)
i ‖
2
2 +
ρ
2
‖tik − Eki s
(κ+1)
k ‖
2
2
}
,
u
(κ+1)
ik ← u
(κ)
ik + ρ
(
Eik s
(κ+1)
i − t
(κ+1)
ik
)
,
v
(κ+1)
ik ← v
(κ)
ik + ρ
(
Eki s
(κ+1)
k − t
(κ+1)
ik
)
.
(54)
The minimization step of t
(κ+1)
ik admits the closed-form solu-
tion
t
(κ+1)
ik =
1
2
(
Eik s
(κ+1)
i + Eki s
(κ+1)
k
)
+
1
2ρ
(
u
(κ)
ik + v
(κ)
ik
)
.
(55)
Summing the update equations of u
(κ+1)
ik and v
(κ+1)
ik , and
replacing t
(κ+1)
ik with the explicit solution in (55) leads to
u
(κ)
ik + v
(κ)
ik = 0, (56)
and thus, the minimization step of t
(κ+1)
ik simplifies to the
following update
t
(κ+1)
ik =
1
2
(
Eik s
(κ+1)
i + Eki s
(κ+1)
k
)
. (57)
Furthermore, the update step of u
(κ+1)
ik becomes
u
(κ+1)
ik ← u
(κ)
ik +
ρ
2
(
Eik s
(κ+1)
i + Eki s
(κ+1)
k
)
. (58)
Note that for initial conditions t
(0)
ik = t
(0)
ki , it follows from
(57) that t
(κ)
ik = t
(κ)
ki for all κ > 0. Also, it follows from
(56) and (58) that for initial conditions u
(0)
ik = v
(0)
ik = 0 and
u
(0)
ik = u
(0)
ki = 0, then u
(κ)
ik = −v
(κ)
ik and u
(κ)
ik = −u
(κ)
ki , for all
κ > 0. If we define
λi = uik − vik = 2uik,
this leads to the update
λ
(κ+1)
i = λ
(κ)
i + ρ
∑
k∈Ni
(
Tik s
(κ)
i − Tki s
(κ)
k
)
,
and we arrive at the ADMM iterations in Algorithm 1, with
Tik as defined in Section VI.
Remark 9: In the case of the consensus over νi over all
subsystems i, and the pairwise consensus over the multipliers
defined per undirected edge of two neighboring subsystems,
the dual multipliers are defined by
λi =
[∑
k∈Ni
(uνik − vνik), concatk∈Ni
([
u⊤mik − v
⊤
mik
, u⊤mki − v
⊤
mki
])]⊤
= 2
[∑
k∈Ni
uνik , concatk∈Ni
([
u⊤mik , u
⊤
mki
])]⊤
,
(59)
where the first sum takes care of the consensus over γi and the
remaining parts take care of the consensus over the multipliers
of the edges.
APPENDIX C
DERIVATION OF THE RESIDUALS IN (30)
Starting from the definition of the primal and dual residuals
[25], we have
r(κ+1) = concatNi=1
(
concatk∈Ni
(
r
(κ+1)
ik
))
,
d(κ+1) = concatNi=1
(
concatk∈Ni
(
d
(κ+1)
ik
))
,
(60)
with
r
(κ+1)
ik = Eiks
(κ+1)
i − t
(κ+1)
ik ,
d
(κ+1)
ik = t
(κ+1)
ik − t
(κ)
ik .
(61)
Replacing t
(κ+1)
ik and t
(κ)
ik by the expressions in (57), we obtain
r
(κ+1)
ik = Eiks
(κ+1)
i −
1
2
(
Eiks
(κ+1)
i + Ekis
(κ+1)
k
)
,
d
(κ+1)
ik =
1
2
(
Eiks
(κ+1)
i + Ekis
(κ+1)
k
)
−
1
2
(
Eiks
(κ)
i + Ekis
(κ)
k
)
,
(62)
which leads to (30) in Section VIII.
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