In this paper, we present a nonmonotone trust-region algorithm with nonmonotone penalty parameters for the solution of optimization problems, with nonlinear equality constraints and bound constraints. The proposed algorithm combines an SQP approach with a trust-region strategy to globalize the process. Each step is obtained through the computation of a normal step (to reduce infeasibility) and a tangential step (to decrease some merit function). The algorithm makes use of an augmented Lagrangian function as merit function, and allows the value of this merit function and the penalty parameter involved in it to decrease non-monotonically. The global convergence theory for the proposed algorithm is developed without regularity assumption, and shows that any limit point of the sequence generated by the algorithm is a '-stationary point, while at least one limit point, under the suitable assumptions, is a substationary point (and a stationary point if it is feasible). Some preliminary numerical experiments are also reported.
Introduction
Every minimization problem with nonlinear equality and inequality constraints can be reduced, by means of the introduction of slack variables, to the standard form min f(x) s:t: c(x) = 0; l 6 x 6 u;
(1.1) where x ∈ R n , c(x)=(c 1 (x); c 2 (x); : : : ; c m (x)) T , m ¡ n, f(x) and c i (x) (i=1; 2; : : : ; m) are real functions deÿned in X = {x ∈ R n | l 6 x 6 u} and −∞ 6 l i ¡ u i 6 + ∞ (i = 1; 2; : : : ; n). All along the paper, we denote by g(x) the gradient of f(x) and A(x) = (∇c 1 (x); : : : ; ∇c m (x)). Let · be the l 2 -norm on R n and also use f k for f(x k ), c k for c(x k ), etc. We deÿne a '-stationary point and a substationary point of (1.1) as follows. Deÿnition 1.1 (Gomes et al. [8] ): For some x * ∈ X, if there exist l ¿ 0, u ¿ 0, l , u ∈ R n , such that
then x * is called a '-stationary point of (1.1). Moreover, a point x is said to be feasible if x ∈ X and c(x) = 0. A feasible point x is said to be regular if the gradients of the active constraints at x are linearly independent. It is obvious that a regular substationary point is a stationary point.
For a general problem such as (1.1), we do not know whether the feasible set F={x ∈ R n | c(x)=0, l 6 x 6 u} is a nonempty set. If F=∅, that is, (1.1) has no feasible solution, then it has no stationary point. In other words, we can only obtain a substationary point or a '-stationary point of (1.1). For example, we consider min f(x) = (x 1 − 1) 2 + x 2 2 s:t: 2x 1 + (x 2 − 2) 2 = 0; 0 6 x 1 ; x 2 6 1:
Take x 0 = (0; 1) T , we can check that x 0 is a '-stationary point, furthermore, it is also a substationary point. But c(x 0 ) = 0 and the example is infeasible.
Formulation (1.1) is used in many successful practical algorithms for nonlinear programming, like those based on the generalized reduced gradient (see [11] ) and on the augmented Lagrangian approach (see [4] ).
Given x k ∈ X an estimate of the solution, problem (1.1) is also often solved by sequential quadratic programming (SQP) methods, and it is assumed that a search direction d k can be computed by solving the following quadratic programming subproblem min g where B k ∈ R n×n is a symmetric matrix. The new iterate is then set to x k+1 = x k + k d k , where k ¿ 0 is a step length and k depends on some line search techniques [1] .
In this paper, we use the concepts of the substationary point and the '-stationary point and introduce a general algorithm, based on SQP and trust regions for solving (1.1). In particular, most trust-region algorithms proposed up to now are descent methods, in that they only accept the trial point as next iterate if its merit function value is strictly lower than that at the current iterate. This monotonicity property ensures that each "successful iteration" produces a point that is better than any other point found so far, a property which is heavily used in the theoretical justiÿcations for such algorithms. Toint [16] pointed out that abandoning this algorithmic restriction allows the sequence of iterates to follow the bottom of curved narrow valleys (a common occurrence in di cult nonlinear problems) much more loosely, which hopefully results in longer and more e cient steps. References [6, 10] , etc. also discuss nonmonotone trust-region methods.
In this work, we use the following augmented Lagrangian function as merit function as [8] P(x; ; Â) = Â'(x; ∈ R m is the Lagrange multiplier. In the convergence theory, the monotone decrease of Â is not necessary. Gomes et al. [8] deÿne a nonmonotone strategy that ensures convergence and allows one to test di erent "degrees of nonmonotonicity". Their numerical results show that the nonmonotone strategy algorithm spends less time and takes less iterations than the monotone strategy one in many occasions.
This work generalizes and modiÿes, in many aspects, the approach given in [2, 3, 7, 8, 13, 14, 16] , for constrained optimization. Our algorithms are nonmonotone methods, i.e., the value of the merit function does not decrease monotonically, no monotone property of the penalty parameter, either. At each iterate, two subproblems are solved. Under no regularity assumption, we prove that any limit point of the sequence generated by our algorithm is a '-stationary point or one of the limit points is a substationary point of (1.1). Furthermore, under the suitable conditions, the substationary point is just a stationary point. This paper is organized as follows: Section 2 introduces the main model algorithm. In Section 3, it is proved that, under mild conditions, this algorithm is well deÿned and some global convergence results are given. In Section 4, we report some numerical experiments. Some conclusions are stated in Section 5.
Description of the main algorithm
Let x k ∈ X and k ∈ R m be an approximate solution of (1.1) and Lagrange multiplier estimates at the kth iteration, respectively. Then many sequential quadratic programming (SQP) methods for solving problem (1.1) obtain a search direction d k by solving subproblem (1.2). However, (1.2) may be infeasible, especially when a trust-region constraint is added. One way to overcome the infeasibility is the known Byrd-Omojokun strategy, which splits a step into its normal and tangential components. The purpose of a normal step is to reduce infeasibility while one of a tangential step is to decrease the merit function values. Therefore, we ÿrst consider solving the following subproblem:
where ¿ 0 is a trust region radius and the regularizing term v 2 =2 guarantees that (2.1) is a strictly convex programming problem, which implies from v k ( ) = 0 that x k is a '-stationary point of (1.1) (see Lemma 3.1), where v k ( ) is the solution to subproblem (2.1). We then solve the following subproblem:
where B k ∈ R n×n is an approximate Hessian matrix of the Lagrangian function for problem (1.1) at x k . Since v k ( ) is feasible for (2.2), there exists an optimal solution to (2.2). Let d k ( ) be a solution to (2.2) . Having determined the trial step d k ( ), We deÿne the actual reduction of the merit function (1.3) from
and the predicted reduction as
where k + k is a new Lagrange multiplier estimate at the trial point x k + d k ( ). In order to allow the nonmonotonicity, we let
where m(k) = min{m(k − 1) + 1; M; M k }, m(0) := 0, M ¿ 0 is an integer constant and M k ¿ 0 is an integer variable. P i(k) denotes the maximum among P k−m(k) ; P k−m(k)+1 ; : : : ; P k and i(k) denotes the index corresponding to the maximum.
where 2; k ( ) is the usual ratio in the standard trust-region method and 1; k ( ) is the measurement in the nonmonotone sense. If k ( ) ¿ Á 1 ∈ (0; 1), then the next iteration point is x k+1 = x k + d k ( ), otherwise, a new smaller trust-region radius is chosen, then resolve (2.1) and (2.2) until
The kth iteration is completed. If M = 0, it is obvious that the algorithm is a monotone trust-region one in the usual sense. The nonmonotone strategy for penalty parameter is given in the following algorithm and the details are discussed in Section 3.
Algorithm 2.1.
Step 0: Given x 0 ∈ X, 0 ∈ R m is an estimate of the Lagrange multiplier at x 0 , a symmetric matrix B 0 ∈ R n×n , min ¿ 0, Á 1 ; Á 2 ∈ (0; 1), an integer constant M ¿ 0, m(0) := 0; M 0 := M and k := 0.
Step 1: k ) = 0 and 0 is a stationary point of (2.2), then stop.
Step 3:
Step 4: Choose Â k; i ∈ [0; 1] such that
Especially, if c k = 0, then set Â k; i ∈ [Â k; 0 ; 1], where Â k; 0 ¿ min{1; Â 0 ; : : : ; Â k−1 }.
Step 5: Calculate k (
Step 6: Generate B k+1 , k := k + 1, and go to Step 1.
Remark. In Step 3, L 1 is a large constant, e.g., L 1 = 10 4 . In the convergence analysis of Algorithm 2.1, L 1 is only a given positive constant. In the implementation of the algorithm, if some Lagrange multiplier estimate is such that ¿ L 1 , it can be projected on the box k ) ¡ Á 1 , then we decrease the trust-region radius, enlarge the measurement of nonmonotonicity, and go to step 2, whose process is called the inner cycle. Otherwise, it is called the outer cycle. k is the trust-region radius for which the trial step d k is accepted, whose iteration is called the successful one.
(i) k means the trust-region radius inside the ith inner cycle. The index i represents the iteration number in the inner cycle. Moreover, at the beginning of each iteration, we always set (0) k = min in Step 1, which will avoid too small trust-region radii. The details can be found in [12] .
Global convergence
We introduce the following assumptions for the global convergence analysis in this paper: Proof. Note that (2.1) is a strictly convex programming problem, which implies that v k ( ) = 0 is equivalent to 0 being a Karush-Kuhn-Tucker (KKT) point of (2.1). The result is obtained by the deÿnition of the '-stationary point.
Theorem 3.2. If v k ( ) = 0 and 0 is a stationary point of (2.2), then x k is a substationary point of (1.1).
Proof. The conclusion is easily deduced from the deÿnition of the substationary point and the fact that 0 is a stationary point of (2.2). Lemma 3.3. Algorithm 2.1 is well deÿned. That is, if the process does not terminate at x k , then the inner cycle stops after a ÿnite number of iterations.
Proof. Suppose that Algorithm 2.1 does not stop at kth iteration such that the inner cycle at the kth iteration is looped. It follows that 
where k; i ∈ (0; 1). By Step 3 of Algorithm 2.1, k + k 6 L 1 , we have that
By (AS1)-(AS3), there exist positive constants a 1 and a 2 such that
Now we consider the following two cases:
For (1), we have that
Since the algorithm does not stop, 0 is not a stationary point of (2.2), which implies that
Step 4 in Algorithm 2.1, Â k; i ¿ Â k; 0 under case (1). Moreover, there exists s k = 0 such that s k is a feasible descent direction of (2.2), which implies that there exists a scalar
k is a feasible point of (2.2). Hence, by the boundedness of {B k },
holds for all su ciently large i. From (3.2)-(3.4), we have that
The last inequality follows from d k (
It yields a contradiction from (3.1) and (3.5).
For (2), we consider the following problem:
Let y * be a solution to the subproblem above. Since 0 is not a solution to (2.1), y * T A k c k ¡ 0 and y * is a feasible descent direction of subproblem (2.1) at v = 0. Let v = y * , ¿ 0 and let k be the solution of min ¿0 k ( y * ), we then have that
On the other hand, if 0 6 6 min{1; 0:8
Note that k ¿ t
By the two relations above,
So, we have that
For all su ciently large i, min{ k ; t
where a 3 = 0:2|y * T A k c k |. Similar to (3.5), we have, from (3.2) and (3.6), that
which is also a contradiction with (3.1). So the result is true.
The parameter Â that satisÿes (2.7) is chosen according to F.A.M. Gomes et al. (see [8] ). Let us ÿrst deÿne
where N ¿ 0 is a number that re ects the "degree of nonmonotonicity" desired for the penalty parameter. At the ith inner cycle of x k , we deÿne
Thus the value of Â k; i that satisÿes (2.7) is given by
where Â k; i is given by
Lemma 3.4. For the penalty parameter sequence {Â k }, we have that
Proof. We assume that
where i k+1 is a nonnegative integer. By the choice of the penalty parameter Â,
Moreover,
where the last inequality above is deduced by Â min k+1 = min{1; Â 0 ; Â 1 ; : : : ; Â k }. So the result holds.
The asymptotic stability of Â k , which corresponds to the successful iteration, is given in the following lemma (also see [8, Lemma 6] ).
Lemma 3.5 (Gomes et al. [8] ). The penalty parameter sequence {Â k } is convergent.
By (AS1), (AS2) and the boundedness of k , it follows that '(x k ; k ), '(x k ) and P(x k ; k ; Â k ) are bounded, which also implies that there exists a positive constant L 2 such that
Deÿne the nonmonotone index set
In the discussion below, P k ; pred k , v k ; d k and Â k are all the values corresponding to the successful iterations. We have the following properties on S NM .
Lemma 3.6. Assume that S NM is an inÿnite set and lim inf k→∞ pred k =a 4 ¿ 0. Then there exists k 1 such that for any j u ∈ S NM , j u ¿ max{2M + 3; M + k 1 + 1}, we have an index t: j u − 2 − 2M 6 t ¡ j u such that
Proof. It follows from Lemma 3.5 that lim k→∞ (Â k −Â k−1 )=0, which implies that, for Á 1 a 4 =(2L 2 ) ¿ 0, there exists k 1 such that
where L 2 is deÿned in (3.11). Suppose, by contradiction, that
Á 1 a 4 ; j = 0; 1; : : : ; 2M + 1 holds for some j u ∈ S NM and j u ¿ max{2M + 3; M + k 1 + 1}. By the deÿnition of P i( ju) , we have that P i( ju) = max{P ju−m( ju) ; : : : ; P ju−1 ; P ju } = P ju−j0 holds for some j 0 : 0 6 j 0 6 m(j u ). It follows from j u ∈ S NM and the deÿnition of
NM , which implies that ju−j0−1 = 1; ju−j0−1 and i(j u − j 0 − 1) ¡ j u − j 0 − 1, then, since we consider the successful iterations,
(3.13)
Note that P(x ju−j0 ; ju−j0 ; Â ju−j0−1 ) = P ju−j0 + (Â ju−j0−1 − Â ju−j0 )(' ju−j0 − ' ju−j0 ): (3.14)
So, P i( ju−j0−1) ¿ P(x ju−j0 ; ju−j0 ; Â ju−j0−1 ) + Á 1 pred ju−j0−1 (by (3:13) and i(j u − j 0 − 1) ¡ j u − j 0 − 1) holds for some j 1 : 0 ¡ j 1 6 m(j u − j 0 − 1) and j 0 + j 1 + 1 6 2M + 1, which yields a contradiction from (3.15).
If j u − j 0 − 1 ∈ S NM , which implies that ju−j0−1 = 2; ju−j0−1 , then
So,
Á 1 a 4 (by (3:11) and (3:12))
Á 1 a 4 (by the deÿnition of i(j u ))
Á 1 a 4 ; j = 0; 1; : : : ; 2M + 1 (by the supposition);
which also yields a contradiction. Thus, the result is proved.
Let S NM = {j 1 ; j 2 ; : : : ; j u ; : : :
, then we have the following lemma.
Lemma 3.7. Assume that the hypotheses of Lemma 3.6 hold, thenŜ is a ÿnite set.
Proof. We assume, by contradiction, thatŜ is an inÿnite index subset. LetŜ = {j v1 ; j v2 ; : : : ; j vt ; : : :} and j vt +1 − j vt ¿ M + 2, t = 1; 2; : : : : At ÿrst, We prove that
By the deÿnition ofŜ, j v2 ∈ S NM , so there exists u 1 : 0 ¡ u 1 6 m(j v2 ) such that
pred l (the successful iteration) (3:14) and u 1 ¿ 0)
(by (3:11) and (3:12)): (3.18)
We now consider two cases.
We have, by the deÿnition of S NM , that k ∈ S NM ; for all k: j v1 + 1 6 k 6 j v1+1 − 1;
which implies that
Moreover, it follows from 0 ¡ u 1 6 M and j v1+1 − j v1 = j v2 − j v1 ¿ M + 2 that
That is, j v1 + 1 ¡ j v1 + 2 6 j v2 − u 1 6 j v1+1 − 1, by (3.19),
The equality in the ÿrst relation above holds only when j v2 − u 1 = j v1 + 2. So (3.17) holds.
It follows, by (3.19) and (3.20) , that (3.17) also holds. Case 2.2:
It follows from (3.19) that P jv 1 +2 ¿ P jv 2 −u1−1−u . Combining (3.21), we get (3.17). Case 2.3: 
So, under case 2.3, there exists u 2 : 1 6 u 2 6 1 + M (by u 2 6 M ) such that
and
If j v2 − u 1 − u 2 6 j v1+1 + 1, then, we have, similarly to cases 2.1 and 2.2, that (3.17) holds. If j v2 − u 1 − u 2 ¿ j v1+1 + 1, then, we can ÿnd an integer number u 3 : 1 6 u 3 6 1 + M such that
Repeating the process above, since v 1 and v 2 are two given indices, there exists u l : 1 6 u l 6 1 + M such that
So, (3.17) holds. Next, for any j vt ∈Ŝ, we have, similar to the proof of (3.17), that P jv t +2 ¿ P jv t+1 +1 ; t = 1; 2; : : : :
Finally, we have that
Á 1 a 4 ; t = 1; 2; : : : :
In fact, it follows, from j vt ∈Ŝ and j vt +1 − j vt ¿ M + 2, that j vt + 1 ∈ S NM . So jv t +1 = 2; jv t +1 ¿ Á 1 , which implies that P jv t +1 ¿ P(x jv t +2 ; jv t +2 ; Â jv t +1 ) + Á 1 pred jv t +1 (3:14) = P jv t +2 + (Â jv t +1 − Â jv t +2 )(' jv t +2 − ' jv t +2 ) + Á 1 pred jv t +1 ¿ P jv t +2 + 1 2 Á 1 a 4 (by (3:11) and (3:12)):
Adding those inequalities in (3.23) from t = 1 to q, where q is an arbitrary positive integer, and using the relation P jv t +2 ¿ P jv t+1 +1 , t = 1; 2; : : :, we have that
which, by the arbitrariness of q, (AS1) and (AS2), is a contradiction with the boundedness of {P k }. Thus the lemma is proved.
In the sequel, it is assumed that the distance between any two successive indices in S NM is not greater than M + 2.
Lemma 3.8. Assume that the hypotheses of Lemma 3.6 hold and, without loss of generality, assume that the smallest index of S NM is not less than k 1 (deÿned in the proof of Lemma 3.6). If t = 2; t at x t and S = {j ∈ S NM |j ¡ t} = ∅, then there exists j v ∈ S NM such that P jv+1 ¿ P t+1 and 0 ¡ t − j v 6 M + 1.
Proof. Suppose that j v is the largest index in S. By the deÿnition of the index j v and the set S, for j: j v + 1 6 j 6 t, j ∈ S NM . So it follows from the deÿnition of the successful iteration that
Let j v , j v+1 be two successive indices in S NM . Then we have 0 ¡ t − j v ¡ j v+1 − j v 6 M + 1. So the result is proved.
Lemma 3.9. Assume that the hypotheses of Lemma 3.6 hold, let S NM = {j 1 ; j 2 ; : : : ; }, and assume, without loss of generality, that j 1 ¿ max{2M + 3; M + k 1 + 1}, where k 1 is deÿned in the proof of Lemma 3.6. If u ¿ 3M + 3 + j 2 , then there exists j v ∈ S NM such that P i( ju) ¡ P jv+1 and 0 ¡ j u − j v 6 4 + 4M .
Proof. Since j 1 ¿ max{2M +3; M +k 1 +1}, j u ¿ u. For j u ∈ S NM , it follows from u ¿ 3M +3+j 2 ¿ j 1 that j u ¿ max{2M + 3; M + k 1 + 1}. By Lemma 3.6, there exists t satisfying j u − 2 − 2M 6 t ¡ j u such that
Consider the following two cases. Case 1: t ∈ S NM . We have, by (2.3), that
Moreover, t ∈ S NM implies that t = 1; t . So, by the deÿnition of the successful iteration, Note that
that is, j 2 ¡ i(t) − 1.
Case 1.1: j 2 ¡ i(t) − 1, where i(t) − 1 ∈ S NM . We take j v = i(t) − 1, which yields P jv+1 = P i(t) ¿ P t+1 ¿ P i( ju) (by (3:26) and (3:24)) and 0 ¡ j u − j v = j u − i(t) + 1 = (j u − t) + (t − i(t)) + 1 6 (2 + 2M ) + l 0 + 1 (by j u − 2 − 2M 6 t ¡ j u and (3:25)) 6 3 + 3M (by (3:25)):
It deduces the lemma.
2; i(t)−1 . By Lemma 3.8, there exists j v ∈ S NM such that P jv+1 ¿ P i(t) and 0 ¡ i(t) − 1 − j v 6 M + 1. So, which shows the lemma.
Case 2: t ∈ S NM . Since j u − 2 − 2M 6 t ¡ j u and u ¿ 3M + 3 + j 2 ,
which implies that j 2 ∈ {i ∈ S NM | i ¡ t} = ∅. Since t ∈ S NM , t = 2; t . By Lemma 3.8, there exists j v ∈ S NM such that P jv+1 ¿ P t+1 and 0 ¡ t − j v 6 M + 1. It follows from (3.24) that P jv+1 ¿ P i( ju) . Moreover,
So the result is true. 
NM is an inÿnite set; (ii) lim inf k→∞ pred k = a 4 ¿ 0.
Proof. Suppose, by contradiction, that (i) and (ii) all hold. Let S NM = {j 1 ; j 2 ; : : :} and, without loss of generality, j 1 ¿ max{2M + 3; M + k 1 + 1}, where the deÿnition of k 1 is given by (3.12). By (AS1) and (AS2), we assume that |P(x k )| 6 P max ; ∀k. We take u = max 2;
4P max Á 1 a 4 + 1 (3M + 3 + j 2 ); (3.28)
where [x] means the largest integer not greater than x. By (3.28), u ¿ 3M + 3 + j 2 . For j u ∈ S NM , it follows from Lemma 3.9 that there exists j u1 ∈ S NM such that P i( ju) ¡ P ju 1 +1 and 0 ¡ j u − j u1 6 4 + 4M .
, which is a contradiction with j u − j u1 6 4+ 4M . So u − u 1 6 4 + 4M , which implies that
¿ 3M + 3 + j 2 (the assumption of j 1 ): By Lemma 3.9, there exists j u2 ∈ S NM such that P i( ju 1 ) ¡ P ju 2 +1 and 0 ¡ j u1 − j u2 6 4 + 4M . Similarly, u 1 − u 2 6 4 + 4M . So, u 2 ¿ u 1 − (4 + 4M ) ≥ u − 2(4 + 4M ). By (3.28), if [4P max =(Á 1 a 4 )] ¿ 2, then u ¿ 3(3M + 3 + j 2 ) ¿ (3M + 3 + j 2 ) + 2(4 + 4M ), that is, u 2 ¿ 3M + 3 + j 2 . It follows from Lemma 3.9 that there exists j u3 ∈ S NM such that P i( ju 2 ) ¡ P ju 3 +1 and 0 ¡ j u2 − j u3 6 4 + 4M .
We repeat the process above, until the index q=max{2; [4P max =(Á 1 a 4 )]+1}, where P i( ju q−1 ) ¡ P ju q +1 and 0 ¡ j uq−1 − j uq 6 4 + 4M .
On the other hand, since j u ∈ S NM and ju ¿ Á 1 , we have that
By (3.14),
By (3.11) and (3.12), we have that
Similarly, we have that
. . .
Adding all inequalities above, we obtain that
which yields that
which is a contradiction with the deÿnition of q. So the Lemma is proved.
Theorem 3.11. Any limit point of {x k } is a '-stationary point of (1.1).
Proof. Suppose, by contradiction, that there exists one: {x k } K → x * , where x * is not a '-stationary point of (1.1). Let I (x * ) = {i|x * i = l i or x * i = u i }. Since x * is not a '-stationary point of (1.1), we have that (1) there exists at least an index i 0 ∈ I (x * ) such that (A(x * )c(x * )) i0 = 0; or (2) for all i ∈ I (x * ), (A(x * )c(x * )) i = 0 but there exists at least an index i 0 ∈ I (x * ) such that
At ÿrst, we show that
Otherwise, there exists an inÿnite subset K 1 ⊆ K such that lim k∈K1 k = 0. For case (1), we take
By (AS1) and lim k∈K1 x k = x * , there exists k 2 such that, for k ∈ K 1 , k ¿ k 2 , we have that
Then, for all k ∈ K 1 ; k ¿ k 2 , we have that
Since lim k∈K1 k = 0, we can assume, without loss of generality, that k 2 is large enough such that k ¡ a 5 for all k ¿ k 2 . Therefore, k s k is a feasible solution of (2.1) for all k ∈ K 1 ; k ¿ k 2 , which implies that
By lim k∈K1 k = 0 and lim k∈K1 x k = x * , there exists k 3 ¿ k 2 such that
where a 6 = 0:2|(A(x * )c(x * )) i0 |=3. By (3.31),
From (2.7) and A
Note that k corresponds to the last iteration in the inner cycle at x k . Without loss of generality,
k , where i k is a nonnegative integer. Then by the updating rule of the trust region radius,
(3.32) By (3.2) and (3.32),
On the other hand, by the deÿnition of k , we have that
holds, which is a contradiction. For case (2), we assume, without loss of generality, that for all i ∈ I (x * ), (A(x * )c(x * )) i = 0 but there exists an index i 0 ∈ I (x * ) such that (A(x * )c(x * )) i0 ¡ 0 and x * i0 = l i0 . Taking s k ∈ R n as (3.30) and k = 1:6 k =(3|(A(x * )c(x * )) i0 |). By (AS1), lim k∈K1 x k = x * and lim k∈K1 k = 0, there exists k 2 such that, for k ∈ K 1 , k ¿ k 2 , we have that
By lim k∈K1 k = 0 and lim k∈K1 x k = x * , there exists k 3 ¿ k 2 such that Otherwise, we assume that there exists an inÿnite set
For case (1), since i 0 ∈ I (x * ), l i0 ¡ x * i0 ¡ u i0 . Taking s k as (3.30). By (AS1) and lim k∈K2 x k = x * , there exists k 2 such that, for k ∈ K 2 , k ¿ k 2 , we have that
Take k = a 7 k , where
we then have that
So, by (2.7) and (3.29) and the relation above, we have that
which is a contradiction with lim k∈K2 pred k = 0. For case (2), we also deduce a contradiction analogously. So (3.33) holds. Finally, we prove that
is an inÿnite set. Otherwise, there exists k 4 such that
Then, for all k ¿ k 4 , we have that
where Ared k = P k − P(x k+1 ; k+1 ; Â k ). By (3.11) and Lemma 3.4,
holds for all k ¿ k 4 . Writing the inequality above for k = k 4 ; k 4 + 1; : : : ; k, we have that
Adding all these inequalities above, we obtain, after simpliÿcation, that 
, that lim k∈K pred k = 0, which is a contradiction with (3.33). So S • is an inÿnite set, which implies that S NM is also an inÿnite set. By Lemma 3.10, we prove the result. Now, it will be proved that, under the suitable assumptions, there exists at least a limit point of the model algorithm which is a substationary point of problem (1.1). Assume that the inÿnite sequence {x k } is generated by Algorithm 2.1. We ÿrst give the following assumption: (AS4) For any limit point x * of {x k }, there exists a neighbourhood U (x * ) at x * such that rank(A(x)) = rank(A(x * )) for all x ∈ U (x * ).
Lemma 3.12. There exists an inÿnite set K such that lim k∈K pred k = lim k∈K v k = 0.
Proof. Suppose, by contradiction, that there exists a 8 ¿ 0 such that pred k ¿ a 8 ; ∀k. By Lemma 3.10, S NM is a ÿnite set. So we assume that there exists a positive integer k 5 such that k ( k ) = 2; k ( k ) for all k ¿ k 5 . By (3.35), the series ∞ j=k5 Ared j is convergent, which yields lim k→∞ pred k = 0. This deduces a contradiction. So lim inf k pred k = 0, which implies that there exists an inÿnite subset K such that lim k∈K pred k = 0. On the other hand, for any k, v k is a solution to (2.1), which implies
By (2.7), pred k ¿ 0:25 v k 2 , ∀ k, so lim k∈K v k = 0. Thus the lemma is proved.
We need a perturbation result, Theorem 4.2, in systems of linear inequalities in [5] . For convenience, we list it as follows: where for any vector x, we denote by x + that vector, of the same dimension, whose ith component equals the maximum of zero and the ith component of x. Lemma 3.14. Assume that (AS4) holds, lim inf k k = ¿ 0 and all limit points of {x k } are not substationary points of (1.1). Then there exists a 9 ¿ 0 such that
Proof. By Lemma 3.12, we can assume, without loss of generality, that there exists an inÿnite index subset K such that lim k∈K x k = x * , lim k∈K pred k = 0, lim k∈K v k = v * = 0; lim k∈K k = * . Since x * is not a substationary point of problem (1.1), 0 is not a solution to the following subproblem
where B k 6 L 3 for all k. Let d * be a solution to (3.39). Then,
) for all su ciently large k ∈ K. By Lemma 3.13, there exist positive constants ÿ and 0 depending on
holds for all k ∈ K large enough. On the other hand, { k (d k )} is bounded below. Therefore, there exists a 9 ¿ 0 such that lim inf k k (d k ) = −a 9 . Thus the proof is concluded.
To prove the convergence, an additional assumption on the decrease c(
is necessary, which is similar to the second algorithm assumption in [8] .
(AS5) For a solution, d k ( ), to (2.2), there exists a 10 ¿ 0 such that
. Assumption (AS5) means that the algorithm will decrease mainly c( 4L 1 ) and the algorithm does not terminate at x k . Theorem 3.16. Assume that (AS4) and (AS5) hold, and lim inf k k = ¿ 0. Then there exists at least a limit point of {x k } which is a substationary point of (1.1).
Proof. Suppose, by contradiction, that all limit points of {x k } are not substationary point of the problem (1.1).
First, we have, by Lemma 3.15 , that lim k→∞ Â k = 0. Next, at any iterate point x k , we have, by Algorithm 2.1, that
where i k is the iteration number in the inner cycle. By lim inf k k = ¿ 0 and
We assume, without loss of generality, that each set K (j) (0 6 j 6 i max ) is an inÿnite set. Now, we prove that there exists a positive constant Â ¿ 0 such that
holds for any k and any i: 0 6 i 6 i k . For any k and 0 6 i 6 i k , we consider two cases:
So, we have, from (3.40) and (3.44), that
For k ∈ K L , it follows from (3.45) that
which implies from (2.7) that Â sup (x k ;
L , we assume, without loss of generality, that K L is an inÿnite set. Then we can prove that
holds for ∀i: 0 6 i 6 i max .
In fact, suppose, by contradiction, that (3.46) does not hold for some inÿnite subset K ⊆ K L and some i 0 : 0 6 i 0 6 i max . By (AS2) and the boundedness of {d k ( (i0) )}, we can assume that lim k∈K x k = x * and lim k∈K d k ( (i0) ) = d * . It follows from (AS1) and the deÿnition of K L that lim k∈K c(x k ) = c(x * ) ¿ L 1 . By Theorem 3.11, x * is a '-stationary point, which implies that
On the other hand,
Note that l 6 x * + d * 6 u, it follows from (3.47) and (3.48) that
which yields a contradiction. So (3.46) holds. By (3.46), there exists k 1 such that
holds for k ∈ K L , k ¿ k 1 and ∀i: 0 6 i 6 i max . Therefore, (2.7) holds for su ciently large k ∈ K L and ∀i: 0 6 i 6 i max , which implies that Â sup (x k ;
It follows that
So by (AS5),
Now we can prove that lim inf
holds for ∀j: 0 6 j 6 i max , ∀i: 0 6 i 6 j. In fact, suppose, by contradiction, that (3.50) does not hold for some j: 0 6 j 6 i max and some i: 0 6 i 6 j, which implies that there exists an inÿnite subset K ⊆ K 
Noting that x * is not a substationary point of (1.1), it follows, from the proof of Lemma 3.14, that there exists k 1 such that
which also deduces a contradiction with (3.51). So (3.50) holds. Therefore, (3.43) holds. By (3.9) and Algorithm 2.1, 
which deduces a contradiction with lim k→∞ Â k = 0.
Thus the result is proved.
We now summarize all the previous results as follows:
Theorem 3.17.
(i) All limit points are '-stationary point.
(ii) Under the assumption of Theorem 3.16, at least one limit point is a substationary point of (1.1). (iii) A feasible substationary limit point is a stationary point of (1.1).
Numerical experiments
A FORTRAN subroutine is written to test Algorithm 2. which can be solved by Fletcher's Harwell subroutine VE02AD. The intermediate penalty parameter Â is chosen using (3.8) when ¿ 10 −3 , and using (3.9) when ¡ 10 −3 . This apparent modiÿcation of Algorithm 2.1 was motivated by preliminary numerical experiments (see [8] ). However, it is easy to observe that it does not represent a real alteration of the model algorithm, since it can always be interpreted that the ÿrst trust region radius tried at iteration k is the last one which is greater than 10 −3 . So, only when the trust region radius is less than 10 −3 , it is necessary to decrease the penalty parameter, as required by the convergence theory.
The test examples that we have run are from [9, 15] . For each problem, we choose initial parameters and
where k is Lagrange multiplier of (2.2). B k is updated by means of the Powell's safeguarded BFGS update formula. The results are listed in Tables 1 and 2 . In the tables, the problems are numbered in the same way as in [9] . For example, "HS26" means problem 26 in Hock and Schittkowski (1981) . n, m means numbers of the variables and equality constraints, respectively. NI, NF and NG means numbers of iterations, function evaluations and gradient evaluations, respectively. If NI ¿ 300 or NF ¿ 1000, then we regard the method as failing. N denotes the degree of nonmonotonicity of the penalty parameter Â, according to (3.7). In the tables, only the results for N = 0 and N = 10 6 are shown. Moreover, each code runs from M = 0; 2; : : : ; 16, where M = 0 means that we use monotone trust region method. We omit the results if the results are the same as that of the last value of M .
Remark. In the tables, if some problem has no simple bounds in [9, 15] , we all add the simple bounds −10 6 x i 6 10, i = 1; 2; : : : ; n. Moreover, if some initial point x 0 ∈ D = {x ∈ R n |l 6 x 6 u}, we take the projection of x 0 on D. The problem "HS46" is adapted as the following "HS46 * ": 
Discussions
In this paper, we present a nonmonotone trust region method with nonmonotone penalty parameters for minimizing di erentiable functions with general equality constraints and simple bounds. We believe that the results in this paper are of signiÿcance.
The method presented in this paper has the following characteristics: the method is a globalized sequential quadratic programming algorithm; it uses trust region as a globalization strategy; the merit function is an augmented Lagrangian (thus, it is di erentiable); the estimates of the Lagrangian multipliers are arbitrary (although we use the Lagrangian multiplier obtained when we solve subproblem (2.2)); the behavior of the penalty parameter is not monotone, which avoids the over ow resulted from too large penalty in the implementation of the algorithm. Furthermore, the sequence of the merit function values is not monotone, either, which relax the restriction of accepting new iterate point. At each iterate, we only solve two quadratic subproblems. All these features are valuable for the development of practical algorithms. Sequential quadratic programming is the most natural extension of Newton's method to constrained optimization and the trust region approach allows one to deal consistently with infeasibility of quadratic subproblems. The nonmonotonicity feature tends to avoid the inheritance of unnecessary extreme values of penalty parameters from the ÿrst few iterations and the iterate sequence can follow the bottom of curved narrow valleys much more loosely, and maybe, results in longer and more e cient steps. Gomes et al. [8] pointed out that the method with nonmonotone penalty parameter is very robust and e ective especially for some nonlinear optimization problems. On the other hand, Toint [16] also pointed out that the nonmonotone strategy hopefully results in longer and more e cient steps. The convergent results and the preliminary numerical tests in this paper shows that the method combining these two ideas is very interesting and of signiÿcance. It is necessary to unravel further the more exact behavior of such methods and all their characteristics.
