A new wavelet-based method is presented that improves the accuracy of a previously published wavelet-accelerated Monte Carlo analysis of the two-dimensional Ising model by one to two orders of magnitude in the critical and paramagnetic regions, and is up to ten times faster than the standard Metropolis algorithm. In the context of lattice simulations, successive levels of upscaling reduce the number of degrees of freedom, with corresponding gains in computational speed. Empirical results, for a variety of temperatures for a 32 × 32 lattice of binary spins, show that the resulting computational errors are reduced by running simulations at the thermodynamic temperature that minimizes the information-theoretic divergence between the Boltzmann equilibrium distributions of the original and coarse-grained systems. This optimal temperature relationship Monte Carlo method (OTRMC) may also benefit image processing applications, such as image restoration, that employ Monte Carlo simulations of Markov random fields.
INTRODUCTION
Monte Carlo methods provide a means of estimating the thermodynamic observables of Hamiltonian systems in thermal equilibrium by computing temporal averages in a time series of states generated by an appropriate ergodic Markov process. Recently Ismail, Stephanopoulus, and Rutledge [1, 2] studied a wavelet accelerated Monte Carlo (WAMC) method that estimates the observables for a two-dimensional, finite Ising system: an N × N square lattice of locally coupled magnetic spins in thermal equilibrium with a heat bath of fixed temperature T . In brief, WAMC estimates the magnetization and internal energy of the original N × N lattice from a time series of states generated by an application of the Metropolis Monte Carlo algorithm (MMC) [4] to a coarse-grained version of the system constructed by applying one or more Haar
This work was supported in part by a NASA Space Grant and Fellowship Program scaling transformations to the original system. Although less computation time is required to simulate the decomposed system than by MMC, it is evident that the WAMC estimates suffer from inaccuracy, especially in the critical region. [5] Here, we present a new optimal temperature relationship Monte Carlo (OTRMC) algorithm, which applies the methodology of WAMC, but in addition, transforms the temperature of the heat bath of the decomposed system to the value T that minimizes an information-theoretic measure of the divergence between the two different Boltzmann distributions. Simulation results empirically demonstrate both an improvement in accuracy over WAMC and an improvement in speed over MMC when the optimal temperature relationship is known a priori. Although the optimal temperature T = f (T ) depends on the decomposition level k and the lattice size N , empirical results suggest that the optimal temperature relationship converges rapidly as N increases, for fixed k. Consequently, we claim that the OTRMC permits more efficient estimation of thermodynamic quantities for the Ising model in the critical (T ≈ T c ) and paramagnetic regions (T > T c ) than the Metropolis algorithm.
THE ISING MODEL
The two-dimensional Ising Model consists of an N × N discrete lattice of coupled binary spins, which for simplicity we represent as the denotes an external magnetic field applied at each lattice site, and J denotes a coupling matrix that defines the spin-spin interaction between adjacent lattice sites. For simplicity we shall henceforth assume that b = 0. The absolute magnetization per spin of state u,
measures the homogeneity of the state. When the system is in thermodynamic equilibrium, the distribution of states is governed by a Boltzmann distribution, p(u) = e −βE(u) /Z(β),where β = 1/T is the reciprocal temperature (in dimensionless units), and Z(β) = u e −βE(u) , the partition function. Then the expectation of the absolute magnetization per spin is given by the ensemble average, m = u m(u) p(u). Expressions for other observables, such as the internal energy, heat capacity, and entropy are readily obtained. In the thermodynamic limit (N → ∞), the Ising model exhibits the well known paramagnetic-ferromagnetic phase transition at a critical temperature T c . At low temperatures (T < T c ), the lattice is in the ferromagnetic phase with a uniform spin configuration, i.e., m ≈ 1. As the temperature increases into the critical region (T ≈ T c ), the homogeneity dissolves into a number of large positive and negative clusters. As the temperature increases further (T c < T ) more clusters, with decreasing characteristic length scale appear, eventually leading to an independent random arrangement of positive and negative spins with m = 0.
METROPOLIS MONTE CARLO (MMC)
The MMC algorithm can be used to estimate the thermodynamic properties of finite Ising systems. By this well-known method, a recurrent, irreducible, aperiodic Markov chain is constructed so that its detailed balance condition satisfies the Boltzmann distribution. Then by ergodicity, temporal averages of any state dependent function, over a single time series, converge asymptotically to the ensemble average. A commonly used Markov chain selects a random lattice site each epoch in accordance with a uniform distribution. The energy difference between the current state u, and that state v obtained by inverting the spin at that random site is computed. Let ∆E = E(v) − E(u) denote this energy difference. A transition from u to v then occurs with probability min{1, e −β∆E }; otherwise the system remains in state u. The process is then repeated for either a fixed number of iterations, or until a convergence criterion is met.
Although large models offer better estimates of the phase transition behavior of the Ising model, the MMC algorithm is hampered by critical slowing down in the vicinity of a phase transition. The top trace in Fig. 4 , labeled MMC, shows the correlation time of the magnetization t m , that is, the average amount of CPU simulation time required to generate a new state that has a statistically independent magnetization. As the correlation time t m peaks near the critical temperature T c , the MMC algorithm requires longer simulation time to estimate the magnetization m in this region.
WAVELET ACCELERATED MONTE CARLO
The Wavelet Accelerated Monte Carlo (WAMC) algorithm of Ismail et al. [1, 2] mitigates critical slowing down by applying the discrete wavelet transform (DWT) to the Ising model, thereby reducing the total computation cost of simulating the model. Through the application of a k-level wavelet transformation matrix W k to the energy of the model E(u), a coarse Ising model is derived,
In the above, primes denote transpose operations, 
is a two-point filter; therefore at the k-th decomposition level, each coarse spins i consists of an average over 2 k spins s from the original lattice. Consequently, spin values in the k-th decomposition level satisfy, −2 k/2 ≤s i ≤ 2 k/2 . Note that each coarse spins i can assume 2 k + 1 different values, in accordance with the number ν i of corresponding spins in the original lattice that assume the value +1. Thus, S k = 2 k/2 2 1−k ν − 1 |ν = 0, 1, 2, . . . , 2 k , represents the set of admissible values for each site in a k . Ismail et al. [1, 2] , then apply the Metropolis Monte Carlo algorithm to the coarse grained lattice a k for a fixed decomposition level k. As before, the coarse lattice a k is initialized at random using the values in S k . A time series of states is then generated with the following Markov process. First a sites i is selected at random using a uniform distribution over the set of N 2 /2 k sites in a k . The energy of the current state E = E(a k ) is then compared to that of the state obtained by selecting a ting ∆ E denote the energy difference, a transition to the new state occurs with probability min{1, e −β∆ E }. The magnetization per spin of the coarse-grained Ising system m(a k ) is computed as
Using our own implementation of WAMC, we simulated a 32 × 32 Ising system with k = 1, 2, 3, and 4, for temperatures in the interval .01 ≤ T ≤ 5. A comparison of the average magnetization obtained for each k as a function of T is compared in Fig. 1 with the results of MMC presented in Section 3. As in the original publication, the predictions of WAMC are qualitatively similar to those of MMC, however, there exists a systematic shift of each curve to the right, which increases with k. The increasing shifts of the WAMC magnetization curves to the right with decomposition level k (see Fig. 1 ) likely result from the entropy reduction caused by coarse graining.
OPTIMAL TEMPERATURE RELATIONSHIP MONTE CARLO METHOD (OTRMC)
We will show that the errors evident in WAMC can be mitigated to a significant extent by scaling the temperature of the coarse grained system appropriately. This modified WAMC algorithm, which we call the optimal temperature relationship Monte Carlo method (OTRMC), essentially applies the steps described in the previous section, but with a different equilibrium temperature T = f (T ). Let p(E; T ) denote the Boltzmann energy distribution where the temperature of the N ×N lattice is now explicitly noted; let q(E; T ) denote the same for the coarse lattice that evolves under WAMC. For both distri- butions E denotes the energy defined by the original Hamiltonian. Our goal is to measure the discrepancy between p and q, using for example the Kullback-Leibler symmetric J-
and then for any given T identify the value of T that minimizes J (p q). Since the state-space is too large for explicit evaluations of p and q, the MMC and WAMC algorithms are used to construct frequency histograms for p and q respectively, over a mesh of temperatures. The energy E for each coarse-lattice state is obtained by mapping a k into a consistent state u of the original N × N original lattice. Note that this mapping is not in general unique, as there are
ways to select the 2 k spins in the original lattice that correspond to a particular coarse spins i , where ν i counts the number of required +1 spins, i.e., ν i = 2
i . Thus the total multiplicity equals
In the event of a degeneracy, our implementation choses one admissible state at random.
The WAMC algorithm was used to simulate an ensemble of states of N × N Ising systems with N = 4, 8, 16, and 32, using k = 1, 2, 3, and 4 decompositions over the temperature range .01 ≤ T ≤ 25. Energy histograms were then used to estimate q(E; T ) for each N and k. Likewise, the MMC algorithm simulated each of the four lattices over the temperature range .01 ≤ T ≤ 5, yielding estimates of p(E; T ).
To determine the optimal temperature relationships for the coarse-grained Ising system at each original lattice size N and decomposition level k the J-divergence is computed using p(E; T ) associated with N and the q(E; T ) for the given N and k. Then, for any temperature T , the value T that minimizes J (p q) is identified. Fig. 2 shows the four relations obtained for the 32×32 lattice. The results for the other lattice sizes are not displayed here because all but those for the 4 × 4 lattice are visually indistinguishable from the curves shown. The latter observation suggests that the relation T = f (T ; k) rapidly converges with increasing lattice size N for fixed k. If true, then larger Ising models can be simulated using the optimal temperature relationships derived using smaller lattices.
Estimates of the magnetization per spin and internal energy of the 32×32 Ising model were computed using both the WAMC and OTRMC algorithms. Fig. 3 displays the absolute errors in the magnetization per spin estimates using WAMC and OTRMC for the same lattice as a function of temperature T . In all cases, the error evident in WAMC is significantly reduced by OTRMC. The correlation time of the magnetization t m for the OTRMC is shown in Fig. 4 . Note that the peaks at each decomposition level nearly coincide at the critical temperature. In addition, the maximum correlation time of each peak decrease with increasing k, as was observed for WAMC, making OTRMC computationally more efficient than MMC in the critical region.
CONCLUSION
In summary, wavelet decompositions have the potential to accelerate Monte Carlo simulations of Ising systems when care is take to ensure that the distribution of states of the decomposed system closely corresponds to that of the original system. In this case, the accuracy of the wavelet accelerated Monte Carlo method of Ismail et al. [1, 2] is significantly improved by increasing the simulation temperature to compensate for the loss of entropy incurred by the wavelet de- Fig. 4 . Empirical estimations of the correlation times t m (in CPU seconds) for the MMC and OTRMC algorithms for the magnetization on a 32 × 32 lattice. Estimates were obtained by numerically integrating each auto-correlation function, sampled after each complete Monte Carlo sweep, using a trapezoidal rule [6] .
composition. Gains made here may benefit the study of more exotic Ising systems, such as those driven by external fields or defined with lattices of higher dimensions or different topologies. Future work will seek analytic expressions for the optimal temperature relations and study their convergence with increasing N . How to extend these methods to the study of other multiscale systems (e.g., images or computer networks), using perhaps other wavelets beside the Haar transform, is another important open question.
