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Abstract
Diese wissenschaftliche Arbeit untersucht die Möglichkeit, professionelle Videosignale
zukünftig über Netzwerk zu übertragen. Durch die Etablierung der neuen Standards ST
2022 der Society of Motion Picture and Television Engineers und AVB der AVnu Allian-
ce soll es Broadcastern möglich sein, SDI Signale Netzwerkbasiert in einer Broadca-
stumgebung einzusetzen. Durch den Einsatz herkömmlicher oder auch spezieller  IT
Technik  werden neue Anforderungen bei der Systemerstellung an Systemintegratoren
und Nutzern gestellt.
Im wesentlichen soll festgestellt werden ob die neuen Standards den aktuellen Ansprü-
chen genügen und ob es sinnvoll ist, auf die neue Technik umzurüsten. Dabei wird be-
rücksichtigt, welche Anforderungen in Zukunft an das SDI gestellt werden und welche
Entwicklungen hinsichtlich der herkömmlichen Variante über Koaxialkabel vorangetrie-
ben werden. Weiterhin werden neue Einsatzbereiche für AVB und SMPTE 2022 vorge-
stellt.  Abschließend soll ein Kostenvergleich einer herkömmliche Installationsvariante
und einer Installation nach AVB Einblick darüber geben, ob der Einsatz neuer Technik
teurer oder günstiger ist. Grundlage der fiktiven Kalkulation sind beispielhafte Block-
schaltbilder, die eine herkömmliche Verkabelung eines Fernsehstudios  und eine Vari-
ante nach AVB, darstellen. 
Als Ergebnis soll festgehalten werden, ob die Übertragung eines SDI Signals über Ko-
axialkabel zukunftssicher ist oder den erwartenden Anforderungen nicht mehr Stand
halten kann und einer netzwerkbasierten Lösung weichen muss.
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Abstract
This thesis deals with alternative methods to transmit professional video signals within
a broadcast facility. The ST 2022 Standard from the Society of Motion Picture and Te-
levision Engineers and AVB from the  AVnu Alliance specify two different methods for
transporting video over a network infrastructure. The implementation of these methods
involves the use of standard and special IT hardware and may  require new workflows
for system integrators, who will  install broadcast systems, as well as for their custo-
mers.
Primarily it needs to be ascertained that AVB and SMPTE 2022 will achieve all deman-
ds and at the same time offer more advantages compare to video SDI (serial digital in-
terface) over coax. Furthermore there is research being undertaken at the moment in
the future of SDI over coax beyond HD. However video over IP offers opportunities for
new applications. The author will give an overview of these new possibilities and pre-
sent a comparative cost calculation between SDI and AVB for a typical video facility in-
stallation. 
As a result, the facts will be clear  if there will still be a market in the future for common
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1 Einleitung
“There is a tendency in the industry to converge all networks into one technology, and
the obvious one is IP/Ethernet,”8 dieser  Ansicht  ist  nicht  nur  Lieven Vermaele,  Ge-
schäftsführer von SDNsquare. Dass sich die Fernsehbranche auf diese Ziele speziali-
siert, war in den letzten Jahren in Diskussionen der Branche festzustellen. Auf sämtli-
chen Kongressen und Tagungen waren Referenten dabei, die neuesten Entwicklungen
mit Blick auf Video über Netzwerk, oder genauer ausgedrückt, SDI over IP, im Broad-
castbereich vorzustellen. Bereits erkennen konnte man dabei, dass es zwei verschie-
dene Entwicklungsrichtungen geben wird. Zum einen die Forschungsgruppe der SMP-
TE, Society of Motion Pictures and Television Engineers und deren Standardfamilie ST
2022 sowie die AVNu Alliance mit Audio Video Bridging, kurz AVB. AVB setzt bewährte
definierte Standards der IEEE zur Übertragung von Videosignalen im Netzwerk ein.
Beide  Forschungsgruppen haben in  Zusammenarbeit  mit  verschiedenen Herstellern
versucht praktische Netzwerkkonzepte zu erarbeiten, welche die bestehenden Struktu-
ren in den Rundfunkhäusern von heute überflüssig machen könnten. Aber wieso be-
steht seit langem so ein enormes Interesse an neuen Infrastrukturen? Warum Netz-
werksysteme und warum kein BNC mehr in der Zukunft? Welche Vorteile und Nachtei-
le  die  beiden  neuen  Technologien  gegenüber  der  bewährten  und  funktionierenden
Technik mit sich bringen, soll in dieser Arbeit hauptsächlich thematisiert werden. Wei-
terhin ist von Interesse wie man die neue Technik einsetzen wird. Wie weit sind die
Hersteller in ihren Forschungsphasen? Gibt es bereits Geräte oder ist man immer noch
in der Entwicklung? Wie vertragen sich die beiden unterschiedlichen Systeme AVB und
SMPTE 2022 untereinander? Kann man diese vielleicht kombinieren um Nachteile aus-
zuhebeln? Gibt es in Zukunft immer noch herkömmliche Strukturen, wie man sie aktuell
verwendet? Zum Ende dieser Arbeit  werden die meisten dieser Fragen beantwortet
sein. 
Um diese wissenschaftlichen Fragen beantworten zu können, beschäftigt sich diese
Arbeit mit den Grundlagen im Kapitel 2.  Darin enthalten sind grundsätzliche Informa-
tionen zum Thema SDI und Netzwerktechniken. Um über die Thematik SDI over IP
sprechen zu können, ist es notwendig zu klären was SDI ist und welche Entwicklung zu
erwarten sind. Weiterhin aber auch wie es entstanden ist und wie in Zukunft in Netz-
werken damit gearbeitet werden kann. Anschließend wird im Kapitel 3: Broadcaststruk-
8 Fox, David; SDI vs. IP: The fight is on, 2014; http://www.tvbeurope.com/sdi-vs-ip-the-fight-is-on-2/
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turen, eine Infrastruktur einer aktuellen modernen Fernsehregie in HDTV mit herkömm-
licher BNC-SDI Verkabelung genauer betrachtet werden und mit einer denkbaren SDI-
IP Realisation verglichen. Im Kapitel 4 gibt es einen Einblick in den aktuellen Stand der
Hersteller sowie mögliche Lösungsansätze für Probleme, die durch die neue Technolo-
gie gelöst werden können. Weiterhin werden noch unter Kapitel 4 die Kosten der Sys-
teme verglichen.  Abschließend wird im Kapitel  5 das Ergebnis der Untersuchungen
präsentiert und ein Fazit aus den gewonnen Erkenntnissen gezogen. 
Aufgrund der Aktualität dieser Thematik sind als Literatur Online Veröffentlichungen in
Form von Videos, Kolumnen, White Papers oder auch Presse Artikel verwendet wur-
den. In vielen Punkten konnten Standardliteraturen und Printmedien nicht tiefgründige
Erkenntnisse zum aktuellen Wissensstand beitragen. Für die Bereiche der Grundlagen
zu den Themen Entwicklung des Serial Digital Interfaces, SDI, und Netzwerktechnik
gibt es Printmedien die zur Anfertigung diese Thesis dienlich waren.  
Aufgrund des enormen Interesses der Branche diese neu entwickelte Technik im Ein-
satz zu sehen, war die Anfertigung dieser Arbeit  hauptsächlich daraus motiviert, für
Systemintegratoren wie beispielsweise die Studio Hamburg Media Consult Internatio-
nal (MCI) GmbH einen tieferen Einblick in den Umgang dieser Technik zu geben. Wird
durch die Entwicklung solcher neuen Systeme die Arbeitsweise solche Unternehmen
verändert werden oder gelingt Problemlos der Umstieg auf die neuen Anforderungen,
die durch Weiterentwicklung solcher Infrastrukturen gestellt werden. 
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2 Grundlagen
Bevor auf die Problematik praktischen Anwendung komplexer Infrastrukturen innerhalb
von Rundfunkhäusern eingegangen wird, müssen Grundlagen im Bereich Serial Digital
Interface und Netzwerktechnik geschaffen werden. Ebenfalls werden die spezifischen
Merkmale des Standards 2022 der SMPTE und Audio Video Bridging dargestellt. Als
Grundlage für das SDI versteht der Autor eine Beschreibung verschiedener definierter
Standards und Bandbreitanforderungen, der dadurch möglichen übertragen Broadcast-
signale innerhalb der Produktionsumgebungen. Weiterhin wird in dem Punkt 2.1 ein
Ausblick über die Entwicklungsrichtung des SDI gegeben. Ebenfalls wird erläutert, wel-
che Probleme durch die neuen Auflösungsformate bei der Übertragung von SDI über
Koaxialkabel in Zukunft zu erwarten sind. Neben Grundlagen über das professionelle
Videosignal sind für AVB und SMPTE 2022 Begriffe aus dem IT Bereich erforderlich. In
Zukunft werden Rundfunkingenieure sich tiefgründiger mit IT-Wissen auseinander set-
zen  müssen.  Beispielsweise  Begriffe  wie  Multicast,  verschiedene  IT  Protokollstan-
dards und dem ISO-OSI Schichtmodell. Was ist der Unterschied zwischen Routing und
Switching oder was ist ein Quality of Service, QoS? Um die Unterschiedlichen Arbeits-
weisen von AVB und SMPTE 2022 einschätzen zu können und auch hinsichtlich der
Vorteile sowie Nachteile beurteilen zu können, wird ein Basiswissen der Informations-
technik im Abschnitt 2.2 erklärt. Leider kann es in diesem Zusammenhang keine Voll-
ständigkeit und keine genaueren Funktionserklärungen dieser einzelnen Sachverhalte
geben, da es den zeitlichen Rahmen sowie auch den inhaltlichen Rahmen dieser Ba-
chelorarbeit übersteigen würde. Um sich tiefgründiger mit dieser Materie auseinander
zusetzen empfiehlt  sich ein Einblick in die auch hier  verwendetet  Literatur  wie  bei-
spielsweise Andres S. Tannebaums Computernetzwerke. Nachfolgend werden, unter
dem  Punkt  2.3  geführt  ,die  Charakteristiken  von  SMPTE  2022  und  Audio  Video
Bridging erklärt. 
2.1 Entwicklung des SDI
Die Schnittstelle Serial Digital Interface (SDI) beendete die analoge professionelle Vi-
deowelt mit ihrer Einführung im Jahr 1989. Dabei werden seriell Zeile für Zeile oder
auch Bild für Bild über einen elektrischen Leiter übertragen. Neben dem eigentlichen
Bildmaterial werden, in dafür vorgesehenen Platzhaltern, zusätzliche Informationen wie
Zeitinformationen, Metadaten aber auch Audiosignale, in einem digitalen Format, über-
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tragen. In der Regel  werden Helligkeitssignale,  Luminanz und Farbsignale,  Chromi-
nanz, in einem 4:2:2 Verhältnis mit einer Auflösung von 10 Bit  übertragen. Mit  dem
SMPTE Standard 259M9 war  diese serielle  digitale Videoschnittstelle  geboren.  Man
setzte weiterhin auf Koaxialkabel und den BNC Bajonettverschluss, wie er in der Ana-
logtechnik verwendet wurde. Diese Kombination ist äußerst robust, hat geringe Dämp-
fungswerte und ist auch mechanisch stabil und leicht reparabel. Aber durch die Umstel-
lung der Technik musste sich auch das Personal umstellen. Arbeitsweisen veränderten
sich. Beispielsweise hatte man im Analogen Bildsignal unendlich viele Helligkeitswerte,
so beschränkte man sich im digitalen auf maximal 1016 verschiedene, 10-Bit, Graustu-
fenwerte. Es war einem möglich in die Austastlücke des Bildimpulses 16 digitale Audio-
spuren zu integrieren und ebenso das Taktsignal. Somit war es möglich, mehrere Si-
gnale gebündelt über eine Leitung zu transferieren. Der Verkabelungsaufwand verrin-
gerte sich drastisch und Bild-Ton-Asynchronizität wurde ein vernachlässigbares The-
ma. Ein weiteres Problem der analogen Signalübertragung, ist  die Einstreuung von
elektromagnetischer  Strahlung.  Selbst  durch gute Schirmungen der Signalleitungen,
konnten  Störquellen  einstrahlen  und  das  Bild-Rausch-Verhältnis  beeinflussen.  Den
gleichen Sachverhalt kann man in der analogen Audiotechnik beobachten. In Audiobe-
reich konnte man durch eine symmetrische Signalführung im Kabel das Problem lösen.
Das Taktsignal, der Blackburst war in Zeiten der Analogtechnik ein messbares
und auch messrelevantes Signal. Es sorgte für einen sauberen Zeilensprung und für
einen korrekten Bildaufbau. Mit der Einführung der digitalen Technik wurde der Black-
burst,  auch Bi-Level-Sync genannt durch den Tri-Level-Sync erweitert.  Hier definiert
ein zweiter Flankenimpuls eine genauere Synchronisation der Geräte untereinander.
Im Bereich der Fernsehtechnik weniger von Bedeutung aber dennoch relevant ist der
LTC10 und VITC11. Der Longitudinal Time and Control Code beschreibt das Bildsignal
auf einer Audiospur in Längsrichtung mit einer Zeitinformation in einer Breite von 80
Bits. Diese Information ist bei Bandmaterial für eine zeitliche Zuordnung der Bilder auf
dem Bandmaterial relevant. Der Vertical Interval Time and Control Code wird vertikal,
also zwischen zwei nicht aufeinanderfolgenden Zeilen zwischen den Zeilen 7 und 22 in
der Vertikalen Austastlücke aufgezeichnet. Pro Halbbild sind in 90 Bits Zeit- und Benut-
zerinformationen für das Bildmaterial enthalten. Mit der Einführung des SDIs wurde der
VITC durch ATC12 ersetzt. Der Ancillary Time Code befindet sich im digitalen Videofor-
9 Unbekannt; SMPTE  M 259 SD Standard; http://standards.smpte.org/content/978-1-61482-407-7/st-259-
2008/SEC1.abstract?sid=a5786e81-6f06-4a53-a7a3-e2a8f5950e10
10 Michael Mücher, BET-Fachwörterbuch, 19.09.2006; http://bet.de/Lexikon/Begriffe/LTC.htm
11 Michael Mücher, BET-Fachwörterbuch, 02.12.2014; http://bet.de/Lexikon/Begriffe/VITC.htm
12 Michael Mücher, BET-Fachwörterbuch, 02.12.2014; http://bet.de/Lexikon/Begriffe/ATC.htm
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mat in der Austastlücke und kann bis zu zwei VITC und ein LTC Signal enthalten. Die
genaue Postion ist abhängig von der angewendeten Videonorm. 
Für ein SD-SDI Signal bedarf es 270 MBit/s an Bandbreite für die Übertragung eines
576 Zeilen hohen 4:3 Signal im Zeilensprungverfahren. Doch die Einführung von HD,
definiert im Jahr 1998 durch den SMPTE Standard 292M13, lies den Bandbreitenbedarf
rapide auf 1,5 Gbits/s steigen. Das sind in etwa 1.500 Mbit/s. Bei diesen Bandbreiten
ist es möglich ein unkomprimiertes Videosignal im Bildformat von 16:9 in der Auflösung
von 720 Zeilen progressiv (720p) oder 1080 Zeilen interlaced, also im Zeilensprungver-
fahren (kurz 1080i),  zu übertragen.  Im Jahre 2002 wurde HD-SDI  mit  dem 372M14
Standard, Dual-Link HD-SDI erweitert. Dieser ermöglichte unter Verwendung von zwei
parallel  betriebenen 1.5G Koaxialkabeln eine Bandbreitennutzung von 3 GBit/s kurz
3G. Bei dieser Bandbreite ist es einem möglich Progressivbilder, Vollbilder, mit einer
Auflösung von 1080 Zeilen im 16:9 Bildformat zu übertragen. Im Jahr 2006 war es mit
der Einführung von 3G-SDI mit SMPTE 424M 15möglich die Signalübertragung auf ei-
ner einzigen Coax-Leitung durchzuführen. 
Obwohl es uns heute möglich ist, in voller 1080p Auflösung Fernsehinhalte zu produ-
zieren, empfangen die deutschen Haushalte dieses Format nicht. Die öffentlich-rechtli-
chen Sendeanstalten wählten mit der Einführung des HDTV das Format 720p50, wie
von der EBU 201016 in Genua vorgeschlagen. Die deutschen Privatsender wählten den
1080i25 Standard für ihre Sendeübertragung. Aber warum nutzte man nicht eine Über-
tragung in 1080p50? Zwischen der Einführung von 3G-SDI im Jahr 2006 und der Ein-
führung von HDTV in Deutschland 2012 lagen nur 6 Jahre. Im Regelfall erneuern die
deutschen Sendeanstalten ihre technischen Produktionsräume in einem Intervall von
10-15 Jahren. Auch heute im Jahr 2015 sind noch nicht alle Einrichtungen auf HD Be-
trieb  umgerüstet.  Dadurch  ist  es  einfach  unmöglich  an  jedem  Produktionsstandort
einen lückenlosen Betriebsstandard von 1080p50 einzustellen. Technisch ist dennoch
möglich, Auflösungen zu verändern und die Inhalte in 1080p50 zu senden.
13 Unbekannt; SMPTE 292M Standard; http://standards.smpte.org/content/978-1-61482-853-2/st-297-
2015/SEC1.abstract?sid=e08decb0-49fe-44dc-b381-42569be85b58 
14 Unbekannt; SMPTE 372M Standard; http://standards.smpte.org/content/978-1-61482-513-5/st-372-
2011/SEC1.abstract?sid=8c91a07c-e2ef-4312-a219-4eff16a92de7 
15 Unbekannt; SMPTE 424M Standard; http://standards.smpte.org/content/978-1-61482-714-6/st-424-
2012/SEC1.abstract?sid=abf3ee60-ae9f-4e2b-9c37-9aadecf449a4 
16 Unbekannt; EBU Tech Report 005 -Information Papers on HDTV Formats, Februar 2010; 
https://tech.ebu.ch/docs/techreports/tr005.pdf 
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Wagt man einen kurzen Blick in die Zukunft, kann man erkennen, dass von HD oder
FullHD nicht  mehr die Rede sein wird.  Im Bereich Konsumenten-Elektronik  ist  man
mittlerweile im Bereich von UltraHD (UHD-TV), 4K und 8K angelangt. Die Entwicklung
der Heimelektronik ist  der professionellen Technik oft  viele Jahre voraus. Das sieht
man auch an einem anderen folgendem Beispiel: So hatte man bereits seit 2002 die
Möglichkeit  zuhause  mit  BluRay  DVDs  Filme  in  einer  maximalen  Auflösung  von
1080p30 schauen zu können.  Schaltet  man zurück zum Fernsehbetrieb muss man
einen Qualitätsabstrich machen und wieder in niedriger Auflösung fernsehen. Aber das
Interesse der Hersteller an Geräten mit einem Auflösungsmaß von 4K und mehr ist
groß. Sony baute für einen Test von 4K Umgebungen einen FullHD Übertragungswa-
gen auf 4K aus und übertrug zum Confederations Cup 2013 in Brasilien mehrere Fuß-
ballspiele mit 4K Kameras und FullHD Kameras kombiniert. „Sony ist stolz darauf, ein
Pionier für 4K-Lösungen zu sein, und wir freuen uns darauf, die Vorteile zu sehen, die
diese aufregende neue Technologie der Sportwelt bieten kann. Während verschiedene
Aspekte der Fernsehübertragung in 4K bereits entwickelt  und getestet wurden, wird
dieser Test der erste für die Produktion von Live-Sportübertragungen sein. Der FIFA
Confederations Cup wird ein wichtiger Meilenstein für die Zukunft von 4K sein.“17
Aber wie schaut dafür die aktuelle Entwicklung des SDI Signals durch die SMP-
TE aus? Für die Weiterentwicklung der Bandbreiten des SDI Signals befasst sich auch
weiterhin  eine sogenannte Task Force.  Mit  den Standards  ST-208118 und ST-2082
19entwickelt die Organisation eine Möglichkeit die Bandbreite des SDI Signals auf 6G
UHD-SDI und 12G UHD-SDI zu erhöhen. Ebenfalls 24G stehen dabei mit ST 2083 in
Aussicht. Die Signalübertragung kann dann weiterhin elektrisch über eine Koaxiallei-
tung  oder  optisch  über  einen  Lichtwellenleiter  übertragen  werden.  Eine  Veröffentli-
chung dieses Standards wird im letzten Quartal 2016 vermutet. „The new 3G SDI do-
cument suite, and the work of the 32NF70 Working Group to develop 6G, 12G, and
24G SDI is just the continuation of SMPTE's evolutionary approach to the development
of the SDI interface.“, bemerkte John Hudson20 Auch aktuelle SDI Standards können
alternativ zum Koaxialkabel auf Lichtwellenleiter vom Sender zum Empfänger gesendet
werden. Waren bisher nur maximal 60 Vollbilder pro Sekunde möglich sollen die neuen
17 Mark Grinyer, Sony und FIFA beginnen mit 4K-Tests beim FIFA Confederations Cup 
2013;http://www.sony.de/pro/article/broadcast-products-sony-and-fifa-kick-start-4k-trials-at
18 Unbekannt; SMPTE ST 2081 Standard; http://standards.smpte.org/content/978-1-61482-856-3/st-2081-1-
2015/SEC1.abstract?sid=997dde8a-9128-4f3e-ae22-a405b17b0a60  
19 Unbekannt; SMPTE ST 2082 Standard; http://standards.smpte.org/content/978-1-61482-859-4/st-2082-1-
2015/SEC1.abstract?sid=997dde8a-9128-4f3e-ae22-a405b17b0a60 
20 Michael Goldmann, Hot Button Discussion, März 2014, https://www.smpte.org/publications/past-issues/March-2014 
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Standards bis zu 120 Bilder pro Sekunde übertragen können. Mit dem ST-2083 Stan-
dard und den 24G Bandbreite wäre man in der Lage über eine Leitung ein 8K Signal
mit einer Auflösung 7680x4320 Pixel bei max. 30 Bilder pro Sekunde zu übertragen.
Für 50 Vollbilder müssten bereits zwei Leitungen im Dual-Link verwendet werden. Die
SMPTE Task Force plante mit  der Fertigstellung der Standards für 6G und 12G im
Laufe des Jahres 2015 und 24G im Jahr darauf 2016. Damit wären die Möglichkeiten
geschaffen 4K und 8K Signale innerhalb des Broadcastbereichs zu übertragen. Aber
nicht nur die Infrastruktur muss dafür geschaffen sein, sondern auch die Geräte in der
Produktionskette. Aufgrund Sonys Erfahrung im Filmbereich war Sony einer der Ersten
mit einer 4K Systemkamera am Markt. Grass Valley21 zogen zur IBC 2014 in Amster-
dam mit  ihrer  Produktpalette  nach.  "We're  especially  excited  about  introducing  our
4K/UHD camera to the European market at IBC," so präsentierten Sie dort dem Fach-
publikum die neue Kamerageneration, Videokreuzschiene und Bildmischer mit 4K/UHD
Auflösung. Auch haben große Hersteller der Branche wie Ikegami, Evertz, Snell auf der
NAB im April 2015 viele neue Produkte für 4K und 8K Signale vorgestellt. Die Entwick-
lung des SDI Signals ist also für die nächsten Jahre sichergestellt und lässt auf eine
Entwicklungsreiche Zukunft hoffen.
2.2 Netzwerktechniken
„Ein Netzwerk besteht im allgemeinen aus einer Gruppe von Computersystemen und
Terminals, die über Kommunikationsleitungen miteinander verbunden sind und die In-
formationen  und  Ressourcen  gemeinsam  nutzen.  Ein  Netzwerk,  auch  als  Compu-
ter-Netzwerk bezeichnet, umfaßt technische Einrichtungen (Leitwege, Vermittlungsstel-
len und Anschlußstellen) und entsprechende Übertragungs- und Vermittlungsverfah-
ren.“22 
Diese  Netzwerke  bestehen  aus  einer  Netz-Hardware  und  Netz-Software.  Zunächst
kann  man aber  Rechnernetze  an zwei  Klassifikationskategorien  unterscheiden.  Die
erste Kategorie ist die Übertragungstechnik. Die zweite Kategorie der Klassifizierung ist
die  Ausdehnung eines Netzwerkes.  Die  Übertragungstechnik  beschreibt  auf  welche
Methode Signale übertragen werden. Dies kann auf zwei prinzipielle Möglichkeiten ein-
geschränkt werden. Zum einen kann eine Übertragung auf Punkt-zu-Punkt-Strecken,
21 Mike Cronk, Grass Valley to Show Customers the Way to 4K/UHD at IBC 2014, September.2014; 
http://www.grassvalley.com/news/press/releases/view/2379-grass-valley-to-show-customers-the-way-to-4kuhd-at-
ibc-2014 
22 Klaus Lipinski, S.367; Lexikon der Datenkommunikation, 5. Auflage 1999
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im englischen  als  Point-to-Point-Links oder  auch als  Peer-to-Peer,  geschehen oder
man kann Signale bzw. Daten als Rundrufstrecken, Broadcast-Links übermitteln. Die
einfache Punkt-zu-Punkt Übertragung ist in der Regel sicher, da keine Informationen
bei der Übertragung an andere Teilnehmer verloren gehen können. Allerdings müssen
Informationen die außerhalb dieser direkt Verbindung liegen über mehrere Punkte ge-
schehen. Diese multiple Hop Verbindung ist unter Umständen ineffizient. Ein generell
gutes Beispiel für eine Peer to Peer Verbindung sind Router untereinander. Hier erfolgt
Beispielsweise ein Datenaustausch aus einem Netzwerk über diese eine Strecke in ein
anderes Netzwerk. Die Punkt-zu-Punkt-Übertragung nennt man auch Unicasting. Bei
Broadcast-Links wird eine Information an viele Nutzer übertragen. Durch einen Eintrag
im Adressfeld, weiß der betroffene Nutzer, dass der Inhalt für ihn bestimmt ist. Die an-
deren Nutzer im Netzwerk ignorieren das Paket. Bei Broadcast-Links gibt es aber auch
die Möglichkeit ein Paket an mehrere oder sogar alle Nutzer gleichzeitig zu senden.
Sollen alle Empfänger das Paket erhalten wird ein spezieller Code im Adressfeld ver-
wendet, der es erlaubt das alle Nutzer angesprochen werden. Möchte man hingegen
nur eine Gruppe im Netzwerk erreichen kann durch eine Gruppennummer im Adress-
feld nur eine bestimmte Nutzergruppe ansprechen. Die Betriebsart alle Nutzer gleich-
zeitig anzusprechen nennt man Broadcast, wobei der Fall nur bestimmte Rezipienten
zu erreichen Multicasting genannt wird. Einem Nutzer ist es auch möglich Mitglied in
mehreren Gruppen zu sein, somit kann er auch verschiedene Multicast-Pakete emp-
fangen.23 
Die zweite Möglichkeit der Klassifizierung ist die Ausdehnung eines Netzwerkes. Das
heißt wie weit sind die Prozessoren, Hosts, Nutzer räumlich voneinander entfernt. Ver-
nachlässigt man das Personal Area Network, PAN, ist das kleinste wirkliche Computer-
netzwerk das LAN. Das Local Area Network ist ein im Vergleich kleines leicht zu steu-
erndes und überschaubares Netzwerk. Es verbindet mehrere Computer, Server, Work-
stations oder auch Peripheriegeräte wie Drucker in einem Netzwerk und sorgt dafür für
einen gemeinsamen Datenaustausch. „LANs unterscheiden sich von anderen Netzar-
ten  anhand  der  Merkmale:  (1)  Größe,  (2)  Übertragungstechnik  und  (3)  Topologie.
LANs sind hinsichtlich der Größe begrenzt, was bedeutet, dass die Übertragungszeit
nach oben beschränkt und im voraus bekannt ist. Die Kenntnis dieser Grenze ermög-
licht es, bestimmte Arten von Designs zu verwenden, die andernfalls nicht möglich ge-
wesen wäre.“24 Heutzutage benutzt in der Regel jeder Heimanwender ein LAN. Der von
dem Provider bereitgestellte Internet Router, hat in den meisten Fällen weitere Ports
23 Vgl. Andrew S. Tannenbaum, S. 30, Computernetzwerke, 4. Auflage 2003
24 Ebd. S. 31
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für  den  Anschluss  von  Kabelgebundenen  Netzwerkgeräten.  Auch  verbindet  er  die
Funkschnittstelle des WLANs mit der Kabelgebundenen Schnittstelle des LANs. Alle
Teilnehmer an der drahtlosen oder auch gebundenen Schnittstelle des Routers bilden
ein gemeinsames Local Area Network. Von dem Router des LANs geht eine weitere
Leitung ab, die das Lokale Netz mit dem  Wide Area Network verbindet. Dieses Fern-
netz umfasst alle angeschlossenen Rechner, in der Regel Clients oder Hosts bezeich-
net, in einem großen geografischen Gebiet. Das Verbindungsnetz zwischen den Hosts
gehört in der Regel einer Telefongesellschaft oder Dienstleistungsanbieter. In einem
LAN bilden alle Hosts das Netzwerk, bei einem WAN sind es die Hosts und die Router
die einem Verbindungsnetz liegen, als Ganzes. „Die Gesamtheit der Übertragungslei-
tungen und der Router (nicht aber der Hosts) bilden das Verbindungsnetz.“25 
Damit  Hosts aus verschiedenen LANs untereinander  kommunizieren können
muss eine Vermittlung über die Router im WAN geschehen. Dieses Prinzip nennt man
Speichervermittlungsnetz,  Store-and-Forward-Netz  oder  auch  Paketvermittlungsnetz.
Damit der Transport einer Nachricht erfolgen kann, muss diese beim Host zunächst in
gleichgroße Pakete getrennt werden. Anschließend wird jedes Paket seriell über das
Leitungsnetz an den Ziel-Host übertragen. Alle Pakete nehmen dabei den exakt glei-
chen Weg im Netzwerk. Sind alle Pakete beim Zielhost angekommen, setzt dieser die
Nachricht wieder zusammen, die Originalnachricht kann vom Empfänger gelesen wer-
den. Das Routing über die Koppelpunkte, Router oder Hops, im Netz erfolgt lokal in je-
dem Gerät selbstständig. „Die Entscheidung über die Weiterleitung wird lokal getroffen.
Kommt ein Paket am Router A an, muss A entscheiden, ob dieses Paket auf der Lei-
tung zu B oder der Leitung zu C weiter übertragen wird. A trifft diese Entscheidung auf-
grund eines sogenannten Routing-Algorithmus.“26 
Es gibt mehrere Routing Algorithmen, wie ein Paketstrom übertragen werden kann.
Dabei  unterscheidet  man grundsätzlich  die  Algorithmen in zwei  Varianten,  adaptive
und nicht-adaptive, Algorithmen. „Der Routing Algorithmus ist jener Teil der Software
der Vermittlungsschicht, der über die Ausgabeleitung für eingehende Pakete entschei-
det.“27 Neben dem WAN gibt es noch sogenannte Metropolitan Area Networks, WAN.
Diese Stadtnetze klassifiziert man ebenfalls als Netzwerk und finden sich entsprechend
ihrer Ausdehnung zwischen dem LAN und dem WAN. Allerdings finden MANs in der
Regel  keine Anwendung in der Computernetzwerktechnik.  Ein Beispiel  für ein MAN
wäre ein städtisches Verteilnetz für Fernsehdistribution. Über eine Antenne wird das
25 Ebd.; S. 35
26 Andrew S. Tannenbaum, S. 35f, Computernetzwerke, 4. Auflage 2003
27 Andrew S. Tannenbaum, S. 388 Computernetzwerke, 4. Auflage 2003
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Signal eines Anbieters empfangen und über eine Kopfstelle an Anschlusskästen wei-
terverteilt und anschließend an Haushalte übermittelt. Mit der Zeit der Entwicklung wur-
de aber auch auf diese Weise das Internetangebot über die „Antennenleitung“ ermög-
licht. „Eine Gruppe miteinander verbundener Netze nennt man Internetwork oder Inter-
net“28 Dabei kann ein Internetwork aus zwei mit einander verbundener LANs bestehen
oder einem LAN mit einem WAN. Das World Wide Web, www, ist eine besondere Form
des Internetworks. Abschließend für die Definition von Netzwerken kann man sagen:
„Internetworks, Netze und Verbindungsnetze werden oft verwechselt. Der tatsächliche
Unterschied betrifft die Eigentumsverhältnisse und die Verwendung.“29 
Damit die Hardware in Netzwerken mit einander kommunizieren kann benötigt diese
eine spezielle Software. Aufgrund der heutigen Komplexität von Netzwerken konnte die
anfängliche reine Hardware Realisierung von Netzwerken nicht  bestehen. Die Netz-
werksoftware wurde auf Protokollhierarchien aufgebaut um die Komplexität zu verrin-
gern und die Übermittlung schneller und vereinfachen zu können. „Um ihre Komplexität
zu verringern, sind die meisten Netze als mehre übereinander liegende Schichten oder
Ebenen aufgebaut. […] In allen Netzen haben Schichten den Zweck, den jeweils höhe-
ren Schichten bestimmte Dienste (Services) zur Verfügung zu stellen,... Die Grundidee
ist, dass eine bestimmtes Stück Software (oder Hardware) einen Dienst für einen Be-
nutzer zur Verfügung stellt, aber die Einzelheiten über seinen inneren Zustand und die
Algorithmen vor ihnen verbirgt.“30 
Das OSI-Referenzmodell definiert dafür die sieben Schichten eines Netzwerk-Daten-
austauschs. Zwischen jeder Schicht gibt es Schnittstellen. Diese Schnittstellenabgren-
zung definiert  genau welche Information und welche Art an die nächste übergeben
wird. Dieser Terminus ist für die Entwicklung von Geräten und deren Software notwen-
dig  damit  ein  reibungsloser  Ablauf  in  dieser  Netzwerkarchitektur  garantiert  werden
kann. Das ISO-OSI-Referenzmodell ist ein weltweit genormtes Modell der Netzwerkar-
chitektur und wurde 1995 als Weiterentwicklung eines Modells der International Stan-
dards Organization,  kurz ISO,  vorgestellt.  OSI steht  dabei  für  Open Systems Inter-
connection und behandelt die den Protokollablauf in Schichten für Kommunikationsof-
fene Systeme.
Nachfolgend wird der Autor kurz auf die einzelnen Schichten eingehen. Beginnend bei
der ersten Schicht der Bitübertragungsschicht,  Physical Layer. „Die Bitübertragungs-
28 Andrew S. Tannenbaum, S. 41 Computernetzwerke, 4. Auflage 2003
29 Andrew S. Tannenbaum, S. 41 Computernetzwerke, 4. Auflage 2003
30 Andrew S. Tannenbaum, S. 42 Computernetzwerke, 4. Auflage 2003
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schicht (physical Layer) betrifft die Übertragung von reinen Bits über einen Kommuni-
kationskanal.“31 Dabei spielen mechanische und elektrische Fragen die Hauptrolle in
dieser Schicht. Welches Medium dient als Übermittler, welche Schnittstelle wird ver-
wendet, wie lange dauert eine Übertragung ist diese bidirektional und andere Fragen
werden an dieser Stelle der Übertragung thematisiert. Die zweite Schicht ist die Siche-
rungsschicht.
Die Hauptaufgabe der Data Link Layer ist es der Vermittlungsschicht eine Übertragung
zu garantieren. Diese Übertragung muss sicher und zuverlässig sein. Dafür werden die
Eingangsdaten in Data Frames aufgeteilt. Anschließend erfolgt die sequentielle Über-
tragung der einzelnen Frames. Als Antwort auf eine erfolgreiche Übertragung werden
dem Sender Acknowledgement Frames zurückgeschickt, damit dieser von einer positi-
ven Übertragung unterrichtet wird. Aufgrund der höheren Auslastung bei Seiten des
Senders muss die Sendung der Bestätigungsrahmen, Acknowledgement Frames, kon-
trolliert werden, da es ansonsten zur Datenüberschwemmung beim Sender kommen
kann. Dafür wird dem Empfänger die Pufferauslastung des Senders mitgeteilt. Um den
Zugriff in Broadcastnetzwerken auf den gemeinsamen Übertragungskanal zu kontrollie-
ren wurde in der Sicherungsschicht die MAC-Teilschicht eingeführt. Über der Siche-
rungsschicht befindet sich die Vermittlungsschicht. In der sogenannten Network Layer
wird der Betrieb des Verbindungsnetzes gesteuert. In dieser Ebene wird das Routing
31 Andrew S. Tannenbaum, S. 55 Computernetzwerke, 4. Auflage 2003
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der einzelnen Pakete durch das Netzwerk festgelegt. Nach welchen Prinzipien geroutet
wird, ist durch den angewendeten Routing Algorithmus bestimmt. Werden zu viele Pa-
kete auf dem gleichen Weg übertragen kommt es zu Verbindungsengpässen. Es ist in
der Verantwortung der Vermittlungsschicht für eine ausreichende Qualität zu sorgen.
Bei Broadcastsystemen werden die Pakete immer an alle Hosts gesendet, hier ist die
Vermittlungsschicht nur sehr gering oder sogar überhaupt nicht vorhanden. Als nächste
Schicht folgt die Transportschicht. In der Transport Layer werden Daten von der Sit-
zungsschicht übernommen und zerlegt. „Die Transportschicht ist eine echte Endpunkt-
zu-Endpunkt-Schicht (End-to-End-Layer) von der Quelle hin zum Ziel.“32 Das bedeutet,
dass die Informationen die in der Transportschicht verpackt werden, erst wieder am
Ziel gelesen werden. In den Schichten 1-3 wird jede Information an der nächsten Ge-
genstelle gelesen, ausgewertet und weiterverarbeitet, um diese weiter übermitteln zu
können. Eine weitere Aufgabe der Transportschicht ist die Art des Dienstes zu wählen.
Soll  die Information als Broadcast,  Unicast oder Multicast verschickt werden. In der
Transport Layer müssen selbst bei Hardware Änderungen alle Funktionen effizient und
fehlerfrei ausgeführt werden können. Über der Transportschicht befindet sich die Sit-
zungsschicht,  im englischen als  Session Layer  bezeichnet.  „Die Sitzungsschicht  er-
möglicht  es Benutzern an verschiedenen Rechnern,  Sitzungen untereinander aufzu-
bauen.  Sitzungen  stellen  verschiedene  Dienste  zu  Verfügung,...“33 In  der  Sitzungs-
schicht wird darauf geachtet, dass in einem Netzwerk der selbe Dienst nicht parallel
ausgeführt wird oder auch die Synchronisation bei einem Ausfall bei einem bestimmten
Punkt wieder aufgenommen werden kann. Die sechste Schicht des OSI-Referenzmo-
dells ist die Darstellungsschicht, Presentation Layer. „Damit Computer mit unterschied-
lichen Datendarstellungen kommunizieren können, müssen die ausgetauschten Daten-
strukturen auf  abstrakte Weise definiert  werden,  zusammen mit  der Standardkodie-
rung, die >>in der Leitung << verwendet wird.“  34 In der Darstellungsschicht werden
diese Datenstrukturen verwaltet und bietet somit die Definition und den Austausch auf
anderen Ebenen an. Als letzte Schicht des Modells ist die Anwendungsschicht, Appli-
cation Layer, im Referenzmodell zu finden. In der Anwendungsschicht befinden sich
eine Vielzahl von Protokollen die für den Benutzer relevant sind. Das bekannteste ist
beispielsweise das HTTP. Damit kann ein Nutzer über das Netzwerk eine Seite auf ei-
nem Server über einen Browser anfordern. Es gibt noch zahlreiche weitere Protokolle
die für den Datenaustausch und E-Mail Verkehr beispielsweise in diese Kategorie fal-
32 Andrew S. Tannenbaum, S. 57 Computernetzwerke, 4. Auflage 2003
33 Andrew S. Tannenbaum, S. 57 Computernetzwerke, 4. Auflage 2003
34 Andrew S. Tannenbaum, S. 58 Computernetzwerke, 4. Auflage 2003
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len. Die Anwendungsschicht ist somit die Schnittstelle zwischen Nutzereingaben und
Ausführungen im Netzwerk in den unteren Schichten. Neben dem OSI-Referenzmodell
gibt es noch das TCP/IP-Modell. Auch das TCP-IP Modell arbeitet mit einem unabhän-
gigen  Protokollstack.  In  der  Entwicklung  der  Modell  war  es  der  ISO nicht  möglich
schnell genug passende Protokolle für das OSI-Referenzmodell zu definieren, so kam
es dass die TCP/IP- Protokolle in das sieben Schichtigkeit OSI-Modell aufgenommen
wurden. Heute funktionieren fast alle Netzwerke mit dem TCP/IP-Protocolstack. Eine
Übersicht der Protokolle in den Schichten gibt Tabelle 135. 
Schicht 7 Anwendungsschicht FTP, HTTP, SMTP, NNTP
Schicht 6 Darstellungsschicht FTP, HTTP, SMTP, NNTP, NetBIOS
Schicht 5 Sitzungsschicht FTP, HTTP, SMTP, NNTP, NetBIOS, TFTP
Schicht 4 Transportschicht TCP, UDP, SPX; NetBEUI
Schicht 3 Vermittlungsschicht IP, IPX, ICMP, T.70, T.90, X.25, NetBEUI
Schicht 2 Sicherungsschicht LLC/MAC, X.75, V.120, ARP, HDLC, PPP
Schicht 1 Bitübertragungsschicht Ethernet, Token Ring, FDDI, X.25, Frame Relay
Tabelle 1: Tabelle 1: Protokolle der OSI-Schichten
Damit  aber Netzwerke optimal funktionieren,  sollte man ein besonderes Augenmerk
auf die Topologie bei der Installation legen. Es gibt verschiedene Möglichkeiten Hosts
in einem Netzwerk zu vernetzen. Die einfachste und mit geringstem Kabelaufwand ver-
bundene Topologie, ist der Ring. Im Ring sind die Hosts ringförmig verbunden. Das
Problem dabei ist, fällt ein Client aus, kann der Ring nicht mehr kommunizieren. Mehr
Sicherheit  hingegen liefert  das vermaschte oder in Extremform, das vollvermaschte
Netzwerk. Dabei ist jeder Client mit jedem anderen Client direkt verbunden. Bei dieser
Topologie ist der größte Verkabelungsaufwand zu erwarten. Eine einfache und auch
Client unabhängige Verkabelungsmethode ist der Bus. Diese Punkt-zu-Mehrpunkt-Ver-
bindung bietet kurze Kommunikationswege und ist Ausfallsicher im Falle eines Client
Defekts. Sollte allerdings die Busleitung ausfallen, findet keine Kommunikation mehr
statt, das Netzwerk ist tot. Mit der Verwendung eines Hubs oder Switches kann eine
Sterntopologie  errichtet  werden.  Dabei  sind  alle  Clients  Sternförmig  als  Punkt-zu-
Punkt-Verbindung mit dem Switch verbunden. Dieser regelt dabei den Datenfluss zwi-
35 UNBEKANNT; Das OSI-Schichtenmodell in der Praxis, 2015; http://www.elektronik-
kompendium.de/sites/kom/0301201.htm 
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schen den Hosts. Jede Topologie hat Vorteile und Nachteile. Durch eine geschickte
Kombination verschiedener Topologien, können Vorteile verknüpft und Nachteile teil-
weise ausgeglichen  werden.  Durch die Verwendung von Sternen und vermaschten
Netzwerken kann bei einer Systemstörung ein Teil des Netzwerkes am Leben gehalten
werden, sollte ein Teilbereich ausfallen. Eine Endgültige Sicherheit kann allerdings nie
ein System vollends gewährleisten. 
Für die Konzeption eines Switch basierten Lokalen Netzwerkes kann man durch die
Wahl des Signalverteilers erheblichen Einfluss auf das Netzwerk nehmen. Solche Swit-
che werden  anhand ihrer  Funktionsweise  in  zwei  Kategorien  eingeteilt.  Man unter-
scheidet in Layer 2 und Layer 3 Switche. Dabei ist die Schicht auf das OSI-Referenz-
modell  bezogen.  Layer  2 Switche  arbeiten MAC-Adressen  basiert  auf  Layer  2 des
Netzwerkes. Dabei kennen sie die erlernten Mac-Adressen der angeschlossen Gegen-
stellen im Netzwerk. Erreicht ein Paket den Switch, so gleicht er die Ziel-Mac-Adresse
des Pakets mit seiner erlernten MAC-Adressen Datenbank ab. Erkennt er einen Teil-
nehmer, sendet er diesem das Paket. Ist der Adressat des Pakets Unbekannt, so sen-
det  er  das Paket,  als  Broadcast,  an alle  Ports und hofft,  dass ein  Teilnehmer den
Adressaten kennt und das Paket zustellen kann. „Durch die steigende Nutzung von
Weiterverkehrsanbindungen,  die  ausschließlich  über  diesen  Router  geführt  wurden,
verstärkte sich die „Bottleneck“-Situation dramatisch.“36
Wächst das Netzwerk an Teilnehmern, und werden weitere Router eingesetzt, steigt
die Wahrscheinlichkeit, dass ein Switch einen Teilnehmer im Netzwerk nicht kennt. So-
mit kommt es häufiger zum Broadcasten der unzustellbaren Pakete. Die Bandbreite
wird dadurch unnötig ausgelastet. In kleinen Netzwerken und nur einem eingesetzten
Switch ist das Layer 2 Switching eine ausreichend effektive Methode. Das Netzwerk
muss dadurch ebenfalls nicht mit großem Aufwand verwaltet werden, es ist Selbstad-
ministrierend. Aufgrund der Tatsache das Netzwerke heutzutage komplexer werden,
„verliert das Paradigma „Switch when you can, route when you must“ zunehmend sei-
ne Gültigkeit.  Die Strategie „route once, switch many“ stützt sich auf die Idee einer
Trennung von Wegewahlberechnungen und Weiterleitung.“37 
Ein Layer 2 Switch ist aufgrund der unnötigen Wegeberechnung wesentlich schneller
als ein Layer 3 Router, der aufgrund der verwendeten Routing Algorithmen vor dem
Senden eine Weganalyse macht. Für große Netzwerke sind Layer 2 Switche ein Stör-
faktor geworden. Aus diesem Antrieb entstand die Entwicklung von Layer 3 Routern.
36 Wolfgang Riggert; Netzwerktechnologien, S. 9; Fachbuchverlag Leipzig, 2003
37 Wolfgang Riggert; Netzwerktechnologien, S. 10; Fachbuchverlag Leipzig, 2003
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Layer-3-Router Layer-2-Switch
Arbeitsweise Die Weiterleitung der Pakete er-
folgt  auf  Ebene  3  in  Hardware
nach den üblichen Routingproto-
kollen
Die Paketweiterleitung erfolgt  an-
hand der  MAC-Adressen auf  der
Ebene 2. Routing ist nur durch ex-
terne Router möglich.
Portcharakteristika Jeder Port ist ein Routerport, der
mindestens eine IP-Adresse be-
sitzt und mindestens ein Subnetz
unterstützt.
Die  Switch-Ports  verfügen  über
keine  Routingfunktionalität  und
benötigen daher keine IP-Adresse
oder  die  Möglichkeit  der  IP-Sub-
netz-Bildung.
Routerinteraktion Auf Basis der zugrunde liegende
Routingprotokolle werden Aktua-
lisierungsinformationen zwischen
den  einzelnen  Switches  ausge-
tauscht.
Da  ein  Layer-2-Switch  nur  MAC-
Adressen kennt, ist seine Funktio-




Ein vermaschtes Routernetz mit
Komponenten  unterschiedlicher
Hersteller neigt zu Problemen bei
der Zusammenarbeit. Viele Swit-
ches unterstützen z.B. nicht das
Cisco-Protokoll IGRP.
Da die Schicht 2 vollständig stan-
dardisiert ist, bestehen im Zusam-
menspiel  dieser  Switch-Typen al-
lenfalls  bei  der  VLAN  Bildung
Schwierigkeiten
Tabelle 2: Unterscheidungsmerkmale der Switcharten38
Diese führen das IP-Routing in Hardware aus, nicht wie Layer 2 die softwarbasiert die
Paketverteilung übernommen haben. Im OSI-Referenzmodel kann es aber auf Layer 3
kein switching geben. Dieses ist der Schicht 2 vorbehalten. Nach Definition routet ein
Layer 3 Router somit die Pakete durch das Netzwerk. Er entscheidet die Paketvermitt-
lung  anhand  von  IP-Adresse  und  Metainformationen  in  dem Header  im  Netzwerk.
Layer-3-Router berechnen aber nicht nur Routinginformationen, sondern unterstützen
für die Einrichtung von QoS-Diensten das RSVP-Protokoll. 
Für das Verständnis von Übertragungen werden noch vier weitere Protokolle benötigt.
Zum einen die Protokolle TCP und UDP sowie RTP und PTP. Für die Übertragung von
Paketen von einem Sender an einen Empfänger kann der Sender mit TCP oder dem
38 Wolfgang Riggert; Netzwerktechnologien, S. 14; Fachbuchverlag Leipzig, 2003
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UDP Protokoll mitteilen, wie der Empfänger mit dem erhaltenen Paket als Antwort um-
zugehen hat. Verwendet das Paket das TCP, Transport Control Protocol, so schickt
der Empfänger nach erfolgreichen Erhalt eine Antwort zurück: Das Paket wurde erfolg-
reich  übertragen,  Empfänger  wartet  auf  das  nächste  Paket.  Nach der  Antwort  des
TCP-Protokolls sendet der Sender das nächste Paket zum Empfänger. Bleibt eine Ant-
wort vom Empfänger aus, wird nach einer bestimmten zeitlichen Frist, das Paket er-
neut gesendet. Solange bis eine Antwort des Rezipienten erfolgt oder durch ein Time
Out die Übertragung abgebrochen wird. Jede Antwort auf ein erfolgreich übertragenes
Paket sorgt für einen rückläufigen Datenaustausch zum Sender und belegt dabei eine
gewisse Kapazität der Bandbreite. Möchte man bei einer Übertragung keine Antwort
erhalten, weil eine erfolgreiche Übertragung nicht von Interesse ist, so hat man die Op-
tion anstelle des TCP das UDP-Protokol zu verwenden. Das User Datagram Protocol,
benötigt nach einer Übertragung an einen Sender keine Antwort an diesen zurück zu
senden. Die Bandbreite wird dadurch geschont. Der Sender sendet ganz normal se-
quenziell alle Pakete einer zu übertragenden Information. Allerdings ist bei UDP nicht
feststellbar ob und wie viele Datenpakete bei der Übertragung verloren gegangen sind.
Für diese Feststellung wurde für Echtzeitmaterial wie Video und Audio das Real Time
Protocol eingeführt. Das in der Anwendungsschicht eingesetzte RTP Protokoll verwen-
det im Header Informationen, die den Empfänger nachträglich die Übertragungsqualität
beurteilen lassen können. Das heißt, der Rezipient kann feststellen, wie viel Pakete
sind bei der Übermittlung nicht angekommen. Bei RTP erfolgt die Übertragung der Da-
ten unverschlüsselt. Somit besteht die Gefahr die Inhalte abzufangen und auszuwer-
ten. Das RTP Protokoll wurde aufgrund dessen als Secure Real Time Protocol, SRTP
erweitert. Hier erfolgt die Übertragung verschlüsselt. „Mit dem PTP-Protokoll können
die Zeitreferenzen von Atomuhren oder vom GPS-System mit der exakten, absoluten
Uhrzeit und höchster Genauigkeit an alle im Netz angeschlossenen Stationen verteilt
werden.“ 39 Durch diese Verteilung der Zeitreferenzen können alle im System befindli-
chen Geräte absolut Zeit synchron arbeiten. Durch die Feststellung einer Best Master
Clock wird das System immer auf die exakteste im System laufende Uhrzeit synchroni-
siert. Da auch in einer Broadcastumgebung alle Geräte durch ein Analoges Videosi-
gnal, welches in der Regel durch einen GPS-Empfänger generiert wird, getaktet wer-
den, ist das Precision Time Protocol das wichtigste Protokoll für die Synchronisierung
bei SDI over Ethernet.
39 UNBEKANNT; PTP (precision time protocol), 2015;http://www.itwissen.info/definition/lexikon/precision-time-
protocol-PTP.html 
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2.3 SDI over Ethernet
„Internet protocol-based technology has been the future of broadcasting for years, but
there have always been areas, particularly for live production, where specialist techno-
logy, such as SDI, has prevailed because nothing else could do the job so well. Howe-
ver, advances in IP-based systems could change that.“ 40
Die digitale Vernetzung ist unser täglicher Begleiter. Mit Begriffen wie Cloud Compu-
ting, Social Network oder Server orientierter Workflow sehen wir uns privat aber auch
beruflich solchen Begriffen gegenübergestellt. Netzwerkbasierte Produktionsumgebun-
gen sind im Audiobereich schon lange im Einsatz. Proprietäre Netzwerke wie Cobra-
Net, Dante, D-Mitri und andere haben einen enormen Einfluss auf die Entwicklung der
AVNu Alliance und somit dem AVB Standard voran getrieben. Ältere Proprietäre Netz-
werke konnten man aber eher als einen Datenstrom sehen als ein Netzwerk im eigent-
lichen Sinne. Dennoch die Idee alle Signale flexibel und bidirektional an alle Endstellen
eines Netzwerkes verteilen ist für uns im Alltag eigentlich schon selbstverständlich. Im
Videobereich von Broadcastern sieht die Realität anders aus. Hier dominiert die Video-
kreuzschiene als Herzstück des Systems und verteilt in einer Sterntopologie die Signa-
le. Jedes Videogerät muss für jedes Ausgangssignal oder auch Eingangssignal mit ei-
ner Steckkarte auf der Videokreuzschiene verbunden werden. Dabei ist es sogar rich-
tungsrelevant.
In Anbetracht dieser Situation kann man schon erkennen, dass es nicht die bestmögli-
che Lösung für die Zukunft sein kann. In Havarie-Situation der Kreuzschiene, hat man
wenig Havariemöglichkeiten ohne diese auszukommen. Somit ist es nicht verwunder-
lich, dass einen großen Forschungsdrang für Netzwerkbasierte Infrastrukturen gibt. Als
zwei große Technologie Vertreter können wir die AVNu Alliance mit AVB nennen und
Society of Motion Pictures and Television Engineering mit der Standardfamilie 2022.
Wie diese Technologien funktionieren und wie Probleme bewältigt werden, wird nach-
folgend in den nächsten Abschnitten für jeden Bereich einzeln erklärt.
2.3.1 SDI over IP mit SMPTE ST 2022
Die „Gesellschaft für Bewegtbilder und Fernsehingenieure“ SMPTE hat 2007 damit be-
gonnen die ersten Standards für die Übertragung von SDI Signalen über Netzwerk zu
definieren. „First introduced in 2007, the SMPTE 2022 standard has since expanded to
cover more types of IP video transport. The first two sections of the standard cover IP
40 David Cox; SDI vs. IP: The fight is on, 2014; http://www.tvbeurope.com/sdi-vs-ip-the-fight-is-on-2/ 
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protocols for compressed, constant bit-rate video signals in MPEG-2 transport streams,
based on COP3 from the Pro MPEG Forum. Newer sections of the standard cover two
different kinds of variable-rate compressed video signals, as well as methods for carry-
ing uncompressed video and hitless protection switching.“41, so Wes Simpsons in sei-
ner Kolumne in der TV Technology. 
Die wichtigsten Themen waren zunächst die Fehlerkorrektur, FEC, zu bestimmen und
zu realisieren.  Als nächstes wurden unter ST-2022-2/3 ein zunächst unidirektionaler
konstanter Bitstrom und anschließend ein unidirektionaler  variabler übertragener Bit-
strom definiert. Dabei waren die Signale in einem MPEG-2-TS Container gepackt um
das Datenvolumen zu verringern. Mit den Standards ST-2022-5 und 6 wurden die Feh-
lerkorrektur  und  die  Übertragung  von  unkomprimierten  oder  High  Bit  Rate  Media
Transport  (HBRMT) festgehalten.  Das Problemlose umschalten zwischen zwei  oder
mehreren Videosignalen wurden 2013 in dem Standard 2022-7 in die Realität umge-
setzt. Bei SMPTE 2022 wird das Broadcastsignal,  welches Video, Audio, Meta oder
Steuerdaten enthalten kann, Paketweise im IP Protokoll verschickt. Zunächst muss das
Echtzeitsignal dafür in Pakete zusammengefasst werden. Dieses Zerlegen in Pakete
und verschachteln in die Netzwerkprotokolle wird auch wrapping genannt. Mit diesen
praktischen Werkzeugen und Rahmenbedingungen ist einer performanten Echtzeit Vi-
deoübertragung nach Paul Shen, dem Geschäftsführer von TVU Networks, der Über-
tragung über IP nicht mehr im Weg: “if you implement the necessary tools such as for-
ward error correction and variable bitrate encoding in the transmission, IP can easily
handle live video“42. Für die Übermittlung von Echzeitdaten benötigt man allerdings et-
was andere Anforderungen an das Netzwerk als in normalen IT Umgebungen. Das be-
stätigt auch Jan Weigner „IP networks can be much more reliable than SDI networks
especially when it comes to seamless failover. You just need the right stuff - the right
switches, proper cabling and of course the right architecture to start with.“43 Der glei-
chen  Überzeugung  ist  der  Geschäftsführer  von Axon  Digital  Design  Jan Eveleens,
„Standard IT networks are not really suitable for transport broadcast quality realtime vi-
deo (and audio) as these networks lack mechanisms for synchronisation/timing and of-
fer insufficient quality of service (guaranteed throughput/bandwidth and delivery)”44.
41 Wes Simpson; SMPTE 2022 and the Future of Video Over IP, 07.09.2013; 
http://www.tvtechnology.com/insight/0083/smpte--and-the-future-of-video-over-ip/220188 
42 Paul Shen, SDI vs. IP: The fight is on, 2014; http://www.tvbeurope.com/sdi-vs-ip-the-fight-is-on-2/ 
43 Jan Weigner,SDI vs. IP: The fight is on, 2014; http://www.tvbeurope.com/sdi-vs-ip-the-fight-is-on-2/ 
44 Jan Eveleens, SDI vs. IP: The fight is on, 2014; http://www.tvbeurope.com/sdi-vs-ip-the-fight-is-on-2/ 
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 Bei der Übertragung von Echtzeit Material über einen IP Datenstrom gibt es also ver-
schiedene Probleme die eine reibungslose Übertragung entstehen können. Ein wichti-
ges Kriterium ist die Latenz. Das Umschalten von Videosignalen, wie beispielsweise
am Bildmischer, stellte eine große Herausforderung dar. Wie garantiert man eine genü-
gend  hohe  Bandbreite  bei  variabel  anfallenden  Datenmengen  in  diesem Transport
Strom? Wie garantiere ich die Übertragungssicherheit vom Startpunkt zum Endpunkt
über verschiedenen Knotenpunkte hinweg? 
Die Society of Motion Pictures and Television Engineers hat mit der Standardfamilie
2022 viele Probleme lösen können. In der Abbildung 2 lässt sich das Wrapping und die
verschiedenen angewendeten Protokolle erkennen. Prinzipiell lassen sich die Protokol-
le von links nach rechts mit  absteigender  Hierarchie lesen.  Im IPv4 Header  stehen
physikalische Netzwerkinformationen von Sender und Empfänger, wie beispielsweise
die IP-Adresse. Dadurch ist es dem Router möglich Das Paket entsprechend der ge-
wünschten Destination durch das Netzwerk über alle kommenden Knoten zu leiten. Ist
das Paket beim Empfänger angekommen, packt dieser es aus und schaut sich das
nächste Protokoll an. Das zweite Protokoll zeigt dem Empfänger wie er auf das emp-
fange Paket antworten muss. Dabei gibt es zwei verschiedene Möglichkeiten, TCP und
UDP. Bei dem UDP Protokoll verlangt der keine erfolgreichen Übertragungsnachweis,
der Sender geht somit einfach von einer erfolgreichen Übertragung aus. Beim TC-Pro-
tokoll verlangt der Absender hingegen einen Empfangsnachweis, in dem der Empfän-
ger eine positive Übertragungsmitteilung an den Ursprung zurück sendet. Um auf die-
Abbildung 2: Protokollübersicht in einem Paket bei SMPTE 2022
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sen zusätzlichen Datenverkehr zu verzichten, hat man sich bei SMPTE für UDP ent-
schieden. 
Als drittes Protokoll ist das RTP, Real Time Protokoll enthalten. Diese beinhaltet eine
Zeitmarke für die zeitliche Zuordnung der Pakete und bei der Übertragung mit einem
Fehlerschutz auch 12 Bits für diesen. Die wichtige Information wie das Ende des Vi-
deoframes wird im Markerbit des RTP Header festgehalten. Der Payload Type, also
welche Form von Video wird übertragen, ist ebenso im hier enthalten. Der RTP Zeit-
stempel wird ein Synchronsignal mit einer Frequenz von 27 MHz verwendet. Dieser ist
später für ein Framegenaues schneiden enorm wichtig. Nach dem RTP Header folgt
der Payload Header. Hier befinden sich direkte Medieninformationen. Im Payload Hea-
der wird definiert welche Signalart übertragen wird. Der Payload kann unkomprimiertes
SDI, HD-SDI oder 3G-SDI enthalten. Alternativ können aber auch komprimierte Vide-
odaten übermittelt werden in Form eines MPEG 2 Transportstroms oder im J2K For-
mat. SMPTE hat auch MXF-Daten in Zukunft in Aussicht gestellt. Im Payload Header
sind weiterhin die StreamID, FRCOUNT, Reference Angaben, FEC, Clock Frequenz,
Frame, Frame Rate und letztlich auch der Video Zeitstempel enthalten. Abschließend
nach dem Payload Header folgt der Payload selbst. Hier ist das Videosignal nach den
im Header beschriebenen Informationen enthalten. Ebenfalls können Audio und Meta-
daten im Payload integriert zum Videosignal übertragen werden. Diese werden im Eng-
lischen allgemein als ANC, Ancilliary Data Space bezeichnet. Das Datenpaket Selbst
hat insgesamt immer eine konstante Größe von 1428 Byte. Dadurch ergibt sich auch
eine bekannte Größe, wie viele Datenpakete für ein Videosignal bei welcher Auflösung
und Abtastrate benötigt werden. So benötigt man beispielsweise für ein 1080p50 Vi-
deosignal 5.400 Datenpakete pro Frame, also pro Vollbild. 
Um eine hohe Übertragungsqualität erreichen zu können gibt es bei SMPTE 2022 die
Möglichkeit  zur Verwendung eines Fehlerschutzes. Der FEC kann in zwei Varianten
differenziert werden. Der 1D und der 2D Fehlerschutz. Bei beiden Varianten kann der
Fehlerschutz variabel einstellt werden in dem man zwischen einer und 1020 Zeilen so-
wie 4 und 155 Spalten wählt.  Je Anzahl der Zeilen und Spalten ergeben sich FEC-
Pakete die durch Hash-Summen den Inhalt  auf  Korrektheit  überprüfen. Umso mehr
Zeilen  und Spalten also  gewählt  werden,  umso größer  ist  mein Fehlerschutz,  aber
auch das zu übermittelnde Datenvolumen. Die Überprüfung der übertragen Pakete auf
Fehlerschutz kostet Zeit die sich letztlich bei der Übertragung auf die Latenz auswirkt.
Also ist die Latenz abhängig vom gewählten Fehlerschutz. Die Fehlerschutz Variante
1D überprüft nur Spalten. Der Fehlerschutz 2D überprüft Spalten und Zeilen. Ein Vor-
teil des FEC generell  bei diesem Standard ST 2022 ist folgender: Der Sender kann
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einen gewählten Fehlerschutz immer mit senden. Es bleibt dem Empfänger überlassen
ob er das ankommende Signal überprüft oder nicht. So ist es möglich Latenzen bei
Strecken bei denen die Qualität nicht die wichtigste Rolle spielt niedrig zu halten und
bei qualitativ hochwertigen Strecken, an denen Latenzen mitunter keine große Rolle
spielen, weil diese auch unter Umständen nicht messbar ist, zu zulassen. 
Betrachtet man nun das nächste Problem von SDI over IP, das Bildgenaue Umschal-
ten zwischen  zwei  verschiedener  Bildquellen.  „Switching  between two  SDI  sources
must be executed according to RP168-2009 for the down-stream devices to handle the
change seamlessly. Both signals must be synchronized and the actualswitch-over must
occur within line 6 (for PAL), 10 (for NTSC) or 7 (for HD).“45 Da, anders als beim SDI,
das Bildsignal nicht seriell Zeile für Zeile sondern Paket basiert übertragen wird, ist das
Umschalten eine schwierige Aufgabe für SMPTE 2022. Glücklicherweise ist „shortest
SDI line (NTSC with 2145 Bytes) is much longer than an HBRMT packet’s payload“46.
Dieser  Vorteil  bewirkt,  dass es in  jeder  Zeile  einen möglichen Umschnittpunkt  gibt.
Sorgt man für einen ausreichenden Buffer der anliegenden Signale ist es möglich das
Signal am notwendigen Umschnittpunkt umzuschalten. Aber die Entwicklung des Pre-
cision Time Protocols macht es möglich auch ohne ein zusätzliches Synchronsignal
umzuschneiden.  „With  the  rise  of  the  Precision  Time  Protocol  (PTP/IEEE1588),  a
UDP/IP-based clock  synchronization  protocol  with  up-to-a-nano-second precision,  a
possible solution is offered to synchronize SDI-over-IP sources without the need of ad-
ditional cables and  equipment, such as for the currently used Black Burst or Tri Level
Sync.“47
Aufgrund des Wrappings des SDI Signals in einem IP-Paket kann das Echtzeit-
video über  eine normale IT Infrastruktur  übertragen werden.  Die Übertragung kann
auch über bereits bestehende Strukturen erfolgen und benötigt prinzipiell keine eigene,
gesonderte Hardware. Durch die Verwendung des Internet Protocols erfolgt der Trans-
port bei ST 2022 auf Layer 3, der Vermittlungsschicht statt. Dies ermöglicht eine Über-
tragung von Signalen über das LAN hinaus. Die Daten können weltweit über das WAN
somit übertragen werden. Ein Signalaustausch über Satellit, wie er heutzutage stattfin-
det, wäre dadurch nicht mehr unbedingt notwendig. Durch die Übertragung der Inhalte
in nicht eigenen Netzwerken, ist das Management und der Zugriff schwer händelbar.
Prinzipiell kann der QoS, Quality of Service von Startpunkt zu Endpunkt nicht garantiert
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werden. Die Bandbreitenauslastung kann von zusätzlichem Traffic stark belastet wer-
den, dass eine garantierte Übertragung aller Pakete nicht gewährleistet werden kann.
Für diesen Fall  muss der FEC in der zweiten Dimension,  2D, genutzt  werden.  Der
Punkt der mangelnden Netzwerkpriorisierung und des nicht eigenmächtigen Manage-
ments des Netzwerks sind ein großer Kritikpunkt dieser Technologie. Für einige An-
wendungsfälle oder sogar das errichten einer eigenen Infrastruktur einzig für diesen
Verwendungszweck relativieren diesen Negativpunkt der ST 2022 Standardfamilie der
Society of Motion Pictures and Television Engineers. 
2.3.2 AVB
Anders als bei dem Standard ST2022 der Society of Motion Pictures and Television
Engineers fördert eine Unternehmens Allianz aus verschiedenen Branchen die Etablie-
rung des AVB Standards. Diese Vereinigung wird AVnuAlliance genannt. Sie besteht
aus einer Vielzahl von Broadcastherstellern, wie beispielsweise Riedel,  Avid,  Meyer
Sound, Shure, Axon und weiteren. Als Netzwerkspeziallisten sind unter anderem Intel,
Cisco, Texas Instruments vertreten. Die Liste der aktiven Teilnehmer der Allianz lässt
sich beliebig weit fortsetzen. 
Audio  Video  Bridging  hat  das  Ziel,  hochqualitative,  teilweise  sogar  unkomprimierte
Echtzeit  Signale,  wie Video und Audio ohne Verluste in einem lokalen Netzwerk zu
transportieren.“In comparison, AVB is designed for the local area or facility only, does
not support any options for compression and demands specialised Ethernet infrastruc-
ture. In order to transport AVB mapped content over IP networks, converters from AVB
to IP are necessary, which represents a huge disadvantage on the way to an all-IP
broadcast world.”  48 An diesem Punkt differenzieren wir zunächst den wichtigsten Un-
terschied, bei AVB zu ST 2022. AVB zerlegt ebenfalls Video und Audio Material in Pa-
kete, damit es im Netzwerk übertragen werden kann, aber es verpackt es nicht in ein
IP-Protokoll. Somit ist es nicht ohne Hilfsmittel für einen Einsatz außerhalb eines Loka-
len Netzwerkes, LAN, unbedingt geeignet. Die bessere Bezeichnung für AVB ist somit
SDI over Ethernet, als SDI over IP.  Die AVnuAlliance setzt bei dem Einsatz in einem
Netzwerk auf durch die IEEE, Institute of Electrical and Electronics Engineers. Für die
Weiterentwicklung von Standards für AVB wurde bei der IEEE eine sogenannte Task
Force gegründet, die IEEE 802.1 Audio/Video Bridging Task Group49. Die wichtigsten
48 Thomas Heinzer, SDI vs. IP: The fight is on, 2014; http://www.tvbeurope.com/sdi-vs-ip-the-fight-is-on-2/ 
49 Vgl  Michael Johas Teener, No-excuses Audio/Video Networking: The Technology Behind Avnu, Seite 5, 2009; 
http://avnu.org/wp-content/uploads/2014/05/No-excuses-Audio-Video-Networking-v2.ppdf 
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Standards bei AVB sind sind 802.1AS, 802.1Qat, 802.1Qav, 802.3 PHY. Sie sorgen
unter anderem für eine präzise Synchronisation der Geräte und somit der Datenströ-
me, sie reservieren Bandbreitenbedarf für die Übertragung des zeit-sensiblen Materi-
als, sorgen für geringe Latenzen bei dem Transport der Pakete über die Knotenpunkte.
Ein AVB-Netzwerk basiert auf einer Layer-2-Switch Architektur. Jeder Teilnehmer im
Netzwerk egal ob Client,  hier auch als Endpunkt,  Endpoint  bezeichnet,  oder Switch
muss AVB kompatibel sein. Man benötigt also für den Aufbau eines AVB Netzes eine
spezielle Hardware. 
Abbildung 3 zeigt den Aufbau eines Netzwerkes aus AVB und nicht-AVB Komponen-
ten. Zwischen Endpunkt 1 und Endpunkt 3 soll ein Stream geschickt werden. Aufgrund
des non-AVB Bridges kann eine qualitativ sichere Verbindung wie sie ein AVB Netz-
werk bereitstellt nicht gewährleistet werden. Es wird zum Dateiaustausch zwischen den
Endpunkten definitiv kommen, aber es kann keine Aussage zu der Qualität und zu der
Latenz der Übertragung getroffen werden. Der nicht AVB Switch kann mit den gesen-
deten Protokollen des AVB Netzwerkes nicht arbeiten, er ignoriert diese und arbeitet
nach gewohntem Prinzip. 
Ein AVB LAN besteht an den Endpunkten aus Talker und Listener. Es gibt allerdings
auch Geräte die sowohl Talker als auch Listener sind. Beispielsweise das Bildmisch-
pult.  Jeder Übertragung von Audio und Videosignalen versteht sich als Stream zwi-
schen dem Talker und dem Listener. Vor einer Übertragung sendet der Talker an den
Listener ein ein „Talker Advertise“ Paket. Dieses Paket soll vor der Übertragung sicher-
Abbildung 3: Schema eines AVB-Netzwerks
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stellen, dass der Empfänger erreichbar ist, die Bandbreite auf der kompletten Übertra-
gungsstrecke ausreichend ist und die Latenz akzeptabel ist. „Talkers initiate by sending
an SRP “talker advertise” message [...] includes a Stream ID composed of the MAC ad-
dress of the stream source plus a talker-specific 16-bit unique ID and the MAC address
of the stream destination. Additionally, the “talker advertise” message includes QoS re-
quirements (e.g., AVB traffic class and data rate information), and accumulated worst
case  latency.  All  AVB intermediate  bridges  receiving  a  “talker  advertise”  message
check for bandwidth availability on their output ports. If  the bridge has sufficient re-
sources available on that port, then the “talker advertise” is propagated to the next sta-
tion.“50 
Neben dieser Vorbereitung des Netzwerks für den Transport werden in Gelegentlichen
Abständen über das Netzwerk Timing Pakete für die Gerätesynchronisation übertra-
gen. Die Timing Pakete enthalten das PTP Protokoll, wie es auch bei SMPTE ST 2022
eingesetzt  wird.  Dafür  gibt  es  im  Netzwerk  einen  Clock  Grandmaster,  der  an  der
nächsten Verteilung das Paket an alle Ports weiterverteilt. Im Eingangsport am Switch
der Clock ist dieser als Clockslave geschaltet, bei den Portausgängen als Clockmaster,
sodass die Endgeräte im Netzwerk alle ein Master Synchron Signal erhalten. Dadurch
können alle Streams im Netzwerk Synchron gehalten werden. Durch diese Synchroni-
tät der Streams kann ohne Komplikationen im an Geräte Framegenau zwischen zwei
Streams umgeschaltet werden. 
Diese Anforderung an ein Netzwerk kann ein normales IT-Netzwerk nicht erfüllen. Ein
IT Netzwerk ist zeitunabhängig. „There is no concept of “time” in an IT network – There
is nothing in the network infrastructure itself that can aid in synchronization or provide
any kind of precision timing mechanism.“51 Latenzen für Echtzeitsignale können durch
ein Vorladen in einem Puffer minimiert werden, aber auch hier kommt es zu Überbelas-
tungen, vor allem bei mehreren Streams. Alternativ können aber auch strenge und un-
flexible Netzwerke oder Layer-3 Netzwerke eingesetzt werden. Wie aber im Kapitel 2
Grundlagen der Netzwerktechnik zu lesen ist, sind Layer 3 Netzwerke schwieriger zu
administrieren, sie sind „langsamer“ da Signale geroutet werden und Hardware Kom-
ponenten sind teurer als einfache Layer-2-Switche. In einem AVB Netzwerk werden
durch die „Talker Advertise“ Pakete die Datenströme automatisch priorisiert. Für die
„Talker Advertise“ Pakete, Sync Pakete und andere nicht AV Daten stehen 25% der
Bandbreite zur Verfügung. Die restlichen 75% der Bandbreite stehen allein dem Audio
50 Michael Johas Teener, No-excuses Audio/Video Networking: The Technology Behind Avnu, Seite 7f, 2009; 
http://avnu.org/wp-content/uploads/2014/05/No-excuses-Audio-Video-Networking-v2.pdf 
51 Michael Johas Teener, No-excuses Audio/Video Networking: The Technology Behind Avnu, Seite 4, 2009; 
http://avnu.org/wp-content/uploads/2014/05/No-excuses-Audio-Video-Networking-v2.pdf 
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und Video Transport zur Verfügung. Aufgrund der Layer 2 Architektur und dem Einsatz
der AVB Standards und Chips ist das komplette Netzwerk Selbstorganisiert. Es kann
ohne enorme Vorkenntnisse im IT Wesen aufgebaut und verwaltet werden. Ein weite-
rer Vorteil eines AVB Netzwerkes ist das durch die Priorisierung und die „Talker Adver-
tise“ Pakete kein Fehlerschutz für das Videosignal notwendig ist. Die Latenzabhängig-
keit wie bei ST2022 ist bei AVB kein Problem. Werden dem Netzwerk nicht AVB Kom-
ponenten hinzugefügt,  so registriert  das Netzwerk  diesen Datenaustausch und stuft
diesen als unwichtig ein. Dadurch kann immer eine enorme Qualität bei der Übertra-
gung erreicht werden. Das System ist im allgemeinen Störsicher.
 AVB entwickelte sich aus proprietären Audionetzwerken weiter. Vertreter solcher Netz-
werke  sind DANTE,  CobraNET,  D-Mitri  und andere.  Diese Audionetzwerke  werden
auch weiterhin in einem AVB-Netzwerk unterstützt. Anders als herkömmliche Layer 2
Netzwerke kann ein AVB Netzwerk Multicast52. Dadurch ist es einem Talker möglich,
mehrere Listener zu erreichen. Dafür ist allerdings eine Layer 3 Logik erforderlich53.
Diese kann über das Anlernen von Benutzergruppen in den Switchen realsisert werden
oder durch intelligente Talker, die alle Teilnehmer kennen. „[I]f one would try to scale
an AVB network to replace an HD-SDI matrix, the AVB network would be limited to the
equivalent of a 2x2 matrix.“54 Heute gibt es zahlreiche Installationen von Audio-AVB
Netzwerken.  Das aber  Aussagekräftigste Beispiel  für  Sicherheit  und Zuverlässigkeit
von AVB ist die Installation beim US Militär. AVB ist ein vielversprechender Vertreter
von Zeitrelevanten Übertragungen in einem Netzwerk. Nicht nur Broadcaster sehen in
dieser Technologie einen guten erfolgreichen Partner für die Zukunft sondern auch die
Automobilindustrie, im Maschinenbau und die Heimelektronikbranche. Alle Branchen
sind bei weitem größer und einflussreicher als die Broadcastindustrie. Dieser Zusam-
menschluss verschiedener  Interessenspartner kann sich bei der Entwicklung positiv
auch für Broadcaster herausstellen. Die Entwicklung kann dadurch schneller vorange-
trieben werden und die Entwicklungskosten können großflächiger verteilt werden.
52 Unbekannt; AVB Resource Guide; http://c353616.r16.cf1.rackcdn.com/Biamp_AVB_Reference_Guide.pdf
53 Prof. Dr. Thomas Schmidt; Layer 2 Multicasting; https://users.informatik.haw-hamburg.de/~schmidt/maw/L2-
mcast.pdf
54 Lieven Vermaele; SDI vs. IP: The fight is on, 2014; http://www.tvbeurope.com/sdi-vs-ip-the-fight-is-on-2/
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3 Broadcaststrukturen
Installationen in Broadcastumgebungen sind sehr komplexe, weitläufige und einzigarti-
ge Systeme. Dabei müssen verschiedene Komponente von unterschiedlichen Herstel-
lern mit einander vernetzt und konfiguriert werden. Der resultierende hohe Verkabe-
lungsaufwand solcher Umgebungen müssen genau geplant und abgestimmt werden.
Oftmals  werden  viele  Kilometer  unterschiedlicher  Kabeltypen  verlegt.  Dabei  greifen
verschiedene  Steuersignale,  Audio  und  Videosignal  wie  Zahnräder  in  einander.  Es
muss sichergestellt werden, dass dem richtigen Videosignal das korrekte Audiosignal
beigeführt wird. In SDI Umgebungen sind heutzutage eingebettete Audiosignale in den
Videosignalen üblich. Man spricht von embedded Audio. Das Audiosignale mit den Vi-
deosignalen verheiratet werden können, bedarf es spezieller Hardware. Zunächst be-
trachtet sind alle Sparten wie Video, Audio, Steuerung, IT und auch Grafik einzelne
System, aber am Ende müssen die Signale auch untereinander ausgetauscht werden
können. Am Ende einer solchen langen Kette können aber auch Geräte nicht korrekt
funktionieren. Damit der Sendeablauf aber nicht gestört wird, müssen im Havariefall
Lösungen zur Verfügung stehen, die einen fehlerfreien Ablauf weiterhin ermöglichen. 
Wie eingangs bereits erwähnt wurde,  sind solche Systemlösungen im Broadcastbe-
reich nicht universell und es gibt keine Musterlösung. Selbstverständlich gibt es wieder-
kehrende Situationen oder auch eine Bandbreite an Geräten die in allen Installationen
vorzufinden sind.  Der Einsatzbereich und die Anforderung wird aber immer speziell
vom Kunden vorgegeben und bleibt einzigartig. Aus diesem Grund stellen die nachfol-
genden Kapitel keine allgemeingültige Antwort auf solche Anforderungen dar, sondern
bilden lediglich einen vergleichbaren Rahmen für aktuelle Systeme und Möglichkeiten
zur Integration von AVB sowie SMPTE 2022.
3.1 aktuelle Broadcastsysteme 
Broadcastsysteme  im  Fernsehbereich  bestehen  aus  kleineren  Teilbereichen  die  im
Ganzen ein komplexes System bereitstellen, die nur ein einziges Videosignal mit inte-
griertem Audio und Grafiken an eine Sendeabwicklung übertragen und anschließend
im Programmablauf den Haushalten zur Verfügung stellt. Dieses Konzept klingt prinzi-
piell simpel. Um dies allerdings realisieren zu können, bedarf es vieler Signale die ver-
teilt, editiert, integriert oder gemischt werden müssen.
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Als  Analogie  zum  Verständnis  wird  eine  einfache  Situation  eines  Nachrichtenpro-
gramms  dargestellt.  Ein  Sprecher  in  einem  Studio  mit  einem  Studiomonitor  für
Grafiken. Für ein Bildsignal vom Sprecher benötigt man eine Kamera. Diese Kamera
muss  in  verschiedenen  Bildmesstechnischen  Parametern  einstellbar  sein.  Um  die
Nachricht des Sprechers hören zu können, muss dieser ein Mikrofon besitzen. Auf dem
Monitor hinter dem Sprecher werden Bilder zu den Nachrichten angezeigt. Diese wer-
den als Videoeinspieler in das Programmbild geschnitten. Diese vorbereiteten Videos
haben aber ebenfalls integriertes Audiomaterial. Somit muss ein Audiomischpult für die
verschiedenen Audiosignale bereitgestellt werden. Weiterhin muss eine Möglichkeit ge-
ben, die Videoelemente für die Sendung abzuspeichern und einzuladen. Man spricht
von sogenannten Clipservern. Um alle anliegenden Videosignale auf einen Ausgang
schneiden zu können, benötigt  man ein Bildmischpult.  Darin werden verschiedenen
Quellen auf Senken, oder auch Ausgänge, Outs genannt, geschaltet. Um in dem Pro-
grammbild  Inserts  wie  Bauchbinden  oder  ähnliches  einzufügen,  benötigt  man  ein
Grafiksystem mit Schriftgenerator. Zur Beurteilung aller Audio und Videosignale bedarf
es einer hohen Anzahl an Videomonitoren und Lautsprechern. Damit vor allem die Vi-
deosignale in dem System verteilt werden können, wird eine Videokreuzschiene instal-
liert. Durch ein Kreuzschienencontroller System werden die darauf ankommenden und
abgehenden Leitungen verknüpft. Man routet somit sein Videosignal auf seine entspre-
chende Senke. An dieser einfachen und kurzen Beschreibung zeichnet sich bereits ab,
wie aufwendig selbst eine kleine Nachrichtenproduktion ist. Im Normalfall werden diese
aber noch weit aufwendiger und komplexer produziert. Die meisten Geräte in solchen
Installationen können über in einer Weboberfläche konfiguriert werden. Das setzt einen
Netzwerkanschluss und eine Implementation in einem Datennetzwerk voraus. Weiter-
hin  müssen unter  verschiedenen  Geräten Steuersignale  ausgetauscht  werden.  Bei-
spielsweise  Rotlichtanzeigen oder  Havarieumschalter.  Ein  Standardabhängiger  Aus-
tausch wie RS 422 oder ähnlichem kann nicht realisiert werden. Aus diesem Grund
verwendet man einfache GPIO Kontakte. Diese Kontakte werden über einen Rangier-
verteiler verknüpft oder besser ausgedrückt rangiert. Heutzutage hat man einen Pa-
pier- und Bandlosen Arbeitsablauf. Somit findet ein Dateiaustausch voll Netzwerkfähig
statt. Dieser Arbeitsablauf erfordert aber auch eine Bereitstellung von PCs an allen Ar-
beitsplätzen. Um die PCs aber in Klimatisierte und Geräusch unempfindliche Umge-
bungen zu bringen werden diese über eine KVM, Keyboard-Video-Mouse, Installation
abgesetzt. Die Computer werden im Geräteraum untergebracht und über eine Hard-
wareinstallation am Arbeitsplatz bereitgestellt. 
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Heutzutage werden Videoinstallation vorwiegend über Koaxialleitungen in 3G-SDI nach
SMPTE 424M ausgeführt. Dabei gilt darauf zu achten, dass die die eingesetzten Gerä-
ten diesen Standard auch unterstützen.  Die  Videokabel  haben  dabei  einen grünen
Mantel, daher auch die geläufige Bezeichnung „Grünes Videokabel“. Oftmals werden
für Audiokabel ein lila Mantel verwendet. Eine Norm dafür gibt es allerdings nicht. Die-
se farbliche Trennung hilft aber dabei, die Leitungen schon augenscheinlich zu tren-
nen. Die Signale sind in den Systemen klar differenziert.  Man kann, wie bereits er-
wähnt,  Audio  in  Videosignal  einbetten.  Die  Systeme  sind  und  bleiben  neben  den
Schnittstellen getrennte Systeme und funktionieren weitestgehend autark. Zusätzlich
müssen alle Geräte der Installation mit einem Synchronsignal versorgt werden. Dieser
sogenannten Sync sorgt durch einen Flankenimpuls dafür, dass das Audio und Video-
material Frame genau geschnitten und überlagert werden kann. Durch zusätzliche Ge-
räte können damit auch Latenzen in Signalen gemessen und ausgeglichen werden.
Im Videobereich ist eine große digitale Videokreuzschiene, DVK, als Verteilstation aller
eingehenden und abgehenden Videosignale das Herzstück des Systems55. Ein Ausfall
dieser Kreuzschiene ist in aller Regel sehr unwahrscheinlich, da sie aus vielen kleinen
Baueinheiten  besteht,  die  teilweise  auch redundant  vorhanden sind,  dennoch  kann
solch eine Havariesituation vorkommen. Die Installation einer zweiten Kreuzschiene als
komplette redundante Anlage kann zwar in Betracht gezogen werden, allerdings sind
die Kosten dafür so enorm, dass es im europäischen Raum nicht angewendet wird. Um
dennoch bei einem Ausfall sendefähig zu bleiben, wird eine kleine Havariekreuzschie-
ne installiert. Ebenso können wichtige Leitungen über Verteiler direkt an einen Havarie-
sendeausgang angelegt werden. Videokreuzschienen sind im Vergleich zum System,
enorm teuer. Um die Anzahl an Ein- und Ausgänge gering zu halten verwendet man
Verteiler um Videosignale zu splitten. Im Verhältnis zu den Kosten bei einer Video-
kreuzschiene sind die Verteiler vernachlässigbar gering, obwohl diese in großen Di-
mensionen auch preislich ins Gewicht  fallen. Neben dem Aspekt des Preises ist es
aber auch eine Platzfrage. Oftmals müssen ganze Gestelle nur für die Verteilung von
Videosignalen genutzt werden. Über die Koaxialleitungen für die Videogeräte kann le-
diglich nur ein einziges Signal übertragen werden. Ebenfalls kann nur Simplex übertra-
gen werden. Beispielsweise soll in einem Logoinserter ein Logo in einem Videosignal
eingefügt werden, so muss ein Ausgang aus der Kreuzschiene mit dem Eingang des
Inserters verbunden und der Ausgang des Inserters mit einem Eingang der DVK verka-
belt werden. Umso größer das System wird, umso komplexer und aufwendiger wird die
55 Vgl. Peter Schut; Video über Ethernet in Broadcast Anwendungen, Seite 12, 7.11.2013; http://fkt.schiele-
schoen.de/fileadmin/user_upload/uploads/FKT/nc_05_Axon_AVB.pdf 
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Verkabelungsstruktur.  Eine Flexibilität  ist  dann nur noch schwer gegeben. Ebenfalls
müssen neue Signale auf der Kreuzschiene in dem Steuerungssystem nachgepflegt
werden. 
Durch diese Struktur mit der DVK als Herzstück ergibt sich eine vergleichbare Sternto-
pologie. Sollen also in einer abgelegenen Räumlichkeit des Gebäudes Signale benötigt
oder gesendet werden, so müssen immer zwei Leitungen zu der Kreuzschiene verlegt
werden. Um Temporäre Leitungen verwenden zu können und nicht immer direkt an die
Kreuzschiene gehen zu müssen, werden Videosteckfelder, auch Bildwähler genannt,
verwendet. Dabei werden eine gewisse Anzahl an Ein- und Ausgängen von der Video-
kreuzschiene auf ein Steckfeld gelegt. An weiteren Steckfeldern liegen Anschlüsse zu
Anschlusskästen und anderen gewünschten Räumlichkeiten an. Wenn diese benötigt
werden, kann sich diese über kurze Patchkabel auf die DVK patchen. Die Übertragung
über Koaxialkabel und die Verwendung von Bajonett BNC Steckern ist eine sichere
und günstige Übertragungsmöglichkeit. Das Leitungskabel ist sehr robust und leicht zu
reparieren. Die Stecker können einfach mit einer Zange auf das Kabel aufgecrimped
werden. Eine Signalübertragung von SDI über Koaxial ist allerdings nur bis ca. 100m
Gewährleistet. Sollten längere Strecken benötigt werden, kann man Lichtwellenleiter
zur Übertragung einsetzten. Diese sind allerdings mechanische weit aus weniger be-
lastbar und sehr Dreck und Staub empfindlich. Bei der Verwendung sollte man stets
sorgfältig und achtsam arbeiten, da bereits geringe Mengen Staub oder sogar fett eine
Übertragung behindern. Bei einem Bruch oder Riss der Fasern, können diese nur ge-
spleist werden. Diese Reparatur ist aufwendig und teuer, da sie nur von einem Fach-
mann durchgeführt werden kann. 
Bei einer Übertragung von Signalen über Glasfaser können auch mehrere Signal ge-
bündelt übertragen werden. Dabei spricht man von dem sogenannten Multiplexverfah-
ren, abgekürzt auch MUX. Dabei werden die Signale auf verschiedene Bandbreiten
moduliert und in gewissen Bandbreitenabständen in einer Lichtwelle übertragen. An-
schließend kann man die Signale wieder Demultiplexen, also wieder auftrennen und
einzeln weiterverwenden. Ebenfalls muss an dieser Stelle noch erwähnt werden, dass
es sogenannte Hybridrouter gibt. Diese beinhalten die Möglichkeiten Audio und Video
Signale zu verarbeiten und auch die Signale embedden und deembedden zu können.
Diese Router sind teurer als die einfachen Geräte, sparen aber letztlich Platz und die
Anschaffung einzelner Geräte als Embedder und Deembedder. Diese Anwendung ist
aber nicht für die Kombination aller Herstellerkombinationen geeignet.
Heutige Installationen in Koaxial  funktionieren sehr gut  und sind stabil.  Die Signale
können aufgrund der Laufrichtungen nachvollzogen und an jedem Punkt geprüft sowie
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gemessen werden. Für die Anforderungen nach aktuellen Normen reicht ein Betrieb in
3G zunächst  vollkommen aus.  Allerdings  aufgrund der Entwicklungsgeschwindigkeit
der Technik, vor allem in der Heimelektronik kann man einen Trend in Richtung 4K
oder sogar 8K erkennen. Für solche Qualitätsansprüche sind diese Installationen nicht
mehr geeignet.  Ebenfalls  wird die Weiterentwicklung der Society of Motion Pictures
and Television Engineers des SDI in Richtung von 6G, 12G und 24G Bandbreiten über
Koaxial und Glas kann nicht verhindern können, dass viele Hersteller nach anderen Al-
ternativen suchen. Aufgrund der Ausnutzung der Bandbreitenkapazitäten und der im-
mer komplexer werdenden Struktur können dem Koaxialkabel schwierige Zeiten bevor
stehen. Der hohe Verkabelungsaufwand und die schwierige Integration in bestehende
Systeme wirkt oft nicht mehr Zeitgemäß. Seit vielen Jahren verwendet man vorwiegend
Netzwerkbasierte Produktionsumgebungen im Audiobereich. Durch die Möglichkeiten
der höheren Bandbreitennutzung soll  das nun auch in Zukunft für den Videobereich
möglich sein. 
3.2 Was ändert sich?
Die Umstellung von SD auf HD bzw. FullHD wurde von vielen sehr positiv aufgenom-
men und ist heutzutage kaum noch weg zu denken. Obwohl die meisten Haushalte
nicht alle Sender in der höheren Auflösung empfangen, zurückzuführen auf den kos-
tenpflichtigen Empfang der Privaten HD Sender, nimmt die Zahl der HD Haushalte ste-
tig zu. Aktuell ist das Interesse an 4K und mehr verschwindend gering, aufgrund der
wenigen 4K Inhalte die zur Verfügung stehen. 56 Daraus kann man zunächst Schluss-
folgern, bietet man ein größeres Portfolio an 4K Produkten an, steigt auch das Interes-
se an dem neuen Format. Ohne aber eine entsprechende Struktur zur Produktion sol-
cher Inhalte, können solche Produkte dem Endverbraucher nicht zur Verfügung gestellt
werden, die Nachfrage bleibt somit gering. Zur Zeit gibt es immer noch Regieeinrich-
tungen, die keine HD Inhalte produzieren können, folglich wird eine komplette 4K Um-
rüstung noch viele Jahre dauern, da die Intervalle für die Installationen von Regien bei
circa 10 Jahren liegen.  Anders betrachtet  muss eine Produktion  in  4K nicht  immer
einen größeren Mehrwert bieten. Ein Nachrichtenformat in 4K bietet dem Zuschauer
keinen größeren Informationsgehalt  als in FullHD. Eine Skalierung auf 4K wäre hier
beispielsweise alternativ zur reinen 4K Produktion denkbar.
Ausgehend von dem aktuellen Entwicklungsstandard, dass die Bandbreiten momentan
keine weiteren Entwicklungsmöglichkeiten bieten und die Struktur über Koaxialleitun-
56 Thomas Heuzeroth, Deutsche nicht scharf auf superscharfes Fernsehen, 12.02.2015; 
http://www.welt.de/wirtschaft/webwelt/article137460997/Deutsche-nicht-scharf-auf-superscharfes-Fernsehen.html 
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gen und über Kreuzschienen unflexibel und kompliziert ist, kann ein Einsatz von Netz-
werkbasierten Produktionsumgebungen dennoch Vorteile  bringen.  Dabei  ist  es voll-
kommen unabhängig vom gewählten Produktionsformat. Verwendet man zukünftig für
die Installationen in Rundfunkhäusern Ethernetbasierte Produktionsumgebungen kann
man dabei auf die neuen Technologien AVB oder SDI over IP nach SMPTE 2022 zu-
rückgreifen. “SDI will be able to handle UHD. However, SDI remains a one way, single-
purpose, and point-to-point connection. 4K will provide a natural point for broadcasters
to transition to a more flexible interface,” das sagt Paul Shen treffend über die Zukunft
des SDI.57 
Bei höheren Bandbreiten wird die Kabellänge des SDI über BNC die Systeme weiter
einschränken. Durch den Alternativen Einsatz von professionellen IT Geräten in Broad-
castumgebungen kann man höhere Ausfallsicherheiten bei geringem Kostenaufwand
erreichen. Die Systeme können dadurch anders strukturiert werden. Nach dem Ansatz
von AVB Netzwerken, kann auf digitale Videokreuzschienen gänzlich verzichtet wer-
den. In Umgebungen basierend auf SMPTE 2022 sind diese immer noch vorhanden
werden aber wie ein IT Switch in das System integriert. Den neuesten Veröffentlichung
von Grass Valley ( siehe Abbildung 4) und Evertz zufolge, sind deren Systeme an aktu-
elle Installationen angelehnt. Allerdings verwendet man als Schnittstellen RJ45 Stecker
und CAT 6 Leitungen anstelle der Koaxialkabel. Als Bandbreite stehen 10 GBit/s zur
Verfügung.
Einen ähnlichen Ansatz verfolgt die Firma Evertz.58 Auch hier werden die Signale wei-
terhin über eine Kreuzschiene geroutet. Allerdings können die verwendeten Leitungen
57 Paul Shen; SDI vs. IP: The fight is on, 2014; http://www.tvbeurope.com/sdi-vs-ip-the-fight-is-on-2/ 
58 Vgl. Unbekannt; Evertz EXE-VSR, 2014;  http://www.evertz.com/products/catalogue/EXE-VSR.pdf 
Abbildung 4: Schema einer SMPTE 2022 Installation mit Grass Valley
Produkten
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Bidirektional verwendet werden. Durch den Einsatz eines IP Switch wird weiterhin die
Integration von weiteren Geräten enorm vereinfacht. Die Struktur kann permanent und
beliebig erweitert werden. Der Vorteil von IP basierten Produktionsumgebungen kann
aber nur bei reinen Architekturen versprochen werden. Durch den Einsatz im Mischbe-
trieb mit SDI-Coax Signalen und SDI-IP sind Latenzen und Wandlungen maßgeblich
einflussreich auf die Qualität der Übertragung59.
Einen anderen Ansatz für die Verwendung von SDI over IP und SMPTE 2022 sieht
Sony. Die Firma Sony sieht als anderen Anwendungsfall für die Übertragung von un-
komprimierten Video über SDI die Möglichkeit remote production zu realisieren. Dabei
werden die Videosignale von einem Ort über das Internet zu einem Empfänger trans-
portiert und das in Echtzeit. Erstmals stellte Sony diese Entwicklung auf IBC 2013 in
Amsterdam vor. In der Abbildung 5 ist eine Schaubildhafte Variante dargestellt. In ver-
schiedenen Sportproduktionsstätten werden Kameras installiert.  Die Bildsignale wer-
den, dann aber nicht wie üblicherweise zu einem Übertragungswagen geführt und dort
als Programmbild verarbeitet und zu einem Sender übertragen, sondern direkt über
das Internet als SDI over IP an ein Funkhaus. In der Regiezone des Funkhauses kön-
nen nun mehrere Sportstätten und Studios verarbeitet werden und anschließend Sen-
defertig an verschiedene Provider übermittelt werden. Durch diese Möglichkeiten der
Produktion, ist ein enormes Einsparpotential möglich. Man benötigt kein großes Perso-
nal vor Ort, keine teuren Übertragungsfahrzeuge und keine teure Satellitenübertragun-
gen zum Funkhaus. Um eine sichere Übertragung sicherzustellen sollte lediglich eine
feste Übertragung über den Backbone eines Netzanbieters nachgedacht werden. In al-
ler Regel haben aber die Rundfunkanstalten feste Leitungskapazitäten für ihre Übertra-
gungen vereinbart. Alternativ kann zukünftig auch über ein eigenes Leitungsnetz ähn-
lich dem ARD HybNet nachgedacht werden.
59 Vgl. Chuck Meyer, The Path to IP The right approach for your IP migration, Seite 6; 
http://www.grassvalley.com/docs/WhitePapers/broadcast/GVB-1-0484B-EN-WP_Path_to_IP.pdf 
Abbildung 5: Sonys Vorstellung zukünftiger Remote Production
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Diese Möglichkeiten der Produktionskette erkennt  auch Artel  und beschriebt  diesen
Anwendungsfall  in ihrem White Paper „Broadcaster  Guide to SMPTE 2022“60. Einen
vergleichbaren Ansatz hat die BBC mit Stagebox vorgestellt. Dabei wird das Gerät Sta-
gebox über den V-Mount an eine Kamera angedockt und wandelt das SDI Signal in ein
IP Signal. Dieses wird dann über das Netzwerk im LAN oder WLAN an die Gegenstelle
übertragen und wieder als SDI gewandelt. Nach zahlreichen erfolgreichen Testphasen
durch die BBC R&D wurde Stagebox als eigenes Produkt dem freien Markt zur Verfü-
gung gestellt.61
Anders  als  die  Hersteller  die  SMPTE 2022  unterstützen,  kommen  die  Partner  der
AVNu  Alliance  möglicherweise  ohne  Videokreuzschienen  aus.  Das  kann  allerdings
zum jetzigen Zeitpunkt nicht mit absoluter Sicherheit garantiert werden, da noch kein
Hersteller  eine Hardwareseitige Lösung eines Systems vorgestellt  hat.  Einen mögli-
chen Ansatz solcher Installationen stellt Abbildung 6 dar. Ähnlich wie diese Abbildung
stellte die Firma Axon62, ein treibender Partner der AVNu Alliance, ein mögliches Sys-
tem eines AVB Broadcast Netzwerks auf.
Der Einsatz von Leistungsfähiger IT Netzwerktechnik vereinfacht die Installationen und
kann kostengünstige Systeme dem Endkunden zur Verfügung stellen. Aufgrund des
großen Marktvolumens der IT Branche gegenüber der Broadcastindustrie sind Entwick-
60 Unbekannt; A Broadcasters Guid to SMPTE 2022, Seite 2; 2014; http://www.artel.com/docs/default-source/white-
papers/broadcasters-guide-to-smpte-2022.pdf?sfvrsn=12 
61 Unbekannt; How it works,Stand 22.04. 2015; http://www.stagebox.tv/about/camera/how-it-works/ 
62 Vgl. Peter Schut; Video über Ethernet in Broadcast Anwendungen, Seite 16, 7.11.2013; http://fkt.schiele-
schoen.de/fileadmin/user_upload/uploads/FKT/nc_05_Axon_AVB.pdf 
Abbildung 6: AVB Netzwerk in einer Broadcastumgebung
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lungen schneller und kostengünstiger im Vergleich. Mehr zu dem Punkt Kosten werden
im folgenden Kapitel erläutert. 
Durch den Einsatz mehrere Switche und deren Interkonnektivität erreicht man eine hö-
here Redundanz der Signale. Wie auch in der Abbildung ersichtlich ist, sind im Enter-
prise  IT  Sektor  andere  Bandbreiten  bei  der  Signalübertragung  möglich.  100G sind
heutzutage unproblematisch. Um aber Kosteneffizient zu arbeiten, sollten die Switche
entsprechend ihres Einsatzgebietes ausgewählt  werden. Soll der Produktionsbereich
später erweitert werden, so kann man einfach einen weiteren Switch installieren und
diesen über eine Leitung mit der vorhandenen Infrastruktur erweitern. 
Auf der AVB Networking Conference  2012 in Las Vegas63 wurden damalige Entwick-
lungen dem Fachpublikum präsentiert. Größtenteils waren 2012 nur Audioinstallationen
serienreif. Revolutionär war dabei aber der Gedanke Videomonitore einer Videomoni-
torwand im Daisy Chain, also als Kette von Monitoren, mit einander zu verbinden. Das
würde bedeuten, dass nur ein Netzwerkkabel zum ersten Monitor verlegt werden muss
und daraufhin dieser zum nächsten durchgeschliffen wird. Ebenfalls stellte die Firma
Riedel64 solch eine Verkabelungsvariante in Aussicht. Aber auch der Ansatz direkt von
einem Switch in der Monitorwand das Signal erhalten zu können, verspricht einen we-
sentlich geringeren Verkabelungsaufwand als er momentan praktiziert wird. Die Kabel-
längen und Kabelwege können durch den Einsatz von Ethernet basierten Produktions-
umgebungen wesentlich reduziert  werden.65 Im Allgemeinen gelten Netzwerkswitche
als enorm Ausfallsicher. Bei AVB Netzwerken müssen diese nicht speziell konfiguriert
werden. Das macht einen Austausch eines defekten Gerätes enorm einfach. Über die
Bidirektionale Leitung können zeitgleich sämtliche Signale übertragen werden. Die ei-
gentliche Inhalte Video, Audio oder Steuerung sind bei der Übertragung absolut irrele-
vant und werden mit gleicher Priorität übertragen. Verwenden Geräte im AVB Netzwerk
nicht die definierten AVB Protokolle, werden diese von den speziellen AVB Switches
als unwichtig deklariert und nur bei ausreichender Bandbreitenreserve übermittelt. Die
dadurch einfachen Infrastrukturen sind flexibel erweiterbar. Da alle Signale in einem
Netzwerk übertragen werden, bedarf es keiner separaten Leitungen für Audio und Vi-
deo mehr. Ein Augenscheinliches Unterscheiden der Leitungen wir früher ist nicht mehr
möglich. Denkbar ist weiterhin das der Einsatz eines aufwendigen und komplexen Ran-
gierverteilers zukünftig nicht mehr notwendig ist. Die Steuersignal könnten anhand von
digitalen Steuersignalen im Netzwerk mit übertragen werden. Aufgrund der Entschei-
dung der Switche über welche Leitung ein Signal übertragen wird, kann dieses nicht
mehr überall auf Qualität gemessen werden wie es heutzutage möglich ist. 
63 Vgl. Videomitschnitt der Konferenz; https://www.youtube.com/watch?v=C1LtFsroHjc
64 Unbekannt; Intercom Goes Real-Time IP, 2013; www.riedel.net/LinkClick.aspx?link=Downloads%2FData_Sheets
%2FConnect+AVB+EN.pdf&mid=0&language=zh-CN&forcedownload=true 
65 Vgl. Peter Schut; Video über Ethernet in Broadcast Anwendungen, Seite 14ff, 7.11.2013; http://fkt.schiele-
schoen.de/fileadmin/user_upload/uploads/FKT/nc_05_Axon_AVB.pdf 
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Die neue Technik wird also komplett neue Arbeitsweisen des technischen Personals
fordern. Das bringt auch die Frage auf, benötigt man zukünftig Fernsehingenieure mit
IT Grundlagenwissen oder IT-Spezialisten mit einem Grundwissen an Fernsehtechnik.
Als wichtiger Punkt abseits der Technologiefrage kann festgestellt  werden, dass die
neue Technik weniger Geräte, weniger Platz und weniger Strom benötigt als herkömm-
liche Systeme. Das schon letztlich auch das Klima.
3.3 Vorteile der neuen Technik
Aufgrund der enormen Nachfrage in der Branche seit vielen Jahren, steigerte sich auch
das Forschungsinteresse auf Seiten der Hersteller. Probeabläufe für 4K Produktionen,
wie beispielsweise beim Confederations Cup 2013 in Brasilien oder die Liveübertra-
gung eines japanischen Broadcasters in 8K nach Japan, weisen die Verwendung von
SDI über Koaxialverbindung immer weiter in Schranken. Aber durch AVB und SMPTE
2022 über Netzwerkkabel können nicht nur die Bandbreiten gesteigert werden auch die
Gerätestrukturen können aufgrund der  Bidirektionalen  Übertragung vereinfacht  wer-
den.
 An den Geräten werden keine I/O-Ports benötigt oder zusätzliche Audio und Sync
Schnittstellen. Sämtliche Signale Audio-Video-Steuerung können über ein Kabel über-
tragen werden. Dadurch sind Geräteintegrationen in ein System auf ein Minimum redu-
ziert. Auch über verschiedene Kabel und Steckertypen muss nicht mehr geachtet wer-
den. Oftmals gab es Probleme bei einem Geräteaustausch nach einem Defekt, dass
Hersteller die Steckerkonfektion geändert haben. Bei AVB oder SMPTE 2022 werden
ausschließlich  RJ45  Stecker  und Acht  adrige Netzwerkkabel  nach definiertem Cat.
Standard verwendet werden. Komplexe Vernetzung wie sie heute nur schwer realisier-
bar sind, können ohne großen Aufwand erstellt werden. Auch Vernetzungen können
nun in anderen Dimensionen erreicht werden. 
Ein weiterer Vorteil durch die Reduzierung von Kabelwegen innerhalb eines Funkhau-
ses können anfallende Dienstleistungskosten für die Kabelmontage auf das wesentli-
che gesenkt werden. Die Effektivität bleibt dabei aber voll erhalten. Durch den mögli-
chen Einsatz in Bereich remote production können komplett flexible Produktionsumge-
bungen geschaffen werden. Beispielsweise können mehrere Überregionale Studios an
mehrere Regiekomplexe angebunden werden und diese vollkommen frei mit einander
vernetzt und Produktionsbereit gemacht werden. Dadurch sind bessere Auslastungen
der Studioflächen bei einer Minimierung an Regietechnik möglich. Durch die Bandbrei-
tenreservierung bei AVB und den Einsatz eines aufwendigen Fehlerschutzes FEC bei
SMPTE 2022 können eine hohe Ausfallsicherheit ähnlich wie herkömmliche SDI-BNC
Installationen erreicht werden. Eine hohe Latenzsicherheit  kann bei AVB Netzwerke
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garantiert werden, bei SMPTE 2022 ist diese auch gesichert allerdings höher, da diese
durch den FEC beeinflusst wird. Auch von Vorteil dieser Netzwerkbasierten Systeme
ist die universelle Erreichbarkeit aller Signale überall im Netzwerk. Man hat also die
Möglichkeit jedes Signal an jeder Stelle des Netzwerkes abzugreifen. Allerdings mit der
Einschränkung der Talker und Listener Funktion der AVB Geräte, wie im Kapitel 2.3.
AVB bereits erläutert wurde.
Abschließend nochmal alle Vorteile von AVB und SMPTE 2022 auf einem Blick:
• vereinfachte Gerätekonstruktionen
• einheitliche Kabel und Stecker im Systemen
• vereinfachte flexible Integration von Geräteaustausch
• neue Vernetzungsdimensionen
• effektiver und günstiger
• flexible Produktionsumgebung – remote production
• Latenzsicherheit und Übertragungssicherheit
• vereinfachte Signalführung, alle Signale überall verfügbar
3.4 Probleme/Nachteile
Selbstverständlich kann man von einer neuen Technologie nicht nur Vorteile erwarten.
Auf welche Probleme müssen sich die Anwender einstellen, wenn man zukünftig AVB
oder Netzwerke nach SMPTE 2022 einsetzt? Das Hauptproblem ist zunächst die Wahl
zwischen AVB und SMPTE 2022. 
In aller Regel hat man in früheren Installationen Hardware eines Herstellers eingesetzt
und das Personal darauf geschult. Somit setzt man bei einem Neubau auf die gleiche
Herstelleroption,  damit  der  alte  Arbeitsablauf  schnell  wieder  aufgenommen  werden
kann. Aktuell gibt es aber keine Hersteller die beide Entwicklungen, AVB und SMPTE
2022, in ihrem Portfolio anbieten. Voraussichtlich wird das auch nicht geschehen, da
die Entwicklungskosten ansonsten nicht tragbar wären. Somit muss man die angewen-
dete Technik des Wunschherstellers verwenden und kann nicht zwischen SDI over IP
mit SMPTE 2022 oder AVBs SDI over Ethernet entscheiden. Fällt  die Entscheidung
doch auf eine gewünschte Technik unabhängig vom Hersteller kann man nach den Kri-
terien der Technikvarianten eine optimale Lösung für sein System finden. Beide Tech-
niken scheinen einen Markt zu finden und sich als Standard zu etablieren. Die Frage
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ob beide in Zukunft immer noch existieren und von den Herstellern weiterverfolgt wer-
den ist ungewiss und bleibt ein Investitionsrisiko der Anwender.
 Aufgrund der verschiedenen Anwendungsmöglichkeiten zwischen SMPTE 2022 und
AVB ist für viele auch eine Kombination interessant. Wie die Kompatibilität der Syste-
me untereinander  und die Integration aussieht  ist  aktuell  noch fraglich.  Bei  solchen
Komplexen Systemen wie sie in modernen Rundfunkanstalten zu finden sind, kann es
durchaus noch zu Problemen kommen und Signale beschädigt ankommen. Die Stör-
quelle ausfindig zu machen, wird in den Netzwerkbasierten Umgebungen wesentlich
schwieriger, da das Signal nicht mit der Laufrichtung verfolgt werden kann. Die Fehler-
suche im System ist weitaus schwieriger als es bisher der Fall ist. Eine mögliche Ursa-
che für Fehler bei der Übertragung kann zukünftig die Bandbreitenkapazität werden.
Da mehrere Signale über eine Leitung übertragen werden, und nicht wie bisher ein Si-
gnal pro Leitung, können Spitzen bei der Bandbreitenauslastung entstehen und Fehler
verursachen. Obwohl dies durch die Bandbreitenreservierung bei AVB und durch den
FEC Fehlerschutz in SMPTE 2022 Netzwerken, verhindert werden soll, kann dies nicht
gänzlich ausgeschlossen werden.
Ein Problem der bei ersten Testumgebungen beim IRT aufgetreten ist, war das reakti-
vieren des Netzwerkes bei einem Ausfall. Dabei hatte das Netzwerk auf der Netzwerk-
schicht circa eine Sekunde zur Wiederherstellung gebraucht. Der Audiostream aller-
dings zwischen 2-30 Sekunden.66 Auch wenn der Protokollaustausch definiert ist und
der notwendige AVB Chip genormt ist, kann nicht immer sichergestellt werden, dass
eine volle Interoperabilität gewährleistet ist. Für solche Analysen fehlen aktuell Geräte
um Testumgebungen zu installieren und zu erproben. Dadurch fehlt im allgemeinen die
Erfahrung für den Aufbau solcher Netzwerke. Mit der Vorstellung der ersten Produktse-
rien zur NAB 2015 werden vermutlich die ersten Integrationen von Systemen mit SMP-
TE 2022 erfolgen.
 Für AVB sollte man die Möglichkeit nutzen und ein Unabhängiges Netzwerk als LAN
aufbauen. Dadurch erhält man eine größere Sicherheit als die Integration in ein beste-
hendes offenes Netzwerk mit einem Zugang zum Internet. Da bei SMPTE 2022 ein
Austausch  über  IP  erfolgt  ist  teilweise  auch  eine  Übertragung  über  das  WAN er-
wünscht.  Um einen Fremdzugriff  auf  das  Sensible  Broadcastsystem zu verhindern,
sollte das Netzwerk nach einem IT Enterprise Standard ausreichend gesichert werden.
Bestenfalls sollte dafür ein VLAN, virtuelles Local Area Network auf Layer 3 Ebene,
verwendet werden. Dieses kann speziell gesichert werden und ermöglicht eine Abgren-
zung zu anderen Netzwerken auf dem Switch. Sinnvoller Weise sollte eine Umrüstung
66 Markus Berg, Sonja Langhans, Franz Baumann, Andreas Metz; Neue Netzifrastrukturen für Studio und Produktion, 
Seite 37, 14.07.2014; https://www.irt.de/no_cache/de/aktuell/news/view/article/kolloquiumsvortrag-zum-thema-neue-
netzinfrastrukturen-fuer-studio-und-produktion.html 
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auf AVB oder SMPTE 2022 komplett erfolgen. Ein Hybridbetrieb mit SDI over BNC ist
zwar möglich, allerdings ist die Wandlung der Signale aufwendig und teuer. Ebenfalls
können dadurch größere Latenzen und Störquellen resultieren. 
Nachfolgend werden alle Nachteile noch einmal Stichpunktartig aufgeführt:
• Wahl zwischen Technologie oder Hersteller
• aktuell mit AVB und SMPTE 2022 zwei Standards auf dem Markt
• Zukunft beider Vertreter ungewiss
• eingeschränkte Kompatibilität zwischen AVB und SMPTE 2022 möglich
• Fehlersuche im System wesentlich schwerer als bisher
• Bandbreitenauslastung und Fehler dadurch nicht vorhersehbar
• Netzwerk benötigt Zeit zur Wiederherstellung nach Ausfall
• Interoperabilität zwischen Geräten verschiedener Hersteller nicht gewährleistet
• aktuell wenig Erfahrung bei Aufbau solcher Systeme
• bei unzureichendem Schutz ist Fremdzugriff auf das Netzwerk möglich
• Hybridbetrieb teuer, empfohlene Komplettinstallation
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4 Neue Technik in der Praxis
Es hat mehr als zehn Jahre gedauert bis Hersteller Serienprodukte mit unkomprimier-
ten Videonetzwerk dem Endkunden zum Verkauf anbieten konnten. Durch diese neuen
Lösungen wurden aber auch vollkommen neue Produktionsmethoden zur Verfügung
gestellt. Mit der Möglichkeit solche Geräte am freien Markt zu erhalten, muss man den
nächsten Schritt unternehmen und anfangen die Produkte einzusetzen. Aber welche
Einsatzbereiche für die Praxis gibt es überhaupt? Gibt es erfolgreiche bestehende Bei-
spiele für die neuen Entwicklungen am Broadcastmarkt? In den folgenden Abschnitten
sollen Beispiele für die Integration aufgezeigt werden. Als letzter Punkt dieser Untersu-
chungen sollen noch die Kosten zu den vorangestellten Möglichkeiten gegenüberge-
stellt werden. Im Vergleich werden die Kosten einer herkömmlichen Systeminstallation
mit einem Broadcastnetzwerk nach AVB/SMPTE 2022 gegenübergestellt. Gibt es Ein-
sparpotential oder überwiegen noch die Entwicklungskosten und schrecken die Käufer
vor einer Integration ab. 
4.1 Möglichkeiten für die Zukunft
Netzwerkbasierte Produktionsumgebungen sind für viele Broadcaster schon seit lan-
gem eine Wunschvorstellung die durch AVB und SMPTE 2022 nun endlich in greifbare
Nähe gerückt ist. Warum der Wunsch nach solchen Entwicklungen besteht, ist bereits
im Vorfeld eingängig erklärt und dargestellt wurden. Aus diesem Grund war es auch
nicht verwunderlich, dass bereits einige Projekte in den USA im Audiobereich direkt
nach ersten Produktvorstellungen realisiert wurden.
Bereits 2012 auf der AVB Networking Conference stellte Matt Czyzewski,  Executive
Vice President  of  Operations,  Biamp Systems Installationen am Medical  College of
Wisconsin, dem Lockheed Martin Corportate Training Center, Cox Conference Center
Atlanta oder dem Hong Kong Convention Center vor.67  Ein weiteres Beispiel von Matt
Czyzewski ist eine Installation im Military Command and Control Center der US Army.
Der Einsatz von AVB im Militärbereich zeigt  die hohe Zuverlässigkeit  des Systems,
denn ein Ausfall oder Funktionsstörung an solchen Stellen hat schwerwiegende Fol-
gen. Weitere Installationen von AVB Audio Netzwerken stellt  Sam Berkow, Gründer
67 Vgl. Videomitschnitt der Konferenz; https://www.youtube.com/watch?
v=_csP98NWWlo&list=PLFFBF6CE9B60A1675&index=5 
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und Geschäftsführer von SIA Acoustics, auf der AVB Conference 2012 in Las Vegas
vor. Darunter sind The Pearl, eine Bühne für Livemusik in einem Casino in Las Vegas
mit einer Kapazität für 2600 Personen sowie einem Aufnahmestudio. Von einer ande-
ren Art ist das Beispiel von eTown Hall. Diese Firma in Colorado hat ein AVB Netzwerk
für kleine Livesituation mit 200 Gästen, einem Aufnahmestudio, vier Audiopostprodukti-
onsräumen und eine Internetplayout installieren lassen. 68 Es gibt aber auch zahlreiche
Sportarenen  wo  die  Signalübertragung  des  Stadionsprechers  über  AVB Netzwerke
realisiert  wird.  Erste  praktische  Anwendungen  für  Videoechtzeit  Übertragungen  im
Netzwerk stelle Sony auf der IBC 2014 vor, als zwei Kamerasignale aus Belgien auf
den Sony IBC-Stand in Amsterdam übertragen wurde. Ein Schalten zwischen beiden
Quellen war bereits störfrei möglich. BBCs Stagebox konnte ebenfalls bei zahlreichen
Möglichkeiten erfolgreich eingesetzt werden69. 
Neben dieser kleineren Beispiele oder reinen Audio Anwendungen wird zukünftig auch
Video oder komplette Netzstrukturen möglich sein. Während die Vorteile von AVB bei
Installationen innerhalb eines Gebäudes oder auch Campuses liegen, so können mit
SMPTE 2022 mehrere Produktionsstätten miteinander vernetzt werden. Auch Artel Vi-
deo Systems und ihr President Richard Dellacanonica sieht eine vernetzte Zukunft mit
SMPTE 2022. „Cable operators can dramatically reduce their operational expenses by
relying on a single platform that merges video and Ethernet capabilities.“70
68 Vgl. Videomitschnitt der Konferenz; https://www.youtube.com/watch?v=-
_OmbMRcYXE&index=6&list=PLFFBF6CE9B60A1675 
69 Unbekannt; 01.09.2013; http://www.stagebox.tv/the-revolution-will-be-televised/ 
70 Richard Dellacanonica; Hybrid Video Transport and Ethernet Switching Platforms, August.2013; 
http://www.artel.com/docs/default-source/whitepapers-and-articles/11350_industry_artel_v3press.pdf?sfvrsn=2 
Abbildung 7: Anwendungsmöglichkeiten mit SMPTE 2022 nach Artel Vi-
deosystems
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Wie man in Abbildung 7 erkennen kann, so ist das Entwicklungsinteresse bei SMPTE
2022 klar auf die Vernetzung von Produktionsstätten und die Distribution an die Ver-
braucher fokussiert. Die grünen Gebäude in der Grafik stellen die Verteilstationen zum
Verbraucher dar. Diese könnten ebenfalls über das Netzwerk die Inhalte der Broadcas-
ter erhalten71. Ein großer aufwendiger Produktionsbereich sind mobile Sportproduktio-
nen wie zum Beispiel die Übertragung von Fußball am Wochenende. Bei diesen Pro-
duktionen ist notwendig, die komplette Technik vor der Übertragung aufzubauen, zu
testen und nach der Produktion wieder zurück zu bauen. Durch den Einsatz von AVB
oder auch SMPTE 2022 können die Netzwerkleitungen zu den Standorten für die Ka-
meras bereits bauseitig  verlegt  werden und permanent zu jeder Produktion genutzt
werden. Die anfallenden Kosten für die Stadionbetreiber sind verschwinden gering, Ge-
genüber Installationen mit Glasfaser- oder Triaxanbindungen für die Kameras. In den
Stadien kann dann an einem zentralen Übergabepunkt das Übertragungsfahrzeug an-
geschlossen werden und die Kameras aufgebaut werden.  Das minimiert  Kosten für
den Aufbau und an Personal für das temporäre verlegen der Leitungen. Aber wie be-
reits an anderer Stelle erwähnt kann zukünftig auch ganz auf Übertragungsfahrzeuge
verzichtet werden, wenn Sportstätten direkt mit Regiekomplexen verbunden werden. 
Viele Sender der ARD Gruppe haben kleinere Regionalstudios auf die prinzipi-
ell nicht verzichtet werden kann. In diesen kleineren Studios werden Nachrichtenforma-
te oder Magazinsendungen produziert. Durch diese kurzen Sendungen ist die Auslas-
tung der Studios sehr gering. Zu jeder Studiofläche gehört in aller Regel auch eine ei-
gene Regiezone. Die Regiezone kann aber nur mit den angebunden Studioflächen ge-
nutzt werden. Daraus resultiert ebenfalls eine geringe Auslastung der teuren Regie-
technik. Das MDR Funkhaus in Leipzig konnte dieses Problem im Ansatz sehr gut lö-
sen. Hier ist es möglich alle Regiezonen im Gebäude mit allen Studioflächen zu verbin-
den. Allerdings sind die Studios so großzügig gebaut, dass ein schneller und effektiver
Kulissenwechsel möglich ist. Dadurch kann eine höhere Auslastung der Studios und
Regien erzielt werden. Als Kontra steht hier der tägliche Auf- und Abbau aller Kulissen-
teile der Auslastung gegenüber. Mit Video over IP und Video over Ethernet kann man
dieses Problem direkt im Ansatz lösen. Die Regiezonen können unabhängig alle oder
zumindest  viele Studioflächen verwenden. Dadurch benötigt  man weniger  Regieein-
richtungen und kann höhere Auslastungen erzielen. Das bringt aber eine weitere Her-
ausforderung mit sich. Dadurch muss Personal und Räumlichkeiten wesentlich aufwen-
diger und genauer Disponiert werden und man zentralisiert gewissermaßen die Örtlich-
71 Vgl. Unbekannt; A Broadcasters Guid to SMPTE 2022, Seite 2; 2014; http://www.artel.com/docs/default-
source/white-papers/broadcasters-guide-to-smpte-2022.pdf?sfvrsn=12 
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keit  und das Personal  an einem Standort.  Ebenso kann die räumliche Distanz zwi-
schen Regie- und Studiopersonal die Produktion erschweren. 
Als  aber  wichtigster  Punkt  für  den  Einsatz  von  AVB und  SMPTE 2022  in  Zukunft
spricht die Möglichkeit höhere Auflösungen und Bildwiederholfrequenzen zu produzie-
ren. Die aktuelle Beschränkung von Bandbreiten von drei Gigabit pro Sekunde, oder
sogar sechs bzw. zwölf Gigabit pro Sekunde sind mit den Netzwerkbasierten Lösungen
keine Probleme mehr. 10G, 40G und 100G sind aktuelle Möglichkeiten der IT Technik.
Auch mehrere Signale gebündelt und bidirektional übertragen zu können steht gegen-
über einer remote production noch weiter im Interesse der Branche. Vor allem für Sys-
temintegratoren vereinfacht sich dadurch die Arbeitsweise. Dem Nutzer wird höchst-
wahrscheinlich kein Unterschied in der Anwendung auffallen, da jetzt gleiche Ergebnis-
se, allerdings nur mit sehr aufwendigen Mitteln, erreicht werden.
4.2 Kosten vs. Nutzen
Sollte man mit AVB oder auch SMPTE 2022 in Zukunft nur noch standardisiert Netz-
werkkabel verlegen und als Schnittstelle RJ45 verwenden, wird eine Integration auch
ein Aufbau von Broadcastsystem wesentlich einfacher. Im Rahmen der Forschung zu
dieser Bachelorarbeit wurde sich mit realen Lösungen zu Bandbreiten in Netzwerken
beschäftigt. Das Ergebnis, dass bereits 2007 erste Erfolge mit der Übertragung von Si-
gnalen mit 100 Gigabit über Ethernet, 100GbE, über Kupferkabel möglich sind, bedarf
an dieser  Stelle  eine weitaus  genaueren Untersuchung72.  Der  aktuelle  Forschungs-
stand zu diesem Thema muss genauer untersucht werden.73 Das würde aber den Rah-
men dieser Thesis sprengen. Für den Bereich AVB und SMPTE 2022 ist hinreichend
davon auszugehen, dass es über Kategorie 6 Leitungen; CAT. 6, möglich ist, 100GbE
Bandbreiten zu nutzen. Allerdings wurde bei der Recherche nach IT Hardware festge-
stellt, dass in der IT Branche für Bandbreiten über 10 Gigabit Glasfaserleitungen ver-
wendet werden. Die Kosten für die SFP Module sind bei im Punkt Verkabelung enthal-
ten.
Im Anhang dieser  Bachelorarbeit  befinden  sich  Blockschaltbilder  zur  Beispielhaften
Darstellung eines Videosystems in einem Funkhaus. 
72 Sven Olaf Suhl; 100GBit/s durch Kupfer gequetscht, 21.11.2007; http://heise.de/-198043 
73 Vgl. Unbekannt; IEEE P802.3ba 40Gb/s and 100Gb/s Ethernet Task Force; http://www.ieee802.org/3/ba/ 
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Das Blockschaltbild für herkömmliche SDI-BNC Verkabelungen, Anlage 1, beinhaltet
lediglich die BNC Videoleitungen als Verkabelungsplan. Dieses kleine System beinhal-
tet fünf Kameras, 3 Videoserver mit Anbindung zur Nutzung als Playoutserver und In-
gestfunktion. Weiterhin sind drei Grafikrechner an das System angebunden. Zur Inte-
gration der Videoserver und Grafikeinheiten sind De-/embedder und Videosignalvertei-
ler eingesetzt. Zusätzlich ist im Blockschaltbild eine Bildmischereinheit, ein Bildwähler
mit lediglich Ein- und Ausgängen von der Videokreuzschiene, eine Monitorwand und
Sendeausgang dargestellt. Dieses Blockschaltbild ist lediglich als erste Visualisierung
eines komplexen Systems zu verstehen. In Realität sind solche Schaltungen noch auf-
wendiger und Komplexer. Weiter Peripherie ist im System integriert und es gibt mehr
Schnittstellen zu den anderen Bereichen, wie Audio, Steuerung und Netzwerk. Eben-
falls wurde Audio bis auf die Embedder vernachlässigt. Die Integration von Multiview-
ern wurde ebenfalls nicht berücksichtigt. Multiviewer sind heute eigentlich ein integraler
Bestandteil eines Videosystems, allerdings für die Kostenaufstellung uninteressant. 
Das Blockschaltbild für eine Realisierung nach AVB und SMPTE 2022 liegt ebenso als
Anlage 2 dieser Thesis bei. Um einen direkten Vergleich zu ermöglichen sind exakt wie
in Anlage 1 nur Videosignale gezeichnet. Der Leistungsumfang beider Blockschaltbil-
der sind nach Theorie dieser wissenschaftlichen Arbeit zunächst als identisch anzuse-
hen. Auf dem ersten Blick im Vergleich kann man feststellen, dass ein wesentlich ge-
ringerer Verkabelungsaufwand allein im Videobereich notwendig ist. Synchronisations-
signale sind bei AVB bereits enthalten. Alle dort enthaltenen Geräte können sämtliche
Signaltypen über den RJ45 Anschluss erhalten. Als Ausgangspunkt für das AVB Sys-
tem nahm der Autor eine Übertragung von Progressiven FullHD Material, also 1080p
nach dem SMPTE 3G Standard 424M. Bei der Anwendung von anderen Formaten
muss die Struktur entsprechend angepasst werden. Für eine Systemverkabelung nach
SMPTE 2022 kann diese mit der Variante nach AVB verglichen werden. Dabei muss
allerdings eine Videokreuzschiene ähnlich wie der Bildmischer an einen Netzwerks-
witch angebunden werden. Vergleichen wir aber nachfolgend die Kosten solcher Instal-
lationen.
In Nachfolgender Tabelle 3 sind die Kosten einer konventionellen SDI über BNC Inte-
gration aufgestellt. Angelehnt ist die Kostenübersicht an das Blockschaltbild der Anlage
zu  dieser  wissenschaftlichen  Arbeit.  Verglichen  wird  die  Arbeit  anhand  der  Punkte
Ports  Videokreuzschiene/Switche,  Verteilverstärker,  De-/Embedder  sowie  Verkabe-
lungsaufwand. 
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Gerät Einzelpreis 2015 in € Menge Gesamtpreis in €
Videokreuzschiene74
144x144
381,66- 144 54 960,-
Verteilverstärker75 1400,- 12 16 800,- 
Embedder76 1 600,- 13 12 800,- 
Verkabelung incl. Sync 21,05 380 8 000,-
Gesamt 92 560,-
Tabelle 3: Kostenaufstellung einer herkömmlichen Installation
Für das Videosystem im Dargestellten Blockschaltbild einer konventionellen SDI Ver-
kabelung benötigt man circa 92 560,- € . Dabei unberücksichtigt sind die Positionen
Monitore, Kameras und Videoserver, da diese keinen Unterschied zwischen den Syste-
men darstellen. 
Die Entscheidung lediglich 40GbE Ports zu verwenden, war eine Preisentscheidung.
Für  die  Übertragung von 3G Signalen ist  eine 40GbE Struktur  vollkommen ausrei-
chend. Aktuell sind die Ports mit 100 Gigabit Bandbreiten um ein vielfaches teurer und
zu meist auch mit Glasfaserleitungen verbunden. Aufgrund der vielen Neuentwicklun-
gen sind die AVB bzw. SMPTE 2022 Geräte vermutlich noch um einiges teurer als her-
kömmliche Geräte, da die Entwicklungskosten auf dem Preis abgeschrieben werden.
Ebenfalls sind die Auswahlmöglichkeiten an Geräten momentan noch stark begrenzt. 
Tabelle 4 weist einen deutlich geringen Betrag für den Aufbau eines mit AVB Kompo-
nenten auf. Im Vergleich zu 92 560 € für eine herkömmliche Installation, kostet die Va-
riante für AVB mit 46 274,15 € circa die Hälfte.  Das Kostenbeispiel zeigt einen deutli-
chen Vorteil auf Seiten der neuen Technologie. Durch AVB und SMPTE 2022 hat man
nicht nur technische Vorteile auch die Installation ist günstiger als herkömmliche Syste-
me. Aktuell sind die Ports von herkömmliche Kreuzschienen wesentlich günstiger als
Ports von Netzwerkswitchen, aber durch die Reduktion an Ports und auch das Übertra-
gen von mehreren Signalen über eine Leitung ist die Anschaffung eines Netzwerkswit-
ches günstiger.
74 Unbekannt; MCI Webshop, 30.04.2015; http://www.mci-shop.de/de/NK-3G144.html 
75 Unbekannt; Hartmann  Media Lynx Preisliste; http://hartmann-media-ii.com/uploads/5000_series_3-14.pdf 
76 Ebd.
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Gerät Einzelpreis 2015 in € Menge Gesamtpreis in €
Switchport 10GbE77 262,50 36 9 450,-
Switchport 40GbE78 1300,- 20 26 000,-
Switchport 100GbE79 5 000,- 0 0
Verteilverstärker 0 0 0
Embedder 2 000,- 5 10 000,-
80Verkabelung incl. Sync 15,55 53 824,15
Gesamt 46 274,15
Tabelle 4: Kostenzusammenstellung bei AVB
77 Unbekannt; Jacob Computer Web Shop; 30.04.2015; http://shop.jacob-computer.de/netgear-prosafe-m7100-24x-
xsm7224-100nes-artnr-1441876.html?gclid=CLT0hJKcm8UCFQkIwwodnJMAww 
78 Lynn Haber; 40 Gigabit Ethernet in data center networks: Migration best practices; Oktober.2011; 
http://searchnetworking.techtarget.com/feature/40-Gigabit-Ethernet-in-data-center-networks-Migration-best-
practices 
79 Antone Gonsalves; Dell plans to sell a 100 GbE fabric switch at half the price of competing products to try to 'disrupt'
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5 Fazit
Die Übertragung von unkomprimierten Echtzeit-Videosignalen über Netzwerkbasierte
Broadcastumgebungen wurde durch die Standardisierung der Society of Motion Pictu-
res and Television Engineers mit der Standardfamilie 2022 und durch die AVNu Allian-
ce mit ihrer Arbeit an AVB zu einer alternativen Möglichkeit gegenüber konventionellen
Infrastrukturen in Rundfunkhäusern. 
In den letzten Jahren konnten die Forschungsgruppen praxistaugliche Ergebnisse prä-
sentieren und dafür sorgen, dass Hersteller zu Beginn 2015 bereits die ersten Produkte
nach SMPTE 2022 und teilweise auch AVB taugliche Hardware dem Markt präsentie-
ren. Im Bereich der Video-Broadcastindustrie setzen die marktführenden Unternehmen
wie Grass Valley, Sony und Evertz auf SMPTE 2022. Mit deren Produktvorstellungen
zur NAB 2015 in Las Vegas gibt es für Systemintegratoren und Rundfunkanstalten ein-
satzfähige Hardware. Die AVnuAlliance kann durch die zögerliche Veröffentlichung von
Videogeräten leider keine Konkurrenz zu SMPTE 2022 darstellen. 
Im Kapitel 3 dieser Thesis wurde festgestellt, dass durch die Anwendung einer Netz-
werkbasierten Produktionsumgebung der Aufbau und die Integration solcher komple-
xen Produktionssysteme im wesentlichen Vereinfacht wird. Es kann ein gleiches Leis-
tungsportfolio erreicht werden wie in herkömmlichen Systemen. Durch die Anwendung
von  bestehenden  und  weiterentwickelten  Netzwerkprotokollen  nach  IEEE  Standard
kann für eine Ausfallsichere und qualitativ Hochwertige Echtzeitübertragung von Video-
signalen erreicht werden. Die Aussicht auf größere Bandbreitennutzung als BNC ba-
sierte Übertragungsmöglichkeiten lassen 4K Fernsehformate oder Sportproduktionen
in greifbare Nähe rücken. Integrationsmöglichkeiten für remotefähige Außenproduktio-
nen sind ebenfalls in der Produktpalette einiger Hersteller zu finden. Durch die Anwen-
dung herkömmlicher IT Hardware können neue Systeme mit AVB oder auch nach ST
2022 kostengünstiger und effektiver aufgebaut werden. Durch Minimierung der Verka-
belung und die Reduktion von notwendigen Komponenten wie Videoverteilverstärker,
Wandler und ähnlichem scheinen die neuen Technologien auch preislich eine Konkur-
renz des BNC-Kabels zu werden.
Es gibt aber nicht nur Vorteile durch den Einsatz der neuen Technologie. Für die Er-
weiterung der Produktionsumgebung auf 4K Formate, reicht nicht nur eine Erneuerung
der Regiezoneninfrastruktur. Auch das komplette Arbeitsumfeld muss daraufhin ange-
passt werden. Sämtliche Postproduktionsräume, Abnahmeräume, Grafiksysteme müs-
sen auf 4K Produktionen umgerüstet werden. Alle Kameras sollten bestenfalls 4K taug-
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lich sein. Auch bestehende Kulissen und Räumlichkeiten müssen dem neuen Format
entsprechend angepasst werden. Das Servicepersonal, welches sich um die Wartung
und Havariefälle kümmert, muss sich neuen Herausforderungen stellen. Zunächst sind
Fehler im System nicht so leicht nachvollziehbar und auch reproduzierbar wie aktuelle
Infrastrukturen mit Signallaufrichtungen. 
Aus den Erfahrungen von Systemintegratoren bei der Umrüstung von SD auf HD, ist zu
erwarten dass die neuen Produkte mit positiver Stimmung aufgenommen werden, eine
sofortige Integration aber noch zu gewagt scheint. Im allgemeinen fehlt der Branche
noch die erprobte Praxistauglichkeit der neuen Systeme. Mit den ersten Vorstellung ist
es aber durchaus denkbar kleine Alternativlösungen in der Praxis anzuwenden um ers-
te Erfahrungen mit den Netzwerklösungen zu machen. Personaleinkürzungen und ge-
nerelle Einsparungen der Öffentlich-Rechtlichen Sendeanstalten werden zukünftig Ver-
netzungen von Produktionsstätten fordern, wie Sie von ST 2022 und AVB ermöglicht
werden. Die Forderung nach 4K ist aktuell  so gering, dass die Bandbreitenfrage zu-
nächst nicht für eine Umrüstung bestehender Strukturen fordert. Diese Forderung wird
aber in den kommenden Jahren ein wirklich ernst zu nehmendes Thema werden. Wei-
terhin sind die Aussichten der Kabellängen bei höheren Bandbreiten über Koaxialkabel
für zukünftige Installationen problematisch. 
Aktuell kann festgehalten werden, dass die Möglichkeiten der Technik den Anforderun-
gen der Branche noch voraus ist, aber auf dem richtigen Weg ist um zukünftigen Pro-
blemen Lösungen zu bieten. Mit der Basis der geschaffenen Standards und den erfolg-
reichen Produktentwicklungen kann man davon ausgehen, dass in den nächsten Jah-
ren beide Standards ihre Anwendungsfelder in der modernen Broadcasttechnik finden
werden. 
Das BNC Kabel wird in absehbarer Zeit nicht durch das Netzwerkkabel abgelöst wer-
den. Dennoch werden zunehmend neue Installationen über AVB oder SMPTE 2022
realisiert werden. Ähnlich wie das Koaxialkabel im IT Bereich durch das Netzwerkkabel
nach CAT Standard verdrängt wurde, wird es aller Wahrscheinlichkeit im Broadcastbe-
reich ebenso geschehen. Die Systemvorteile sowie die Kostenersparnisse sorgen da-
für, dass in den nächsten Jahren die Anwendungsfälle für BNC Systeme zukünftig aller
Wahrscheinlichkeit nach seltener werden. In höheren Auflösungen und Bildwiederho-
lungsraten wird an SMPTE 2022 oder AVB kein Weg vorbei führen. Es bleibt eine Fra-
ge der Zeit bis das Koaxialkabel in großen Rundfunkhäusern ausstirbt.
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Anlage 1: Blockschaltbild konventionelle SDI-BNC Verkabelung
Anlage 2 Blockschaltbild nach Prinzip AVB-Netzwerk



