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Hypergeometric Integrals associated with
Hypersphere Arrangements and
Cayley-Menger Determinants
Kazuhiko AOMOTO and Yoshinori MACHIDA
Abstract
The n dimensional hypergeometric integrals associated with a hy-
persphere arrangement S are formulated by the pairing of n dimen-
sional twisted cohomology Hn∇(X,Ω
·(∗S)) and its dual. Under the
condition of general position there are stated some results which con-
cern an explicit representation of the standard form by a special (NBC)
basis of the twisted cohomology (contiguity relation in positive direc-
tion), the variational formula of the corresponding integral in terms
of special invariant 1-forms θJ written by Calyley-Menger minor de-
terminants, and a connection relation of the unique twisted n-cycle
identified with the unbounded chamber to a special basis of twisted
n-cycles identified with bounded chambers. Gauss-Manin connection
is formulated and is explicitly presented in two simplest cases. In
the appendix contiguity relation in negative direction is presented in
terms of Cayley-Menger determinants.
1 Introduction
Let αj = (αj1, αj2, . . . , αjn) (1 ≤ j ≤ m) be m (n + 1 ≤ m) pieces of n
dimensional real vectors, and αj0 ∈ R. We take quadratic polynomials fj(x)
of x = (x1, x2, . . . , xn) ∈ C
n :
fj(x) = Q(x) + 2(αj , x) + αj0,
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where we put Q(x) = (x, x) =
∑n
ν=1 x
2
ν , (αj , x) =
∑n
ν=1 αjνxν .
For λ = (λ1, . . . , λm) ∈ C
m, we consider an analytic integral over a
twisted n-cycle z :
Jλ(ϕ) =
∫
z
Φ(x)ϕ(x)̟, (1)
̟ = dx1 ∧ dx2 ∧ · · · ∧ dxn,
associated with the multiplicative meromorphic function
Φ(x) = f1(x)
λ1f2(x)
λ2 · · · fm(x)
λm (λj ∈ C).
Here ϕ(x) is a rational function on Cn which is holomorphic in the com-
plement X = Cn − S (S =
⋃m
j=1 Sj), and Sj denotes the n − 1 dimensional
complex hypersphere
Sj : fj(x) = 0.
The RHS of (1) will also be denoted by 〈ϕ, z〉. We put λ∞ to be
∑m
j=1 λj.
From now on, we assume no resonance condition
λj 6= 0, 1, 2, 3, . . . (1 ≤ j ≤ m),
2λ∞ 6= 0,−1,−2,−3, · · · .
For the formulation of the integral (1), we use the twisted de Rham
cohomology onX denoted byH∗∇(X,Ω
·(∗S)), namely the cohomology related
to the twisted exterior differentiation ∇ :
∇ψ = dψ + d log Φ ∧ ψ
over the complex of rational differential forms on the complex domain X =
Cn − S, and
Ω·(∗S) = ⊕nν=0Ω
ν(∗S).
In particular, R = Ω0(∗S) is the set of all rational functions which are
holomorphic on X . Let L denote the local system on X defined by Φ(x) and
L∗ be its dual. We can take z as an element of the n dimensional homology
Hn(X,L
∗) with coefficients in L∗ (see [10], [13] for basic notions and details).
A theorem due to Grothendieck-Deligne (see [13]) shows that the following
isomorphism is valid :
H∗(X,L) ∼= H∗∇(X,Ω
·(∗S)),
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and that H∗(X,L) and H∗(X,L
∗) are dual to each other.
Since the integral (1) admits the group of isometric transformations in
the Euclidean space Rn or its complexification Cn, differential equations or
contiguity relations can be represented by invariants related to Φ(x) under
this group .
Denote by ℜSj the real n−1 dimensional hypersphere being the real part
of Sj, by Oj its center −αj = (−αj1,−αj2, · · · ,−αjn). Then the radius of
ℜSj and the distance between Oj and Ok are given by
r2j = Q(αj)− αj0,
ρ2j,k = Q(αj − αk)
respectively. These are the basic invariants with respect to the group of
isometry.
Definition 1 Let B = (bjk)1≤j,k≤m+2 be the Cayley-Menger matrix of order
m + 2 associated with the hypersphere arrangement S, i.e., the symmetric
matrix of order m+ 2 such that
bjj = 0 (1 ≤ j ≤ m+ 2), b1j = 1 (2 ≤ j ≤ m+ 2), b2j = r
2
j−2 (3 ≤ j ≤ m+ 2),
bjk = ρ
2
j−2,k−2 (3 ≤ j < k ≤ m+ 2).
For convenience in the sequel, the set of subscripts will de denoted by 0, ⋆, 1, 2, . . . , m
instead of 1, 2, . . . , m+ 2 respectively.
Cayley-Menger determinants with the components r2j and ρ
2
j,k are defined
as follows ([12],[14],[15]):
B
(
0 i1 . . . ip
0 j1 . . . jp
)
=
∣∣∣∣∣∣∣∣∣∣∣
0 1 1 . . . 1
1 ρ2i1,j1 ρ
2
i1,j2 . . . ρ
2
i1,jp
1 ρ2i2,j1 ρ
2
i2,j2 . . . ρ
2
i2,jp
...
...
...
. . .
...
1 ρ2ip,j1 ρ
2
ip,j2 . . . ρ
2
ip,jp
∣∣∣∣∣∣∣∣∣∣∣
,
B
(
⋆ i1 . . . ip
0 j1, . . . jp
)
=
∣∣∣∣∣∣∣∣∣∣∣
1 r2j1 r
2
j2
. . . r2jp
1 ρ2i1,j1 ρ
2
i1,j2
. . . ρ2i1,jp
1 ρ2i2,j1 ρ
2
i2,j2 . . . ρ
2
i2,jp
...
...
...
. . .
...
1 ρ2ip,j1 ρ
2
ip,j2 . . . ρ
2
ip,jp
∣∣∣∣∣∣∣∣∣∣∣
,
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B(
⋆ i1 . . . ip
⋆ j1 . . . jp
)
=
∣∣∣∣∣∣∣∣∣∣∣
0 r2j1 r
2
j2
. . . r2jp
r2i1 ρ
2
i1,j1
ρ2i1,j2 . . . ρ
2
i1,jp
r2i2 ρ
2
i2,i1
ρ2i2,j2 . . . ρ
2
i2,jp
...
...
...
. . .
...
r2ip ρ
2
ip,i1
ρ2ip,j2 . . . ρ
2
ip,jp
∣∣∣∣∣∣∣∣∣∣∣
,
B
(
0 ⋆ i1 . . . ip
0 ⋆ j1 . . . jp
)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣
0 1 1 1 . . . 1
1 0 r2j1 r
2
j2
. . . r2jp
1 r2i1 ρ
2
i1,j1
ρ2i1,j2 . . . ρ
2
i1,jp
1 r2i2 ρ
2
i2,i1
ρ2i2,j2 . . . ρ
2
i2,jp
...
...
...
. . .
...
1 r2ip ρ
2
ip,i1
ρ2ip,j2 . . . ρ
2
ip,jp
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
When iν = jν (1 ≤ ν ≤ p), we simply write B(0i1 . . . ip), B(i1 . . . ip), B(0 ⋆
i1 . . . ip) instead ofB
(
0 i1 . . . ip
0 i1 . . . ip
)
, B
(
i1 . . . ip
i1 . . . ip
)
, B
(
0 ⋆ i1 . . . ip
0 ⋆ i1 . . . ip
)
etc.
For example,
B(0 ⋆ j) = 2r2j , B(0ij) = 2ρ
2
ij ,
B
(
0 i k
0 j k
)
= ρ2ik + ρ
2
jk − ρ
2
ij , B
(
0 ⋆ i
0 ⋆ j
)
= r2i + r
2
j − ρ
2
ij,
B
(
0 j k
0 ⋆ k
)
= ρ2jk + r
2
k − r
2
j ,
B(0jkl) = ρ4kl + ρ
4
jl + ρ
4
jk − 2ρ
2
jkρ
2
jl − 2ρ
2
jkρ
2
kl − 2ρ
2
jlρ
2
kl.
As is seen below, the arrangement of hyperspheres {Sj}1≤j≤m is equiva-
lent to an arrangement of hyperplane sections of the fundamental unit hy-
persphere S˜n0 below through the stereographic projection.
Let
ι : xj =
ξj
ξn+1 + 1
(1 ≤ j ≤ n),
ι−1 : ξj =
2xj
Q(x) + 1
(1 ≤ j ≤ n), ξn+1 =
1−Q(x)
1 +Q(x)
(ξ = (ξ1, ξ2, . . . , ξn+1) ∈ S˜
n
0 )
be the stereographic projection onto Cn from the fundamental unit hyper-
sphere
S˜n0 : ξ
2
1 + ξ
2
2 + · · ·+ ξ
2
n+1 = 1.
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We have the conformal isomorphism
ι : S˜n0 − {ξn+1 + 1 = 0}
∼= Cn − {Q(x) + 1 = 0},
such that the quadratic functions fj(x) on C
n are transformed into the linear
functions f˜(ξ) on S˜n0 :
f˜j(ξ) =
(ξn+1 + 1)
2rj
fj
(
ξ1
ξn+1 + 1
,
ξ2
ξn+1 + 1
, . . . ,
ξn
ξn+1 + 1
)
= uj0 +
n+1∑
ν=1
ujνξν ( linear function ),
uj0 =
1 + αj0
2rj
, ujν =
2αjν
2rj
(1 ≤ j ≤ m), uj n+1 =
αj0 − 1
2rj
.
We now normalize f˜j such that they are invariant under the standard Lorentz
transformations :
−u2j0 +
n+1∑
ν=1
u2jν = 1.
It is convenient to put
f˜m+1(ξ) = ξn+1 + 1.
Then S˜j : {f˜j = 0} ∩ S˜
n
0 (1 ≤ j ≤ m) define hyperplane sections of S˜
n
0
whose image by ι is Sj.
The Lorentz inner product ajk = (f˜j, f˜k) between f˜j , f˜k can be defined as
ajk = −uj0uk0 +
n+1∑
ν=1
ujνukν
=
r2j + r
2
k − ρ
2
jk
2rjrk
(1 ≤ j, k ≤ m+ 1)
such that ajj = 1 (1 ≤ j ≤ m), am+1m+1 = 0. We put further
aj0 = uj0 (1 ≤ j ≤ m+ 1), a00 = −1
and obtain the (m + 2) × (m + 2) symmetric configuration matrix A =
(ajk)0≤j,k≤m+1.
Denote the minor determinant of i1, . . . , ipth row, j1, . . . , jpth column by
A
(
i1 . . . ip
j1 . . . jp
)
.
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As is well-known, all the singularities appearing in the integral (1) are
contained in the zero set of at least one of the principal minor determinants
(so called Landau singularity, see [22]):
A(i1, . . . , ip) = A
(
i1 . . . ip
i1 . . . ip
)
= 0.
We denote by εj (1 ≤ j ≤ m) the standard basis of C
m, the space
of exponents λ: λ =
∑m
j=1 λjεj. We denote by Nm the set of all indices
{1, 2, . . . , m}. For J = {j1, . . . , jp} ⊂ Nm, denote by |J | = p the size of J.
Jc denotes the complement of J in Nm. ∂jνJ denotes the ordered subset
{j1, . . . , jν−1, jν+1, . . . , jp} the ν th element jν being deleted. Denote by Sm
the symmetric group of degree m generated by σij the transposition between
the indices i, j (i 6= j).
A subset of indices J ⊂ Nm such that 1 ≤ |J | ≤ n + 1 will be called
“admissible”. We assume that none of the principal Cayley-Menger determi-
nants vanish. Namely
(H1) B(0J) 6= 0, B(0 ⋆ J) 6= 0
for all J ⊂ Nm and 1 ≤ |J | ≤ n+ 1.
For two ordered subsets of the same size J = {j1, . . . , jp} ⊂ Nm, K =
{k1, . . . , kp} ⊂ Nm, we say that “J and K are equivalent” if the sequence
k1, . . . , kp are a permutation of the sequence j1, . . . , jp, and denote J ≡ K.
We may also denote J ≡ K, when J and K are ordered and unordered
subsets respectively and any sequence of elements of K is equivalent to J.
Through ι, the arrangement of (complex) spheres in Cn is identified by
an arrangement of hyperplane sections in S˜n0 . Since the Euler number Eu(X)
of X and of the complement S˜n0 −
⋃m
j=1 S˜j are related as
Eu(X) = Eu{S˜n0 −
m⋃
j=1
S˜j} − 1 = (−1)
n
( n∑
ν=1
(
m
ν
)
+
(
m− 1
n
))
,
we have the equality (see [8] Proposition 2.2)
dimHn∇(X,Ω
·(∗S)) =
n∑
ν=1
(
m
ν
)
+
(
m− 1
n
)
.
Now we take the more restrictive hypothesis which is crucial in the sequel:
(H2) (−1)p−1B(0 ⋆ J) > 0 (J ⊂ Nm, |J | = p ≤ n+ 1).
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Let Dj, Dj denote the n-open ball and its closure bounded by ℜSj re-
spectively. Take an arbitrary J such that J ⊂ Nm and |J | = n+1. Then the
common part
⋂
j∈J Dj is non-empty and each n-tuple
⋂
j∈∂νJ
ℜSj (ν ∈ J),
ν being fixed, consists of two different points. All bounded chambers in
Rn −
⋃
j∈Nm
RSj make as representative a basis of the twisted n-homology
Hn(X,L
∗) (see [7],[8],[10]). Their total number is equal to the dimension of
Hn∇(X,Ω
·(∗S)).
Jλ(ϕ) can be regarded as an analytic function of the parameters αjν.
Denote by dB the total differentiation with respect to the parameters, then
dBJλ(ϕ) =
∫
z
Φ∇B(ϕ̟), (2)
where ∇B denotes the covariant differentiation (Gauss-Manin connection)
operating on Hn∇(X,Ω
·(∗S)):
∇B(ϕ̟) = dB (ϕ̟) + dB log Φ ϕ̟,
where
dB =
m∑
j=1
n+1∑
ν=0
dαjν
∂
∂αjν
.
Basis of the cohomology Hn∇(X,Ω
·(∗S)) cannot be represented any more
by logarithmic forms contrary to the case of hyperplanes (see [18]) . Nev-
ertheless we can construct in a canonical way a basis extending logarithmic
forms.
The plan of this article is as follows.
At first in §3, we present Main Results (Theorems 1 and 2) in the simpler
case m = n+1 and prove them in §5 by using contiguity relation among ele-
ments ofHn∇(X,Ω
·(∗S)). An extension of these theorems to generalm ≥ n+1
(Theorems 3 and Theorem 4) will be given in §6. Gauss-Manin connection
is formulated in terms of Cayley-Menger determinants (Theorem 5) and its
simplest cases are concretely presented in §7. In the appendix, we give conti-
guity relation in negative direction (Theorem A), which plays an important
role to represent Gauss-Manin connection in terms of the admissible NBC
basis FJ (J ∈ B).
Partial results related to them and some conjectures generalizing them
have been announced in [11].
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2 Basic Facts
The following three lemmas are elementary and easily checked.
Lemma 2
A(j k) =
−B(0 ⋆ jk)
4r2jr
2
k
(1 ≤ j, k ≤ m).
A(j k) = 0 holds if and only if Sj and Sk have contact with each other.
Remark that
−B(0 ⋆ jk) = −r4j − r
4
k − ρ
4
jk + 2r
2
j r
2
k + 2r
2
jρ
2
jk + 2r
2
kρ
2
jk
= (rj + rk + ρjk)(−rj + rk + ρjk)(rj − rk + ρjk)(rj + rk − ρjk).
More generally,
Lemma 3 For an admissible J (|J | = p),
2p
∏
j∈J
r2j A(J) = (−1)
p−1B(0 ⋆ J) (J ⊂ Nm).
A(J) = 0 if and only if Sj (j ∈ J) have a common tangent affine subspace
of codimension p− 1.
Remark that
aj m+1 = −
1
rj
, A(j m+ 1) = −
1
r2j
(1 ≤ j ≤ m),
A(jk m+ 1) =
ρ2jk
r2j r
2
k
(1 ≤ j < k ≤ m),
so that A(j m + 1) = 0, or A(jk m + 1) = 0 are equivalent to rj = ∞, or
ρj,k = 0.
Lemma 4 Take an arbitrary J ⊂ Nm such that |J | = n+1. Then Sj (j ∈ J)
have a common point if and only if
B(0 ⋆ J) = 0,
which is also equivalent to the equality A(J) = 0. The centers of Sk denoted
by Ok (k ∈ J) lie in the same hyperplane if and only if
B(0 J) = 0.
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The proof is elementary. For the proof, see [8].
Now we assume that Sj (j ∈ J) are in general position, i.e.,
B(0 J) 6= 0, B(0 ⋆ J) 6= 0 (J ⊂ Nm, |J | ≤ n+ 1).
Remark that for |J | = p, (−1)pB(0J) > 0 (2 ≤ p ≤ n+1) and (−1)p−1B(0 ⋆
J) > 0 (1 ≤ p ≤ n + 1), when αjν, αj0 are all real.
Definition 5 For ϕ̟ ∈ Ωn(∗S), Mf±1j ϕ̟ means the multiplication of ϕ̟
by f±1j . More generally Mf±1J
=
∏
j∈J Mf±1j
for J ⊂ Nm. We shall simply
abbreviate by J K the ordered join J ∪ K of two disjoint sets of indices J, K.
For ϕ̟ ∈ Ωn(∗S) being independent of λ, the multiplication by f±1j , (fjfk)
±1
denoted by Mf±1j ϕ̟ and M(fjfk)
±1ϕ̟ (j 6= k) correspond to the shift oper-
ators for the exponents respectively:
T±εj : λ→ λ± εj,
T±εj±εk : λ→ λ± εj ± εk.
In other words,
T±εj(Φϕ̟) = ΦMf±1j
T±ǫjϕ̟ = Φ f
±1
j T±ǫjϕ̟,
T±(εj+εk)) Φϕ̟ = ΦM(fjfk)±1 T±(εj+εk)ϕ̟ = Φ(fjfk)
±1T±(εj+εk)ϕ̟.
These multiplications operate on Hn∇(X,Ω
·(∗S)):
Hn∇(X,Ω
·(∗S))
Mfj±1
−→ Hn∇(X,Ω
·(∗S)).
Generally T−εJ =
∏
j∈J T−εj are well-defined for εJ =
∑
j∈J εj.
The fundamental identity for the integral (1) is given by
T−εJJλ(ϕ) = Jλ−εJ (T−εJϕ) = Jλ
(
Mf−1J
T−εJϕ
)
.
The following Lemma plays a crucial role in the sequel, although it is
almost obvious from the definition of the integrals (1). It will be frequently
used without mentioning it.
Lemma 6 Suppose ϕ̟ ∈ Ωn(∗S) is cohomologously trivial, i.e., ϕ̟ ∼
0. Then also Mf±1j
T±εjϕ̟ ∼ 0 (with the same sign) respectively, and vice
versa.
Proof. In fact, for ϕ̟ ∈ Ωn(∗S) such that Jλ(ϕ) = 0, Jλ±εj(ϕ) = 0, and
vice-versa. This implies Lemma 6. ✷
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3 Main Theorems (Case where m = n + 1)
From this section until §5,we assume thatm = n+1 so that dimHn∇(X,Ω
·(∗S))
= 2n+1 − 1. N = Nn+1 will denote the set of indices {1, . . . , n + 1}. Denote
by B the family of all admissible sets of indices which corresponds to the
basis of Hn∇(X,Ω
·(∗S)).
As for the basis of Hn(X,L
∗), the following Proposition follows from the
preceding results in [7], [8] and [10].
Proposition 7 As a basis of Hn(X,L
∗), we can choose the homology classes
of twisted n-cycles zJ regularized from all relatively compact connected com-
ponents of Rn − S. Namely,
(i) zN =
⋂
j∈N
Dj ,
(ii) zJ =
⋂
j∈J
Dj −
⋃
k∈Jc
Dk, (J ⊂ N, 1 ≤ |J | ≤ n),
where Dj, Dj denotes the domain in R
n defined by fj(x) < 0, fj(x) ≤ 0,
respectively.
For the proof and its background, see [7],[8],[10].
Remark In Proposition 7, z∞ = R
n −
⋃
j∈N Dj , the complement of⋃
j∈N Dj, can also be regarded as a twisted cycle. This cycle can be repre-
sented by a linear combination of zJ (J ∈ B) in homological sense.
In the case n is odd,
z∞ ∼ −
∑
J∈B,|J |≤n
sin π λJc
sin πλ∞
zJ .
In the case n is even,
z∞ ∼ −
∑
J∈B
cos π λJc
cos πλ∞
zJ .
Here Jc denotes the complement N − J and λJc =
∑
j∈Jc λj.
The above formula can be proved by using the Cauchy Integral Theorem
on a family of lines through a point in
⋂
j∈N Dj .
We can introduce two kinds of systems of bases of Hn∇(X,Ω
·(∗S)) con-
taining logarithmic forms as in the following Proposition (see [7],[8],[11],[17]).
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Proposition 8 The n-forms
FJ =
̟
fJ
(J ∈ B).
represent a basis of Hn∇(X,Ω
·(∗S)), where the product
∏
j∈J fj is abrreviated
by fJ .
Likewise the following n-forms
W0(J)̟ (J ∈ B)
represent another basis of Hn∇(X,Ω
·(∗S)), where W0(J)̟ are defined as
W0(j)̟ = B(0 ⋆ j)Fj (j ∈ N),
W0(J)̟ = −
∑
ν∈J
B
(
0 ⋆ ∂νJ
0 ν ∂νJ
)
F∂νJ +B(0 ⋆ J)FJ (J ⊂ N, |J | ≥ 2),
where ∂νJ denotes the deletion of the element ν ∈ J from J.
We shall call the former basis FJ “of first kind”, and the latter basis
W0(J)̟ “of second kind”.
Definition 9 We can define the “degree ”of a rational differential n-form
ϕ̟ ∈ Ωn(∗S) by the postulate
deg xν = deg dxν = degαjν = deg dαjν = 1,
deg fj = deg dfj = degαj0 = deg dαj0 = 2.
On the other hand, suppose that ϕ̟ is a linear combination of admissible
FJ :
ϕ̟ =
∑
J∈B
[ϕ̟ : FJ ]FJ ([ϕ̟ : FJ ] denotes the coefficient of FJ).
We can define the “weight”of ϕ̟ as follows. We say that weight (ϕ̟) ≤ q
(or weight (ϕ̟) ≥ q) if all FJ such that [ϕ̟ : FJ ] 6= 0 satisfy |J | ≤ q (or
|J | ≥ q). We say that weight (ϕ̟) = q if all FJ such that [ϕ̟ : FJ ] 6= 0
satisfy |J | = q. In particular, we have weightFj = 1, weightFJ = p (|J | = p).
The following Lemma immediately follows from the definition.
Lemma 10 For an admissible J, FJ can be described as a linear combination
of W0(K)̟ (K ⊂ J), i.e., there exists a triangular matrix (βK,J) such that
B(0 ⋆ J)FJ =
∑
K⊂J
βK,J W0(K)̟, (3)
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where βK,J are uniquely determined by the relations
βJ,J = 1, βJ,J∪{l} =
B
(
0 ⋆ J
0 l J
)
B(0 ⋆ J)
(l /∈ J),
βK,J =
∑
l∈J−K
βK,K∪{l}βK∪{l},J .
More explicitly,
βK,J =
∑
K=L0⊂L1⊂···⊂Lp=J
p∏
ν=1
B
(
0 ⋆ Lν−1
0 lν Lν−1
)
B(0 ⋆ Lν−1)
,
where Lν = Lν−1 ∪ {lν} (1 ≤ ν ≤ p) and the summation in the RHS ranges
over the set of all sequences {l1, l2, . . . , lp} = J −K.
We shall denote by β˜ = (β˜K,J) the upper triangular matrix consisting of
the elements
β˜K,J =
{
βK,J
B(0⋆J)
(K ⊂ J),
0 (otherwise).
An arbitrary element ϕ̟ ∈ Ωn(∗S) can be uniquely represented as a
cohomological class in Hn∇(X,Ω
·(∗S)) by a linear combination of either of
the above bases.
We are now in a position to give an explicit expression of the standard
n-form ̟ by the basis of second kind in the following way.
[Theorem 1] We have
(2λ∞ + n)̟ ∼
n+1∑
ν=1
(−1)ν
∑
J⊂N,|J |=ν
∏
j∈J λj∏ν−1
s=1(λ∞ + n− s)
W0(J)̟. (4)
Here J ranges over the family of all (unordered) subsets of N such that 1 ≤
|J | ≤ n+ 1.
The second aim of this article is to give an explicit expression of ∇B̟ in
terms of invariant special 1-forms θJ (Theorem 2). To do that, it is necessary
to compute the contiguity relation for the shift λ→ λ± εj . Theorem 2 plays
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a basic part in giving the covariant derivation ∇BFJ for FJ with an arbitrary
admissible J .
[Theorem 2] We have
∇B(̟) ∼
n+1∑
p=1
∑
J⊂N,|J |=p
∏
j∈J λj∏p−1
s=1(λ∞ + n− s)
θJ W0(J)̟, (5)
where J ⊂ N move over the family of sets of indices such that |J | = p. θJ
represents one degree form defined by
θj = −
1
2
d log B(0 ⋆ j) = −
1
2
d log r2j , (J = {j}, i.e., |J | = 1)
θjk =
1
2
d log B(0jk) =
1
2
d log ρ2jk, (J = {j, k}, i.e., |J | = 2)
θJ = (−1)
p
∑
j,k∈J,j<k
1
2
d logB(0jk) ·
∑
{µ1,...,µp−2}=∂j∂kJ
p−2∏
s=1
B
(
0 ⋆ µs−1 · · · µ1 j k
0 µs µs−1 · · · µ1 j k
)
B(0µs µs−1 · · ·µ1 j k)
, (|J | = p ≥ 2)
(6)
where {µ1, . . . , µp−2} move over the family of all ordered sequences consisting
of p− 2 different elements of ∂j∂kJ .
[Question]
Generally the one degree forms θJ in Theorem 2 seem “generically loga-
rithmic” along the singularity, i.e., logarithmic in the sense of K.Saito [25].
Remark Theorem 1 and Theorem 2 still hold true for 1 ≤ m ≤ n by
taking λj = 0 (m + 1 ≤ j ≤ n + 1). The origin of Theorem 2 goes back to
the variational formula for the volume of a spherical geodesic simplex due to
L.Schla¨fli (See [1],[3],[16],[20], [26],[27]. See also [14] related to the bellows
conjecture.) The point is that the coefficients involved in the differential
∇B can be described in terms of Cayley-Menger invariants relative to the
isometry group ([24],[28]).
Under the assumptions (H1) and (H2), fj are can be described in the
13
following normalized form by choosing suitable coordinates (x):
fn+1(x) = Q(x) + αn+10,
fj(x) = Q(x) + 2
n+1−j∑
ν=1
αjνxν + αj0 (1 ≤ j ≤ n),
(7)
for αjν , αj0 ∈ R. Then
r2j =
n+1−j∑
ν=1
α2j ν − αj 0, (1 ≤ j ≤ n)
r2n+1 = −αn+1 0.
We may take αn1 > 0, αn−1 2 > 0, . . . , α1n > 0.
Lemma 11 Under the condition (H2), we have
αn+10 = −
1
2
B(0 ⋆ n+ 1), α2n1 =
1
2
B(0 nn + 1), αn1 = ρnn+1,
αj n+1−j =
√
B(0 j . . . n+ 1)
−2B(0 j + 1 . . . n+ 1)
(1 ≤ j ≤ n),
p∏
ν=1
α2n−ν+1,ν = (−1)
p−1B(0n− p+ 1 . . . n+ 1)
2p
(1 ≤ p ≤ n),
n+1−k∑
ν=1
αjναkν =
1
2
B
(
0 j n+ 1
0 k n+ 1
)
=
1
2
(ρ2j n+1 + ρ
2
k n+1 − ρ
2
j k)
(1 ≤ j ≤ k ≤ n),
αj2αn−1 2 = −
B
(
0 j n n + 1
0 n− 1 n n + 1
)
4ρ2nn+1
(1 ≤ j ≤ n− 1),
αj0 − αn+10 = ρ
2
j n+1 + r
2
n+1 − r
2
j = B
(
0 j n + 1
0 ⋆ n + 1
)
,
αj0 + αn+10 = −B
(
0 ⋆ j
0 ⋆ n + 1
)
.
Note that B(012 . . . p) = 0 holds if and only if the p − 1 dimensional
volume of the p− 1-simplex ∆O1O2 . . . Op equal to 0, i.e., degenerates into a
p− 2 dimensional affine subspace.
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Notation 1 We define the logarithmic forms for an each ordered subset
J = {j1, . . . , jp} (1 ≤ p ≤ n) by
ej =
dfj
fj
,
eJ =
dfj1
fj1
∧ · · · ∧
dfjp
fjp
,
and the function W such that the alternating sum is expressed as
e2...n+1 − e13...n+1 + · · ·+ (−1)
n e12... n = 2
nW̟ (W ∈ Ω0(∗(S)). (8)
The following identity can be obtained by an elementary calculation.
Lemma 12
W = (−1)
n(n−1)
2
+1 1√
(−1)n+1 2nB(0N)
W0(N). (9)
Lemma 13 In Hn∇(X,Ω
·(∗S)) we have the identities
e12... ν̂ ... n+1 ∼ (−1)
ν−1 2
nλν
λ∞
W̟ (1 ≤ ν ≤ n+ 1). (10)
Proof. Indeed, by the Stokes formula it holds
∇(e3...n+1) = λ1e13...n+1 + λ2e23...n+1 ∼ 0.
More generally, for any ordered K ⊂ N such that |K| = n − 1 and two
different µ, ν ∈ Kc,
λµeµK + λνeνK ∼ 0.
These relations plus (8) show Lemma 13. ✷
Remark In course of proving Theorem 1 and 2, we will see that the fol-
lowing three properties concerning Cayley-Menger determinants play an es-
sential role: the cofactor expansion, Sylvester(Jacobi) formula and Plu¨cker’s
relation.
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4 Hierarchy of Contiguity Relations
To prove Theorems 1 and 2, we make use of representation of the shift op-
erators in terms of the basis stated in Proposition 8. These are given in
Propositions 21, 23 and 24.
Let α be the n× n matrix with j, ν th elements αjν (1 ≤ j ≤ n, 1 ≤ ν ≤
n). The Gram matrix associated with α is equal to the n× n matrix
α · tα =
(1
2
B
(
0 j n+ 1
0 k n+ 1
))
1≤j≤n,1≤k≤n
.
The minor determinant consisting of j1, . . . , jpth rows and ν1, . . . , νpth columns
of α is denoted by
α
(
j1 . . . jp
ν1 . . . νp
)
.
From Lemma 11 and Gram determinant formula, it follows that
Lemma 14 For 1 ≤ p ≤ n,
αj n−p+1 = (−1)
n−p
B
(
0 j p + 1 . . . n+ 1
0 p p + 1 . . . n+ 1
)
√
−2B(0 p . . . n+ 1)B(0 p+ 1 . . . n+ 1)
(1 ≤ j ≤ p),
α
(
p p+ 1 . . . ĵ . . . n
1 2 . . . n− p
)
= (−1)
(n−p)(n−p−1)
2
+(n−j)
·
B
(
0 p p+ 1 . . . ĵ . . . n+ 1
0 j p+ 1 . . . ĵ . . . n+ 1
)
√
2n−p(−1)n+1−pB(0 p+ 1 . . . n + 1)
(p+ 1 ≤ j ≤ n),
α
(
p+ 1 p+ 2 . . . n
1 2 . . . n− p
)
= (−1)
(n−p)(n−p−1)
2
·
√
(−1)n+1−pB(0 p+ 1 . . . n+ 1)
2n−p
(j = p).
Lemma 15 Fix p (1 ≤ p ≤ n). Then the following equality holds:
p∑
ν=1
(−1)ν−1αν n−p+1df1 ∧ . . . d̂fν . . . ∧ dfp ∧ . . . ∧ dfn+1
= 2n(−1)
n(n+1)
2
+1xn−p+1
n∏
µ=1
αn−µ+1µ̟.
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In particular, when p = 1 or n we have
α1n df2 ∧ · · · ∧ dfn+1 = 2
n(−1)
n(n+1)
2
+1xn
n∏
µ=1
αn−µ+1µ̟,
n∑
ν=1
(−1)ν−1αν 1df1 ∧ · · · ∧ dfν−1 ∧ dfν+1 ∧ · · · ∧ dfn+1
= 2n(−1)
n(n+1)
2
+1x1
n∏
µ=1
αn−µ+1µ̟,
respectively.
From Lemma 13 and Lemma 15, the following holds.
Corollary 16 For J = {1, 2, . . . , p} (1 ≤ p ≤ n),
xn−p+1
fp+1 . . . fn+1
̟ ∼
(−1)n√
2n(−1)n+1B(0N)
·
1∏n
ν=1 αn−ν+1 ν
p∑
ν=1
αν n−p+1
λν
λ∞ + p− 1
∏
j∈∂νJ
Mfj(W0(N)̟).
(11)
Proof. Indeed, Lemma 15 implies the following identity
2n(−1)
n(n+1)
2
n∏
µ=1
αn−µ+1µ
xn−p+1
fp+1 · · · fn+1
̟ =
p∑
ν=1
(−1)ν−1αν n−p+1
∏
µ∈∂νJ
Mfµ (e1...ν̂...n+1).
We can apply Lemma 13 to this identity and obtain (11). ✷
On the other hand, as an immediate consequence of the definition of
W0(N)̟, we have
Lemma 17 For J ⊂ N,
MfJ (W0(N)̟) = −
∑
j∈J
B
(
0 ⋆ ∂jN
0 j ∂jN
)
MfjFJc
−
∑
k∈Jc
B
(
0 ⋆ ∂kN
0 k ∂kN
)
F∂kJc +B(0 ⋆ N)FJc .
Denote by f j the homogeneous part of fj : f j = fj−αj 0 (1 ≤ j ≤ n+1).
Then
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Lemma 18 For 1 ≤ p ≤ n, the following equality holds
(f p − fn+1)
n−p∏
ν=1
αn−ν+1 ν = 2xn−p+1
n−p+1∏
ν=1
αn−ν+1 ν
+ (−1)
(n−p)(n−p−1)
2
n∑
µ=p+1
(fµ − fn+1)(−1)
µ−p−1
α
(
p p+ 1 . . . µ̂ . . . n
1 2 . . . n− p
)
.
Proof. Indeed, from (7)∣∣∣∣∣∣∣∣∣∣∣∣∣
−xn−p+1 0 0 . . . . . . 0 1
−f p + fn+1 2αp 1 αp 2 . . . . . . 2αpn−p 2αpn−p+1
−f p+1 + fn+1 2αp+11 αp+12 . . . . . . 2αp+1n−p 0
...
...
...
...
...
−fn−1 + fn+1 2αn−1 1 2αn−1 2 0 . . . . . . 0
−fn + fn+1 2αn 1 0 . . . . . . . . . 0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.
We can deduce Lemma 18 by expanding the cofactors along the first column.
✷
Lemma 14 and Lemma 18 imply the following.
Lemma 19 For 1 ≤ p ≤ n,
fp − fn+1
fp+1 . . . fn+1
̟ =
√
−
B(0 p . . . n+ 1)
2B(0 p+ 1 . . . n + 1)
2xn−p+1
fp+1 . . . fn+1
̟
+
n∑
ν=p+1
B
(
0 p p+ 1 . . . ν̂ . . . n + 1
0 ν p+ 1 . . . ν̂ . . . n + 1
)
B(0 p+ 1 . . . n + 1)
f ν − fn+1
fp+1 . . . fn+1
̟. (12)
Due to Jacobi identities of determinants and the cofactor expansion, we
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see the following identities:
αp0 − αn+10 −
n∑
ν=p+1
(αν0 − αn+10)B
(
0 p p+ 1 . . . ν̂ . . . n+ 1
0 ν p+ 1 . . . ν̂ . . . n+ 1
)
B(0 p+ 1 . . . n+ 1)
= −
B
(
0 ⋆ p+ 1 . . . n+ 1
0 p p+ 1 . . . n+ 1
)
B(0 p+ 1 . . . n+ 1)
,
1−
n∑
ν=p+1
B
(
0 p p + 1 . . . ν̂ . . . n+ 1
0 ν p + 1 . . . ν̂ . . . n+ 1
)
B(0 p+ 1 . . . n+ 1)
=
B
(
0 p p + 1 . . . n+ 1
0 n + 1 p + 1 . . . n+ 1
)
B(0 p+ 1 . . . n+ 1)
.
Seeing that
f j − fn+1 = fj − fn+1 + αn+10 − αj 0 (1 ≤ j ≤ n),
(12) can be rewritten in the following form
fp
fp+1 · · · fn+1
̟ =
2 xn−p+1
fp+1 · · · fn+1
√
−
B(0p . . . n + 1)
2B(0 p+ 1 . . . n+ 1)
̟
−
B
(
0 ⋆ p+ 1 . . . n+ 1
0 p p+ 1 . . . n+ 1
)
B(0 p+ 1 . . . n+ 1)
̟
fp+1 · · · fn+1
+
n+1∑
ν=p+1
B
(
0 p p+ 1 . . . ν̂ . . . n + 1
0 ν p+ 1 . . . ν̂ . . . n + 1
)
B(0 p+ 1 . . . n + 1)
̟
fp+1 · · · f̂ν · · · fn+1
.
(13)
(11) and (13) leads us to the following.
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Lemma 20 For 1 ≤ p ≤ n,
MfpFp+1 ... n+1 ∼
1
B(0N)B(0 p+ 1 . . . n + 1)
·
p∑
ν=1
B
(
0 ν p+ 1 . . . n + 1
0 p p+ 1 . . . n + 1
)
λν
λ∞ + p− 1
Mf1... f̂ν ...fp(W0(N)̟)
−
B
(
0 ⋆ p+ 1 . . . n+ 1
0 p p+ 1 . . . n+ 1
)
B(0 p+ 1 . . . n + 1)
Fp+1 ... n+1
+
n+1∑
ν=p+1
B
(
0 ν p+ 1 . . . ν̂ . . . n+ 1
0 p p+ 1 . . . ν̂ . . . n+ 1
)
B(0 p+ 1 . . . n + 1)
Fp+1...ν̂...n+1, (14)
where the last term in the RHS of (14) reduces to ̟ for p = n.
Proposition 21 For J ⊂ N (|J | = p, 2 ≤ p ≤ n+ 1) and j ∈ J,
Mfj FJ = F∂jJ (j ∈ J), (15)
Mfj Fj = ̟. (16)
On the contrary, for j ∈ Jc, the following identity holds:
Mfj FJ ∼ {
∑
ν∈Jc
B
(
0 ν J
0 j J
)
B(0N)B(0 J)
λν
λ∞ + n− p
∏
l∈∂νJc
Mfl(W0(N)̟)}
−
B
(
0 ⋆ J
0 j J
)
B(0J)
FJ +
∑
ν∈J
B
(
0 ν ∂νJ
0 j ∂νJ
)
B(0J)
F∂νJ . (17)
Here F∅ means ̟.
[proof of Proposition 21 ]
Because of symmetry we have (17) from (14) replacing fp with fj and the
set {p + 1, . . . , n + 1} with J (|J | = p) such that j ∈ Jc repectively. Hence
Proposition 21 holds. ✷
Now Proposition 21 and Lemma17 give a recurrence relation forMfJW0(N)̟
in the following way.
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Lemma 22 For J ⊂ N, |J | = p ≤ n,
MfJW0(N)̟ ∼ −
∑
µ∈J
B
(
0 ⋆ Jc
0 µ Jc
)
B(0 Jc)
λµ
λ∞ + p− 1
Mf∂µJW0(N)̟
+
B(0N)
B(0 Jc)
W0(J
c)̟ + (−1)n δp nB(0N)̟, (18)
where δpn means Kroneckers’s delta.
Proof. In fact, we can derive (18) from (17) and Lemma 17 by making
use of the following identities (Sylvester determinant formula plus cofactor
expansion):∑
j∈J
B
(
0 ⋆ ∂jN
0 j ∂jN
)
B
(
0 k Jc
0 j Jc
)
= B(0N)B
(
0 ⋆ Jc
0 k Jc
)
(k ∈ J),
∑
j∈J
B
(
0 ⋆ ∂jN
0 j ∂jN
)
B
(
0 ⋆ Jc
0 j Jc
)
+B(0 ⋆ N)B(0 Jc) = B(0N)B(0 ⋆ Jc),
∑
j∈J
B
(
0 ⋆ ∂jN
0 j ∂jN
)
B
(
0 ν ∂νJ
c
0 j ∂νJ
c
)
+B
(
0 ⋆ ∂νN
0 ν ∂νN
)
B(0 Jc)
= B(0N)B
(
0 ⋆ ∂νJ
c
0 ν ∂νJ
c
)
(ν ∈ Jc).
✷
As a result of Lemma 22, an explicit formula forMfJ (W0(N)̟) is deduced
as follows:
Proposition 23 For J ⊂ N (|J | = p, 0 ≤ p ≤ n),
MfJ
(
W0(N)̟
)
=
∏
j∈J
Mfj
(
W0(N)̟
)
∼ (−1)n δp nB(0N)̟ +
p∑
q=0
(−1)q
∑
{µ1,...,µq}⊂J
∏q
ν=1 λµν∏q
ν=1(λ∞ + p− ν)
·
q∏
ν=1
B
(
0 ⋆ µν−1 . . . ν1 J
c
0 µν µν−1 . . . µ1 J
c
)
B(0µ1 . . . µν Jc)
B(0N)
B(0 Jc)
W0(µ1 . . . µqJ
c)̟,(19)
where {µ1, . . . , µq} represents an ordered subset of J consisting of all different
elements of J and it means the empty set if q = 0.
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[proof of Proposition 23 ]
Proposition 23 can be proved by the repeated use of the recurrence rela-
tions (18) concerning the size |J |. ✷
(14) can be rewritten through Proposition 23 by a linear combination of
the terms Fp+1...n+1, Fp+1...ν̂...n+1 and W0(K)̟ (J
c ⊂ K).
In fact, for 1 ≤ p ≤ n, we have
MfpFp+1...n+1 ∼ U0 +
p∑
ν=1
∑
J⊂N,|J |=ν
∏
j∈J λj∏ν
s=1(λ∞ + p− s)
UJ .
Both of U0, UJ do not depend on λ. U0 is expressed as
U0 = −
B
(
0 ⋆ p + 1 . . . n+ 1
0 p p + 1 . . . n+ 1
)
B(0 p+ 1 . . . n+ 1)
Fp+1 ... n+1
+
n+1∑
ν=p+1
B
(
0 ν p+ 1 . . . ν̂ . . . n+ 1
0 p p+ 1 . . . ν̂ . . . n+ 1
)
B(0 p+ 1 . . . n + 1)
Fp+1...ν̂...n+1.
The weights appear with the condition
weightU0 = n− p, weightUJ ≥ n + ν − p (|J | = ν).
.
The simplest case p = 1 is written as
Mf1F2... n+1 ∼ U0 +
λ1
λ∞
U1,
U0 = −
B
(
0 ⋆ 2 . . . n+ 1
0 1 2 . . . n+ 1
)
B(02 . . . n + 1)
F2...n+1 +
n+1∑
ν=2
B
(
0 ν 2 . . . ν̂ . . . n+ 1
0 1 2 . . . ν̂ . . . n+ 1
)
B(02 . . . n + 1)
F2...ν̂...n+1,
U1 =
1
B(02 . . . n+ 1))
W0(N)̟.
Remark In (19), the weight in the LHS is at least n−p since weightMfJ
(
W0(N)̟
)
≥
n− p, and in the RHS weightW0(µ1 . . . µs J
c)̟ ≥ n− p+ s. Hence in (17),
weight (MfjFJ ) ≥ p− 1 for every J, if p ≥ 2.
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In the simplest case where p = 1, we have
Mf1
(
W0(N)̟
)
= −
B
(
0 ⋆ 2 · · · n + 1
0 1 2 · · · n + 1
)
B(02 · · · n + 1)
λ1
λ∞
W0(12 . . . n+ 1)̟
+
B(012 . . . n+ 1)
B(02 . . . n + 1)
W0(23 . . . n+ 1)̟.
On the other hand, in the case where p = n, we have
Proposition 24 For j, k ∈ N, j 6= k
Mfj−fkFk ∼
B
(
0 j k
0 ⋆ k
)
B(0 ⋆ k)
W0(k)̟ +
n∑
ν=1
(−1)ν
∑
M={µ1,...,µν}⊂∂kN
∏ν
s=1 λµs∏ν
s=1(λ∞ + n− s)
·
B
(
0 j k
0 µ1 k
)
B(0µ1k)
ν∏
s=2
B
(
0 ⋆ µs−1 . . . µ1 k
0 µs µs−1 . . . µ1 k
)
B(0µsµs−1 . . . µ1k)
W0(µ1 . . . µνk)̟, (20)
where M = (µ1, . . . , µν) ranges over the family of ordered sets such that
M ⊂ ∂kN and |M | = ν.
[proof of Proposition 24]
In the case where p = n, (19) is equivalent to
Mfn−fn+1 Fn+1 ∼ −
n∑
ν=1
B
(
0 ν n + 1
0 n n + 1
)
B(0N)
λν
λ∞ + n− 1
Mf1... f̂ν ...fn(W0(N)̟)
+
B
(
0 ⋆ n + 1
0 n n + 1
)
B(0 ⋆ n+ 1)
W0(n+ 1)̟. (21)
(Notice that the last term in the RHS of (19) reduces to ̟.) We may apply
Proposition 23 to the RHS of (21), then we sees the formula (20) is indeed
valid in case where j = n and k = n+ 1.
The identity (20) follows by symmetry replacing n, n + 1 with arbitrary
pair j, k respectively. ✷
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5 Proof of Theorems 1 and 2
Assume that all the quadratics fj are normalized as in (7). Let ∗dQ be the
n− 1-form
∗dQ =
n∑
ν=1
(−1)ν−1 xν dx1 ∧ · · · d̂xν · · · ∧ dxn.
Since
dfj ∧ ∗dQ = (2fj − 2
n∑
ν=1
αjν xν − 2αj0)̟,
the Stokes identity
0 ∼ ∇(
n∑
ν=1
(−1)ν−1xνdx1 ∧ · · · d̂xν · · · ∧ dxn)
implies
(2λ∞ + n)̟ ∼
n∑
j=1
λjMfj−fn+1Fj +
n+1∑
j=1
λj(αj 0 + αn+10)Fj . (22)
In view of
αj0 + αn+10 = −B
(
0 n + 1 j
0 ⋆ j
)
,
and
Mfj−fn+1Fj = −Mfn+1−fjFj,
Proposition 24 implies
Mfj−fn+1Fj ∼ −
B
(
0 n+ 1 j
0 ⋆ j
)
B(0 ⋆ j)
W0(j)̟
−
n∑
ν=1
(−1)ν
∑
{µ1,...,µν}⊂∂jN
∏ν
s=1 λµs∏ν
s=1(λ∞ + n− s)
B
(
0 n+ 1 j
0 µ1 j
)
B(0µ1 j)
·
ν∏
s=2
B
(
0 ⋆ µs−1 . . . µ1 j
0 µs µs−1 . . . µ1 j
)
B(0µs . . . µ1 j)
W0(µ1 . . . µν j)̟.
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Substituting these identities into the RHS of (22), we get the following
(2λ∞ + n)̟ ∼
n+1∑
ν=1
(−1)ν
∑
J⊂N,|J |=ν
∏
j∈J λj∏ν−1
s=1(λ∞ + n− s)
ηJ W0(J)̟, (23)
where J ranges over the family of unordered subsets such that J ⊂ N = Nn+1
and |J | = p. ηj , ηJ denote
ηj =
B
(
0 n+ 1 j
0 ⋆ j
)
+B
(
0 ⋆ j
0 ⋆ n+ 1
)
B(0 ⋆ j)
(J = {j}), (24)
ηJ =
∑
j∈J
∑
{µ1 ... µν−1}≡∂jJ
B
(
0 n + 1 j
0 µ1 j
)
B(0µ1 j)
∏ν−1
s=1 B
(
0 ⋆ µs−1 . . . µ1 j
0 µs µs−1 . . . µ1 j
)
∏ν−1
s=1 B(0µsµs−1 . . . µ1 j)
(2 ≤ ν ≤ n + 1, |J | = ν), (25)
and{µ1, . . . , µν−1} move over the family of all ordered sets consisting of dif-
ferent elements of ∂jJ .
Now as to ηj, ηJ we have the following lemma.
Lemma 25
ηj = 1, ηJ = 1.
Proof. It follows that
B
(
0 n + 1 j
0 ⋆ j
)
+B
(
0 ⋆ j
0 ⋆ n+ 1
)
= B(0 ⋆ j), (26)
B
(
0 n + 1 j
0 k j
)
+B
(
0 n + 1 k
0 j k
)
= B(0 k j). (27)
More generally, for 1 ≤ k ≤ n due to the cofactor expansion, it follows
that
B(0µ1 . . . µk) =
k∑
s=1
B
(
0 ⋆ µ1 . . . µ̂s . . . µk
0 µs µ1 . . . µ̂s . . . µk
)
, (28)
B(0 ⋆ µ1 . . . µk) =
k∑
s=1
B
(
0 n + 1 ⋆ µ1 . . . µ̂s . . . µk
0 µs ⋆ µ1 . . . µ̂s . . . µk
)
+B
(
0 n+ 1 µ1 . . . . . . µk
0 ⋆ µ1 . . . . . . µk
)
.
(29)
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Suppose that the ordered set {µ0, µ1, . . . , µk−1} (k ≤ ν) coincides with
L = {l1, . . . , lk} (1 < l1 < · · · < lk) a subset of J . Then from (28),
1
(k − 1)!
∑
{µ0,µ1,...,µk−1}≡L
B
(
0 ⋆ µk−2 . . . . . . µ0
0 µk−1 µk−2 . . . . . . µ0
)
B(0L)
= 1. (30)
By applying successively the identities (28) and (29),
ηJ =
1
2
∑
{µ0,µ1,...,µν−1}≡J
ν−1∏
s=2
B
(
0 ⋆ µs−1 . . . µ1 µ0
0 µs µs−1 . . . µ1 µ0
)
B(0µsµs−1 . . . µ1µ0)
=
1
k!
∑
{µ0,µ1,...,µν−1}≡J
ν−1∏
s=k
B
(
0 ⋆ µs−1 . . . µ1 µ0
0 µs µs−1 . . . µ1 µ0
)
B(0µsµs−1 . . . µ1µ0)
(2 ≤ k ≤ ν − 1)
=
1
(ν − 1)!
∑
{µ0,µ1,...,µν−1}≡J
B
(
0 ⋆ µν−2 . . . µ1 µ0
0 µν−1 µν−2 . . . µ1 µ0
)
B(0µν−1µν−2 . . . µ1µ0)
= 1.
✷
[proof of Theorem 1]
(23) and Lemma 25 imply Theorem 1. ✷
We prove Theorem 2.
By definition, the covariant derivation with respect to the parameters
αjν , αj0 are given by
∇B(̟) = dBlogΦ̟ =
n+1∑
j=1
λj
dBfj
fj
̟
=
n+1∑
j=1
λj
(n−j+1∑
ν=1
2dαjν xν + dαj0
)
Fj . (31)
Definition 26 Differential 1-forms θjk (1 ≤ j ≤ k ≤ n) can be defined
uniquely such that
dαjν =
n−ν+1∑
s=j
αs νθ
j
s (1 ≤ j ≤ n, 1 ≤ ν ≤ n, j + ν ≤ n+ 1). (32)
In particular,
θjj = d logαj n+1−j (1 ≤ j ≤ n). (33)
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Namely, θjk are related with the right invariant differential matrix 1-form
ω = (ωjk)1≤j,k≤n+2 :
ω = dgα g
−1
α , (34)
associated with the (n+2)×(n+2) lower triangular matrix gα = (gjk)1≤j,k≤n+2
depending on αjν, where
gjk = 0 (j < k),
g11 = g22 = 1, g21 = αn+10,
gj1 = αn+3−j 0, gj2 = 1, gjk = αn+3−j k−2 (3 ≤ j ≤ n+ 2, 3 ≤ k ≤ j).
Indeed, the following Lemma holds.
Lemma 27
ωjk = 0 (j < k), ω11 = ω22 = 0, ω21 = dαn+10,
ωj2 = −
j∑
ν=3
ωjν (3 ≤ j ≤ n+ 2),
ωjk = θ
n−j+3
n−k+3 (3 ≤ k ≤ j ≤ n+ 2).
(32) gives the recurrence relations among θjk :
θjk =
1
αk n+1−k
{dαj n+1−k −
k−1∑
s=j
αs n+1−k θ
j
s} (1 ≤ k ≤ j ≤ n), (35)
which enable us to evaluate θjk recurrently using the parameters r
2
j , ρ
2
kl start-
ing from
θjj = d logαj n+1−j =
1
2
d log
(
−
B(0j . . . n+ 1)
B(0 j + 1 . . . n + 1)
)
(1 ≤ j ≤ n).
Furthermore,
αj0 =
1
2
{
B(0 j n + 1)− B(0 ⋆ j)
}
(1 ≤ j ≤ n+ 1).
The RHS of (31) can be rewritten only in terms of fj, θ
j
k:
∇B(̟) =
n+1∑
j=1
λj Vj , (36)
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where
Vj =
n∑
k=j
θjk
fk − fn+1
fj
̟ +
(
dαj0 −
n∑
k=j
(αk0 − αn+10) θ
j
k
)
Fj
=
n∑
k=j
θjk
(fk − fj)− (fn+1 − fj)
fj
̟ +
(
dαj0 −
n∑
k=j
(αk0 − αn+10) θ
j
k
)
Fj ,
Vn+1 = dαn+10 Fn+1.
Hence,
n+1∑
j=1
λj Vj =
n∑
j=1
λj
( n∑
k=j+1
θjk
fk − fj
fj
̟ −
n∑
k=j
θjk
fn+1 − fj
fj
̟
)
+
n+1∑
j=1
λj
(
dαj0 −
n+1∑
k=j
(αk0 − αn+10) θ
j
k
)
Fj . (37)
Applying Proposition 23 to (36), we can represent ∇B(̟) as a linear
combination of W0(J)̟:
∇B(̟) ∼
n+1∑
ν=1
∑
J⊂N, |J |=ν
∏
j∈J λj∏ν−1
s=0(λ∞ + n− s)
θ˜J W0(J)̟. (38)
Remark θ˜J does not depend on λ. It is a differential 1-form depending
only on r2j , dr
2
j , ρ
2
jk, dρ
2
jk (j, k ∈ J). The expression does not depend on n,
namely for a fixed J ⊂ N, θ˜J depends only on J . The set of all θ˜J has the
symmetry under the symmetric group Sn+1 which acts on N . The set of all
θJ has the same property. Therefore to prove Theorem 2 we have only to
prove that the explicit formula for θ˜12... n+1 coincides with θ12... n+1.
It is convenient to write a differential 1-form ψ which is a linear combi-
nation of dr2j , dρ
2
jk in the following form:
ψ =
n+1∑
j=1
[ψ : dr2j ] dr
2
j +
∑
µ<ν
[ψ : dρ2µν ] dρ
2
µν .
θjk, θ˜J (|J | ≥ 1) are written by linear combinations of dr
2
j , dρ
2
jk.
The following Lemma is an immediate consequence from the definition:
Lemma 28
[θjk : dr
2
l ] = 0 (1 ≤ l ≤ n + 1) (1 ≤ j ≤ k ≤ n),
[θjk : dρ
2
12] = 0 (2 ≤ j ≤ n).
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Further, a direct calculation gives
θjj+1 =
1
B(0 j + 1 . . . n + 1)
{dB
(
0 j j + 2 . . . n + 1
0 j + 1 j + 2 . . . n + 1
)
−
1
2
B
(
0 j j + 2 . . . n + 1
0 j + 1 j + 2 . . . n + 1
)
d log
(
B(0j j + 1 . . . n + 1)B(0 j + 2 . . . n+ 1)
)
}.
When K ⊂ N and 1, 2 ∈ Kc, we see
[dB
(
0 1 K
0 2 K
)
: dρ212] = B(0K), (39)
[dB(012K) : dρ212] = −2B
(
0 1 K
0 2 K
)
. (40)
From these relations and (30), we can deduce by recurrence the following
result.
Lemma 29
[θ11 : dρ
2
12] = −
B
(
0 1 3 . . . n+ 1
0 2 3 . . . n+ 1
)
B(0N)
,
[θ12 : dρ
2
12] =
B(0134 . . . n+ 1)
B(0N)
,
[θ1k : dρ
2
12] = −
B
(
0 2 1 3 4 . . . k̂ . . . n+ 1
0 k 1 3 4 . . . k̂ . . . n+ 1
)
B(0N)
(3 ≤ k ≤ n),
[
n∑
k=1
θ1k : dρ
2
12] =
B
(
0 2 1 3 4 . . . n
0 n + 1 1 3 4 . . . n
)
B(0N)
.
In the case where J = {j} (1 ≤ j ≤ n + 1), seeing that W0(j)̟ =
B(0 ⋆ j)Fj , the following identity is derived:
θ˜j = −
B
(
0 n + 1 j
0 ⋆ j
)
B(0 ⋆ j)
n∑
k=j
θjk +
n∑
k=j+1
B
(
0 k j
0 ⋆ j
)
B(0 ⋆ j)
θjk
+
1
B(0 ⋆ j)
(
dαj0 −
n+1∑
k=j
(αk0 − αn+10)θ
j
k
)
.
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In particular, in the case where j = n + 1,
θ˜n+1 = −
1
2
d logB(0 ⋆ n + 1).
By symmetry also for any j ∈ N,
θ˜j = −
1
2
d logB(0 ⋆ j).
In the case where J = N, we have the following.
Proposition 30 Fix n ≥ 1, then for N = {1 2 . . . n + 1} the following
equality holds:
θ˜N = θN . (41)
Since θ˜N , θN are symmetric under any permutation among the elements
of N , we have only to prove the following equality
[θ˜N : dρ
2
12] = [θN : dρ
2
12]. (42)
Indeed if (42) holds true, then
[θ˜N : dρ
2
jk] = [θN : dρ
2
jk]
holds true by symmetry for arbitrary pair j, k ∈ N by the same argument.
Owing to Proposition 24, Lemmas 28 and 29 and the identities (36), (37),
[θ˜N : dρ
2
12] =
n∑
k=2
[θ1k : dρ
2
12]
(−1)n
∑
{µ1,...,µn}=∂1N
B
(
0 k 1
0 µ1 1
)
B(0µ1 1)
·
n∏
s=2
B
(
0 ⋆ µs−1 . . . µ1 1
0 µs µs−1 . . . µ1 1
)
B(0µs . . . µ1 1)
−
n∑
k=1
[θ1k : dρ
2
12](−1)
n ·
∑
{µ1...µn}=∂1N
B
(
0 n + 1 1
0 µ1 1
)
B(0µ1 1)
n∏
s=1
B
(
0 ⋆ µs−1 . . . µ1 1
0 µs µs−1 . . . µ1 1
)
B(0µs . . . µ1 1)
where {µ1 . . . µn} move over the family of all ordered sequences consisting of
different elements of ∂1N .
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Namely,
[θ˜N : dρ
2
12] = U1 + U2 + U3,
U1 = (−1)
n B(0 ∂2N)
B(0N)
∑
{µ1,...,µn}=∂1N
B
(
0 2 1
0 µ1 1
)
B(0µ1 1)
·
n∏
s=2
B
(
0 ⋆ µs−1 . . . µ1 1
0 µs µs−1 . . . µ1 1
)
B(0µs . . . µ1 1)
,
U2 = −(−1)
n
B
(
0 2 ∂2∂n+1N
0 n + 1 ∂1∂n+1N
)
B(0N)
∑
{µ1,...,µn}=∂1N
B
(
0 n + 1 1
0 µ1 1
)
B(0µ1 1)
·
n∏
s=2
B
(
0 ⋆ µs−1 . . . µ1 1
0 µs µs−1 . . . µ1 1
)
B(0µs . . . µ1 1)
,
U3 = −(−1)
n
n∑
k=3
B
(
0 2 ∂2∂kN
0 k ∂2∂kN
)
B(0N)
∑
{µ1,...,µn}=∂1N
B
(
0 k 1
0 µ1 1
)
B(0µ1 1)
·
n∏
s=2
B
(
0 ⋆ µs−1 . . . µ1 1
0 µs µs−1 . . . µ1 1
)
B(0µs . . . µ1 1)
.
By cofactor expansion, the following holds.
Lemma 31
B
(
0 2 1
0 l 1
)
B(0 ∂2N)−
n∑
k=3
B
(
0 k 1
0 l 1
)
B
(
0 2 ∂2∂kN
0 k ∂2∂kN
)
−B
(
0 n+ 1 1
0 l 1
)
B
(
0 2 ∂2∂n+1N
0 n + 1 ∂2∂n+1N
)
=
{
−B(0N) (l = 2)
0 (l ∈ ∂2N)
.
(43)
Indeed, let Y be the n×n matrix whose j−1, k−1th component (j, k ≥ 2)
is
yjk = B
(
0 1 j
0 1 k
)
(j, k ∈ ∂1N),
31
and let the p − 1 order minor consisting of j1 − 1, . . . , jp − 1th rows, and
k1 − 1, . . . , kp − 1th columns be denoted by
Y
(
j1 . . . jp
k1 . . . kp
)
=
∣∣∣∣∣∣∣
yj1k1 . . . yj1kp
...
. . .
...
yjpk1 . . . yjpkp
∣∣∣∣∣∣∣
(in particular when jν = kν , it is denoted by Y (j1 . . . jp)). Then the LHS of
(43) equals
(−1)n Y
(
l 3 . . . n+ 1
2 3 . . . n+ 1
)
= −B
(
0 1 l 3 . . . n+ 1
0 1 2 3 . . . n+ 1
)
. (44)
Hence this equals −B(0N) for l = 2 and 0 for 3 ≤ l ≤ n+ 1. ✷
[proof of Proposition 30]
According to Lemma 31,
U1 + U2 + U3
= (−1)n+1
1
B(0 2 1))
∑
{µ2,...,µn}=∂1∂2N
n∏
s=2
B
(
0 ⋆ µs−1 . . . µ2 2 1
0 µs µs−1 . . . µ2 2 1
)
B(0µs . . . µ2 2 1)
.
This means (42). Since {θJ}J and {θ˜J}J are symmetric under the action of
Sn+1, Proposition 30 has been proved. ✷
Likewise the following Proposition holds.
Proposition 32 For J ⊂ N (|J | ≥ 1), we have
θ˜J = θJ . (45)
Proof. Because of symmetry, we have only to prove it when J = {k +
1, . . . , n + 1} (1 ≤ k ≤ n). We can apply the preceding Proposition 30 in
the special case λl = 0 (1 ≤ l ≤ k), where the multiplicative meromorphic
function
Φk(x) =
n+1∏
j=k+1
fj(x)
λj
is taken.
On the other hand, under the condition x1 = . . . = xk = 0, we put
y = (xk+1, . . . , xn), ̟k = dxk+1 ∧ · · · ∧ dxn
32
and consider the multiplicative function of y
Φ∗k(y) =
n+1∏
j=k+1
f ∗j (y)
λj ,
f ∗j (y) =
n+1∑
j=k+1
x2j +
n+1∑
ν=k+1
2αjνxν + αj0 (k + 1 ≤ j ≤ n+ 1).
In the complement Xk := C
n−k −
⋃n+1
j=k+1{f
∗
j (y) = 0}, we may ap-
ply Proposition 30 to the n − k dimensional twisted de Rham cohomology
Hn−k∇ (Xk,Ω
·(∗S)) associated with Φ∗k(y). From the definition, the basic in-
variants of Φk,Φ
∗
k coincide with r
2
j , ρ
2
jk (k + 1 ≤ j, k ≤ n + 1). The only one
difference is that λ∞ + n − ν must be replaced by λ∞ + n − k − ν in the
case of Φ∗k. Let the differential 1-form θ˜J (J ⊂ N
c
k = {k + 1, . . . , n + 1})
corresponding to Φ∗k(y) be denoted by θ˜
∗
J . Then the following holds:
∇B(̟) ∼
n+1−k∑
ν=1
∑
J⊂Nc
k
,|J |=ν
∏
j∈J λj∏ν−1
s=1(λ∞ + n− s)
θ˜J W0(J)̟,
∇B(̟k) ∼
n+1−k∑
ν=1
∑
J⊂Nck ,|J |=ν
∏
j∈J λj∏ν−1
s=1(λ∞ + n− k − s)
θ˜∗J W0(J)̟k,
Furthermore,
θ˜∗J = θ˜J (J ⊂ N
c
k).
In particular,
θ˜∗k+1 ... n+1 = θ˜k+1 ... n+1. (46)
As was proved in Proposition 30,
θ˜∗k+1 ... n+1 = θk+1 ... n+1. (47)
(46) and (47) means
θ˜k+1 ... n+1 = θk+1 ... n+1.
In this way, (45) has been proved in case J = {k+ 1, . . . , n+ 1}. Because of
symmetry on N, (45) holds true for an arbitrary J ⊂ N (|J | = n− k+1). ✷
[proof of Theorem 2]
∇B(̟) is expressed in the form of (31). Owing to Proposition 32, θJ and
θ˜J coincide with each other for all J ⊂ N (|J | ≥ 1), and hence the RHS of
(38) coincides with the RHS of (5). ✷
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6 Case for general m
We now want to show that Theorems 1 and 2 still hold for general m such
that n + 1 ≤ m. Since the proof can be done almost in the same procedure,
we roughly sketch the proof, focusing on different points of argument.
Denote by N = Nn+1 the set of indices {1, 2, . . . , n+1}. We may assume
fj (1 ≤ j ≤ n+ 1) have the same expression as in (7).
For an arbitrary (unordered) subset J ⊂ Nm, denote byW0(J)̟ the form
W0(J)̟ = −
∑
j∈J
B
(
0 j ∂jJ
0 ⋆ ∂jJ
)
F∂jJ +B(0 ⋆ J)FJ .
Since both B
(
0 j ∂jJ
0 ⋆ ∂jJ
)
and B(0 ⋆ J) vanish provided |J | ≥ n + 3,
W0(J)̟ vanishes too.
In the case |J | = n+ 2, both B(0 J) and W0(J)̟ vanish:
B(0 J) = 0, W0(J)̟ = 0,
so that the following partial fraction expansion holds:
B(0 ⋆ J)FJ =
n+1∑
ν=1
B
(
0 ⋆ ∂jνJ
0 jν ∂jνJ
)
F∂jν J . (48)
In this way, FJ (|J | ≥ n + 2) can be represented by a linear combination
of FK (|K| = n + 1), owing to B(0 ⋆ J) 6= 0 (|J | = n + 2) by assumption.
Furthermore, similarly to Lemma 12 , for |J | = n+1, J = {j1, . . . , jn+1} ⊂
Nm, W (J)̟ denotes
2−n
n+1∑
ν=1
(−1)ν−1 ej1...ĵν ... jn+1 = W (J)̟.
If j1 < . . . < jn+1, then
W (J)̟ = (−1)
n(n−1)
2
+1 1√
(−1)n+1 2nB(0 J)
W0(J)̟. (49)
Since, for an arbitrary ordered set J = {j1, . . . , jn+2} ⊂ Nm, (|J | = n+2)
such that j1 < . . . < jn+2,
n+2∑
ν=1
W (∂jνJ)̟ = 0, (50)
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we get
W0(∂jn+2J)̟ −
n+1∑
ν=1
B
(
0 jn+2 ∂jn+2∂jνJ
0 jν ∂jn+2∂jνJ
)
B(0 ∂jνJ)
W0(∂jνJ)̟ = 0,
in view of the Jacobi identity
B(0 ∂jµJ)B(0 ∂jνJ)− B
2
(
0 jµ ∂jµ∂jνJ
0 jν ∂jµ∂jνJ
)
= 0.
Remark Hn∇(X,Ω
·(∗S)) is generated by the forms FJ (1 ≤ |J | ≤ n + 1)
called “admissible”. However they are no more linearly independent.
Owing to Proposition 21, Proposition 24 and Theorem A.1 in the Ap-
pendix (50) means that we can take as a basis of Hn∇(X,Ω
·(∗S)) the collec-
tion of forms FJ (1 ≤ |J | ≤ n) and FJ (|J | = n + 1) such that n + 1 ∈ J,
or equivalently W0(J)̟ (1 ≤ |J | ≤ n) and W0(J)̟ (|J | = n + 1) such that
n + 1 ∈ J . The set of indices J satisfying this property will be denoted by
B. B can be regarded as “NBC (non broken circuit) ” of Nm with respect to
the total ordering O of Nm:
O : n+ 1 ≺ 1 ≺ · · · ≺ n ≺ n + 2 ≺ · · · ≺ m,
where J is dependent if and only if |J | ≥ n+ 2 (see [17],[18] for NBC basis).
Then (50) shows the similar identity modified from (10) holds true:
Lemma 33 For J ⊂ Nm, |J | = n,
eJ ∼ 2
n
∑
k∈Jc
λk
λ∞
W (k J)̟, (51)
In particular,
(−1)ν−1 e1...ν̂...n+1 ∼ 2
n (−1)
n(n−1)
2
+1√
(−1)n+12nB(0N)
{
λν
λ∞
W0(N)̟
+
m∑
k=n+2
λk
λ∞
B
(
0 ν ∂νN
0 k ∂νN
)
B(0 k ∂νN)
W0(k ∂νN)̟} (1 ≤ ν ≤ n+ 1). (52)
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Proof. Indeed, the Stokes formula shows that for anyK ⊂ Nm, |K| = n−1,
0 ∼ ∇(eK) =
∑
k/∈K
λk ekK . (53)
We can uniquely solve (53) with respect to eJ (|J | = n) in terms of W (L)̟
(|L| = n + 1) and gets (51). Furthermore, (49) and (51) imply (52) in view
of the Jacobi identity
B(0N)B(0 k ∂νN)− B
2
(
0 ν ∂νN
0 k ∂νN
)
= 0.
✷
We can see now from (52) that a similar identity to (17) still holds true
by the substitutions
Jc −→ Jc ∩N,
λν W0(N)̟ −→ λν W0(N)̟ +
m∑
k=n+2
λk
B
(
0 ν ∂νN
0 k ∂νN
)
B(0 k∂νN)
W0(k ∂νN)̟.
Namely according to Lemma 13, we have the analog of Proposition 21.
Proposition 34 For admissible J ⊂ Nm and j ∈ J
c, the following identity
holds:
MfjFJ ∼ {
∑
ν∈N∩Jc
B
(
0 ν J
0 j J
)
B(0N)B(0 J)
1
λ∞ + n− p
·
(
λν
∏
l∈∂νJc∩N
Mfl W0(N)̟ +
m∑
k=n+2
λk
B
(
0 ν ∂νN
0 k ∂νN
)
B(0 k ∂νN)
∏
l∈∂νJc∩N
MflW0(k ∂νN)̟
)
}
−
B
(
0 ⋆ J
0 j J
)
B(0 J)
FJ +
∑
ν∈J
B
(
0 ν ∂νJ
0 j ∂νJ
)
B(0 J)
F∂νJ ,
where F∂νJ denotes ̟ if ∂νJ = ∅ (the empty set).
Corresponding to Lemma 22, we get the following recurrence formula.
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Lemma 35 For J ⊂ N, 1 ≤ |J | = p ≤ n,
MfJW0(N)̟ ∼ −
∑
ν∈J
B
(
0 ⋆ Jc ∩N
0 ν Jc ∩N
)
B(0 Jc ∩N)
1
λ∞ + p− 1
·Mf∂νJ{λν W0(N)̟ +
m∑
k=n+2
λk
B
(
0 ν ∂νN
0 k ∂νN
)
B(0 k ∂νN)
W0(k ∂νN)̟}
+
B(0N)
B(0 Jc ∩N)
W0(J
c ∩N)̟ + (−1)nδpnB(0N)̟.
Repeated application of the preceding Lemma, we have an extension of
Proposition 23 stated as follows.
Proposition 36 Let J ⊂ N be given and fixed. Under the same condition
as above,
MfJW0(N)̟ ∼ (−1)
n δpnB(0N)̟ +
p∑
q=0
(−1)q
∑
K={k1,...,kq}⊂J∪Nc
∏q
ν=1 λkν∏q
ν=1(λ∞ + p− ν)
B(0N)
B(0 Jc ∩N)
∑
L={µ1,...,µq}⊂J
B
(
0 ⋆ Jc ∩N
0 µ1 J
c ∩N
)∏q
s=2B
(
0 ⋆ ks−1 . . . k1 J
c ∩N
0 µs ks−1 . . . k1 J
c ∩N
)
∏q
s=1B(0 ks . . . k1 J
c ∩N)
·
∏q
s=1 B
(
0 ks ks−1 . . . k1 ∂µs · · ·∂µ1N
0 µs ks−1 . . . k1 ∂µs · · ·∂µ1N
)
∏q
s=1 B(0 ks . . . k1 ∂µs . . . ∂µ1N)
W0(k1 . . . kq J
c ∩N)̟.
where M = {µ1, . . . , µq} ranges over the family of all ordered subsets of J
consisting of q different elements. K = {k1, . . . , kq} ranges over the family
of all ordered subsets of J ∪N c consisting of different elements.
Finally, take the special case J = {n + 1}, j = n. Then Propositions 34
and 36 show the following generalization of (20).
Lemma 37
Mfn−fn+1Fn+1 ∼
n∑
q=0
(−1)q Vq, (54)
where
37
V0 =
B
(
0 ⋆ n+ 1
0 n n+ 1
)
B(0 ⋆ n+ 1)
W0(n+ 1)̟, (55)
Vq =
∑
{k1,...,kq}⊂∂n+1Nm
∏q
s=1 λks∏q
s=1(λ∞ + n− s)
∑
{µ1,...,µq}⊂∂n+1N
B
(
0 n n+ 1
0 µ1 n+ 1
) ∏q
s=2B
(
0 ⋆ ks−1 . . . k1 n+ 1
0 µs ks−1 . . . k1 n+ 1
)
∏q
s=1B(0 ks . . . k1 n+ 1)
·
∏q
s=1B
(
0 ks ks−1 . . . k1 ∂µs . . . ∂µ1N
0 µs ks−1 . . . k1 ∂µs . . . ∂µ1N
)
∏q
s=1B(0 ks, . . . , k1 ∂µs . . . ∂µ1N)
·
B(0 kq . . . k1 ∂µq · · ·∂µ1N)
B(0N)
W0(kq . . . k1 n+ 1)̟ (1 ≤ q ≤ n).(56)
Here {k1, . . . , kq} ranges over the family of all ordered subsets of ∂n+1Nm co-
sisting of different elements, while {µ1, . . . , µq} ranges over all ordered subsets
of N satisfying the following property
N ∩ {k1, . . . , ks} ⊂ {µ1, . . . , µs} (1 ≤ s ≤ q).
Every other term in the RHS of (56) vanishes with no contribution to the
summation.
As a result,
Corollary 38 The form fn−fn+1
fn+1
Fn+1 can be represented by a linear combi-
nation of W0(J)̟ (1 ≤ |J | ≤ n + 1) such that n + 1 ∈ J, i.e., J ∈ B. In
particular, the coefficients of W0(J)̟ such that J ⊂ N coincide with the
ones in (21).
The formula (51) can be simplified into the final formula analogous to
(21) for j = n and k = n + 1. Namely, a generalization of Proposition 24
holds true for general m replacing N = Nn+1 with Nm:
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Proposition 39 Take j, k ∈ Nm such that j 6= k. Then we get
Mfj−fk Fk ∼
B
(
0 j k
0 ⋆ k
)
B(0 ⋆ k)
W0(k)̟
+
n∑
q=1
(−1)q
∑
K={k1,...,kq}⊂∂n+1Nm
∏q
s=1 λks∏q
s=1(λ∞ + n− s)
·
B
(
0 j k
0 k1 k
)
B(0 k1 k)
q∏
s=2
B
(
0 ⋆ ks−1 . . . k1 k
0 ks ks−1 . . . k1 k
)
B(0 ks . . . k1 k)
W0(k1 . . . kq k)̟.
(57)
where K = {k1, . . . , kq} ranges over the family of all ordered subsets of ∂kNm
consisting of q different elements of ∂kNm.
To prove Proposition 39, we may assume that j = n, k = n + 1. As is
seen from (54), we have an expression
fn − fn+1
fn+1
̟ ∼
n∑
q=0
∑
K⊂∂n+1Nm, |K|=q
∏
k∈K λk∏q
s=1(λ∞ + n− s)
ηK W0(K n + 1)̟, (58)
where K = {k1, . . . , kq} ranges over the family of all ordered subsets of
∂n+1Nm consisting of different elements and ηK is independent of the expo-
nents λ. If K ⊂ ∂n+1N , then Corollary 38 shows that ηK coincides with the
coefficients ofW0(K n+1)̟ written in the RHS of (57). Since W0(K)̟ (1 ≤
|K| ≤ n,K ⊂ ∂n+1Nm) andW0(K n+1)̟ (0 ≤ |K| ≤ n,K ∈ ∂n+1Nm) make
as representative a basis of Hn∇(X,Ω
·(∗S)), the expression is unique. Hence,
because of symmetry for expression, the coefficients ηK must be described as
in the RHS of (57) provided |K| ≤ n− 1. Therefore, it is sufficient to prove
that ηK coincides with the one in the RHS of (57) in the case where |K| = n.
Namely, we must prove the following identity:
Vn =
∑
K={k1,...,kn}⊂∂n+1Nm
∏n
s=1 λks∏n
s=1(λ∞ + n− s)
·
B
(
0 n n+ 1
0 k1 n+ 1
)
B(0 k1 n+ 1)
q∏
s=2
B
(
0 ⋆ ks−1 . . . k1 n + 1
0 ks ks−1 . . . k1 n + 1
)
B(0 ks . . . k1 n+ 1)
W0(k1 . . . kn n+ 1)̟,
(59)
where K ranges over the family of ordered subsets of ∂n+1Nm.
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To do it, we need three preliminary lemmas. The first one is stated as
follows:
Lemma 40 For an ordered subset M = {µ1, . . . , µq} ⊂ N (1 ≤ q ≤ n),
∏q
s=1B
(
0 ks ks−1 . . . k1 ∂µs . . . ∂µ1N
0 µs ks−1 . . . k1 ∂µs . . . ∂µ1N
)
∏q−1
s=1 B(0 ks, . . . , k1 ∂µs . . . ∂µ1N)
= B
(
0 kq kq−1 . . . k1 ∂µq · · ·∂µ1N
0 µq µq−1 . . . µ1 ∂µq · · ·∂µ1N
)
(1 ≤ q ≤ n). (60)
In particular,
∏n
s=1B
(
0 ks ks−1 . . . k1 ∂µs . . . ∂µ1N
0 µs ks−1 . . . k1 ∂µs . . . ∂µ1N
)
∏n−1
s=1 B(0 ks, . . . , k1 ∂µs . . . ∂µ1N)
= B
(
0 kn kn−1 . . . k1 n+ 1
0 µn µn−1 . . . µ1 n+ 1
)
. (61)
Proof. (60) can be derived by induction using the following Jacobi identity
B
(
j1 J
k1 K
)
B
(
j2 J
k2 K
)
= B
(
j1 J
k2 K
)
B
(
j2 J
k1 K
)
for |J | = |K| = n, because of
B
(
j1 j2 J
k1 k2 K
)
= 0.
✷
The following identity is an immediate consequence of (60) and (61):
B
(
0 µ1 . . . µn n + 1
0 k1 . . . kn n + 1
)
B
(
0 µ1 . . . µn−1 µn n+ 1
0 k1 . . . kn−1 n n+ 1
)
= B(0N)B
(
0 k1 . . . kn−1 n n + 1
0 k1 . . . kn−1 kn n + 1
)
(62)
for {µ1, µ2 . . . , µn} ≡ {1, 2, . . . , n} as a set.
The second one follows from Laplace expansion of determinant.
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Lemma 41 DenoteKν = {k1, . . . , kν} ⊂ Nm,Mν = {µ1, . . . , µν} ⊂ Nn+1 (1 ≤
ν ≤ n) respectively (where K0 means the empty set). Then
p+1∑
ν=1
(−1)p+1−ν B
(
0 ∂µνMp+1 n + 1
0 Kp−1 n n + 1
)
B
(
0 ⋆ Kp n + 1
0 µν Kp n + 1
)
= B
(
0 Mp+1 n+ 1
0 Kp n n+ 1
)
B
(
0 Kp−1 ⋆ n+ 1
0 Kp n+ 1
)
+B
(
0 Mp+1 n+ 1
0 Kp−1 n ⋆ n+ 1
)
B(0Kp n+ 1). (63)
Proof. Define the matrix Y = (yµk) with the µ, kth elements yµk =
B
(
0 n + 1 µ
0 n + 1 k
)
. Here µ or k should be replaced with ⋆ if necessary.
Consider the determinant of the (2p + 1) × (2p + 1) matrix Z = (zν s)
defined by putting
zν1 = yν n (1 ≤ ν ≤ p+ 1), zν1 = 0 (p+ 2 ≤ ν ≤ 2p+ 1) for s = 1;
zνs = yν ks (1 ≤ ν ≤ p+ 1), zνs = 0 (p+ 2 ≤ ν ≤ 2p+ 1) for 2 ≤ s ≤ p;
zν p+1 = yν⋆ (1 ≤ ν ≤ p+ 1), zνp+1 = yν−p−1 ⋆ (p+ 2 ≤ ν ≤ 2p+ 1);
zν s = yν ks−p−1 (1 ≤ ν ≤ p + 1), zνs = yν−p−1ks−p−1 (p+ 2 ≤ ν ≤ 2p+ 1),
for (p+ 2 ≤ s ≤ 2p+ 1).
Denote by Y
(
ν1 . . . να
s1 . . . sα
)
the subdeterminat corresponding to the
ν1, . . . , ναth row and s1, . . . , sβth columns of Y. Laplace expansion as to the
first p columns times the last p+ 1 ones of the determinant of Z equals the
expansion as to the first p+1 rows times the last p rows. This equality shows
the following equality
p+1∑
ν=1
(−1)p+1−ν Y
(
µ1 . . . µ̂ν . . . µp+1
n k1 . . . kp−1
)
Y
(
⋆ k1 . . . kp
ν k1 . . . kp
)
= Y
(
µ1 µ2 . . . µp µp+1
n k1 . . . kp−1 ⋆
)
Y (k1 . . . kp)
+ (−1)p Y
(
µ1 µ2 . . . µp µp+1
n k1 . . . kp−1 kp
)
Y
(
k1 k2 . . . kp
⋆ k1 . . . kp−1
)
,
which is nothing else than (63). ✷
The following Lemma is elementary.
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Lemma 42 For L ⊂ Nm, |L| ≤ n and j, k, n ∈ L
c such that j 6= n, k 6=
n, j 6= k,
B
(
0 n k L
0 j k L
)
B
(
0 ⋆ L
0 k L
)
B(0 k L)
+
B
(
0 n j L
0 k j L
)
B
(
0 ⋆ L
0 j L
)
B(0 j L)
=
B
(
0 ⋆ k L
0 j k L
)
B
(
0 n L
0 k L
)
B(0 k L)
+
B
(
0 ⋆ j L
0 k j L
)
B
(
0 n L
0 j L
)
B(0 j L)
,
(64)
namely, the sum is invariant under the transposition between the symbols n
and ⋆.
[proof of Proposition 39]
Let Kν (1 ≤ ν ≤ p) be fixed. Define ξp(Mp) and ξ
∗
p(Mp) for 1 ≤ p ≤ n by
ξp(Mp) = B
(
0 Mp n + 1
0 Kp−1 n n + 1
) p−1∏
ν=1
B
(
0 Kν−1 ⋆ n+ 1
0 Kν n+ 1
)
,
ξ∗p(Mp) = B
(
0 Mp n+ 1
0 Kp−2 n ⋆ n+ 1
) p−2∏
ν=1
B
(
0 Kν−1 ⋆ n + 1
0 Kν n + 1
)
,
and the alternating sum
ζp+1(Mp+1) =
p+1∑
ν=1
(−1)p+1−νξp(∂µνMp+1)B
(
0 Kp ⋆ n + 1
0 Kp µν n + 1
)
=
1
p!
∑
σ∈Sp+1
sign(σ) ξp
(
σ(∂µ1Mp+1)
)
B
(
0 Kp ⋆ n + 1
0 Kp σ(µ1) n + 1
)
.
Notice that ξp+1(Mp+1), ξ
∗
p+1(Mp+1) and ζp+1(Mp+1) all are skew symmet-
ric with respect to µ1, . . . , µp+1.
According to Lemma 41, the following recurrence relation holds true:
ζp+1(Mp+1) = ξp+1(Mp+1) +B(0Kp n + 1) ξ
∗
p+1(Mp+1). (65)
Moreover, ξ∗p+1(Mp+1) is symmetric with respect to the transposition
σkpkp+1 between kp and kp+1 :
σkpkp+1ξ
∗
p+1(Mp+1) = ξ
∗
p+1(Mp+1). (66)
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From (56) and (61), Vn can be rewritten as alternating sum:
Vn =
∑
{k1,...,kn}⊂∂n+1Nm
∏n
ν=1 λkν∏n
ν=1(λ∞ + n− ν)
B
(
0 Kn n+ 1
0 ∂n+1N n+ 1
)
B(0N)B(0Kn n+ 1)
·
∑
σ∈Sn
sgn(σ)
ξ1(σ(1))
∏n
ν=2B
(
0 ⋆ Kν−1 n+ 1
0 σ(ν) Kν−1 n+ 1
)
∏n−1
ν=1 B(0Kν n+ 1)
W0(Kn n + 1)̟,
where σ ranges over all permutations of the symbols 1, 2, . . . , n.
According to (65) and (66), we have the following recurrence relation
∑
Kn={k1,...,kn}⊂Nm
1
p!
∑
σ∈Sn
sgn(σ)
ξp(σ(Mp))
∏n
ν=p+1B
(
0 ⋆ Kν−1 n+ 1
0 σ(µν) Kν−1 n+ 1
)
∏n−1
ν=1 B(0Kν n+ 1)
=
∑
{k1,...,kn}⊂Nm
∑
σ∈Sn
1
p! (p+ 1)!
∑
σ′∈Sp+1
sgn(σσ′)
·
ξp(σσ
′(Mp)
∏n
ν=p+1B
(
0 ⋆ Kν−1 n+ 1
0 σσ′(µν) Kν−1 n+ 1
)
∏n−1
ν=1 B(0Kν n+ 1)
=
∑
Kn={k1,...,kn}⊂Nm
∑
σ∈Sn
1
(p+ 1)!
ξp+1(σ(Mp+1)
∏n
ν=p+2B
(
0 ⋆ Kν−1 n + 1
0 σ(µν) Kν−1 n + 1
)
∏n−1
ν=1 B(0Kν n+ 1)
(1 ≤ p ≤ n− 1).
Hence in view of ξn(σ(Mn)) = sgn(σ) ξn(Mn) (σ ∈ Sn),
Vn =
∑
Kn={k1,...,kn}⊂∂n+1Nm
∏n
ν=1 λkν∏n
ν=1(λ∞ + n− ν)
B
(
0 Kn n + 1
0 ∂n+1N n + 1
)
B(0N)B(0Kn n+ 1)
·
ξn(Mn)∏n−1
ν=1 B(0Kν n + 1)
.
(67)
Furthermore, J ⊂ ∂n+1Nm (|J | = n) being fixed, repeated application of
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(62) to the RHS of (67) gives
∑
Kn≡J,K⊂∂n+1Nm
B
(
0 Kn n+ 1
0 ∂n+1N n+ 1
)
B(0N)B(0Kn n+ 1)
ξn(Mn)∏n
ν=1B(0Kν n+ 1)
=
∑
Kn≡J
B
(
0 Kn−1 n n+ 1
0 Kn n+ 1
)∏n−1
ν=1 B
(
0 Kν−1 ⋆ n+ 1
0 Kν n+ 1
)
∏n
ν=1 B(0Kν n+ 1)
=
∑
Kn≡J
∏n
ν=2B
(
0 Kν−1 ⋆ n + 1
0 Kν n + 1
)
B
(
0 n n+ 1
0 k1 n+ 1
)
∏n
ν=1 B(0Kν n+ 1)
,
owing to Lemma 40 and Lemma 42. In this way, (59) and therefore Propo-
sition 39 have been completely proved. ✷
By using Propositionn 39, we can conclude the following generalization
of Theorem 1, which can be deduced in the same procedure as Theorem 1.
[Theorem 3] We have
(2λ∞ + n)̟ ∼
n+1∑
ν=1
(−1)ν
∑
J⊂Nm,|J |=ν
∏
j∈J λj∏ν−1
s=1(λ∞ + n− s)
W0(J)̟, (68)
where J ranges over the set of (unordered) subsets of Nm such that 1 ≤ |J | ≤
n + 1.
Proof. Indeed, the analog of (22) holds true:
(2λ∞ + n)̟ ∼
n∑
j=1
λjMfj−fn+1Fj +
m∑
j=1
λj(αj0 + αn+10)Fj .
By substituting the formula (57) into the above Mfj−fn+1Fj , we obtain (68).
✷
Before proving Theorem 4, it is useful to notify the following Lemma.
Lemma 43 Suppose that, for some constants uJ ∈ C (J admissible, p = |J |)
independent of λ,∑
J admissible
∏
j∈J λj∏p
s=1 (λ∞ + n− s)
uJ W0(J)̟ ∼ 0.
Then all uJ = 0.
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Proof. As is seen from (50), W0(K)̟ (K ∈ B) make as representative a
basis of Hn∇(X,Ω
·(∗S)), i.e., for any admissible J,
W0(J)̟ =
∑
K∈B
vKJW0(K)̟,
where vKJ are all independent of λ. Hence for eachK ∈ B, we have identically
with respect to λ ∑
J admissible
∏
j∈J λj∏p
s=1 (λ∞ + n− s)
uJ vKJ = 0.
Hence uJ vKJ = 0. For each admissible J there exists K ∈ B such that
vKJ 6= 0. This means uJ = 0. ✷
A generalization of Theorem 2 for general m can be stated as follows:
[Theorem 4] We have
∇B(̟) ∼
n+1∑
p=1
∑
J⊂Nm,|J |=p
∏
j∈J λj∏p−1
s=1(λ∞ + n− s)
θJ W0(J)̟, (69)
where J ⊂ Nm move over the family of (unordered) subsets of indices such
that |J | = p. θJ represents a 1-form defined by
θj = −
1
2
d log B(0 ⋆ j) = −
1
2
d log r2j , (J = {j}, i.e., |J | = 1)
θjk =
1
2
d log B(0jk) =
1
2
d log ρ2jk, (J = {j, k}, i.e., |J | = 2)
θJ = (−1)
p
∑
j,k∈J,j<k
1
2
d logB(0jk)
∑
{µ1,...,µp−2}≡∂j∂kJ
p−2∏
s=1
B
(
0 ⋆ µs−1 · · · µ1 j k
0 µs µs−1 · · · µ1 j k
)
B(0µs µs−1 · · ·µ1 j k)
, (|J | = p ≥ 2)
where M = {µ1, . . . , µp−2} move over the family of all ordered sets consisting
of p− 2 different elements of ∂j∂kJ .
Proof. Lemma 43 shows that (69) is a unique expression. We have the
analog of (31) as follows:
∇B(̟) ∼
n+1∑
j=1
n+j−ν∑
ν=0
dαjν
∂
∂αjν
logΦ̟ +
m∑
j=n+2
n+1∑
ν=0
dαjν
∂
∂αjν
logΦ̟.
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In addition to the differential 1-forms θjk (1 ≤ j ≤ k ≤ n) defined in
Definition 26, define further the differential 1-forms θjk (n + 2 ≤ j ≤ m, 1 ≤
k ≤ n) by the following reccurrence relations:
θjk =
1
αk n+1−k
{dαj, n+1−k −
k−1∑
s=1
αs n+1−k θ
j
s}, (n+ 2 ≤ j ≤ m, 1 ≤ j ≤ k ≤ n)
θj1 =
1
α1n
dαj n.
Then according to Proposition 40, we get
∇B(̟) =
n∑
j=1
λj
( n∑
k=j+1
θjk
fk − fj
fj
̟ −
n∑
k=1
θjk
fn+1 − fj
fj
̟
)
+
m∑
j=n+2
λj
( n∑
k=1
θjk
fk − fj
fj
̟ −
n∑
k=1
θjk
fn+1 − fj
fj
̟
)
=
n+1∑
ν=1
∑
J⊂Nm,|J |=ν
∏
j∈J λj∏ν−1
s=0(λ∞ + n− s)
θ˜J W0(J)̟,
where the differential 1-form θ˜J does not depend on λ. When we specify J
such that J ⊂ N, then θ˜J coincides with θJ owing to Theorem 2. Hence,
because of symmetry and uniqueness, we can conclude that θ˜J also coincides
with θJ for every J such that J ⊂ Nm. ✷
7 Gauss-Manin connection
Take a non empty (unordered ) subset of indices J such that J ⊂ Nm =
{1, 2, . . . , m}, |J | = p ≤ n + 1 (called “admissible” element).
T−εjFJ and ∇BFJ can be described in integrable matrix form:
T−εjFJ ∼
∑
K;admissible
γ˜jK,J FK , (70)
∇BFJ ∼
∑
K:admissible
FK ΘK,J , (71)
where FJ and W0(K)̟ are connected by (3) with the inverse of the transi-
tion matrix (β˜K,J) between the two system of admissible elements (FJ) and
(W0(J)̟).
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ΘK,J denote rational 1-forms in terms of θL (L : admissible).
Although it is generally very complicated, at least in principle we can find
out the variation formula ∇BFJ by the use of Theorem 2, Theorem 4 and
Theorem A.
The basic equation for it is related to (2) and can be stated as:
dB T−εJJλ(ϕ) = T−εJ dBJλ(ϕ),
Indeed, Theorem 2 and Theorem 4 show
∇BFJ = ∇B Mf−1J
̟ ∼Mf−1J
T−εJ∇B̟ (εJ =
∑
j∈J
εj)
∼
n+1∑
p=1
∑
|K|=p;K:admissible
T−εJ
(
λJ∏p−1
ν=1(λ∞ + n− ν)
)
Mf−1J
W0(K)̟ θK .
On the other hand, by seeing that
Mf−1J
T−εJ (g(λ)FK) = T−εJ (g(λ))Mf−1J
FK ,
Mf−1J f
−1
K
T−εJ−εK = Mf−1J
T−εJ Mf−1K
T−εK ,
and by applying Theorem A, ∇BFJ can be explicitly written by the use of
of θK in a recursive way.
Assume first the case where p = 1 and J = {j}. Then∑
K:admissible
FK ΘK,j ∼ ∇BFj = T−εjMf−1j ∇B̟
=
n+1∑
p=1
∑
|L|=p
T−εj
(
λL∏p−1
ν=1(λ∞ + n− ν)
)
Mf−1j
W0(L)̟ θL
=
n+1∑
p=1
∑
|L|=p,j∈L
(
λ∂jL∏p−1
ν=1(λ∞ + n− ν − 1)
)
W
(j)
0 (L)̟ θL
+
n+1∑
p=j
∑
|L|=p,j /∈L
(
λL∏p−1
ν=1(λ∞ + n− ν − 1)
)
Mf−1j
W0(L)̟ θL. (72)
Since
W
(j)
0 (L)̟ ∼
∑
K
γjK,L FK (j ∈ L) (see (A.2)),
Mf−1j
W0(L)̟ =
∑
K
γjK,L
λj − 1
FK
= −
∑
k∈L
B
(
0 ⋆ ∂kL
0 k ∂kL
)
Fj ∂kL +B(0 ⋆ L)Fj L (j /∈ L),
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we may put
ΘK,j =
n+1∑
p=1
∑
|L|=p,j∈L
,
(
λ∂jL∏p−1
ν=1(λ∞ + n− ν − 1)
)
γ1K,L θL
+
n+1∑
p=1
∑
|L|=p,j /∈L
(
λL∏p−1
ν=1(λ∞ + n− ν − 1)
)
γ1K,L
λj − 1
θL. (73)
Proposition 44 Fix an admissible and unordered subset J ∈ Nm (|J | =
p, 2 ≤ p ≤ n+ 1) and fix j ∈ J . Then ΘK,J in (71) can be expressed as
ΘK,J =
∑
L:admissible
γ˜jK,L
λj − 1
T−εj(ΘL,∂jJ). (74)
Proof. In fact,
∇B FJ = ∇B(Mf−1j F∂jJ)
∼
∑
L:admissible
T−εj(ΘL,∂jJ)Mf−1j
FL
=
∑
K:admissible
∑
L:admissible
T−εj(ΘL,∂jJ)
γ˜jK,L
λj − 1
FK .
This implies (74). ✷
In this way, we conclude the following.
[Theorem 5]
With respect to the admissible system {FJ(=
̟
fJ
)} of Hn∇(X,Ω
·(∗S)),
dBJλ
( 1
fJ
)
=
∑
K:admissible
Jλ
( 1
fK
)
ΘK,J
preresents the Gauss-Manin connection for the integrals Jλ(ϕ). Each element
of the matrix 1-form ΘK,J is a rational 1-form in the parameters r
2
j , ρ
2
kl having
poles along the loci B(0 J) = 0 and B(0 ⋆ J) = 0. It is rational in λ having
poles only on the set
λ∞ + n = 1, 2, 3, . . . .
whose numerator is a polynomial of degree p (|J | = p).
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Proposition 44 means the following formula. Namely when J = {j, k},
applying the operations T−εk (k 6= j) on both sides of (72), we can evaluate
ΘK,jk in a successive way and derive the following recurrence formula
ΘK,jk =
1
λj − 1
∑
L:admissible
T−εj(ΘL,k) γ˜
j
K,L, (75)
which is symmetric with respect to j, k.
Theorem 5 holds true for 1 ≤ m ≤ n + 1, as well as Theorem 1 and
Theorem 2 do so. We give explicit formulae for ΘK,J in two simplest non
trivial cases.
(i)[Case n ≥ 1, m = 2 ]
In this case, the system of admissible elements consists of {F1, F2, F12}
which coincides with the NBC basis.
The following Lemmas are a direct consequence from Theorem A (see
(A.12) and (A.23)).
Lemma 45 For {j, k} = {1, 2},
(i) γjj,j = −(λ∞ + λj + n− 2), γ
j
k,j = −λk,
γjjk,j = −λk B
(
0 ⋆ k
0 ⋆ j
)
,
(ii) γjjk,k = (λj − 1)B(0 ⋆ k),
(iii) γjj,jk = λ∞ + n− 2, γ
j
k,jk = −(λ∞ + n− 2),
γjjk,jk = (λ∞ + n− 2) B
(
0 ⋆ k
0 j k
)
.
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Lemma 46 For {j, k} = {1, 2},
γ˜jj,j = −
(λ∞ + λj + n− 2)
B(0 ⋆ j)
, γ˜jk,j = −
λk
B(0 ⋆ j)
,
γ˜jjk,j = −λk
B
(
0 ⋆ k
0 ⋆ j
)
B(0 ⋆ j)
,
γ˜jjk,k = λj − 1,
γ˜jj,jk = (λ∞ + n− 2)
B
(
0 ⋆ j
0 ⋆ k
)
B(0 ⋆ j k)B(0 ⋆ j)
− λj
B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j k)B(0 ⋆ j)
,
γ˜jk,jk = −λk
B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j k)B(0 ⋆ j)
−
(λ∞ + n− 2)
B(0 ⋆ j k)
,
γ˜jjk,jk = −λk
B
(
0 ⋆ k
0 ⋆ j
)
B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j k)B(0 ⋆ j)
+ (λ∞ + λj + n− 3)
B
(
0 ⋆ k
0 j k
)
B(0 ⋆ j k)
.
Because of Lemmas 45 and Lemma 46, (73) and (74) give the explicit
formulae for ΘK,J .
Proposition 47 For {j, k} = {1, 2},
Θj,j = −(λ∞ + n− 2 + λj) θj + λk θjk,
Θk,j = −λk (θj + θjk),
Θjk,j = λk {−B
(
0 ⋆ k
0 ⋆ j
)
θj +B(0 ⋆ k) θk +B
(
0 ⋆ k
0 j k
)
θjk},
Θj,jk = −λj {
B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j k)
θj +
B
(
0 ⋆ k
0 j k
)
B(0 ⋆ j k)
θk +
B(0 j k)
B(0 ⋆ j k)
θjk}
+ (λ∞ + n− 2){
B
(
0 ⋆ j
0 ⋆ k
)
B(0 ⋆ j k)
θj −
B(0 ⋆ k))
B(0 ⋆ j k)
θk −
B
(
0 ⋆ k
0 j k
)
B(0 ⋆ j k)
θjk},
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Θ12,12 =
{−λ2
B
(
0 ⋆ 2
0 ⋆ 1
)
B
(
0 ⋆ 1
0 2 1
)
B(0 ⋆ 1 2)
+ (λ∞ + λ1 + n− 3)
B
(
0 ⋆ 2
0 1 2
)
B(0 ⋆ 1)
B(0 ⋆ 1 2)
} θ1
+{−λ1
B
(
0 ⋆ 1
0 ⋆ 2
)
B
(
0 ⋆ 2
0 1 2
)
B(0 ⋆ 1 2)
+ (λ∞ + λ2 + n− 3)
B
(
0 ⋆ 2
0 1 2
)
B(0 ⋆ 2)
B(0 ⋆ 1 2)
} θ2
+ {−(λ∞ − 1)
(
2
B
(
0 ⋆ 1
0 ⋆ 2
)
B(0 1 2)
B(0 ⋆ 1 2)
+ 1
)
− (n− 1)
(B
(
0 ⋆ 1
0 ⋆ 2
)
B(0 1 2)
B(0 ⋆ 1 2)
+ 1
)
} θ12.
Proof. The first four identities directly follow from the Definition. As for
Θjk,jk, (73) and (74) show
Θjk,jk =
γ˜kjk,j
λk − 1
{−(λ∞ + λj + n− 3) θj + (λk − 1) θjk} − γ˜
k
jk,k {θj + θjk}
+ γ˜kjk,jk{−B
(
0 ⋆ k
0 ⋆ j
)
θj +B(0 ⋆ k) θk +B
(
0 ⋆ k
0 j k
)
θjk}.
The RHS is rewritten as in Proposition 47 in view of the Jacobi identities:
B(0 ⋆ j k) +B
(
0 ⋆ j
0 k j
)
B
(
0 ⋆ k
0 j k
)
+B
(
0 ⋆ j
0 ⋆ k
)
B(0 j k) = 0,
B(0 ⋆ j k) +B
(
0 ⋆ k
0 ⋆ j
)
B
(
0 ⋆ j
0 k j
)
+B
(
0 ⋆ k
0 j k
)
B(0 ⋆ j) = 0.
✷
Corollary 48 The trace of Θ defined by
Tr(Θ) = Θ1,1 +Θ2,2 +Θ12,12
can be explicitly written as
Tr(Θ) = dB logW,
where W denotes the Wronskian
W =
B(0 ⋆ 1)λ1+
n−2
2 B(0 ⋆ 2)λ2+
n−2
2 B(0 ⋆ 1 2)λ∞+
n−3
2
B(0 1 2)
n−2
2
. (76)
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Proof. Indeed due to Proposition 47, the identities
θj = −
1
2
d log r2j (j = 1, 2), θ12 =
1
2
d log ρ212.
dB(0 ⋆ 1 2) = −2B
(
0 ⋆ 1
0 2 1
)
d r21 − 2B
(
0 ⋆ 2
0 1 2
)
d r22 − 2B
(
0 ⋆ 1
0 ⋆ 2
)
d ρ212
lead to Corollary 48. ✷
(ii)[Case n = 1, m ≥ 2]
We compute ΘK,J in the case of n = 1 in an explicit way. Admissible
elements of H1∇(X,Ω
·(∗S)) (of dimension 2m− 1) consists of Fj (1 ≤ j ≤ m)
and Fjk (1 ≤ j < k ≤ m). The NBC basis is given by Fj (1 ≤ j ≤ m) and
F2j (1 ≤ j ≤ m, j 6= 2) (see the Remark in §6).
In the case m ≥ 3, there are fundamental relations among admissible
elements. These are stated as in (48) and (50):
Fjkl =
B
(
0 ⋆ k l
0 j k l
)
B(0 j k l)
Fkl +
B
(
0 ⋆ j l
0 k j l
)
B(0 j k l)
Fjl +
B
(
0 ⋆ j k
0 l j k
)
B(0 j k l)
Fjk,
(77)
W0(kl)̟ =
B
(
0 j l
0 k l
)
B(0 j l)
W0(jl)̟ +
B
(
0 j k
0 l k
)
B(0 j k)
W0(jk)̟, (78)
where
W0(jk)̟ = −B
(
0 ⋆ k
0 j k
)
Fk − B
(
0 ⋆ j
0 k j
)
Fj +B(0 ⋆ j k)Fjk.
Suppose for simplicity αj1 > αk1 such that ρjk = −ρk,j = αj1 − αk1 > 0
for j < k. Then these relations give linear expressions for F1l (3 ≤ l ≤ m)
and Fkl (3 ≤ k < l ≤ m) by the NBC basis.
W0(1l)̟ =
ρ1l
ρ2l
W0(2l)̟ +
ρ1l
ρ12
W0(12)̟ (3 ≤ l ≤ m), (79)
W0(kl)̟ =
ρkl
ρ2l
W0(2l)̟ −
ρkl
ρ2k
W0(2k)̟ (3 ≤ k < l ≤ m). (80)
We put
∆jkl =
∣∣∣∣∣∣
1 1 1
αj0 αk0 αl0
αj1 αk1 αl1
∣∣∣∣∣∣ .
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Then
B
(
0 ⋆ k l
0 j k l
)
= −ρkl∆jkl, B(0 ⋆ j k l) = −2∆
2
jkl, (81)
∆jkl = ρjk ρjl ρkl − ρklr
2
j + ρjlr
2
k − ρjkr
2
l . (82)
(78) can be rewritten in terms of Fj , Fkl in skew symmetric form
vj Fj + vk Fk + vl Fl + vjkFjk − vjlFjl + vklFkl = 0 (83)
with
vj =
∆jkl
ρkj ρlj
, vkl =
B(0 ⋆ kl)
ρkl
etc.
The following two Lemmas are a direct consequence from Theorem A (see
also (A.12) and (A.23)) and the Remark next to it (see (A.10) and (A.11)).
Lemma 49 For different indices j, k, l, we have
(i) γjj,j = −(λ∞ + λj − 1), γ
j
k,j = −λk,
γjjk,j = −λk B
(
0 ⋆ k
0 ⋆ j
)
,
(ii) γjjk,k = (λj − 1)B(0 ⋆ k),
(iii) γjj,jk = λ∞ − 1, γ
j
k,jk = −(λ∞ − 1),
γjjk,jk = (λ∞ − 1)B
(
0 ⋆ k
0 j k
)
−
∑
ν 6=j,k
λν
B
(
0 ⋆ k ν
0 ⋆ k j
)
B
(
0 ⋆ j k
0 ν j k
)
B(0 ⋆ ν j k)
,
γjjl,jk = −λl
B
(
0 ⋆ j k
0 l j k
)
B
(
0 ⋆ j l
0 ⋆ k l
)
B(0 ⋆ l j k)
,
γjlk,jk = λl
B
(
0 ⋆ j k
0 l j k
)
B(0 ⋆ k l))
B(0 ⋆ l j k)
,
(iv) γjjk,kl = −(λj − 1)
B
(
0 ⋆ k j
0 ⋆ k l
)
B
(
0 ⋆ k l
0 j k l
)
B(0 ⋆ l j k)
,
γjkl,kl = (λj − 1)
B
(
0 ⋆ k l
0 j k l
)
B(0 ⋆ k l)
B(0 ⋆ j k l)
.
All other γjK,J = 0.
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In the same way due to (A.3),
Lemma 50 For different indices j, k, l, we have
γ˜jj,j = −
(λ∞ + λj − 1)
B(0 ⋆ j)
, γ˜jk,j = −
λk
B(0 ⋆ j)
,
γ˜jjk,j = −λk
B
(
0 ⋆ k
0 ⋆ j
)
B(0 ⋆ j)
,
γ˜jjk,k = λj − 1,
γ˜jj,jk = (λ∞ − 1)
B
(
0 ⋆ j
0 ⋆ k
)
B(0 ⋆ j k))B(0 ⋆ j)
− λj
B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j k))B(0 ⋆ j)
,
γ˜jk,jk = −λk
B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j k))B(0 ⋆ j)
− (λ∞ − 1)
1
B(0 ⋆ j k)
,
γ˜jl,jk = −λl
B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j k))B(0 ⋆ j)
,
γ˜jjk,jk = −λk
B
(
0 ⋆ k
0 ⋆ j
)
B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j k)B(0 ⋆ j)
+ (λ∞ + λj − 2)
B
(
0 ⋆ k
0 j k
)
B(0 ⋆ j k)
−
∑
ν 6=j,k
λν
B
(
0 ⋆ k ν
0 ⋆ k j
)
B
(
0 ⋆ j k
0 ν j k
)
B(0 ⋆ ν j k)B(0 ⋆ j k)
,
γ˜jjl,jk = −λl
{B
(
0 ⋆ l
0 ⋆ j
)
B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j k)B(0 ⋆ j)
+
B
(
0 ⋆ j k
0 l j k
)
B
(
0 ⋆ j l
0 ⋆ k l
)
B(0 ⋆ j k l)B(0 ⋆ j k)
},
γ˜jkl,jk = λl
B(0 ⋆ k l)B
(
0 ⋆ j k
0 l j k
)
B(0 ⋆ j k l)B(0 ⋆ j k)
,
γ˜jjl,kl = (λj − 1)
B
(
0 ⋆ j l
0 k j l
)
B(0 ⋆ j k l)
,
γ˜jkl,kl = (λj − 1)
B
(
0 ⋆ k l
0 j k l
)
B(0 ⋆ j k l)
.
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All other γ˜jK,J = 0.
Denote for different indices j, k, l, the differential 1-forms
ζjk = B
(
0 ⋆ j
0 k j
)
θj +B
(
0 ⋆ k
0 j k
)
θk +B(0 j k) θjk,
ζjk,j = −B
(
0 ⋆ k
0 ⋆ j
)
θj +B(0 ⋆ k) θk +B
(
0 ⋆ k
0 j k
)
θjk,
ζj k l = B
(
0 ⋆ j k
0 l j k
)
θjk +B
(
0 ⋆ j l
0 k j l
)
θjl +B
(
0 ⋆ k l
0 j k l
)
θkl.
ζjk is symmetric with respect to j, k and ζjkl is symmetric with respect to
j, k, l.
The following identity holds true by definition:
ζjkl = 0. (84)
Indeed, by (81),
ζjkl = −2 ρjk∆ljk θjk − 2 ρjl∆kjl θjl − 2ρkl∆jkl θkl
= 2∆jkl{−dρjk + dρjl − dρkl} = 0,
since ρjk − ρjl + ρkl = 0 by definition.
(73) and (74) give
Proposition 51 For different indices j, k, l, we have
Θj,j = −(λ∞ + λj − 1) θj +
∑
ν 6=j
λν θjν ,
Θk,j = −λk (θj + θjk),
Θjk,j = λk {ζjk,j −
∑
ν 6=j,k
λν
λ∞ − 1
B
(
0 ⋆ k ν
0 ⋆ k j
)
B(0 ⋆ j k ν)
ζj k ν} = λk ζjk,j,
Θkl,j =
λk λl
λ∞ − 1
B(0 ⋆ k l)
B(0 ⋆ j k l)
ζj k l = 0.
To obtain explicit formulae for ΘK,jk, the identities (75) are used. For
different indices j, k, l, i,
Θj,jk = T−εk(Θk,j)
γ˜kj,k
λk − 1
+ T−εk(Θjk,j)
γ˜kj,jk
λk − 1
, (85)
Θl,jk = T−εk(Θk,j)
γ˜kl,k
λk − 1
+ T−εk(Θjk,j)
γ˜kl,jk
λk − 1
, (86)
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which is symmetric with respect to j, k,
Θjk,jk = T−εk(Θj,j)
γ˜kjk,j
λk − 1
+ T−εk(Θk,j)
γ˜kjk,k
λk − 1
+ T−εk(Θjk,j)
γ˜kjk,jk
λk − 1
+
∑
ν 6=j,k
T−εk(Θjν,j)
γ˜kjk,jν
λk − 1
, (87)
which is symmetric with respect to j, k,
Θjl,jk = T−εk(Θjk,j)
γ˜kjl,jk
λk − 1
+ T−εk(Θjl,j)
γ˜kjl,jl
λk − 1
. (88)
All other ΘK,J = 0. Hence
Proposition 52 For different indices j, k, l ∈ {1, 2, ..., m}, we have
Θj,jk = −λj
ζjk
B(0 ⋆ j k)
− (λ∞ − 1)
ζjk,j
B(0 ⋆ j k)
,
Θl,jk = −λl
ζjk
B(0 ⋆ j k)
,
Θjk,jk = λkθj + 2 (λj + λk − 1) θj
B(0 ⋆ j)B
(
0 ⋆ k
0 j k
)
B(0 ⋆ j k)
+ λj θk + 2 (λj + λk − 1) θk
B(0 ⋆ k)B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j k)
− (λj + λk − 1) θjk {1 + 2
B(0 j k)B
(
0 ⋆ j
0 ⋆ k
)
B(0 ⋆ j k)
}+
∑
ν 6=j,k
λν θjν
+
∑
ν 6=j,k
λν
{B(0 ⋆ j)B
(
0 ⋆ k ν
0 j k ν
)
B(0 ⋆ j k ν)
θj +
B(0 ⋆ k)B
(
0 ⋆ j ν
0 k j ν
)
B(0 ⋆ j k ν)
θk
+
B(0 ⋆ ν)B
(
0 ⋆ j k
0 ν j k
)
B(0 ⋆ j k ν)
θν
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+B
(
0 ⋆ k ν
0 j k ν
)
B
(
0 ⋆ j ν
0 ⋆ j k
)
B
(
0 ⋆ k
0 j k
)
B(0 ⋆ j k ν)B(0 ⋆ j k)
θkν
+
B
(
0 ⋆ j ν
0 k j ν
)
B
(
0 ⋆ k ν
0 ⋆ k j
)
B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j k ν)B(0 ⋆ j k)
θjν
+
B
(
0 ⋆ k
0 j k
)
B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j k)
θjk
}
,
Θjl,jk = λl {−
(B(0 ⋆ j l)B
(
0 ⋆ j k
0 l j k
)
B
(
0 ⋆ k
0 ⋆ j
)
B(0 ⋆ j k l)B(0 ⋆ j k)
+
B
(
0 ⋆ j l
0 k j l
)
B
(
0 ⋆ l
0 ⋆ j
)
B(0 ⋆ j k l)
)
θj +
B(0 ⋆ k)B(0 ⋆ j l)B
(
0 ⋆ j k
0 l j k
)
B(0 ⋆ j k l)B(0 ⋆ j k)
θk
+
B(0 ⋆ l)B
(
0 ⋆ j l
0 k j l
)
B(0 ⋆ j k l)
θl +
B
(
0 ⋆ l
0 j l
)
B
(
0 ⋆ j l
0 k j l
)
B(0 ⋆ j k l)
θjl
+
B
(
0 ⋆ k
0 j k
)
B(0 ⋆ j l)B
(
0 ⋆ j k
0 l j k
)
B(0 ⋆ j k l)B(0 ⋆ j k)
θjk}
for every triple j, k, l. Hence we have the symmetry with respect to the trans-
position σjk between the indices j, k:
σjk(Θj,jk) = Θk,jk, σjk(Θl,jk) = Θl,jk,
σjk(Θjk,jk) = Θjk,jk, σjk(Θjl,jk) = Θkl,jk.
Proof. Indeed, the first two identities follow from (85) and (86). As to the
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third one, (87) and Lemma 51 imply
Θjk,jk = −(λ∞ + λj − 2) θj + (λk − 1) θjk + λj (θj + θjk)
B
(
0 ⋆ j
0 ⋆ k
)
B(0 ⋆ k)
+ ζjk,j{−λj
B
(
0 ⋆ j
0 ⋆ k
)
B
(
0 ⋆ k
0 j k
)
B(0 ⋆ j)B(0 ⋆ k)
+ (λk + λ∞ − 2)
B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j k)
−
∑
ν 6=j,k
λν
B
(
0 ⋆ j ν
0 ⋆ j k
)
B
(
0 ⋆ j k
0 ν j k
)
B(0 ⋆ j k ν)B(0 ⋆ j k)
}+
∑
ν 6=j,k
λν θjν
+
∑
ν 6=j,k
λν ζjν,j
B
(
0 ⋆ j k
0 ν j k
)
B(0 ⋆ j k ν)
.
This equals the RHS of the formula for Θjk,jk in Proposition 52 due to
Jacobi identity.
Similarly (88) and Lemma 50 imply
Θjl,jk = λl {ζjk,j
B(0 ⋆ j l)B
(
0 ⋆ j k
0 l j k
)
B(0 ⋆ j k l)B(0 ⋆ j k)
+ ζjl,j
B
(
0 ⋆ j l
0 k j l
)
B(0 ⋆ j k l)
}.
This equals the RHS of the formula for Θjl,jk in Proposition 52. ✷
Remark As is seen in (83), the fundamental linear relations among admis-
sible forms are written independently of λj ’s . This means that the expression
of the RHS stated in Propositions 51 and 52 are unique as rational function
of λ.
We can make a conjectural formula for the Wronskian generalizing (76)
as follows.
[Conjecture]
Suppose that n, m are general under the condition m ≤ n + 1. Tr(Θ)
defined by
Tr(Θ) =
∑
J∈B
ΘJ,J ,
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has the representation
Tr(Θ) = dB logW,
W = C
n+1∏
p=1
∏
J∈B,|J |=p
B(0 ⋆ J)λJ+
n−p−1
2 ,
where λJ =
∑
j∈J λj and C does not depend on λ.
C has not been known to the authors.
Appendix Contiguity relation in nega-
tive direction
A.1 Theorem of contiguity
For admissible FJ or W0(J)̟ (1 ≤ |J | ≤ n + 1), we have by definition
F
(j)
J = (λj − 1)Mf−1j FJ =
{
(λj − 1)Fj J (j /∈ J),
(λj − 1)f
−2
j F∂jJ (j ∈ J).
In the same way,
W
(j)
0 (k)̟ =
{
(λj − 1)B(0 ⋆ k)Fjk (j 6= k)
B(0 ⋆ j)F
(j)
j (k = j)
and for |J | ≥ 2
W
(j)
0 (J)̟ =

(λj − 1)
{
−
∑
k∈J B
(
0 ⋆ ∂kJ
0 k ∂kJ
)
Fj ∂kJ +B(0 ⋆ L)FjJ
}
(j ∈ Jc),
−(λj − 1)B
(
0 ⋆ ∂jJ
0 j ∂jJ
)
FJ −
∑
k∈∂jJ
B
(
0 ⋆ ∂kJ
0 k ∂kJ
)
F
(j)
∂kJ
+B(0 ⋆ J)F
(j)
J (j ∈ J).
Since Mf−1j
FJ , Mf−1J
W0(J)̟ belong to H
n
∇(X,Ω
·(∗S)) as cohomology
class, we can represent them as linear combinations of admissible FK :
F
(j)
J = (λj − 1)Mf−1j FJ ∼
∑
K:admissible
γ˜jK,J FK , (A.1)
W
(j)
0 (J)̟ = (λj − 1)Mf−1j W0(J)̟ ∼
∑
K:admissible
γjK,J FK , (A.2)
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where the two matrices γj = (γjK,J), γ˜
j = (γ˜jK,J) are related with each other
through β˜ due to Lemma 10:
γ˜jK,J =
∑
L⊂J ;|L|≥1
γjK,Lβ˜L,J . (A.3)
Concerning W
(j)
0 (J)̟ (|J | = p, 1 ≤ p ≤ n + 1), the following recurrence
(so called contiguity) relations hold.
[Theorem A]
(i) Case where j /∈ J ,
W
(j)
0 (k)̟ = (λj − 1)B(0 ⋆ k)Fjk (J = {k}, j 6= k), (A.4)
W
(j)
0 (J)̟ = (λj − 1)
{
−
∑
k∈J
B
(
0 ⋆ ∂kJ
0 k ∂kJ
)
Fj ∂kJ +B(0 ⋆ J)Fj J
}
(p ≥ 2),
(A.5)
(ii) Case where j ∈ J ,
W
(j)
0 (j)̟ ∼ −(λ∞ + n− 2 + λj)Fj
−
m∑
k=1,k 6=j
λk {Fk +B
(
0 ⋆ k
0 ⋆ j
)
Fjk} (p = 1), (A.6)
W
(j)
0 (J)̟ ∼ (λ∞ + n− p)Z
j
J +
∑
k∈Jc
λkZ
j
J,k (p ≥ 2), (A.7)
where
ZjJ = B(0 ∂jJ)F∂jJ −
∑
ν∈∂jJ
B
(
0 j ∂j∂νJ
0 ν ∂j∂νJ
)
F∂νJ +B
(
0 ⋆ ∂jJ
0 j ∂jJ
)
FJ ,
(A.8)
ZjJ,k = B
(
0 ⋆ ∂jJ
0 k ∂jJ
)
Fk ∂jJ −
∑
ν∈∂jJ
B
(
0 ⋆ j ∂j∂νJ
0 k ν ∂j∂νJ
)
Fk ∂νJ
−B
(
0 ⋆ k ∂jJ
0 ⋆ j ∂jJ
)
Fk J (k ∈ J
c). (A.9)
Remark When p = n+ 1, the terms Fj J in (A.5) and Fk J in (A.9) can be
described by linear combinations of admissible FK (|K| = n+1) due to (48).
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As a result, W
(j)
0 ̟ and Z
j
J,k have the following reduced forms:
W
(j)
0 (J)̟ = (λj − 1)
B
(
0 ⋆ J
0 j J
)
B(0 ⋆ j J)
{
B(0 ⋆ J)FJ
−
∑
ν∈J
B
(
0 ⋆ j ∂νJ
0 ⋆ ν ∂νJ
)
Fj ∂νJ
}
, (A.10)
ZjJ,k =
B
(
0 ⋆ J
0 k J
)
B(0 ⋆ k J)
{
B(0 ⋆ k ∂jJ)Fk ∂jJ − B
(
0 ⋆ k ∂jJ
0 ⋆ j ∂jJ
)
FJ
−
∑
ν∈∂jJ
B
(
0 ⋆ k j ∂j∂νJ
0 ⋆ k ν ∂j∂νJ
)
Fk ∂νJ
}
. (A.11)
It seems remarkable that FK appearing in the RHS of (A.5) and (A.6)
are adjacent to FJ , i.e., satisfy the condition
|J − J ∩K| ≤ 1, |K − J ∩K| ≤ 1.
As an immediate consequence from Theorem A, we see that γjK,J , γ˜
j
K,J in
(A.1) and (A.2) are all inhomogeneous and linear in λ.
A.2 Proof of Theorem A
To prove Theorem A, we use contiguity relations in positive direction
stated in Theorems 1 and 3 , Propositions 21 and 23.
Proposition A.1 Fix J ⊂ N, |J | = p, Jc = Nm− J and j ∈ J . F
(j)
J can
be represented by linear combinations of admissible FK in recurrence form:
B(0 ⋆ j)F
(j)
j =W
(j)
0 (j)̟ ∼ −(λ∞ + n− 2 + λj)Fj
−
m∑
k=1,k 6=j
λk{Fk +B
(
0 ⋆ k
0 ⋆ j
)
Fjk} (p = 1), (A.12)
B(0 ⋆ J)F
(j)
J ∼ U0 + (λ∞ + n− p− 1)U∞ +
m∑
k=1
λkUk (2 ≤ p ≤ n+ 1),
(A.13)
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where
U0 = B(0 ⋆ ∂jJ)
∑
ν∈∂jJ
F
(ν)
∂jJ
−
∑
µ∈∂jJ
B
(
0 ⋆ µ ∂j∂µJ
0 ⋆ j ∂j∂µJ
) ∑
ν∈∂µJ
F
(ν)
∂µJ
,
U∞ = B
(
0 j ∂jJ
0 ⋆ ∂jJ
)
FJ ,
Uµ = −B
(
0 ⋆ µ ∂j∂µJ
0 ⋆ j ∂j∂µJ
)
FJ (µ ∈ ∂jJ),
Uj = B(0 ⋆ ∂jJ)FJ ,
Uk = B(0 ⋆ ∂jJ)Fk ∂jJ −
∑
µ∈∂jJ
B
(
0 ⋆ µ ∂j∂µJ
0 ⋆ j ∂j∂µJ
)
Fk ∂µJ
− B
(
0 ⋆ k ∂jJ
0 ⋆ j ∂jJ
)
FkJ (k ∈ J
c).
Because of symmetry, it is sufficient to prove Proposition A.1 in the spe-
cial case where J = {n − p + 2, . . . , n + 1} and j = n + 1. Suppose that
f1, f2, . . . , fn+1 have a normalized form (7). Then we have
dfj ∧ ∗dQ = {fj + fn+1 +B
(
0 ⋆ j
0 ⋆ n + 1
)
}̟ (1 ≤ j ≤ m).
The following Lemma is an immediate application of this formula:
Lemma A.2 The Stokes identity implies
0 ∼ ∇
∗dQ
fJ
=
∑
ν∈J
B
(
0 ⋆ ν
0 ⋆ n+ 1
)
F
(ν)
J +Rn+1, (A.14)
where
Rn+1 =
∑
ν∈∂n+1J
F
(ν)
∂n+1J
+ (n− p− 1 +
∑
ν∈∂n+1J
λν + 2λn+1)FJ
+
∑
k∈Jc
λk{B
(
0 ⋆ k
0 ⋆ n+ 1
)
FkJ + Fk ∂n+1J + FJ}. (A.15)
Likewise by the transposition σµn+1, we have similar identitiy to (A.14):
0 ∼
∑
ν∈J
B
(
0 ⋆ ν
0 ⋆ µ
)
F
(ν)
J +Rµ (µ ∈ J), (A.16)
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where
Rµ = σµ,n+1(Rn+1).
[Proof of Proposition A.1]
Consider p× p matrix (B
(
0 ⋆ ν
0 ⋆ µ
)
)µ,ν∈J . Its determinant and the co-
factor of µ, νth component can be evaluated through Sylvester’s determinant
identity as follows:
(−1)p−1B(0 ⋆ J), (−1)µ+ν+p−2B
(
0 ⋆ ∂µJ
0 ⋆ ∂νJ
)
respectively. Hence the system of linear equations (A,16) can be solved with
respect to F
(ν)
j as follows
F
(ν)
J ∼
1
B(0 ⋆ J)
{
Rν B(0 ⋆ ∂νJ)−
∑
µ∈J, µ6=ν
RµB
(
0 ⋆ ν ∂µ∂νJ
0 ⋆ µ ∂µ∂νJ
)}
,
which is nothing else than (A.12) and (A.13). ✷
We can see by induction that the FK appearing in the RHS of (A.12) and
(A.13) satisfy the condition |K − J ∩K| ≤ 1.
Proposition A.1 enables us to evaluate F
(j)
J by recurrence with respect to
p.
Comparing the part of weight p+ 1 in both sides of (A.13), we have
B(0 ⋆ J) γ˜jkJ,J = −λk B
(
0 ⋆ k ∂jJ
0 ⋆ j ∂jJ
)
(j ∈ J). (A.17)
On the other hand, obviously from the definition
γ˜jj J,J = λj − 1 (j ∈ J
c) (A.18)
and γ˜jK,J = 0 for any other K such that |K| = p+ 1.
Furthermore, as to the part of weight p, the similar identities hold true for
F
(ν)
∂jJ
(ν ∈ ∂jJ) and F
(ν)
∂µJ
(ν ∈ ∂µJ). Hence the equality of (A.13) restricted
to the part of weight p implies
Corollary A.3
Suppose j ∈ J . Then
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B(0 ⋆ J) γ˜jJ,J = (λ∞ + λj + n− p− 1)B
(
0 j ∂jJ
0 ⋆ ∂jJ
)
−
∑
µ∈∂jJ
λµ
B
(
0 ⋆ ∂µJ
0 µ ∂µJ
)
B
(
0 ⋆ µ ∂j∂µJ
0 ⋆ j ∂j∂µJ
)
B(0 ⋆ ∂µJ)
,
(A.19)
B(0 ⋆ ∂µJ) γ˜
j
J,∂µJ
= −λµB
(
0 ⋆ µ ∂j∂µJ
0 ⋆ j ∂j∂µJ
)
(µ ∈ ∂jJ), (A.20)
B(0 ⋆ J) γ˜jk ∂jJ,J = λk B
(
0 ⋆ ∂jJ
0 k ∂jJ
)
(k ∈ Jc), (A.21)
B(0 ⋆ J) γ˜jk ∂µJ,J = −λk
B
(
0 ⋆ ∂µJ
0 k ∂µJ
)
B
(
0 ⋆ µ ∂j∂µJ
0 ⋆ j ∂j∂µJ
)
B(0 ⋆ ∂µJ)
(k ∈ Jc, µ ∈ ∂jJ). (A.22)
Remark that γ˜jK,J = 0 for other K such that |K| = p.
To prove the identities (A.19) and (A.22), we have only to notify the
equalities
B
(
0 ⋆ K
0 j K
)
= B(0 ⋆ K)−
∑
ν∈K
B
(
0 ⋆ ν ∂νK
0 ⋆ j ∂νK
)
(j ∈ Kc),
B
(
0 ⋆ j K
0 ν j K
)
B
(
0 ⋆ k K
0 ⋆ j K
)
− B
(
0 ⋆ j K
0 k j K
)
B
(
0 ⋆ ν K
0 ⋆ j K
)
= B(0 ⋆ j K))B
(
0 k ν K
0 j ⋆ K
)
(j, k, ν ∈ Kc).
In the special cases where p = 1, 2 (n general), i.e., for J = {j}, {j, k},
more explicit formulae are obtained from (A.12) and (A.13):
F
(j)
k = (λj − 1)Fjk (j 6= k),
B(0 ⋆ j)F
(j)
j ∼ −(λ∞ + λj + n− 2)Fj −
m∑
k=1,k 6=j
λk{Fk +B
(
0 ⋆ k
0 ⋆ j
)
Fkj,
namely,
γ˜jj,k = λj − 1, B(0 ⋆ j) γ˜
j
j,j = −(λ∞ + λj + n− 2),
B(0 ⋆ j) γ˜jk,j = −λk (k 6= j), B(0 ⋆ j) γ˜
j
jk,j = −λk B
(
0 ⋆ k
0 ⋆ j
)
.
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Likewise
F
(j)
kl = (λj − 1)Fjkl (j 6= k, l),
F
(j)
jk ∼ γ˜
j
j,jk Fj + γ˜
j
k,jkFk + γ˜
j
jk,jk Fjk
+
m∑
l=1; l 6=j,k
{γ˜jl,jk Fl + γ˜
j
lj,jk Flj + γ˜
j
lk,jk Flk + γ˜
j
ljk,jk Fljk},
where
γ˜
(j)
jkl,kl = λj − 1 (j 6= k, l),
B(0 ⋆ jk) γ˜jj,jk = −λj
B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j)
+ (λ∞ + n− 2)
B
(
0 ⋆ j
0 ⋆ k
)
B(0 ⋆ j)
,
B(0 ⋆ jk) γ˜jk,jk = −λk
B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j)
− (λ∞ + n− 2),
B(0 ⋆ jk) γ˜jjk,jk = −λk
B
(
0 ⋆ j
0 ⋆ k
)
B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j)
+ (λ∞ + λj + n− 3)B
(
0 ⋆ k
0 j k
)
,
B(0 ⋆ jk) γ˜jl,jk = −λl
B
(
0 ⋆ j
0 k j
)
B(0 ⋆ j)
(l 6= j, k),
B(0 ⋆ jk) γ˜jlj,jk = −λl
B
(
0 ⋆ j
0 ⋆ k
)
B
(
0 ⋆ j
0 l j
)
B(0 ⋆ j)
(l 6= j, k),
B(0 ⋆ jk) γ˜jlk,jk = λlB
(
0 ⋆ k
0 l k
)
(l 6= j, k),
B(0 ⋆ jk) γ˜jljk,jk = −λlB
(
0 ⋆ l k
0 ⋆ j k
)
(l 6= j, k).
The above two equations are equivalent to (A.12) and the following rela-
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tion relative to W
(j)
0 (J)̟ :
W
(j)
0 (jk)̟ ∼ (λ∞ + n− 2) {Fj − Fk +B
(
0 ⋆ k
0 j k
)
Fjk}
+
m∑
l=1;l 6=j,k
λl {B
(
0 ⋆ k
0 l k
)
Flk −B
(
0 ⋆ j
0 l k
)
Flj −B
(
0 ⋆ k l
0 ⋆ k j
)
Fljk}.
(A.23)
The following remark is an important consequence from Theorem A.
Remark F
(j)
J being a linear combination of FK , the coefficients γ˜
j
K,J are
all (inhomogeneous) linear functions of λ . Indeed if j /∈ J, then F
(j)
J =
(λj − 1)FjJ is obviously linear in λ. On the other hand, suppose j ∈ J . If
p = 1, then from (A.12) F
(j)
J is linear in λ with respect to FK . If p ≥ 2, then
U∞, Uk in the RHS of (A.13) does not depend on λ. U0 is a linear combination
of F∂jJ , F∂µJ . From the hypothesis of recurrence for |∂jJ |, |∂µJ | ≤ p − 1, it
also depends linearly on λ. Hence F
(j)
J is linear in λ with respect to the basis
FK .
By the above Remark,W
(j)
0 (J)̟ also is a linear combination of FK whose
coefficients γjK,J are linear functions of λ.
Since the identity (A.4) and (A.5) are almost obvious (partial fraction
decomposition), we are going to prove (A.6) and (A.7). As we have already
seen, W
(j)
0 (J)̟ is expressed by a linear combination of FK whose coefficients
are linear in λ and the weight of FK is at most p+1. The highest weight FK
occurs in case of |K| = p + 1 such that K = {k} ∪ J (k ∈ Jc). In this case,
we have from (A.3) and (A.17)
γjkJ,J = B(0 ⋆ J)γ˜
j
kJ,J
= −λk B
(
0 ⋆ k ∂jJ
0 ⋆ j ∂jJ
)
. (A.24)
Next, consider the case |K| = p. FK appears when and only when K = J
or K = {k, ∂µJ} (k ∈ J
c, µ ∈ J).
Lemma A.4 When |K| = p, γjK,J (j ∈ J) have respectively the following
expressions.
For p = 1,
γjj,j = −(λ∞ + n− 2 + λj), γ
j
k,j = −λk (k 6= j), (A.25)
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for p ≥ 2,
γjJ,J = (λ∞ + n− p)B
(
0 ⋆ ∂jJ
0 j ∂jJ
)
, (A.26)
γjk ∂jJ,J = λk B
(
0 ⋆ ∂jJ
0 k ∂jJ
)
(k ∈ Jc), (A.27)
γjk ∂µJ,J = −λk B
(
0 ⋆ j ∂j∂µJ
0 k µ ∂j∂µJ
)
(k ∈ Jc, µ ∈ ∂jJ). (A.28)
Proof. (A.25) is a direct consequence of (A.12). As regards to (A.26), by
definition of W
(j)
0 (J)̟ (A.1) and (A.2) means
γjJ,J = B(0 ⋆ J) γ˜
j
J,J −
∑
ν∈∂jJ
B
(
0 ⋆ ∂νJ
0 ν ∂νJ
)
γ˜jJ, ∂νJ − (λj − 1)B
(
0 ⋆ ∂jJ
0 j ∂jJ
)
.
(A.19) and (A.20), and the cofactor and expansion
B(0 ⋆ ∂νJ)−B
(
0 ν ∂νJ
0 ⋆ ∂νJ
)
−
∑
µ∈∂νJ
B
(
0 ⋆ ν ∂µ∂νJ
0 ⋆ µ ∂µ∂νJ
)
= 0
derives (A.26).
(A.27) is obtained from the definition together with (A.21) and the iden-
tity
γjk ∂jJ,J = B(0 ⋆ J) γ˜
j
k ∂jJ,J
.
Likewise from the definition it holds
γjk ∂µJ,J = B(0 ⋆ J) γ˜
j
k ∂µJ,J
−B
(
0 ⋆ ∂µJ
0 µ ∂µJ
)
γ˜jk ∂µJ, ∂µJ .
(A.28) is a consequence of (A.20) and (A.22) and the following Plu¨cker
’s identity
B
(
0 ⋆ j ∂j∂µJ
0 ⋆ µ ∂j∂µJ
)
B
(
0 ⋆ j ∂j∂µJ
0 j k ∂j∂µJ
)
= B(0 ⋆ ∂µJ)B
(
0 ⋆ j ∂j∂µJ
0 µ k ∂j∂µJ
)
+B
(
0 ⋆ j ∂j∂µJ
0 ⋆ k ∂j∂µJ
)
B
(
0 ⋆ j ∂j∂µJ
0 j µ ∂j∂µJ
)
.
✷
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As a result of Theorems 1 and 3, we can prove that W
(j)
0 (J)̟ (j ∈ J) has
the expression.
Lemma A.5 When j ∈ J and |J | = p ≥ 2,
W
(j)
0 (J)̟ ∼ (λ∞ + n− p)Z
j
J +
∑
k∈Jc
λk Z
j
J,k, (A.29)
where ZJ , ZJ,k does not depend on λ. Z
j
J depends only on fν (ν ∈ J), while
ZjJ,k depends only on fν (ν ∈ J) and fk.
Proof. According to Lemma 6, when the operator Mf−1j
T−εj is made on
both sides of (68), (68) transfers into the following
(2λ∞ + n− 2)Fj ∼ −W
(j)
0 (j)̟ −
m∑
k=1,k 6=j
λkB(0 ⋆ k)Fjk
+
n∑
q=2
(−1)q∏q−1
ν=1(λ∞ + n− ν − 1)
{
∑
K⊂Nm,|K|=q,j∈K
∏
ν∈∂jK
λν W
(j)
0 (K)̟
+
∑
K⊂Nm,|K|=q,j∈Kc
∏
ν∈K
λν Mf−1j
W0(K)̟}
+
(−1)n+1∏n
ν=1(λ∞ + n− ν − 1)
∏
ν∈∂jN
λν W
(j)
0 (N)̟. (A.30)
In view of Remark at the end of §A.1, this identity can be regarded as an
identity among rational functions of λ.
From now on, for simplicity we may assume j = 1, J = {12 . . . p} without
losing generality.
If we restrict λ to the postulate
λk = 0 (p+ 1 ≤ k ≤ m),
then (A.30) becomes
(2λ∞ + n− 2)F1 ∼ −W
(1)
0 (1)̟ −
∑
2≤k≤p
λkB(0 ⋆ k)Fjk
+
p−1∑
q=2
(−1)q∏q−1
ν=1(λ∞ + n− ν − 1)
{
∑
K⊂J,1∈K,|K|=q
∏
ν∈K,2≤ν
λν W
(1)
0 (K)̟
+
∑
K⊂J,|K|=q,1∈Kc
∏
ν∈K
λν Mf−1j
W0(K)̟}
+
(−1)p∏p−1
ν=1(λ∞ + n− ν − 1)
∏
2≤ν≤p
λν W
(1)
0 (J)̟. (A.31)
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where λ∞ =
∑p
j=1 λj .
This equality shows, if λk = 0 (k ∈ J
c), then W
(1)
0 (J)̟ can be a multiple
of λ∞+n−p, because the factor λ∞+n−p appears only in the denominator
of the last term of the RHS.. In view of λ∞ = λ∞ −
∑
k∈Jc λk for general λ,
we can conclude that (A.29) holds. ✷
By the repeated use of (A.13), we can see by induction with respect to p
that ZjJ depends only on J , while Z
j
J,k depends only on J and k. After the
substitution of (A.29) into (A.30), we can compare, as rational functions of
λ, the coefficients of the term (−1)p
∏
ν∈∂jJ
λν
∏p−2
ν=1 (λ∞+n−1−ν)
in (A.30) (see Lemma
43)
ZjJ = Mf−1j
W0(∂jJ)̟ +
∑
ν∈∂jJ
Zj∂νJ,ν (p ≥ 3), (A.32)
Zjjk = Zˆ
j
jk = Fj − Fk −B
(
0 ⋆ k
0 j k
)
Fjk (p = 2). (A.33)
In fact, suppose first that J = {j, k} (k 6= j). By taking λl = 0 for all l
except for j, k in (A.30), we have the identities:
(2λ∞ + n− 2)Fj ∼ −W
(j)
0 (j)̟ − λk B(0 ⋆ k)Fjk +
λk
λ∞ + n− 2
W
(j)
0 (jk)̟,
W
(j)
0 (jk)̟ ∼ (λ∞ + n− 2)Z
j
jk,
W
(j)
0 (j)̟ ∼ −(λ∞ + λj + n− 2)Fj − λk{Fk +B
(
0 ⋆ k
0 ⋆ j
)
Fjk},
where λ∞ = λj + λk. As a result, we get the equality
(2λk + n− 2)Fj = (λk + n− 2)Fj + λk{Fk +B
(
0 ⋆ k
0 ⋆ j
)
Fjk}
− λk B(0 ⋆ k)Fjk + λk Z
j
jk,
which implies (A.33). Suppose now that J = {j, k2, . . . , kp} such that every
kν 6= j. By taking λk = 0 for all k ∈ J
c and λj = 0, we have the identity
with respect to λk2, . . . , λkp
Zjj k2...kp =
p∑
ν=2
Zj
j k2...k̂ν ...kp, kν
+Mf−1j
W0(k2 . . . kp)̟,
which is nothing else than (A.32).
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Lemma A.6 ZjJ , Z
j
J,k in the RHS of (A.29) equal the RHS of (A.8),
(A.9) respectively, so that FK appearing in the expression of Z
j
J , Z
j
J,k are of
weight at least p− 1, p.
Proof. Suppose first p = 1. Then (A.4) is an immediate consequence of
the definition, while (A.6) coincides with (A.10). We want to prove Lemma
A.6 by induction on p = |J | (p ≥ 2). For the moment, denote the RHS of
(A.8), (A.9) by ZˆjJ , Zˆ
j
J,k respectively. Then according to Lemma A.5, (A.23)
are rewritten in terms of W
(j)
0 (j j2)̟ as follows:
W
(j)
0 (j j2)̟ ∼ (λ∞ + n− 2) Zˆ
j
j j2
+
m∑
k=1;k 6=j,j2
λk Zˆ
j
j j2,k
.
This implies that ZjJ = Zˆ
j
J , Z
j
J,k = Zˆ
j
J,k in the case J = {j, j2}, p = 2. We
prove it in the case p ≥ 3. Suppose that Lemma A.6 holds true for |J | ≤ p−1.
We must prove in the case |J | = p. Owing to the reccurrence relation (A.32),
we may assume that ZjJ = Zˆ
j
J .
On the other hand, as is seen from (A.24), (A.26) and (A.28), a linear
combination of FK such that |K| = p or p+ 1 appearing in Z
j
J,k is the same
as the one in ZˆjJ,k.
In view of (A.13), we see by induction that ZjJ,k is written by a linear
combination of FK as follows:
ZjJ,k = ck Fk +
∑
L⊂J,1≤|L|≤p−2
ck LFk L + Zˆ
j
J,k,
such that k ∈ Lc, where ck, ckL are constants independent of λ. Notice that
weight(ZˆjJ) ≥ p− 1, weight(Zˆ
j
J,k) ≥ p, while weight(Fk) = 1, weight(FkL) ≤
p− 1. We must prove that all ck = ck L = 0. By Lemma A.5, ck, ck L depend
only on the coefficients of fk and fν (ν ∈ J). Hence ck, ck L do not change
under the restriction
λh = 0 (h ∈ ∂kJ
c). (A.34)
From now on, we fix k and assume (A.34). Theorem 1 still holds provided
that λ∞ are replaced by λ∞ =
∑
ν∈J λν + λk.
For simplicity, we may assume that J = {12 . . . p}, k = p + 1 without
losing generality. Furthermore, ck, ckL do not change under the restriction
λl = 0 (l ≥ p+ 2).
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Operating MfjTεj on both sides of (A.29), we have
λj W0(J)̟ = MfjTεjW
(j)
0 (J)̟ ∼MfjTεj{(λ∞ + n− p) Zˆ
j
J + λk Z
j
J,k}
= (λ∞ + n+ 1− p)MfjZˆ
j
J + λk{ ckMfjFk
+
∑
L⊂J,1≤|L|≤p−2
ck LMfjFk L + Mfj Zˆ
j
J,k}. (A.35)
W0(K)̟ (L ⊂ {k, J}, 1 ≤ |K| ≤ p+1) are linearly independent and make
a basis of Hn∇(X,Ω
·(∗S)). Owing to Theorem 1 and Propositions 34 and 36,
MfjFK can be represented explicitly as a linear combination of W0(L)̟ and
hence of FL (J ⊂ {k, J}, 1 ≤ |L| ≤ p + 1). As a linear combination of FK ,
denote by [MfjFK ]r the part of weight r of MfjFK for r = 1, 2, . . . , p+1 (see
Remark in §4 for the weight).
We have[
MfjFk
]
1
= {−λk B(0 ⋆ k) +B
(
0 j k
0 ⋆ k
)
}Fk,
[
MfjFk1k2̟
]
1
=
B
(
0 j k2
0 ⋆ k2
)
B(0 ⋆ k2)
B(0 ⋆ k1k2)
Fk2 +
B
(
0 j k1
0 ⋆ k1
)
B(0 ⋆ k1)
B(0 ⋆ k1k2)
Fk1 ,[
MfjFk1k2
]
1
= 0 (k 6= k1, k2),[
MfjFK
]
1
= 0 (|K| ≥ 3),
since W0(k)̟ = B(0 ⋆ k)Fk.
For more general FkL (j /∈ L, L ⊂ J, 1 ≤ |L| = q − 1 ≤ p− 2), we have
[
MfjFk L
]
q−1
=
B
(
0 k L
0 j L
)
B(0 k L)
FL +
∑
ν∈L
B
(
0 ν k ∂νL
0 j k ∂νL
)
B(0 k L)
Fk ∂νL.
On the other hand, if j ∈ L ⊂ J, 1 ≤ |L| = q − 1 ≤ p− 1, then
MfjFk L = Fk ∂jL.
Hence,
0 = (λk + n+ 1− p)
[
Mfj Zˆ
j
J
]
1
+ λk ck
{
−λk, B(0 ⋆ k) +B
(
0 j k
0 ⋆ k
)}
Fk
+ λk
n+1∑
l=1, l 6=j,k
ckl
B
(
0 j k
0 ⋆ k
)
B(0 ⋆ kl)
[
MfjFkl
]
1
.
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[
Mfj Zˆ
j
J
]
1
does not depend on λk, because weight Zˆ
j
J ≥ p−1 ≥ 2. Actually[
Mfj Zˆ
j
J
]
1
= 0 for p ≥ 4. This implies ck = 0.
At second step notice that weightMfj Zˆ
j
J ≥ p−1, weightMfj Zˆ
j
J,k ≥ p−1
(see (A.8) and (A.9) and Proposition 21). Comparing the part of weight q−1
on both sides of (A.35), we have
p−1∑
q=2
( ∑
j /∈L⊂J,|L|=q−1≤p−2
ckL{
B
(
0 k L
0 j L
)
B(0 k L)
FL +
∑
ν∈L
B
(
0 ν k ∂νL
0 j k ∂νL
)
B(0 k L)
Fk ∂νL}
+
∑
j∈L⊂J,|L|=q−1≤p−2
ckL Fk ∂jL
)
= 0.
since
[
Mfj Zˆ
j
J
]
q−1
=
[
Mfj Zˆ
j
J,k
]
q−1
= 0,
Comparing the coefficients of FL on both sides, wee see that ckL = 0 for
j /∈ L. Comparing then the coefficients of Fk ∂jL on both sides we see that
ckL = 0 for j ∈ L.
By induction, ZjJ,k = Zˆ
j
J,k has thus been proved for all J (2 ≤ p ≤ n + 1)
and k ∈ Jc. ✷
[proof of Theorem A]
Lemma A.6 implies that (A.8) and (A.9) hold true, proving Theorem A.
✷
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