Abstract. While the finite-dimensional modules of the dihedral 2-groups over fields of characteristic 2 were classified over 30 years ago, very little is known about the tensor products of such modules. In this article, we compute the Loewy length of the tensor product of two modules of a dihedral two-group in characteristic 2. As an immediate consequence, we determine when such a tensor product has a projective direct summand.
Introduction
The tensor product is an invaluable and frequently used tool in the representation theory of finite groups. Given a field K and a finite group G, the co-algebra structure of KG, defined by ∆(g) = g ⊗ g for all g ∈ G, gives rise to a tensor product on the category mod KG of finitedimensional KG-modules: x · (m ⊗ n) = ∆(x)(m ⊗ n) for m ∈ M , n ∈ N and x ∈ KG. The tensor product of two indecomposable KG-modules is usually not indecomposable, and the problem of determining a direct sum decomposition -the Clebsch-Gordan problem -is extremely difficult and in general not well understood.multiplication in this quotient is related to the Auslander-Reiten quiver of kD 4q , and realising the quotient as the integral group ring of an infinitely generated, torsion-free abelian group.
In this article, using the classification of indecomposable modules, we determine the Loewy length of the tensor product of any two finite-dimensional kD 4q -modules. This provides an additional piece of information towards the understanding of the Green rings of the dihedral 2-groups, and gives certain bounds on which modules can occur as direct summands of such a tensor product. As an application, we determine precisely which tensor products have maximal Loewy length, that is, which tensor products have projective direct summands.
Write D 4q = σ, τ | σ 2 = τ 2 = (στ ) 2q = 1 . Then
In particular, every kD 4q -module is also a module of the algebra Λ 0 = k X, Y /(X 2 , Y 2 ) and conversely, every finite-dimensional Λ 0 -module is a module of kD 4q for sufficiently large q. From here on, all modules are assumed to be finite dimensional. The algebras kD 4q are special biserial, hence the indecomposable modules are of three types: strings, bands and projectives. Below we recollect the classification of the indecomposable kD 4q -modules, due to Ringel [10] .
Let W be the set of words a 1 · · · a n (n 0), in the alphabet X, X −1 , Y, Y −1 with the property that if a i ∈ {X, X −1 } then a i+1 ∈ {Y, Y −1 } and if a i ∈ {Y, Y −1 } then a i+1 ∈ {X, X −1 }. The empty word is denoted by 1. For any word w = a 1 · · · a n ∈ W, set w −1 = a −1
n · · · a −1
1 . Take ∼ 1 to be the equivalence relation on W identifying every word w with its inverse w −1 . Let W ′ ⊂ W be the set of words w with the following properties:
1. w has even, positive length, 2. w is not a power of a word of smaller length, 3. w contains letters from both {X, Y } and {X −1 , Y −1 }.
Define an equivalence relation ∼ 2 on W ′ by saying that w ∼ 2 w ′ if, and only if, either w or w This defines a Λ 0 -modules structure on M (w, ϕ). Such a module can be illustrated by a schema in the following way:
is given by the following schema:
Modules isomorphic to M (w), w ∈ W are called string modules, while the ones of the type M (w, ϕ) for w ∈ W ′ and ϕ an indecomposable linear automorphism of k n , are called band modules. Now, by Ringel's result, every indecomposable Λ 0 -module is isomorphic to either a string module or a band module. The two classes are mutually disjoint. Moreover, M (w) ≃ M (w ′ ) if, and only if, w ∼ 1 w ′ , and M (w, ϕ) ≃ M (w ′ , ϕ ′ ) if, and only if, w ∼ 2 w ′ and ϕ
and only if, ((XY )
q + (Y X) q ) · M = 0. This is clearly the case whenever the Loewy length of M is strictly less than 2q + 1, moreover, the regular module
is the unique indecomposable projective, and the unique kD 4q -module with Loewy length equal to 2q + 1.
Throughout this article, the following notation and terminology is used. The least natural number is 0. Given a non-negative real number x, ⌊x⌋ denotes the integral part of x, i.e., ⌊x⌋ = max{n ∈ N | n x}. Let n ∈ N. The ith term in the binary expansion of n is denoted by [n] 
we write l ⊥ m to indicate that the binary expansions of l and m are disjoint, that is, [l] i + [m] i 1 for all i ∈ N. All congruences appearing are modulo two, so l ≡ m always means 2 | (l − m). By δ i,j we denote the Kronecker delta. By a directed subword of a word w ∈ W we mean a word w ′ in either the letters {X, Y } or {X −1 , Y −1 } such that w = w 1 w ′ w 2 for some words w 1 , w 2 ∈ W. A directed component of w is a maximal directed subword. Clearly, every word in W can written in a unique way as a product of its directed components. Moreover, for every word w ∈ W ′ there exists a word w ′ ∈ W ′ with an even number of directed components such that w ∼ 2 w ′ , and the directed components of w ′ are uniquely determined by w. Define words
Then, for every directed word w ∈ W of length t, either w ∼ 1 A t or w ∼ 1 B t holds. A basis of a kD 4q -module M on which the algebra acts according to either of the formulae (2) and (3) is called a standard basis of M . If B M and B N are standard bases of modules M respectively N , the basis B M ⊗ B N = {a ⊗ b | a ∈ B M , b ∈ B N } of M ⊗ N is called a homogeneous basis. We say that an element a ⊗ b in a homogeneous basis is pure if it is annihilated by either X or Y , and impure otherwise. By a subquotient of a module M we mean a quotient of a submodule of M , equivalently, a submodule of a quotient of M . The top of a module M is the quotient module M/ rad M , the socle, soc M ⊂ M , is the maximal semisimple submodule.
The Loewy length of a module M is denoted by ℓ(M ). It is the common length of the radical series and the socle series of M , so it may be computed as ℓ(M ) = min{n ∈ N | rad n (kD 4q ) · M = 0}. We repeatedly make use of the fact that if M, N are kD 4q -modules, and M ′ is a subquotient of
The Loewy length of a string module M (w) is ℓ(M ) = h + 1, where h denotes the maximal length of all directed subwords of w. For band modules, we have ℓ(M (w, ϕ)) = h ′ + 1, where h ′ is the maximal length of all directed subwords of any cyclic permutation of w. For computational purposes, the numbers h respectively h ′ are often easier to work with than with the Loewy length, therefore we define h(M ) = ℓ(M ) − 1 for M ∈ mod(kD 4q ). If M is a module and x ∈ M , we write ℓ(x) = ℓ( m ) and similarly h(x) = h( x ).
A result which is crucial for the computational parts of this article is Lucas' theorem [8] (see also Exercise 6(a) in Chapter 1 of Stanley's book [12] ). Stated below for the special case of p = 2, it will be used throughout the text without further reference.
Theorem 1 (Lucas' theorem). For all natural numbers r and s, the congruence relation
holds.
The layout of this article is as follows. In Section 2, we state the main results, giving explicit, closed formulae for the Loewy length of the tensor product of any two modules in the classifying list. The first result, Proposition 4, reduces the problem of determining the Loewy length of a tensor product M ⊗ N to the case when M and N both have simple top and simple socle. This works for modules for arbitrary finite groups. In Proposition 5 we refine the result in the case of dihedral 2-groups, showing that if M and N are indecomposable, and M does not have simple top and simple socle, then the Loewy length of M ⊗ N is the maximum of the Loewy lengths of M i ⊗ N where the M i are uniserial string modules corresponding to the directed components of the word defining M . This reduces the calculation of the Loewy length of any tensor product of modules for D 4q to determining the Loewy lengths of tensor products of some explicitly defined modules with simple top and simple socle. Thereafter, formulae for the Loewy length of a tensor product of such modules are given in Theorem 8. The proof of Propositions 4 and 5 are relatively short, and given in a few steps in Section 2. As for Theorem 8, its proof occupies the remaining part of the article. Sections 3-5 treat tensor products of string modules, while in Section 6, the Loewy lengths of products involving band modules are computed. The basic setup of the problem for string modules is given in Section 3. In Section 4 we prove an important auxiliary result, Proposition 14, which paves the way for proof of Theorem 8:1 in Section 5. Finally, the formulae involving bands with simple top and simple socle are proved in Section 6, mainly using the result for string modules from Section 5.
Results
Let Λ be an algebra over a field K, and M a Λ-module. Denote by π : M → M/ rad M the canonical projection. Since the top of any module is semi-simple, there exists a basisB of M/ rad M such that b ⊂ M/ rad M is simple for eachb ∈B. Choose a set B ′ ⊆ M of coset representatives for the elements inB; these are now a set of linearly independent in M , and A basis satisfying these properties shall be called a good basis of M . A subset B ′ of M satisfying the first condition is called a top basis of M . The preceding construction shows that good bases always exist, and that every top basis can be extended to a good basis.
Lemma 2. Every Λ-module has a good basis.
Observe that in a kD 4q -module, a standard basis is a good basis, while a homogeneous basis of a tensor product M ⊗ N in general is not. 
, and U * and V * are subquotients of M and N respectively, with simple top and simple socle.
The Λ 0 -modules with simple top and simple socle are precisely the uniserial string modules, that is, those isomorphic to M (A t ), M (B t ) for t ∈ N, and the band modules isomorphic to M (
While Proposition 4 is valid for all finite group algebras, we can do slightly better with kD 4q .
Proposition 5. Let N ∈ mod(kD 4q ). 1. If w ∈ W is a word with directed components w i , i ∈ {1, . . . , m}, and M = M (w), then
2. Let m and n be positive integers, w ∈ W ′ is a word with directed components w i , i ∈ {1, . . . , 2m}, ϕ an indecomposable automorphism of k n , and M = M (w, ϕ). If m and n are not both equal to 1, then
Note that if m = n = 1 in the second statement above, then M itself has simple top and simple socle.
Proof. In both cases of the proposition, under the respective assumptions, the modules
On the other hand, M itself is a subquotient, in the first case of i M (w i ), and in the second case of ( i M (w i ))
⊕n . Either way, it follows that ℓ(M ⊗ N ) max{ℓ(M (w i ) ⊗ N )} i , proving the assertion.
Remark 6. Let G be a p-group and K a field of characteristic p. Then the regular module KG KG is indecomposable, and a M ∈ mod KG contains a projective direct summand precisely when ℓ(M ) = ℓ( KG KG). From Proposition 4 follows that for M, N ∈ mod KG, the tensor product M ⊗ N has a projective direct summand if, and only if, there exist subquotients A and B, of M and N respectively, with simple top and simple socle, such that A ⊗ B has a projective direct summand. In the case of KG = kD 4q , Proposition 5 specifies precisely which subquotients A and B need to be considered. We are now ready to state the main theorem of this article, which gives the Loewy lengths of tensor products of modules with simple top and simple socle. The remaining sections are dedicated to the proof of this theorem.
1. String with string:
where
Band with string:
ℓ M (A l1 B −1 l2 , ρ) ⊗ M (A m ) =      2 + (l 1 − 1)#m if ρ = 1, l 1 = l 2 and l 1 ⊥ m, l 1 ⊥ (m − 1), ℓ M A l1 B −1 l2 ⊗ M (A m ) otherwise.
Band with band: Let
We remark that if any of the statements l ⊥ m, (l − 1) ⊥ m and l ⊥ (m − 1) holds true, then so does precisely one of the remaining two. Hence the cases listed in item 3 above are all possible. Furthermore, in cases 1 and 2 of Theorem 8, the identities obtained by interchanging the letters A and B also hold true. This can be seen by observing that X → Y , Y → X defines an automorphism of kD 4q , sending A t to B t and vice versa.
We can now answer the question of when the tensor product of two kD 4q -modules contains a projective direct summand. By Proposition 5 it suffices to consider modules with simple top and simple socle. Hence we need only to read off from Theorem 8 when the tensor product of two such modules has Loewy length 2q + 1.
has a projective direct summand if, and only if, l + m 2q + 1.
has a projective direct summand precisely when
m2 , σ has a projective direct summand if, and only if, 
, so M ⊗ N contains no projective summands. From here on we assume l, m < 2q and l ⊥ m.
From the definition it is clear that l#m 2q − 1. Moreover, l#m = 2q − 1 if, and only if, [l] r + [m] r = 1 for all r ∈ {s, s + 1, . . . , log 2 (q)} (here s ∈ N is as in the definition of l#m), which is equivalent to l + m 2q. Now, it follows from Theorem 8: 
and no projective summands appear. This proves the result in this case. 
Example 10. In many cases the Loewy length of a tensor products M ⊗ N of indecomposable modules M and N can be reduced to determining the maximum of the Loewy lengths of the tensor products of uniserial modules corresponding to the directed components of the defining words for M and N , by Proposition 5 and Theorem 8. An example will be illuminating. We consider a tensor product of band modules
, where ϕ and ψ are indecomposable automorphisms of k a and k b respectively.
Assume that a = b = 1, so ϕ, ψ ∈ k {0}.
3. If l 1 = l 2 then from Theorem 8:3(a) and Proposition 5 follows
which is computed in Theorem 8:2. In particular, if ψ = 1, a further application of Proposition 5 reduces this once again to
Of course, the case m 1 = m 2 is analogous. In fact, the difference between ℓ(M ⊗ N ) and the maximum of Loewy lengths of tensor products of uniserial modules given by the directed components of the words defining M and N can be arbitrarily large, as demonstrated in the following example. 
Basic setup
In view of the isomorphism (1), we may consider any M ∈ mod kD 4q as a module of the algebra
The module structure of the tensor product M ⊗ N of two modules M, N ∈ mod kD 4q is given by
for m ∈ M and n ∈ N . We analyse this action in terms of a quiver representation, as is described in the remainder of this section. Define a quiver Γ as follows:
Let V be the characteristic representation of Γ, that is, the representation obtained by setting V (i,j) = k for all vertices (i, j) ∈ Γ 0 , and V a = I k for all arrows a ∈ Γ 1 . We write 1 (i,j) , or simply (i, j) when the context is clear, for the identity element of k = V (i,j) at the vertex (i, j) ∈ Γ 0 . For r, s ∈ N, let V (r, s) = V /I(r, s) where I(r, s) = span k {1 (i,j) | i > r or j > s} ⊂ V is the subrepresentation generated by all elements 1 (r+1,j) and
This gives V the structure of an (infinite-dimensional) Λ 0 -module. Since I(r, s) is closed under the Λ 0 -action, V (r, s) also carries a Λ 0 -module structure induced from V .
Let M = M (A m ) and N = M (A n ). The two modules have standard bases {A r (u)} r∈{0,...,m} and {A s (v)} s∈{0,...,n} respectively, where u ∈ M and v ∈ N are top basis elements. Define linear
Proposition 12.
1. The map ϕ is an isomorphism of Λ 0 -modules. 2. The map ω is injective. 3. Let r, s, t ∈ N. Then
Proof. The proof of 1 is an easy verification. For 2, consider a point x = i,j λ i,j (i, j) (where λ i,j ∈ k) in the kernel of ω. Suppose that there exists a point (l, m) ∈ Γ 0 such that λ l,m = 0, and assume that the natural number m is minimal with this property. We have either ω(l, m) = (l+1, m)+(l, m+1) or ω(l, m) = (l+1, m)+(l, m+1)+ (l + 1, m + 1), in both cases, ω(λ l,m (l, m)) has a homogeneous component λ l,m (l + 1, m) = 0. Now ω(x − λ l,m (l, m)) = −λ l,m ω(l, m) = 0 hence, since ω(i, j) ∈ span{(i + 1, j), (i, j + 1), (i + 1, j + 1)}, it follows that either λ l,m−1 or λ l−1,m−1 is non-zero, contradicting the minimality of m. Hence x = 0, which proves that ω is injective.
To prove 3, we suppose that r ≡ s and compute
Now let r, s ≡ 0, u 1 and assume, by induction, that 3 holds for all t < u. Then
The other identities are proved similarly.
Lemma 13.
is the number of paths in Γ from (0, 0) to (l, m) of length t.
Proof. Defining Q , consider a path from (0, 0) to (l, m) with j arrows of type γ, it then has l − j arrows of type α and m − j arrows of type β. For every point (r, s) in Γ, there is one arrow of type α and one arrow of type β starting in (r, s) (namely, α r,s respectively β r,s ), hence there are l+m−2j l−j ways of choosing the mutual order of all arrows of type α respectively β. Next choose where in the string of arrows α and β that the arrows γ are to be inserted. A γ could be inserted at points preceded by an even number of arrows α and β, and multiple arrows γ could be inserted at each point. There are are easily derived from the definition:
Back diagonality
The following proposition plays a key role in the determination of the Loewy length of tensor products of uniserial modules. While Proposition 1 tells us that the length of a module generated by a homogeneous basis element is expressible in terms of the elements ω t (0, 0) = l,m∈N Q (l,m) t (l, m), t ∈ N, the result below basically means that all terms in this sum except the ones for which l+m = t can be disregarded. Proposition 14. Let t ∈ N and suppose that Q 
whenever λ + µ = t − 1, so the above implies that t−1 l−r ≡ 1 for all r ∈ {0, . . . , j + 1}. By Lucas' theorem,
s | t. The result follows.
From here on, we assume 2 s | t. 
In We now have all tools needed to prove Proposition 14. We will proceed in three separate cases, namely:
and, consequently, Q This concludes the proof of Proposition 14.
Solution to the uniserial case
Lemma 18. Let l, m, s, t ∈ N.
Proof. The second statement follows directly form the formula Q (l,m) 
The key to determining the Loewy lengths in the uniserial case lies in the following proposition, which provides an easy method to compute ℓ(u ⊗ v) for homogeneous basis elements u ⊗ v.
Proposition 19. For all l, m ∈ N the identity max{t ∈ N | ω t (0, 0) / ∈ I(l, m)} = l#m holds. t if, and only if, there exist ρ r and σ s with ρ + σ = t such that Q (ρ,σ) t ≡ 1. Now suppose that r, s 2 a , and consider ρ r and σ s.
ρ+2 a +σ by Lemma 18:1. In each case Q (ρ,σ)
ρ+2 a +σ , which proves that τ (r + 2 a , s) = τ (r, s) + 2 a for all r, s < 2 a . Taking l = r + 2 a and m = s we
On the other hand, from the definition follows that l#m = 2 a + (l − 2 a )#m in this case; now τ (l, m) = l#m follows by induction.
We record the following facts about the operation #. The third statement is an immediate consequence of Proposition 19, the others follow from the definition. Remember that ν(x) = min{j ∈ N | [x] j = 0}.
Lemma 20. Let l, m ∈ N.
1. max{l, m} l#m l + m.
3. λ#µ l#m whenever λ l and µ m.
Formulae for the length of a tensor product of uniserial string modules can now be derived from Proposition 19. 
Proof. Suppose that M and N are uniserial string modules, with standard bases B M and B N respectively. Let u ∈ B M and v ∈ B N be top basis elements, and set 
The non-uniserial case
In the previous section, we computed the Loewy length of tensor products of uniserial modules. In this section, tensor products involving bands with simple top and simple socle are treated. Proposition 22 gives the Loewy length of the tensor product of such a band with a uniserial string module, while Propositions 23, 24 and 25 cover the case of a product of two band modules.
Remember that l#m = l + m if and only if the binary expansions of l and m are disjoint.
Proof. Let u a and u b be top basis elements in M (A l1 ) and M (B l2 ) respectively, and set
We view the two latter isomorphisms as identifications, and write M (
U⊗N
, and
On the other hand, A t · (u b ⊗ v) = ρB l2 u b ⊗ n similarly gives n = j ρδ j A j v for some δ j ∈ {0, 1}. Since n = 0 this means that ρ = 1.
Next, by Equation (6) and Proposition 14, the identity A t · (u a ⊗ v) = A l1 u a ⊗ n implies that min{j ∈ N | δ j = 0} = t − l 1 , and
From here on, set l = l 1 = l 2 . The existence of a non-zero n ∈ N such that A t ·(u a ⊗v) = A l u a ⊗n and A t · (u b ⊗ v) = B l u b ⊗ n is equivalent to A l+m (u a ⊗ v) and A l+m (u b ⊗ v) being non-zero. Namely, as we saw above, We have
and it is easy to check that
by Lemma 3. Set t = 2 + (l − 1)#m. To prove the proposition, it is now enough to show that A t · (u ⊗ v) = 0, since this, together with (11), implies h(u ⊗ v) = 1 + (l − 1)#m.
Observe that
means that l+j 2j ≡ 1) Next, consider the case ν(j) ν(t). Here, if First, we set some notation for the remainder of this section: take u a and u b to be top basis elements in the modules M (A l1 ) and M (B l2 ) respectively, set 
Proof. Let M = rad M ⊂ M , and M = M/ soc M . Set l = max{l 1 , l 2 } and m = max{m 1 , m 2 }, and let x ∈ {u a , u b }, y ∈ {v a , v b } be the unique elements such that h(x) = l and h(y) = m. Clearly,
Observe that 
. By Proposition 5 and Proposition 22,
Since l ⊥ m, Lemma 20 gives (l − 1)#m = l#m, hence
This, together with the inequality (12) shows that
Proof. We have ℓ(M ⊗ N ) < ℓ(M ′ ⊗ N ) if, and only if, there exists a number t ∈ N such that rad t (kD 4q ) · (u ′ ⊗ v) is non-zero but contained in U ⊗ N . This is equivalent to A t (u ′ ⊗ v) = (A l1 u ′ + ρB l2 u ′ ) ⊗ n 1 and B t (u ′ ⊗ v) = (A l1 u ′ + ρB l2 u ′ ) ⊗ n 2 with n 1 , n 2 ∈ N not both equal to zero.
Assume that ℓ(M ⊗ N ) < ℓ(M ′ ⊗ N ), and let n ∈ {n 1 , n 2 } be non-zero. Set µ to be the largest number such that n ∈ rad µ (N ). Then n = Proof. We shall have reason to use the following formulae: 
