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ABSTRACT
The need to deliver increasing amounts of data over a fixed bandwidth in wire-
less networks necessitates the engineering of communication schemes with ever-
increasing efficiencies. In this context, it is imperative to obtain a fundamen-
tal understanding of wireless networks and the engineering architectures that can
achieve optimal performance. Accordingly, understanding the capacity, i.e., the
maximum information rate supported by wireless networks, is a central aim in the
field of information theory. This understanding has been successfully obtained
for the case of small canonical networks (called channels, for example, broadcast,
multiple-access and interference channels) and for networks under restricted traf-
fic models (for example, unicast, multicast and broadcast). In this thesis, the main
goal is to understand the capacity of general wireless networks under a general
traffic model, i.e., multiple-unicast, in which there are multiple sources intending
to communicate independent information with multiple destinations.
A classical result in undirected wireline networks is the near optimality of rout-
ing (flow) for multiple-unicast traffic: the min-cut upper bound is within a log-
arithmic factor of the number of sources of the max-flow. This establishes the
approximate capacity of multiple-unicast in wireline networks. In this thesis, we
“extend” this wireline result to the wireless context.
In order to accomplish this, we propose a new model for wireless networks,
namely, the polymatroidal network model. In a standard wireline network, the
rate of information flow on each edge is constrained by its capacity; in the poly-
matroidal network model, the capacity of edges that meet at a node are further
jointly constrained by a submodular function. While a max-flow min-cut theorem
for unicast traffic is known for polymatroidal networks, multiple-unicast traffic
has not been studied prior to this work. A key technical contribution of this thesis
is an approximate max-flow min-cut theorem for multiple-unicast in undirected
polymatroidal networks (the approximation has a multiplicative logarithmic gap).
Our key tools are the formulation and analysis of the dual of the flow relaxations
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via continuous extensions of submodular functions, in particular the Lova´sz ex-
tension, and the use of metric embeddings into the real line with low average
distortion.
In order to translate these results from polymatroidal networks to wireless net-
works, we propose a natural layered architecture in which information-theoretic
schemes are employed at the local level (termed as local physical-layer schemes)
and routing is employed at the global level. We show that the feedback and sym-
metry inherent in wireless networks plays a crucial role in enabling this separation,
by demonstrating that the layered architecture is approximately optimal. This re-
sult is formally demonstrated for wireless networks under a variety of channel
models for which capacity results are known for the corresponding local physical-
layer channels. Thus our main result can be viewed as a meta-theorem: if there
are “good” physical-layer schemes for a certain channel, then, for multiple-unicast
in a network composed of such channels, a layered architecture is approximately
cut-set achieving.
Finally, we turn our attention to the more general problem of function com-
putation. In the function computation problem, certain nodes of an undirected
graph have access to independent data, while some other nodes of the graph re-
quire certain functions of the data; this model is motivated by sensor networks and
cloud computing. We study the maximum rates at which function computation is
possible on a capacitated graph; the capacities on the edges of the graph impose
constraints on the communication rate. We consider a simple class of computation
strategies based on Steiner-tree packing (so-called computation trees), which does
not involve block coding and has minimal delay.
With a single terminal requiring function computation, the performance of com-
putation trees is known to be optimal when the underlying graph is itself a directed
tree, but can be arbitrarily poor in general directed graphs. Our main result is that
computation trees are near optimal for several classes of function computation
requirements even at multiple terminals in undirected graphs. The key technical
contribution here involves connecting prior work in approximation algorithms for
Steiner cuts in undirected graphs to the function computation problem. We also
demonstrate a certain “duality” between the function computation problem and a
communication problem involving multiple multicasts.
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CHAPTER 1
INTRODUCTION
“I do not think that the wireless waves I have discovered will have any practical
application” – Heinrich Hertz
1.1 Background
Wireless data usage is increasing exponentially, whereas the bandwidth allocated
to carry the data grows very slowly. Current predictions suggest that wireless data
requirements will increase eighteen-fold in the next five years [29]. A simple,
although expensive, way to meet this demand is to increase the bandwidth alloca-
tion for wireless telephony correspondingly. However, the bandwidth allocation
for cellular telephony is unlikely to more than double in this five-year period.
Thus, in order to meet these mounting demands on wireless systems, the future
wireless systems need to be designed to deliver ever-increasing throughput over
a given bandwidth. This calls for a fundamental understanding of optimal wire-
less architectures and communication schemes. The main goal of this thesis is to
examine this problem from an information theoretic viewpoint.
Wireless networks are typically engineered using a modular approach, com-
monly referred to as a layered approach. In this approach, the whole task of the
network is subdivided into various layers (modules) and each layer can then be es-
sentially independently designed. The layering is broadly as follows: the physical
layer deals with the channel uncertainty, the medium access control layer deals
with scheduling of users in the wireless context, the network layer handles rout-
ing of information and the transport layer deals with network congestion. While
this design methodology has several engineering advantages that have led to the
proliferation of wireless networks, a fundamental understanding of the capacity
of wireless networks1 and the structure of “optimal” architectures is still lacking.
1A wireless network is specified by the connectivity between nodes, the channel model and the
traffic model, i.e., which nodes have messages to send, and who wants to receive those messages.
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This leads us to the following question.
Question 1: What is the capacity of wireless networks?
This is the central question of study in the field of network information theory.
While characterization of exact capacity is an unsolved problem for all but the
simplest networks, substantial progress has been made in the recent past in under-
standing the capacity approximately of two special classes of wireless networks
(by approximate, we mean that the performance of the achievable scheme is guar-
anteed to be within a certain additive or multiplicative factor of the best possible
scheme).
 Simple wireless networks under general traffic models: Prior work has char-
acterized the approximate capacity of several simple wireless networks, i.e.,
wireless networks where all communication happens in one-hop, under the
multiple-unicast traffic model. These simple networks are referred to as
channels, and approximate capacity characterizations exist for the multiple-
access channel [31], broadcast channel [153], 2-user interference channel
[40] and the K-user interference channel [21].
 General wireless networks under simple traffic models: Prior work has ob-
tained the approximate capacity of unicast, multicast and broadcast (one
source conveying independent information to multiple destinations) traffic
in general wireless networks [17, 91, 9, 69].
In order to show a capacity result, two main ingredients are necessary: an
achievable scheme along with its rate characterization and an outer bound, which
upper-bounds the communication rates of any achievable scheme. A well-known
upper bound in network information theory is the cut-set upper bound, which can
be written down for any problem instance. While this is not necessarily the best
known bound even in the special cases described above, the rates suggested by
this bound are achievable approximately, with a gap that is additive in some in-
stances (unicast in general networks) and multiplicative in certain others (multiple
unicast in interference channel).
If one source wants to talk to one (multiple) destination, we call it the unicast (multicast) traffic
model. If there are multiple sources each wanting to talk to one (multiple) destination, then the
traffic model is called multiple-unicast (multiple-multicast). Multiple-multicast is the most general
traffic model.
The capacity region of a wireless network is the set of rate tuples at which the sources can
communicate to the corresponding destinations.
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Given this state of the art, the exact resolution of Question 1 remains distant.
However, we can ask the following questions, which are more modest.
Question 1a: What is the approximate capacity of multiple-unicast in general
wireless networks?
Question 1b: Is the cut-set bound approximately achievable for multiple-unicast?
The main result of this thesis is a successful resolution of Question 1a by show-
ing that the cut-set bound is approximately achievable, thus answering Question
1b in the affirmative. Our work builds on the extensive prior work conducted in
this area, and we provide a detailed survey of these results in the corresponding
chapters.
Our main result shows that our proposed scheme achieves the cut-set bound to
within a multiplicative gap of O(log k) and a constant additive factor (which de-
pends on the particular channel model) in the worst case, where k is the number of
unicasts. Ignoring the constant additive factor (which is present even in the unicast
case), this worst-case O(log k) factor is interesting for the following reasons.
 A well provisioned network should have the total resources scaling with k,
and thus the cut-set bound on the sum-capacity of a well-provisioned net-
work will be of order 
(k). Our results state that the scheme can achieve a
sum-rate 
( k
log k
) which is reasonably close to k. In contrast to thisO(log k)
characterization, the only known scheme for multiple-unicast in a general
wireless network, i.e., time sharing, will achieve a constant sum-rate irre-
spective of the number of users.
 This is the tightest known characterization of the capacity of even wireline
networks, which are a special case of the networks considered here.
 This is a tight characterization of our proposed achievable scheme, i.e., there
exists wireless networks in which the achievable rate and the cut-set bound
will differ by a factor O(log k). Furthermore, it is possible that our scheme
may be within a constant factor of a more nuanced outer bound. This is
related to one of the open questions in wireline network theory.
While existing works attempt to obtain the approximate capacity for specific
instances of the problem, we adopt a different viewpoint and focus our attention
on obtaining general results for arbitrary networks at the expense of obtaining
potentially weaker approximation in specific instances.
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While the answer to Question 1 has been known for special traffic models
(single-unicast, for example) from previous work, the architectures suggested by
these works do not correspond to layered schemes, which are amenable to engi-
neering design. In this work, we take a step further and ask the following question,
which is more refined than the first question.
Question 2: Are there simple layered architectures that achieve the capacity
approximately?
In this thesis, we answer this question also in the affirmative. In fact, the way we
answer Question 1 is via answering Question 2, which we accomplish by showing
a layered achievable strategy that can achieve withinO(log k) of the cut-set bound.
The pioneering work [80] has proved that a layered architecture is optimal in the
case of a wireline network, which is composed of independent noisy links. This
thesis is an attempt to generalize this result to the more general context of wireless
networks.
1.1.1 Program outline
A general technique employed in prior work (see, for example, the unicast result
in [17]) to show approximate capacity characterizations proceeds in three steps.
In this thesis also, we follow the same broad program.
 Step 1: Identify the corresponding results for wireline networks (in the uni-
cast case, this is the max-flow min-cut theorem)
 Step 2: Extend the results to a generalization of the wireline network (in the
unicast case, it is the linear deterministic network)
 Step 3: “Lift” the results from the generalized wireline network to the wire-
less network.
The multiple-unicast problem in general (directed) wireline networks is known
however to be hard to solve, the difficulty being two-fold:
1. Flow (routing) is not known to be optimal and network coding (i.e., com-
bining of information from various sources while the information passes
through the network) is known to be required. In fact, network coding can
give arbitrarily large gains over routing [59].
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2. The flow rate-region is not even approximately close to the cut-set bound
and furthermore, it is NP-hard to approximate the cut-set bound to within a
n factor for some  > 0 [28], suggesting that no polynomial time coding
scheme can get provably close to the cut-set bound.
Thus it appears that the characterization of the capacity would require both
better schemes than routing and better outer bounds than cut-bounds. While there
are small problem instances where we know how to obtain both, in the general
case, both have proven elusive.
While the picture painted above is gloomy, the following information comes as
the silver lining in the cloud: in undirected wireline networks, there is no known
instance where network coding beats routing (flow) and in fact, flow and cut are
within a worst-case factor O(log k) of each other. The latter fact is a celebrated
result of Leighton and Rao [90], which was later generalized by Linial, London
and Rabinovich [97]. Also, since wireless networks have natural symmetry, i.e.,
when node A talks to node B, node B can talk back to node A, they seem closer
to undirected networks than directed networks. Thus we will adopt undirected
wireline networks as our starting point.
Key simplification: Consider symmetric wireline and wireless networks.
The identification of the approximate capacity results for multiple-unicast in
undirected wireline networks as a baseline completes the first step of our program.
1.1.2 Polymatroidal networks
Now, we proceed to the second step of our program, which is to generalize this
result to a model of intermediate complexity between wireline and wireless net-
works. Linear deterministic models, proposed in [17], capture the broadcast and
superposition nature of the wireless medium while suppressing the effect of noise.
However, in the case of multiple unicast traffic, even this model turns out to be
too complex to solve. The main reason for this complexity is that even the res-
olution of the unicast problem in this model requires network coding. While the
simplest flavor of network coding, namely, random network coding works well in
the unicast scenario, it turns out to be a poor strategy when there is more than one
source-destination pair in the network; this is because random mixing of packets
introduces inter-session interference while routing (flow) keeps the information of
different sessions separate. This leads us to the following question.
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Question 3: Are there network models that generalize wireline networks and
capture key features of wireless networks, and yet are amenable to the study of
multiple-unicast traffic?
We answer this question in the affirmative by proposing an undirected polyma-
troidal network model for wireless networks. Polymatroidal networks are sim-
ilar to standard wireline networks (with edge capacities); however, in addition
to having edge capacity constraints, there are joint capacity constraints on the
set of edges which meet at a vertex. These joint constraints are characteristic of
wireless networks, where transmission on one link constrains the rate of trans-
mission on another. Directed polymatroidal networks were introduced in [88, 60]
and they were applied in the information theory literature [146] in the context of
broadcasting in (directed) deterministic networks. Undirected polymatroidal net-
works, introduced in this thesis, have the further nice property that they general-
ize edge-capacitated and node-capacitated networks simultaneously, thus unifying
their treatment.
A key technical contribution of this thesis is to extend the work of Leighton
and Rao [90], which showed that routing is near-optimal in undirected wireline
networks, to undirected polymatroidal networks, thus showing that routing can
get to within a factor of O(log k) of the cut-set bound in the case of multiple-
unicast traffic. This result is established by resorting to continuous extensions
(Lova´sz extension and convex closure) of the submodular functions encountered
in polymatroidal networks and using the technique of embedding metric spaces
into the real line with small average distortion, introduced by Rabinovich [123].
While the worst-case logarithmic flow-cut gap is the best possible in general
wireline networks, there may be some special families of networks where the gap
can be reduced. This leads us to the following question.
Question 4: Can we obtain better than logarithmic flow-cut gaps for special
instances of multiple-unicast in polymatroidal networks?
We answer this question in the affirmative by showing several examples where
sharper results for wireline networks can be generalized to polymatroidal net-
works. In particular, we show that there is a constant factor flow-cut gap for
sum-rate in the following cases.
 There are M sources and N destinations and there are messages to be sent
from each source to each destination. The constant factor in this case is 2.
 There is a group of G nodes, wanting to communicate messages to all other
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nodes in the group. The constant factor in this is also 2.
 The communication graph is planar.
While the first two results follow quite easily from the proof for the general case,
the result for planar graphs requires additional care and attention.
Analysis
Cut equivalence
Polymatroidal Network
Network layer: Routing
Local channel
Good PHY scheme
Define “local”
Figure 1.1: Layered architecture
Thus, having accomplished the second step of our program (obtain models for
wireless networks), we can proceed to the third step, which is to lift the results
from polymatroidal to wireless networks. This is done by using a layered archi-
tecture (illustrated in Fig. 1.1) as follows:
 The network is decomposed into a set of local physical layer channels.
 Information-theoretic coding schemes are applied to these local channels.
Thus each one of these channels can be replaced by their corresponding
capacity regions. If the communication schemes achieve close to the cut-
set bound for these channels, then the rate region is polymatroidal. In the
case of general wireless networks, the codign schemes for the physical layer
channels are based on interference alignment [21].
 In this obtained polymatroidal network, routing achieves close to the cut-set
bound.
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 By demonstrating that cut-set bounds in the polymatroidal and the wireless
network are close, we obtain the necessary result.
This establishes the requisite approximate capacity characterization of wireless
networks, which we accomplish for various channel models in this thesis.
1.1.3 Function computation
Having established these promising results in the context of communicating in-
formation in wireless networks, it should be noted that there are other scenarios
in networks that do not fit the paradigm of communication. In particular, in sen-
sor networks, the sensor fusion node may be interested in the computation of a
function of the sensor readings rather than in obtaining the value of each of these
sensors. Similarly, in a cloud computing scenario, the data may be stored in a dis-
tributed manner, with different types of information about the same record stored
in different locations, and one may be interested in computing a function of the
data. The class of problems that arises in this setting is studied under the general
area of in-network function computation, where nodes in the network perform in-
termediate computations so that the end-to-end goal of computation (rather than
communication) is realized at maximum possible rate. Our success in the com-
munication problem immediately prompts us to ask the following question.
Question 5: Can approximate capacity characterizations be obtained in the
context of function computation?
In this thesis, we answer this question in the affirmative in the following context.
Consider a wireline edge-capacitated network where there are multiple source
nodes (think of them as sensor nodes) and a single sink node that wishes to com-
pute a function (for example, the arithmetic sum) of the data at the sources. We
are interested in the rate at which such a computation can be performed. A gen-
eralization of this setting is when there are multiple sets of sensors, each one
corresponding to a different modality like temperature, pressure, etc., which share
the common communication infrastructure. We call this setting the multi-session
function computation problem. In this case, there are k sessions, each comprising
t sensors and a fusion center, and the fusion center wants a certain function of its
group of t sensors. We refer to this as multi-session function computation.
The single-session function computation problem was originally formulated by
Giridhar and Kumar [51] and this work was built upon significantly in [82, 12].
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The multi-session function computation problem has received relatively little at-
tention, some exceptions being [128, 87, 126]; in these works, each destination
demands the sum of all the sources. This setup is different from the setting in
the current thesis, where each destination demands general functions of distinct
variables.
The cut-set bound can be generalized to the function computation setting to
obtain an outer bound. We would like to ask if there is a natural class of simple
schemes that can achieve the cut-set bound approximately. While it is well known
that routing is far from optimal in this setting, there is another class of schemes
called computation trees, which has been used in [51, 82, 12, 133], where the
function is computed by passing information along a Steiner tree with in-network
computation performed at junction nodes and the other nodes simply forwarding
the information. This class of strategies is related to Steiner packings, which
are commonly used for multi-casting in wireline networks. This leads us to the
following question.
Question 6: Can a connection between (multiple) multi-casting and (multi-
session) function computation be formalized?
We answer this question in the affirmative by showing that this is indeed true
when the function to be computed is linear. To obtain this duality we just reverse
the nature of the sources and the destination; thus the fusion center transmits data
that needs to be received by all the sensor nodes. Using this duality, we can easily
show that for single-session linear-function computation, computation trees are
within a factor of 2 of the cut-set bound. This settles the question posed in [133]
about the near-optimality of Steiner tree packing in this setting. Furthermore,
in the case of multi-session linear-function computation, computation trees are
shown to be within a factor of O(log(kt)) of the cut-set bound which is the dual
for a similar result for multiple multicast in wireline networks. The factor gap
increases in the case of other more complex functions, but we provide an upper-
bound for this gap in this thesis.
1.2 Summary of Results
An important contribution of this thesis is the following meta-theorem:
Meta Theorem: If there is a “good” physical-layer scheme (which is
approximately cut-set achieving and reciprocal) for a certain channel,
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then, for multiple-unicast in a network composed of such channels, a
layered architecture is approximately cut-set achieving (to within a
logarithmic factor in the number of messages).
The following is a summary of the key ideas which are used in this paper to
argue that a layered architecture is approximately capacity optimal:
 Model a wireless network as a bidirected network, by using the natural reci-
procity of wireless networks.
 Utilize a good local “physical layer” scheme for each channel and identify
the combinatorial structure of the rate region (typically submodularity).
 Show that local physical layer schemes convert a wireless network into a
bidirected polymatroidal network. Thus the bidirected polymatroidal net-
work can be viewed as a graphical model for wireless networks.
 Prove a Leighton-Rao type approximation result for bidirected polyma-
troidal network, which shows that routing is near optimal for k-unicast traf-
fic.
 Argue that the layered architecture with local physical layer scheme + global
routing achieves the cut-set approximately in the wireless network.
 We provide a technique by which “good” results for a given channel can be
lifted up to good results for a general network comprised of those channels.
We justify the meta-theorem formally in the context of the following channel
models:
1. Networks composed of Gaussian broadcast and MAC channels
2. Networks composed of broadcast erasure channels with feedback
3. Fast fading wireless networks
4. Degrees-of-freedom approximation for fixed wireless networks
5. Linear deterministic networks composed of MAC and broadcast channels
6. Networks composed of MIMO MAC and broadcast channels with delayed
CSI feedback
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7. Fast fading linear deterministic networks
For each of these networks, under a general k-unicast traffic model, the approx-
imation factor on the rate is O(log k) for the entire rate region in addition to the
loss incurred due to the physical layer scheme, which is typically a power-scaling
loss. Under more specific traffic models, such as the X-traffic model (where each
of the J sources have messages to send to each of theK destinations) or a “group-
communication” traffic model (where a subset S of nodes have messages to send
to each other), we prove a constant approximation factor for the sum-rate, again
in addition to a power scaling loss (the constant being 1, 2 or 4 depending on the
specific channel and traffic model).
Furthermore, we show that similar results hold even in the context of func-
tion computation in wireline networks. The key technical contribution there in-
volves connecting existing approximation algorithms for Steiner cuts in undi-
rected graphs to the function computation problem.
1.3 Organization
The rest of this thesis is organized into various chapters as follows. While there is
a continuity in these chapters, the thesis is written in such a way that each chapter
can be read in a self-consistent manner.
 Polymatroidal networks are motivated, defined and studied in Chapter 2.
While the main result of this chapter is an approximate max-flow min-cut
theorem for multiple-unicast traffic in undirected polymatroidal networks,
there are several other results on polymatroidal networks throughout this
chapter.
 In Chapter 3, we consider multiple-unicast traffic in wireless networks. We
study wireless networks under various channel models and either study ex-
isting physical layer schemes or construct new ones so that a layered ar-
chitecture based on these physical layer schemes converts the wireless net-
work into a polymatroidal network. We finally show how to translate outer-
bounds from the polymatroidal network to the wireless network, which re-
sults in approximate capacity results for wireless networks.
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 Then, we study function computation in capacitated graphs in Chapter 4,
where we show that a simple achievable strategy based on tree packing can
get close to the cut-set bound for certain function classes.
 We conclude in Chapter 5 by stating the open questions that arise from this
research.
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CHAPTER 2
POLYMATROIDAL NETWORK MODEL
“There is no practical question on which anything more than an approximate solu-
tion can be had.” – Ralph Waldo Emerson
In this chapter, we will generalize results for multiple unicast in wireline net-
works to a class of networks called polymatroidal networks. As pointed out ear-
lier, for undirected wireline networks, it is known [90, 97] that the flow rate region
(routing) and cut-set bound (outer bounds on any scheme) are within a factor of
O(log k) of each other. In this chapter, we show that this result generalizes to
polymatroidal networks as well.
2.1 Problem Setup
Consider a communication network represented by a directed graph G = (V;E).
In the so-called edge-capacitated scenario, each edge e has an associated capacity
c(e) that limits the information flowing on it. We consider a more general net-
work model called the polymatroidal network model introduced by Lawler and
Martel [88] and independently by Hassin [60]. This model is closely related to
the submodular flow model introduced by Edmonds and Giles [37]. Both models
capture as special cases, single-commodity s-t flows in edge-capacitated directed
networks, and polymatroid intersection, hence their importance. Moreover the
models are known to be equivalent (see Chapter 60 in [131], in particular Section
60.3b). The polymatroidal network flow model is more directly and intuitively
related to standard network flows and one can easily generalize it to the multi-
commodity setting which is the focus of this chapter.
The polymatroidal network flow model differs from the standard network flow
model in the following way. Consider a node v in a directed graphG and let  G(v)
be the set of edges into v and +G(v) be the set of edges out of v. In the standard
model each edge (u; v) has a non-negative capacity c(u; v) that is independent of
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other edges. In the polymatroidal network for each node v there are two associated
submodular functions (in fact polymatroids1)  v and 
+
v which impose joint ca-
pacity constraints on the edges in  G(v) and 
+
G(v) respectively. That is, for any set
of edges S   G(v), the total capacity available on the edges in S is constrained
to be at most  v (S), similarly for 
+
G(v). Note that an edge (u; v) is influenced by
+u and 
 
v . Lawler and Martel considered the problem of finding a maximum s-t
flow in this model. The results in [88, 60] show that various important properties
that hold for s-t flows in standard networks generalize to polymatroid networks;
these include the classical maxflow-mincut theorem of Ford and Fulkerson (and
Menger) and the existence of an integer valued maximum flow when capacities
are integral.
2.1.1 Motivation
In this thesis, the main motivation to study polymatroidal networks stems from
their ability to model wireless networks. A node in a wireless network communi-
cates with several nodes over a broadcast medium and hence the channels interfere
with each other; this imposes joint capacity constraints on the channels. Thus the
interference links in the original wireless network are replaced by bit-pipes, the
rates of which are constrained to lie in the capacity region of the corresponding in-
terference channel. Since several interference scenarios of interest correspond to
(almost) polymatroidal capacity regions, the polymatroidal network model serves
as a proxy for the wireless network. Any communication scheme in the poly-
matroidal network corresponds to a “layered” scheme in the wireless network,
i.e., one in which each channel is operated using an information theoretic coding
scheme, and then the scheme for the polymatroidal network is run on top of that.
The original motivation for the Lawler-Martel polymatroidal network model
came from an application to a scheduling problem [102]. This model has other
applications as well; for example, in transportation networks, the edges normally
represent transportation resources (roads or railway lines) and nodes model impor-
tant junction points. In standard wireline networks, the maximum flow on a given
edge is modeled using a capacity function and the goal is to study schemes that
1A set function f : 2N ! R over a finite ground set N is submodular iff f(A) + f(B) 
f(A\B) + f(A[B) for all A;B  N ; equivalently f(A[ fig)  f(A)  f(B [ fig)  f(B)
for all A  B and i 62 A. It is monotone if f(A)  f(B) for all A  B. In this thesis, a
polymatroid refers to a non-negative monotone submodular function with f(;) = 0.
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achieve maximum flow from a given source node to a destination node. However,
in several cases, the maximum rate of traffic flow on an edge can depend also on
the flow of traffic on other edges incident at a node; this can be modeled using a
submodular cost function leading to a polymatroidal network model. The dual of
this max-flow problem in the standard wireline network is the min-cut problem,
which, in the transportation network example, captures the minimum number of
railway lines that need to be cut in order for the source and destination to be unable
to communicate with each other. In this case, it may make sense to prefer cuts (set
of edges) for which many railway lines pass through the same city as opposed to
cuts involving railway lines going through distinct cities, even if they cut the same
number of railway lines. In other words, the value of the cut is not simply the
sum of the number of railway lines cut, but depends on whether edges belonging
to the same node are cut or not. This is modeled neatly using a submodular cost
function as well.
More recently, there have been several applications of a related network model
called the linking systems model [132], to information flow in wireless networks
[17, 8, 160, 52, 124, 71]. However, these results are fundamentally different on
two counts: the linking-systems framework does not serve as a proxy for wireless
networks, i.e., schemes for the linking systems model do not have any correspond-
ing schemes in the wireless networks (although this defect was partially remedied
in [124]). Furthermore, only single-commodity flows (single-unicast problems)
have been studied in this model and multi-commodity flow under this model re-
mains unexplored.
Most of the work on polymatroidal networks so far has focused on the case
of a single unicast (i.e., there is only one s   t pair). In this thesis, we consider
the scenario where several source-sink pairs (s1; t1); (s2; t2); : : : ; (sk; tk) share the
capacity of the network. This is referred to as the multiple unicast setting in the
communication literature and as multicommodity flows and cuts in the theoretical
computer science literature. While the primary motivation is applications to (wire-
less) network information flow, another motivation is to understand the extent to
which techniques and results that were developed for multicommodity flows and
cuts in standard networks generalize to polymatroidal networks. We note that
polymatroidal networks allow for a common treatment of edge and node capaci-
ties; an advantage is that one can define cuts with respect to edge removals while
the cost is based on nodes. As far as we are aware, multicommodity flows and
cuts in polymatroidal networks have not been studied previously.
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Flow-cut gaps in polymatroidal networks: The main focus of this chapter is
understanding multicommodity flow-cut gaps in polymatroidal networks. In com-
munication networks cuts can be used to information theoretically upper-bound
achievable rates while flows allow one to develop lower bounds on achievable
rates by combining a variety of routing and coding schemes. Flow-cut gaps are
of therefore of much interest. Unlike the case of single-commodity flows where
maximum flow is equal to minimum cut, it is well-known that even in standard
edge-capacitated networks no tight min-max result holds when the number of
source-sink pairs is three or more (two or more in case of directed graphs). See
[131] for some special cases where min-max results do hold. Flow-cut gap re-
sults have been extensively studied in theoretical computer science starting with
the seminal work of Leighton and Rao [90]. The initial motivation was approx-
imation algorithms for cut and separator problems that are NP-hard. There has
been much subsequent work with a tight bound of O(log k) established for flow-
cut gaps in undirected graphs in a variety of settings [48, 97, 16, 45]. It has also
been shown that strong lower bounds exist for flow-cut gaps in directed graphs;
for instance the gap is O(minfk; ng) between the maximum concurrent flow and
the sparsest cut [130, 28] where  is a fixed constant. However, poly-logarithmic
upper bounds on the gaps are known for the case of symmetric demands in di-
rected graphs [77, 41]. Motivated by the above positive and negative results we
focus on those cases where poly-logarithmic flow-cut gaps have been established.
We show that several of these gap results extend to polymatroid networks. Our
results and techniques lead to new approximation algorithms for cut problems in
polymatroidal networks which could have future applications. However, in this
thesis we restrict our attention to quantifying flow-cut gaps.
Bidirected and undirected polymatroidal networks: As we mentioned already,
strong lower bounds exist on flow-cut gaps for directed networks. Positive results
in the form of poly-logarithmic upper bounds on flow-cut gaps for standard net-
works hold when the demands are symmetric or when the supply graph is undi-
rected. A natural model for wireless networks is the bidirected polymatroidal
network. For two nodes u and v in a wireless network, it is a reasonable ap-
proximation to assume that the channel from u to v is similar to that from v to
u; hence one can assume that the underlying graph G is bidirected in that if the
edge (u; v) is present then so is (v; u). Moreover, we assume that for any node
v and S   (v),  v (S) = +v (S 0) where S 0  +(v) is the set of edges that
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correspond to the reverse of the edges in S. Within a factor of 2, bidirected poly-
matroidal networks can be approximated by undirected polymatroidal networks:
we have an undirected graph G and for each node v a single polymatroid v that
constrains the capacity of the edges G(v), the set of edges incident to v. The
main advantage of undirected polymatroid networks is that we can use existing
tools and ideas from metric embeddings to understand flow-cut gap results. Undi-
rected polymatroidal networks have not been considered previously. We observe
that they allow a natural way to capture both edge and node-capacitated flows in
undirected graphs. To capture node-capacitated flows2 we set v(S) = 2c(v) for
all ; 6= S  (v) where c(v) is the capacity of v. We mention an advantage of
using polymatroidal networks even when considering the special case of node-
capacitated flows and cuts: one can define cuts with respect to edges even though
the cost is on the nodes. This is in fact quite natural and simplifies certain aspects
of the algorithms in [45].
2.1.2 Overview of results and technical ideas
We do a systematic study of flow-cut gaps in multicommodity polymatroidal net-
works, both directed and undirected. Let G = (V;E) be a polymatroidal network
on n nodes with k source-sink pairs (s1; t1); : : : ; (sk; tk). We consider two flow
problems and their corresponding cut problems: (i) maximum throughput flow
and multicut (ii) maximum concurrent flow and sparsest cut.
Our main results are tabulated in Table 2.1 and are summarized below.
 For directed networks we show a reduction based on the dual that estab-
lishes a correspondence between flow-cut gaps in polymatroidal networks
and the standard edge-capacitated networks. This allows us to obtain poly-
logarithmic upper bounds for flow-cut gaps in directed polymatroidal net-
works with symmetric demands via results in [77, 41] for both through-
put flow and concurrent flow. In particular we obtain an O(minflog3 k;
log2 n log log ng) gap between the maximum concurrent flow and sparsest
cut. The reduction is applicable only to directed graphs.
2The factor of 2 is needed since a flow path p through an internal node v uses two edges. On the
other hand, it is not needed for the sources and sinks. This technical issue is a minor inconvenience
with undirected polymatroidal networks; we note that this also arises in treating node-capacitated
multicommodity flows [45].
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Table 2.1: Summary of Results
Setting Max. Concurrent Flow / Max. Throughput Flow /
Sparsest Cut Gap Multicut Gap
Undirected
polymatroidal network O(log k) O(log k)
Directed
polymatroidal network O(minflog2 k; O(minflog3 k;
(symmetric demands) log n log log ng) log2 n log log ng)
Planar undirected
polymatroidal network [Open] O(1)
 We show that line embeddings with low average distortion [104, 123] lead
to upper bounds on flow-cut gaps in polymatroidal networks — this con-
nection is inspired by the work in [45] for node-capacitated flows. For
undirected polymatroidal networks this leads to an optimal O(log k) gap
between maximum concurrent flow and sparsest cut. We also obtain an
optimal O(log k) gap between throughput flow and multicut. These im-
ply corresponding results for bidirected networks. Furthermore, similar to
[45], we exploit the embedding connection to obtain improved O(
p
log k)-
approximation algorithms for sparsest cut problems with product demands
using stronger relaxations via semi-definite programming (and associated
embedding theorems) [14, 2, 15].
 We consider polymatroidal networks that exclude a fixed graphKh as minor
(this includes planar graphs). We show anO(h2) gap between the maximum
throughput flow and minimum multicut for these networks. As a corollary,
we obtain a constant factor approximation for node-weighted multicut in
such graphs. Our result is based on a reinterpretation of the chopping op-
eration in the network decomposition theorem in [76] as a line embedding.
It has been conjectured [57] that there is a corresponding constant gap re-
sult for the maximum concurrent flow problem in the case of standard planar
(and more generally, minor-free) networks; however this conjecture remains
unresolved.
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Most of the literature on multicommodity flow-cut gaps is based on analyzing
the dual of the linear program for the flow which can be viewed as a fractional
relaxation for the corresponding cut problem. The gap is established by showing
the existence of an integral cut within some factor of the relaxation. For standard
edge and node-capacitated network flows the dual linear program has length vari-
ables on the edges which induce distances on the nodes. The situation is more
involved in polymatroidal networks, in particular, the definition of the cost of a
cut is somewhat complex and is discussed in more detail in Section 2.2.2.
Our starting point is the use of the Lova´sz extension of a submodular function
[98] to cleanly rewrite the dual of the flow linear programs. This simplifies the
constraint structure of the dual at the expense of making the objective a convex
function. However, we are able to exploit properties of the Lova´sz extension in
several ways to obtain our results. Our techniques give two new dual-based proofs
of the maxflow-mincut theorem for single commodity polymatroid networks that
was first established by Lawler and Martel algorithmically [88] via an augment-
ing path based approach. We believe that the applicability of embedding based
methods for polymatroidal networks is of independent mathematical interest.
For the most part we ignore algorithmic issues in this thesis although all the
flow-cut gap results lead to efficient algorithms for finding approximate cuts.
2.1.3 Organization
The rest of this chapter is organized as follows. Two different ways of formulating
multicommodity flows and cuts are defined formally for polymatroidal networks
in Sec. 2.2. In Sec. 2.3, we develop several convex programming relaxations
for the combinatorial problem for minimum cut. This relaxation is exploited in
Sec. 2.4 to show logarithmic flow-cut gaps for directed polymatroidal networks
under “symmetric demands” by using a reduction from the polymatroidal network
problem to the standard network problem. In Sec. 2.5, logarithmic flow-cut gaps
are shown for undirected polymatroidal networks. Finally, for the special case of
planar and minor-free graphs, we develop stronger flow-cut gaps in Sec. 2.6.
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2.2 Multicommodity Flows and Cuts in Polymatroidal
Networks
We let G = (V;E) represent a graph whether directed or undirected. We use
(u; v) for an ordered pair of nodes and uv to denote an unordered pair. In a di-
rected graph G, for a given node v,  G(v) and 
+
G(v) denote the set of incoming
and outgoing edges at v. In undirected graphs we use G(v) to denote the set
of edges incident to v. We omit the subscript G if it is clear from the context.
We are interested in multicommodity flows and cuts. In addition to the graph,
the input consists of a set of k source-sink pairs (s1; t1); : : : ; (sk; tk) that wish to
communicate independently and share the network capacity.
In a directed polymatroidal network, each node v 2 V has two associated poly-
matroids  v and 
+
v with ground sets as 
 (v) and +(v) respectively. These
functions constrain the joint capacity on the edges incident to v as follows. If
S   (v), then  v (S) upper-bounds the total capacity of the edges in S; sim-
ilarly, if S  +(v), then +v (S) upper-bounds the total capacity of the edges in
S. We assume that the functions  v (); +v (); v 2 V , are provided via value
oracles. In undirected polymatroidal graphs we have a single function v() at a
node v that constrains the capacity of the edges incident to v. Continuous exten-
sions of submodular functions, namely the Lova´sz extension [98] and the convex
closure, are important technical tools in interpreting and analyzing the duals of the
linear programs for multicommodity flow in the polymatroid setting. We discuss
these in Section 2.2.2. We first discuss the two flow problems of interest, namely
maximum throughput flow and the maximum concurrent flow.
2.2.1 Flows
A multicommodity flow for a given collection of k source-sink pairs (s1; t1); : : : ;
(sk; tk) consists of k separate single-commodity flows, one for each pair (si; ti).
The flow for the i’th commodity can either be viewed as an edge-based flow fi :
E ! R+, or as a path-based flow fi : Pi ! R+, where Pi is the set of all simple
paths between si and ti in G. We prefer the path-based flow since it is more
convenient for treating directed and undirected graphs in a unified fashion, and
also for writing the linear programs for flows and cuts in a more intuitive fashion.
However, it is easier to argue polynomial-time solvability of the linear programs
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via edge-based flows. Given path-based flows fi, i = 1; : : : ; k for the k source-
sink pairs, the total flow on an edge e is defined as f(e) =
Pk
i=1
P
p2Pi fi(p). The
total flow for commodity i isRi =
P
p2Pi fi(p), whereRi is interpreted as the rate
of commodity flow i. In directed polymatroidal networks, the flow is constrained
to satisfy the following capacity constraints.X
e2S
f(e)   v (S) 8v 8S   (v) and
X
e2S
f(e)  +v (S) 8v 8S  +(v)
The constraints in undirected polymatroidal networks are:X
e2S
f(e)  v(S) 8v 8S  (v): (2.1)
A rate tuple (R1; :::; Rk) is said to be achievable if commodities 1; : : : ; k can
be sent at ratesR1; : : : ; Rk simultaneously between the corresponding source-sink
pairs. For a given polymatroidal network and source-sink pairs the set of achiev-
able rate tuples is easily seen from the above constraints to be a polyhedral set.
We let P (G; T ) denote this rate region where G is the network and T is the set of
given source-sink pairs. In the maximum throughput multicommodity flow prob-
lem the goal is to maximize
Pk
i=1Ri over P (G; T ). In the maximum concurrent
multicommodity flow problem each source-sink pair has an associated demandDi
and the goal is to maximize  such that the rate tuple (D1; :::; Dk) is achievable,
that is the tuple belongs to P (G; T ). It is easy to see that both these problems can
be cast as linear programming problems. The path-formulation results in an expo-
nential (in n the number of nodes of G) number of variables and we also have an
exponential number of constraints due to the polymatroid constraints at each node.
However, one can use an edge-based formulation and solve the linear programs
in polynomial time via the ellipsoid method and polynomial-time algorithms for
submodular function minimization.
Networks with symmetric demands: In directed polymatroidal networks we are
primarily interested in symmetric demands: node si intends to communicate with
ti and node ti intends to communicate with si at the same rate. Conceptually
one can reduce this to the general setting by having two commodities (si; ti) and
(ti; si) for a pair siti and adding a constraint that ensures their rates are equal.
To be technically consistent with previous work we do the following. We will
assume that we are given k unordered source-sink pairs s1t1; : : : ; sktk. Now
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consider the 2k ordered pairs (s1; t1); : : : ; (sk; tk); (t1; s1); : : : ; (tk; sk). We are
interested in achievable rate tuples of the form (R1; : : : ; Rk; R01; : : : ; R
0
k) where
R0i = Ri. In the maximum throughput setting we maximize
Pk
i=1(Ri + R
0
i).
Note that even though the rates for (si; ti) and (ti; si) are the same, the flow paths
along which they route can be different. In the maximum concurrent flow set-
ting both (si; ti) and (ti; si) have a common demand Di and we find the max-
imum  such that rate tuple (D1; :::; Dk; D1; :::; Dk) is achievable for the
pairs (s1; t1); : : : ; (sk; tk); (t1; s1); : : : ; (tk; sk).
2.2.2 Cuts
The multicommodity flow problems have natural dual cut problems associated
with them. Given a graph G = (V;E) and a set of edges F  E we say that the
ordered node pair (s; t) is separated by F if there is no path from s to t in the graph
G[E n F ]. In directed graphs F may separate (s; t) but not (t; s). In undirected
graphs we say that F separates the unordered node pair st if s and t are in different
connected components of G[E n F ]. In the standard network model the cost of a
cut defined by a set of edges F is simply
P
e2F c(e) where c(e) is the cost of e
(capacity in the primal flow network) . In polymatroid networks the cost of F is
defined in a more involved fashion. Each edge (u; v) in F is assigned to either u
or v; we say that an assignment of edges to nodes g : F ! V is valid if it satisfies
this restriction. A valid assignment partitions F into sets fg 1(v) j v 2 V g where
g 1(v) (the pre-image of v) is the set of edges in F assigned to v by g. For a given
valid assignment g of F the cost of the cut g(F ) is defined as
g(F ) :=
X
v
 
 v (
 (v) \ g 1(v)) + +v (+(v) \ g 1(v))

:
In undirected graphs the cost for a given assignment is
P
v v(g
 1(v)).
Given a set of edges F we define its cost to be the minimum over all possible
valid assignments of F to nodes, the expression for the cost as above. We give a
formal definition below.
Definition 1. Cost of edge cut: Given a directed polymatroid networkG = (V;E)
and a set of edges F  E, its cost denoted by (F ) is
min
g:F!V; g valid
X
v
 
 v (
 (v) \ g 1(v)) + +v (+(v) \ g 1(v))

: (2.2)
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In an undirected polymatroid network (F ) is
min
g:F!V; g valid
X
v
v(g
 1(v)): (2.3)
Lemma 1. The cut cost function is sub-additive, that is, (F[F 0)  (F )+(F 0)
for all F; F 0  E.
Although not obvious,  can be evaluated in polynomial time via an algorithm
to compute an s-t maximum flow problem in a polymatroid network. We do not,
however, rely on it in this thesis.
We now define the two cuts problems of interest.
Definition 2. Given a collection of source-sink pairs (s1; t1); : : : ; (sk; tk) in G =
(V;E) and associated demand values D1; : : : ; Dk, and a set of edges F  E
the demand separated by F , denoted by D(F ), is
P
i:(si;ti) separated by F Di. F is a
multicut if all the given source-sink pairs are separated by F . The sparsity of F
is defined as (F )
D(F )
.
The above definitions extend naturally to undirected graphs. Given the above
definitions two natural optimization problems that arise are the following. The
first is to find a multicut of minimum cost for a given collection of source-sink
pairs. The second is to find a cut of minimum sparsity. These problems are NP-
hard even in edge-capacitated undirected graphs and have been extensively studied
from an approximation point of view [90, 48, 97, 16, 14, 2].
Lemma 2. Given a multicommodity polymatroidal network instance, the value
of the maximum throughput flow is at most the cost of a minimum multicut. The
value of the maximum concurrent flow is at most the minimum sparsity.
A key question of interest is to quantify the relative gap between the flow and
cut values. These gaps are relatively well-understood in standard networks and
the main aim of this thesis is to obtain results for polymatroid networks.
Networks with symmetric demands: For a directed network with symmetric
demands the notion of a “cut” has to be defined appropriately. We say that a set
of edges F separates a pair siti if it separates (si; ti) or (ti; si). With this notion
of separation, the definitions of multicut and sparsest cut extend naturally. A
multicut is a set of edges F whose removal separates all the given pairs. Similarly
for a set of edges F its sparsity is defined to (F )=D(F ) where D(F ) is the total
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demand of pairs separated; note that if both (si; ti) and (ti; si) are separated by F
we count Di twice in D(F ). This is to be consistent with the definition of flows
given earlier. Lemma 2 extends to the symmetric demand case with the definition
of flows given for symmetric demands in the previous section.
2.3 Relaxations for Cuts
Lemma 2 gives a way to lower-bound the value of multicut and sparsest cut via
corresponding flow problems. The flow problems can be cast as linear programs.
The duals of these linear programs can be directly interpreted as linear program-
ming relaxations for integer programming formulations for the cut problems. Here
we take the approach of writing the formulation with a convex objective function
and linear constraints; this simplifies and clarifies the constraints and aids in the
analysis. For one of the cases we show the equivalence of the formulation with
the dual of the corresponding flow linear program. We first discuss continuous
extensions of submodular functions. We first discuss continuous extensions of
submodular functions.
2.3.1 Continuous extensions of submodular functions
Given a submodular set function  : 2N ! R on a finite ground set N , it is useful
to extend it to a function 0 : [0; 1]N ! R defined over the cube in jN j dimensions.
That is, we wish to assign a value for each x 2 [0; 1]N such that 0(1S) = (S)
for all S  N where 1S is the characteristic vector of the set S. For minimizing
submodular functions a natural goal is to find an extension that is convex. We
describe two extensions below.
Convex closure: For a set function  : 2N ! R (not necessarily submodular)
its convex closure is a function ~ : [0; 1]N ! R with ~(x) defined as the optimum
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value of the following linear program:
~(x) = min
X
SN
S(S)
s.t.X
S
S = 1X
S:i2S
S = xi 8i 2 N
S  0 8S:
The function ~ is convex for any . Moreover, when  is submodular, for any
given x, the linear program above can be solved in polynomial time via submod-
ular function minimization and hence ~(x) can be computed in polynomial time
(assuming a value oracle for ). It is known and not difficult to show that if  is
a polymatroid (monotone and f(;) = 0) the value of the linear program does not
change if we drop the constraint that
P
S S = 1.
Lova´sz extension: For a set function  : 2N ! R (not necessarily submodular)
its Lova´sz extension [98] denoted by ^ : [0; 1]N ! R is defined as follows:
^(x) =
Z 1
0
(x)d
, where x = fi j xi  g. This is not the standard way the Lova´sz extension
is stated but is entirely equivalent to it. The standard definition is the following.
Given x let i1; : : : ; in be a permutation of f1; 2; : : : ; ng such that xi1  xi2 
: : :  xin  0. For ease of notation define x0 = 1 and xn+1 = 0. For 1  j  n
let Sj = fi1; i2; : : : ; ijg. Then
^(x) = (1  xi1)(;) +
nX
j=1
(xij   xij+1)(Sj):
It is typical to assume that (;) = 0 and omit the first term in the right hand side
of the preceding equation. Note that it is easy to evaluate ^(x) given a value oracle
for .
We state some well-known facts.
Lemma 3. For a submodular set function , ~(x) = ^(x) for any x 2 [0; 1]N .
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Therefore the convex closure coincides with the Lova´sz extension and ^() is con-
vex.
Proposition 1. For a monotone submodular function  and x  x0 (coordinate-
wise), ^(x)  ^(x0).
The equivalence of ~ and ^ also implies that an optimum solution to the linear
program defining ~(x) is obtained by a solution  where the support of  is a
chain on N (a laminar family whose tree representation is a path). In fact we
have the following. Given x 2 [0; 1]N consider the ordering of the coordinates
and the associated sets as in the definition of the ^(x). One can verify that Sj =
xij   xij 1 for 1  j  n, ; = (1   xin), and S = 0 for all other sets S is
an optimum solution to the linear program that defines ~(x). We will use this fact
later.
2.3.2 Multicut
We now consider the multicut problem. Recall that we wish to find a subset F 
E such that F separates all the given source-sink pairs so as to minimize the
cost (F ). The only difference between the polymatroid networks and standard
networks is in the definition of the cost. We first focus on expressing the constraint
that F is a feasible set for separating the pairs. For each edge e we have a variable
`(e) 2 [0; 1] in the relaxation that represents whether e is cut or not. For feasibility
of the cut we have the condition that for any path p from si to ti (that is p 2 Pi) at
least one edge in p is cut; in the relaxation this corresponds to the constraint thatP
e2p `(e)  1. In other words dist`(si; ti)  1 where dist`(u; v) is the distance
between u and v with edge lengths given by `(e) values.
We now consider the cost of the cut. Note that (F ) is defined by valid as-
signments of F to the nodes, and submodular costs on the nodes. In the relax-
ation we model this as follows. For an edge e = (u; v) we have variables `(e; u)
and `(e; v) which decide whether e is assigned to u or v. We have a constraint
`(e; u) + `(e; v) = `(e) to model the fact that if e is cut then it has to be assigned
to either u or v. Now consider a node v and the edges in +(v). The variables
`(e; v); e 2 +(v) in the integer case give the set of edges S  +(v) that are
assigned to v and in that case we can use the function +v (S) to model the cost.
However, in the fractional setting the variables lie in the real interval [0; 1] and
here we use the extension approach to obtain a convex programming relaxation;
26
min
X
v
(^ v (d
 
v ) + ^
+
v (d
+
v ))
`(e; u) + `(e; v) = `(e) e = (u; v) 2 E
dist`(si; ti)  1 1  i  k
`(e); `(e; u); `(e; v)  0 e = (u; v) 2 E:
min
X
v
^v(dv)
`(e; u) + `(e; v) = `(e) e = uv 2 E
dist`(si; ti)  1 1  i  k
`(e); `(e; u); `(e; v)  0 e = uv 2 E:
Figure 2.1: Lova´sz-extension based relaxations for multicut in directed and
undirected polymatroidal networks
we can rewrite the convex program as an equivalent linear program via the defini-
tion of ~. Let d v be the vector consisting of the variables `(e; v), e 2  (v) and
similarly d+v denote the vector of variables `(e; v), e 2 +(v). The relaxation for
the directed case is formally described in Fig 2.1 in the box on the left. For the
symmetric demands case the relaxation is similar, but since we need to separate
either (si; ti) or (ti; si) the constraint dist`(si; ti)  1 is replaced by the constraint
dist`(si; ti) + dist`(ti; si)  1.
For the undirected case we let dv denote the vector of variables `(e; v); e 2 (v)
and the resulting relaxation is shown on the right in Fig 2.1.
One can replace ^v in the above convex programming relaxations by ~v the
convex closure; further, one can use the definition of ~v via a linear program to
convert the convex program into an equivalent linear program. The resulting linear
program can be shown to be equivalent to the dual of the maximum throughput
flow problem. See Section A.1 for a formal proof.
2.3.3 Sparsest cut
Now we consider the sparsest cut problem. In the sparsest cut problem we need
to decide which pairs to disconnect and then ensure that we pick edges whose
removal separates the chosen pairs. Moreover we are interested in the ratio of the
cost of the cut to the demand separated. We follow the known formulation in the
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min
X
v
^ v (d
 
v ) + ^
+
v (d
+
v ))
`(e; u) + `(e; v) = `(e) e = (u; v) 2 E
kX
i=1
Di  dist`(si; ti) = 1
`(e); `(e; u); `(e; v)  0 e = (u; v) 2 E:
min
X
v
^v(dv)
`(e; u) + `(e; v) = `(e) e = uv 2 E
kX
i=1
Di  dist`(si; ti) = 1
`(e); `(e; u); `(e; v)  0 e = (u; v) 2 E:
Figure 2.2: Relaxations for sparsest cut in directed and undirected polymatroidal
networks
edge-capacitated case with the main difference, again, being in the cost of the cut.
There is a variable yi which determines whether pair i is separated or not. We
again have the edge variables `(e); `(e; u); `(e; v) to indicate whether e = (u; v)
is cut and whether e’s cost is assigned to u or v. If pair i is to be separated to
the extent of yi we ensure that dist`(si; ti)  yi. To express sparsity, which is
defined as a ratio, we normalize the demand separated to be 1. Fig 2.2 has a
formal description on the left for the directed case. For the symmetric demands
case we have essentially the same relaxation; the constraint
P
iDidist`(si; ti) = 1
is replaced by the constraint
P
iDi(dist`(si; ti) + dist`(ti; si)) = 1.
The relaxation for the undirected case is shown on the right in Fig 2.2 where dv
is the vector of variables `(e; v); e 2 (v).
2.4 Flow-Cut Gaps in Directed Polymatroidal
Networks
In this section we consider flow-cut gaps in directed polymatroidal networks. We
show via a reduction that these gaps can be related to corresponding gaps in di-
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rected edge-capacitated networks that have been well-studied. We note that this
reduction is specific to directed graphs and does not apply to undirected polyma-
troidal networks. The embedding based approach for the undirected case that we
discuss in Section 2.5 is also applicable to directed graphs.
The reduction is similar at a high level for both gap questions of interest and
is based on the relaxations for the two cut problems that we described in Sec-
tion 2.3. We take a feasible fractional solution for relaxation of the cut problem in
question and produce an instance of a cut problem in an edge-capacitated network
and a feasible fractional solution to the corresponding cut problem. We also pro-
vide a correspondence between feasible integer solutions to the edge-capacitated
network instance and the original problem such that the cost of the solution is
preserved. These correspondences allow us to translate known gap results for the
edge-capacitated networks to polymatroidal networks.
2.4.1 Details of the reduction
Let G = (V;E) be a directed graph and let ` : E ! R+ be a length function
on the edges. We let dist`(u; v) be the shortest path distance from u to v in G
with edge lengths `. Moreover, for each edge (u; v) let `(e; u) and `(e; v) be two
non-negative numbers such that `(e) = `(e; u) + `(e; v). For a node v let d+v be
the vector of `(e; v) values for all edges e 2 +(v) and similarly d v is the vector
of `(e; v) values for edges in  (v). In the polymatroidal setting the cost induced
by the edge length variables is given by
P
v2V (^
 (d v ) + ^
+(d+v )). Note that
for multicut we have that dist`(si; ti)  1 for each demand pair (si; ti) while in
sparsest cut we are interested in the ratio of the cost to
P
iDi  dist`(si; ti). We
now describe the construction of a graph H = (VH ; EH) where VH = V ] V 0
(that is the nodes of G are also in H) and an edge length function `0 : EH ! R+
such that dist`(u; v) = dist`0(u; v) for all u; v 2 V ; that is the distances between
nodes in V are the same in G and H . We also create an edge-cost (or capacity in
the primal sense) function c : EH ! R+. The construction will also establish the
correspondence of cuts in G and H and their costs.
The graph H = (V ] V 0; EH) is constructed as follows. To aid the reader we
first describe the idea of the construction at a high-level. Consider a node v 2 V
and the in-coming edges  (v) and out-going edges +(v). In H we have nodes
of V and build an in-tree T v and an out-tree T
+
v that are rooted at v. The leaves
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Figure 2.3: Illustration of the reduction. Only +G(u) and 
 
G(v) are shown. The
costs on edges in H are shown but not their lengths. The lengths of the infinite
cost edges is 0 and `0(u+2 ; u
+
1 ) = `(a; u)  `(e; u) and
`0(v 3 ; v
 
4 ) = `(c; v)  `(d; v).
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of T v are the edges in 
 (v) the leaves of T+v are the edges in 
+(v). Note that an
edge (u; v) will thus participate in T+u and T
 
v . Now for the formal details. The
nodes of H , denoted by VH , consist of the nodes V of G and additional nodes
V 0. V 0 has two types of nodes. First, for each edge e 2 E there is a node e.
Second, for each node v 2 V we create two sets of nodes N (v) and N+(v)
where jN (v)j = n v = j G(v)j and jN+(v)j = n+v = j+G(v)j; thus one node for
each edge in  (v) [  (v); these will be the internal nodes of the trees T v and
T+v respectively. For notational convenience we refer to the j’th node in N
 (v)
as v j and similarly v
+
j for the j’th node in N
+(v).
Now we describe the edge set EH of the graph H , the edge length function
`0 : EH ! R+, and the cost function c : EH ! R+. The edge set is essentially
prescribed by specifying the trees T v and T
+
v for each v 2 V . Consider the
vector d (v) of values `(e; v) for e 2  G(v). Recall the definition of the Lova´sz
extension ^ (d v ). We order the edges in 
 (v) as e1; e2; : : : ; en v where `(ej; v) 
`(ej+1; v) for 1  j < n v and then ^ (d v ) =
P
j(`(ej; v)   `(ej+1; v)) v (Sj)
where Sj = fe1; : : : ; ejg. We associate the node v j with the set Sj . The edge set
of T v is defined as follows. For ease of notation we let v
 
n v +1
represent the node v.
We create a directed path v 1 ! v 2 ! : : :! v n v ! v
 
n v +1
= v with edge lengths
`0(v 1 ; v
 
2 ) = `(e1; v)  `(e2; v); `0(v 2 ; v 3 ) = `(e2; v)  `(e3; v); : : : ; `0(v n v ; v) =
`(en v ; v)   0. The costs of these edges are defined as follows: c(v j ; v j+1) =
 v (Sj) for 1  j  n v . For each j we add the edge (ej ; v j ) with length 0 and
cost1 (for computational purpose a sufficiently large numberM would do); this
connects the node ej corresponding to the edge ej to v
 
j that corresponds to Sj .
See Fig 2.3.
The construction of T+v is quite similar except that the edge directions are re-
versed; assuming that the edges in +(v) are ordered such that `(e1; v)  `(e2; v) 
: : :  `(en+v ; v), we create a path v ! v+n+v ! : : : v
+
2 ! v+1 with edge lengths
`(en+v ; v)   0; : : : ; `(ej; v)   `(ej+1; v); : : : ; `(e1; v)   `(e2; v). The costs for the
edges in this path are set to +v (Sn+v ); : : : ; 
+
v (S1) where Sj = fe1; : : : ; ejg. For
each j we add an edge (v+j ; ej) with length 0 and cost1. This finishes the de-
scription of H . We now describe various properties of the graph H . Several of
these properties are straightforward from the description of the construction and
we omit proofs of the easy claims.
The proposition below asserts the cost of the fractional solution in the edge-
capacitated network H is the same as the cost of the fractional solution in the
polymatroidal network G.
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Proposition 2.
P
e2EH c(e)  `0(e) =
P
v2V (^
 (d v ) + ^
+(d+v )).
Proposition 3. For any edge e 2  G(v) the length of the unique path in T v from
the node e to v is equal to `(e; v). Similarly for e 2 +G(v), the length of the
unique path in T+v from the node v to the node e is equal to `(e; v).
We now establish a correspondence between paths in G and H that connect
nodes in V . Let e = (u; v) be an edge in G. We obtain a canonical path q(u; v)
from u to v in H as follows: concatenate the unique path from u to e in T+v with
the unique path from e to v in T v . For any two nodes s; t 2 V let PG(s; t) be
the set of (simple) s-t paths on G and similarly PH(s; t) be the paths in H . We
create a map g : PG(s; t) ! PH(s; t) as follows. Consider a path p 2 PG(s; t);
we obtain a path p0 2 PH(s; t) corresponding to p as follows. We replace each
edge (u; v) 2 p by the canonical path q(u; v).
Lemma 4. The map g is a bijection. Moreover, for any two nodes u; v 2 V ,
dist`0(u; v) = dist`(u; v).
Now we establish a correspondence between cuts in G and H . For a given set
of edges F  E let sepG(F ) be set of node pairs in V  V separated by F in the
graph G. Similarly for a set of edges F 0  EH let sepH(F 0) be the set of node
pairs in V  V separated by F 0 in the graph H . We say that a set of edges F is
minimal with respect to separating node pairs if there is no proper subset of F that
separates the same node pairs as F .
Proposition 4. Let F 0  EH be minimal with respect to separating node pairs in
V  V and of finite cost. Then for any v 2 V , F 0 contains at most one edge from
T v and at most one edge from T
+
v .
Proof. Consider a node v and edge-sets F 0 \T v and F 0 \T+v . For an edge e 2 E
there is a node e 2 VH and there is exactly one edge coming into e and exactly
one edge going out of e and both are of infinite cost. Therefore, if F 0 is of finite
cost, F 0 \ T v consists of some edges in the path v 1 ! v 2 : : : ! v n v ! v
contained in T v . Since the only way to reach v is through T
 
v it follows that if F
0
contains an edge (v j ; v
 
j+1) then it is redundant to remove an edge (v
 
i ; v
 
i+1) for
i < j. Thus minimality of F 0 implies F 0 contains exactly one edge from T v . The
reasoning for T+v is similar.
Lemma 5. Let F 0  EH be minimal with respect to separating node pairs in
V  V and of finite cost. There exists a set of edges F  E such that sepG(F ) 
sepH(F
0) and (F )  c(F 0).
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Proof. Given a minimal F 0 we obtain a set of edges F  E as follows. From
the proof of Proposition 4 we see that for any node v, F 0 contains at most one
edge from T v and in particular if it contains an edge then it is an edge (v
 
j ; v
 
j+1)
for some 1  j  n v (for simplicity we identify v with v n v +1). Suppose there
is such an edge e0 = (v j ; v
 
j+1) in F
0. Note that e0 corresponds to the set Sj =
fe1; : : : ; ejg of edges in  G(v) ordered in increasing order by `(e; v) values. We
add Sj to F and assign these edges to v in upper bounding (F ): by construction
c(e0) =  v (Sj). We do a similar procedure if e
0 2 F \ T+v . It follows that the
edge set F that we construct satisfies the property that (F )  c(F 0).
We now show that sepG(F )  sepH(F 0). Consider a pair (s; t) such that s
is separated from t by F 0 in H . Suppose (s; t) is not separated by F in G. Let
p be an s-t path that remains in G n F . From Proposition 3 there is a unique
path g(p) 2 PH(s; t). For every edge e = (u; v) 2 p consider the canonical path
q(u; v) inH . Since e is not in F it implies that u can reach e inH nF 0 and that e
can reach v inH nF 0. This means that q(u; v) exists inH nF 0. This would imply
that g(p) exists in H n F 0 contradicting that assumption that (s; t) is separated by
F 0.
We summarize the properties of the reduction. We assume that we have a poly-
matroidal network G = (V;E) with k demand pairs (si; ti); : : : ; (sk; tk) with
associated demand values D1; : : : ; Dk. For all the cut problems of interest, the
relaxations in Section 2.3 produce a length function ` : E ! R+ and for each
e = (u; v) associated non-negative values `(e; u) and `(e; v) such that `(e) =
`(e; u) + `(e; v). As before we use d v and d
+
v to denote the vector of `(e; v)
values for the incoming and outgoing edges at v. The reduction produces an edge-
capacitated network H = (VH ; EH) with the following properties:
 each node of V is a node in VH
 for all u; v 2 V , dist`(u; v) = dist`0(u; v)
 Pe2EH c(e)`0(e) =Pv2V (^ v (d v ) + ^+v (d+v ))
 for any set of edges F 0  EH there is a corresponding set F  E such that
sepG(F )  sepH(F 0) and (F )  c(F 0).
We also note that the reduction can be carried out in polynomial time. More-
over, given a set F 0  EH a set F  E that satisfies the last property in the list
above can be found in polynomial time.
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We build on the reduction to obtain flow-cut gap results, all of which are based
on using the relaxations from Section 2.3 which are dual to the corresponding flow
problems. We argue via the reduction and known results on edge-capacitated net-
works that there exist integral cuts within some factor  of the fractional solution.
2.4.2 Multicut
We consider the multicut problem for arbitrary demand pairs as well as symmetric
demands. The relaxation satisfies the constraint that dist`(si; ti)  1 for each
demand pair (si; ti). The reduction from the preceding section produces a graph
H = (VH ; EH) and a fractional solution `0 : EH ! R+ such that dist`0(si; ti)  1.
We note that `0 is a feasible solution for the standard distance based relaxation
for multicut in edge-capacitated networks which is the dual for the maximum
throughput multicommodity flow problem. The integrality gap of this relaxation
has been studied and several results are known. Let  =
P
e2EH c(e)`
0(e) be the
fractional solution value. Then one can obtain an integral multicut F 0 with cost
c(F 0) that can be bounded in terms of . We summarize the known results.
 Cheriyan, Karloff and Rabani [26] showed that there exists an F 0 such that
c(F 0)  O(1)  3; this was improved by Gupta [54] to show the existence
of a multicut F 0 such that c(F 0)  O(1)  2. These results hold under the
assumption that c(e)  1 for all e.
 Agrawal, Alon and Charikar [2] improving the results in [26, 54] showed
the existence of a cut F 0 such that c(F 0) = ~O(n11=23)  . Here n is the
number of nodes in the graph.
 Saks, Samorodnitsky and Zosin [130] showed that there exist instances on
which every integral multicut has a value 
(k)  .
 Chuzhoy and Khanna [28] showed that there exist instances on which ev-
ery multicut has a value ~
(n1=7)  . Further, they showed that the multi-
cut problem is hard to approximate to within a factor of 
(2log
1  n) unless
NP  ZPP .
Since polymatroidal networks generalize edge-capacitated networks it follows
that all the lower bounds in the above hold for the polymatroidal network case as
well. The reduction also allows us to obtain an upper-bound for polymatroidal
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networks. We have to be careful when using bounds that depend on the number of
nodes in the graph. The reduction takesGwith n nodes andm edges and produces
an edge-capacitated graph H with n + 2m nodes. In the worst case H has 
(n2)
nodes. We thus obtain the following theorem.
Theorem 1. In a directed polymatroidal network G on n nodes, for any given
multicommodity flow instance with k pairs, if  is the maximum throughput mul-
ticommodity flow then:
 There is a feasible multicut F 0 such that (F 0)  O(1)  2 assuming that
+v and 
 
v are integer valued for all v 2 V .
 There is a feasible multicut F 0 such that (F 0)  ~O(n22=23)  .
Moreover, there exist polynomial-time algorithms to find multicuts guaranteed as
above.
Symmetric demands: We now consider the symmetric demand case when
a multicut corresponds to separating (si; ti) or (ti; si) for a given demand pair
siti. The relaxation for this has a constraint that dist`(si; ti) + dist`(ti; si)  1.
In contrast to the strong negative results for the general multicut problem, poly-
logarithmic upper bounds on flow-cut gaps are known for symmetric demands in
standard networks. In particular Klein et al. [77] show that if  is the cost of a
fractional solution then there exists an integral multicut of costO(log2 k) . Even
et al. [41] showed the existence of a multicut of cost O(log n log log n)  . Note
that these bounds are incomparable in that depending on the relationship between
k and n one is better than the other. It is also known that there exist instances on
which the gap is at least 
(log n). Via the reduction we obtain the following.
Theorem 2. In a directed polymatroidal network G on n nodes, for any given
multicommodity flow instance with symmetric demands on k pairs, the minimum
multicut is O(minflog2 k; log n log log ng)   where  is maximum throughput
multicommodity flow for the symmetric demands.
Remark 1. The flow-cut gap in polymatroidal networks for multiterminal flows3
can be shown to be 2 via the reduction and the result of Naor and Zosin [109].
3In multiterminal flows we have a set of k terminals fs1; s2; : : : ; skg and flow can be sent
between any pair of terminals; the goal is to maximize the total flow. The corresponding cut is
referred to as multiterminal cut or multiway cut in which the goal is to remove a minimum-cost
set of edges to disconnect every (ordered) pair of terminals.
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2.4.3 Sparsest cut
Nowwe consider the sparsest cut problemwhere the goal is to find a set of edges F
to minimize (F )=D(F )whereD(F ) is the total demand of the pairs separated by
F . The relaxation corresponds to finding edge length variables ` to minimize the
fractional cost subject to the constraint that
P
iDi dist`(si; ti) = 1. Via the reduc-
tion we produce an edge-capacitated networkH such that
P
iDi dist`0(si; ti) = 1
and with the fractional cost preserved. In edge-capacitated networks there is a
generic strategy that translates the flow-cut gap for multicut into a flow-cut gap
for sparsest cut at an additional loss of an O(log
P
iDi) factor due to Kahale [65]
(see also [136]); this has been refined via a more intricate analysis in [122] to lose
only an O(log k) factor although one needs to apply it carefully. In [2] a simple
reduction that loses an O(log n) factor is given (this builds on [65]). For directed
graphs the known-gaps for sparsest cut are essentially based on using the corre-
sponding gap for multicut and translating via the above mentioned schemes. We
thus obtain the following results.
Theorem 3. In a directed polymatroidal network G on n nodes, for any given
multicommodity flow instance with k pairs, if  is the value of the maximum con-
current flow then there is a cut of sparsity at most ~O(n22=23)  .
Theorem 4. In a directed polymatroidal network G on n nodes, for any given
multicommodity flow instance with symmetric demands on k pairs, there is a cut
of sparsity O(minflog3 k; log2 n log log ng)   where  is maximum concurrent
flow.
2.5 Flow-Cut Gaps in Undirected Polymatroidal
Networks
In this section we consider flow-cut gaps in undirected polymatroidal networks.
As we already noted, node-capacitated flows are a special case of polymatroidal
flows. We show that line embeddings with low average distortion introduced
by Matousek and Rabinovich [104] (and further studied in [123]) are useful for
bounding the gap between the maximum concurrent flow and sparsest cut; we
are inspired to make this connection from [45] who considered node-capacitated
flows. For multicut we show that the region growing technique from [90] that was
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used in [48] for edge-capacitated multicut can be adapted to the polymatroidal set-
ting. These techniques are also applicable to directed graphs — we defer a more
detailed discussion.
Furthermore, for sparsest cut in undirected graphs with product demands, we
show that a relaxation based on semi-definite programming gives a tighterO(
p
log k)
approximation algorithm. We prove this using low-average-distortion (O(
p
log k))
embeddings of negative-type metrics into the line (as shown in [14] [15]).
2.5.1 Maximum concurrent flow and sparsest cut
We start with the definition of line embeddings and average distortion.
Let (V; d) be a finite metric space. A map g : V ! R is an embedding of V
into a line; it is a contraction (also called 1-Lipschitz) if for all u; v 2 V ,
jg(u)  g(v)j  d(u; v):
Given a demand function w : V  V ! R+ and a contraction g : V ! R, its
average distortion with respect to w is defined as
avgdw(g) =
P
u;v2V w(u; v)  d(u; v)P
u;v2V w(u; v)  jg(u)  g(v)j
The following theorem is implicit in [19]; see [45] for a sketch.
Theorem 5 (Bourgain [19]). For every n-point metric space (V; d) and every
weight function w : V  V ! R+ there is a polynomial-time computable con-
traction g : V ! R such that avgdw(g) = O(log n). Moreover, if the support of
w is k there is a map g such that avgdw(g) = O(log k).
Using the above we prove the following.
Theorem 6. In undirected polymatroidal networks, for any given multicommodity
flow instance with k pairs, the ratio between the value of the sparsest cut and the
value of the maximum concurrent flow is O(log k). Moreover, there is an efficient
algorithm to compute an O(log k) approximation to the sparsest cut problem.
Recall the relaxation for the sparsest cut from Section 2.3.3 and the associated
notation. To prove the theorem we consider an optimum solution to the relaxation
and show the existence of a cut whose sparsity is O(log k) times the value of the
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relaxation. Let (V; d) be the metric induced on V by shortest path distances in
the graph with edge lengths given by ` : E ! R+ from the optimum fractional
solution. Let g : V ! R be line embedding guaranteed by Theorem 5 with respect
to d and the weight function given by the demands Di; that is w(si; ti) = Di for
a demand pair and is 0 for any pair of nodes that do not correspond to a demand.
Without loss of generality we can assume that g maps V to the interval [0; ] for
some  > 0. For  2 (0; ) let S = fu j g(u)  g. We show that there is a
 such that (S) is an approximately good sparse cut. Let D((S)) be the total
demand of pairs separated by S, that is D((S)) =
P
i:S separates siti
Di.
Lemma 6. Z 
0
D((S))d = 


1
log k

:
Proof. From the definition of D((S)),Z 
0
D((S))d =
Z 
0
(
X
i:S separates siti
Di)d (2.4)
=
kX
i=1
Di 
Z 
0
1S separates sitid =
kX
i=1
Di  jg(si)  g(ti)j:
From the properties of g, P
iDi  d(si; ti)P
iDi  jg(si)  g(ti)j
 O(log k):
We have the constraint
P
iDi d(si; ti) = 1 from the LP relaxation; this combined
with the above inequality proves the lemma.
The main insight in the proof is the following lemma. A version of the lemma
also holds for directed graphs that we address in a remark following the proof.
Lemma 7. Z 
0
((S))d  2
X
u
^u(du):
Proof. Consider an edge uv 2 (S) and for simplicity assume g(u) < g(v). The
length of e in the embedding is `0(e) = jg(v)   g(u)j  `(e). The edge (u; v) 2
(S) iff  is in the interval [g(u); g(v)]. Note that the cost ((S)) is in general a
complicated function to evaluate. We upper bound ((S)) by giving an explicit
way to assign e = uv to either u or v as follows. Recall that in the relaxation
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`(e) = `(e; u)+`(e; v)where `(e; u) and `(e; v) are the contributions of u and v to
e. Let r = `(e;u)
`(e)
and let `0(e; u) = r`0(e) and `0(e; v) = (1  r)`0(e). We partition
the interval [g(u); g(v)] into [g(u); g(u) + `0(e; u)) and [g(u) + `0(e; u); g(v)]; if
 lies in the former interval we assign e to u, otherwise we assign e to v. This
assignment procedures describes a way to upper bound ((S)) for each . Now
we consider the quantity
R 
0
((S))d and upper bound it as follows.
Consider a node u and let Lu = fuv 2 (u) j g(v) < g(u)g be the set of edges
uv that go from u to the left of u in the embedding g. Similarly Ru = fuv 2
(u) j g(v)  g(u)g. Note that Lu and Ru partition (u). Let d0u be the vector
of dimension j(u)j consisting of the values `0(e; u) for e 2 (u). We obtain dLu
from d0u by setting the values for e 2 Ru to 0 and similarly dRu from d0u by setting
the values for e 2 Lu to 0. Since 0  `0(e; u)  `(e; u) for each e 2 (u)
we see that d0u  du and (component wise) and hence dLu  du and dRu  du.
Since u is monotone we have that ^u(dLu)  ^u(du) and ^u(dRu )  ^u(du) (see
Proposition 1).
We claim that Z 
0
((S))d 
X
u2V
(^u(d
L
u) + ^u(d
R
u ));
which would prove the lemma.
To see the claim consider some fixed  and ((S)). Fix a node u and consider
the edges in (u) \ S assigned to u by the procedure we described above; call
this set A;u. First assume that  < g(u). Then the edges assigned to u by the
procedure, denoted by A;u = fe 2 Lu j  > g(u)   `0(e; u)g. Similarly, if
 > g(u), A;u = fe 2 Lu j  < g(u) + `0(e; u)g. From these definitions we haveZ 
0
((S))d 
X
u2V
Z 
0
u(A;u)d:
For a fixed node u,Z 
0
u(A;u)d =
Z g(u)
0
u(A;u)d +
Z 
g(u)
u(A;u)d:
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Let Lu = fe1; e2; : : : ; ehg where 0  `0(e1; u)  `0(e2; u)  : : :  `0(eh; u). Then
Z g(u)
0
u(A;u)d =
hX
j=1
(`0(ej; u)  `0(ej 1; u))(fe1; e2; : : : ; ejg):
The right-hand side of the above, is, by construction and the definition of the
Lova´sz extension, equal to ^u(dLu). Similarly,
R 
g(u)
u(A;u)d = ^u(d
R
u ).
Remark 2. An examination of the proof of the above lemma explains the factor
of 2 on the right hand side; the edges in (v) can be both to the left and right
of v in the line embedding and each side contributes ^u(dv) to the cost. This is
related to the technical issue about undirected polymatroid networks where the
flow through v takes up capacity on two edges incident to v. For directed graphs
one can prove a statement of the form below where +(S) is set of edges leaving
S. Notice that there is no factor of 2 since one treats the incoming and outgoing
edges separately. Z 
0
(+(S))d 
X
u
(^ u (d
 
u ) + ^
+
u (d
+
u )):
The above statement gives an embedding proof of the maxflow-mincut theorem for
single-commodity directed polymatroidal networks and has other applications.
We now finish the proof of Theorem 6 via the preceding two lemmas.
min
2(0;)
((S))
D((S))

R 
0
((S))dR 
0
D((S))d
 2
X
u
^u(du) O(log k) = O(log k)
X
u
^u(du):
The above shows that the sparsity of S for some  is at most O(log k) timesP
u ^u(du) which is the value of the relaxation. Given a line embedding g there
are only n   1 distinct cuts of interest and one can try all of them to find the one
with the smallest sparsity. The efficiency of the algorithm therefore depends on
complexity of the solving the fractional relaxation and the complexity of finding a
line embedding guaranteed by Theorem 5. Since both have polynomial time algo-
rithms, one can find an O(log k) approximation to the sparsest cut in polynomial
time.
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Remark 3. Node-weighted flows and cuts/separators can be cast as special cases
of flows and cuts in polymatroid networks. Our algorithm produces edge-cuts from
line embeddings in a simple way even for node-weighted problems — the  cost
of the edge-cut automatically translates into an appropriate node-weighted cut.
In contrast, the algorithm in [45] has to solve several instances of s-t separator
problems in auxiliary graphs obtained from the line embedding.
Sparsest bi-partition cut
Till now, we worked with general edge cuts, but for certain applications, it is
necessary to work with a special type of edge cut called the bi-partition cut. In an
undirected polymatroidal network, an edge-cut F is said to be a bi-partition cut if
there exists a set S  V such that F := fe = uv : u 2 S; v 2 Sc or v 2 S; u 2
Scg; we denote such an edge cut by FS . In the case of edge-capacitated undirected
networks, it is well known that for finding the sparsest cut, it is sufficient to restrict
the edge cuts to bi-partition cuts. While this no longer continues to be true for
polymatroidal networks, a factor 2 gap can indeed be shown between the sparsest
cut and the sparsest cut restricted to only bi-partition cuts.
Theorem 7. Given any edge cut for an undirected polymatroidal network, there
exists a bi-partition cut whose sparsity is at most 2 times the sparsity of the edge
cut. Furthermore this factor is tight.
Proof. The proof is deferred to Section A.3.
Now, Theorem 6 and Theorem 7 together imply a logarithmic gap between
maximum concurrent flow and sparsest bi-partition cut. This is formally stated in
the following corollary.
Corollary 1. In undirected polymatroidal networks, for any given multicommod-
ity flow instance with k pairs, the ratio between the value of the sparsest bi-
partition cut and the value of the maximum concurrent flow is O(log k).
2.5.2 Maximum throughput flow and multicut
We prove the following theorem in this section.
Theorem 8. In undirected polymatroidal networks, for any given multicommodity
flow instance with k pairs, the ratio between the value of the minimum multicut
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and the value of the maximum throughput flow is O(log k). Moreover, there is an
efficient algorithm to compute an O(log k) approximation to the minimum multi-
cut problem.
We recall the relaxation for the minimum multicut problem from Section 2.3.2.
Consider an optimum solution to the relaxation given by edge lengths `(e); e 2 E
and the partition of `(e) for each e = uv between u and v given by the variables
`(e; u) and `(e; v). We will show that there exists a multicut F  E for the given
pairs such that (F ) = O(log k)(
P
v ^v(dv)).
By slightly generalizing the proof of Lemma 7 we obtain the following.
Lemma 8. Let g : V ! [0; ] be a contraction, let 0  a0  a < b  b0   and
S = fu j g(u) < g. Suppose for every edge e = uv 2 [2[a;b](S), g(u) and
g(v) are both in [a0; b0]. Then,Z b
a
((S))d  2
X
v:g(v)2[a0;b0]
^v(dv):
Proof. The proof is very similar to the proof of Lemma 7, except that to upper
bound the left-hand side in the statement of the lemma, we only need to consider
edges that are in the set [2[a;b](S). The condition in the lemma assures us that
any node that is involved in (S) has to lie within the interval [a0; b0]. Thus, it is
sufficient to consider the set of nodes v : g(v) 2 [a0; b0] in the integral on the right
hand side. The proof is written out in detail in Sec. A.2.
Given a graph G with edge lengths ` : E ! R+, a node v and radius r, let
B`G(v; r) = fu j dist`(v; u)  rg denote the ball of radius r around v according
to edge lengths `. We omit ` and G if they are clear from the context. For a set of
nodes X  V we let vol(X) =Pv2X ^v(dv) denote the total contribution of the
nodes in X to the objective function.
Lemma 9. Let  < 1 and suppose `(e) < 
2 log k
for all e. Then, for any given
node s and k  2 there exists a r 2 [0; ) such that ((B(s; r))  a log k 
1

(vol(B(s; r)) + vol(V )=k), with a = 28.
Proof. For simplicity we assume here that log k is an integer multiple of 3. Order
the nodes in increasing order of distance from s: this produces a line embedding
gs : V ! R+. For integer i  0 define ri = i2 log k . Define 0 = vol(V )=k and for
i  1 let i = 0 + vol(B(s; ri)).
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Consider any 1  j  2 log k. We apply Lemma 8 to the embedding gs and
the interval [rj 1; rj]; note that `(e) < 2 log k which implies that we can indeed
apply the lemma. Also any edge e 2 [2[rj 1;rj ](S) satisfies the property that
g(u) 2 [rj 2; rj+1] and g(v) 2 [rj 2; rj+1] since `(e) < 2 log k . ThusZ rj
rj 1
((B(s; ))d  2
X
v:gs(v)2[rj 2;rj+1]
^v(dv)
 2(j+1   j 2): (2.5)
We claim that there is some 1  j < 2 log k such that j+1  8j 2. Sup-
pose not, then 3i > 83(i 1) for all 1  i  2 log k3 . This implies that 3i >
8i0 = 2
3i0. Therefore, with i = 2 log k3 , this implies that 2 log k > 2
2 log k vol(V )
k
>
4vol(V ) which is impossible.
Thus there exists a j such that j+1  8j 2. Consider that j, equation (2.5)
implies that Z rj
rj 1
((B(s; ))d  2(j+1   j 2)
 2(7j 2):
If we pick r uniformly at random from the interval [rj 1; rj], where satisfies the
above property, the expected cost of ((B(s; r))) is
1
rj   rj 1
Z rj
rj 1
((B(s; ))d  28 log k

j 2;
from the preceding inequality and the fact that rj   rj 1 = 2 log k . Hence there
exists an r 2 [rj 1; rj] such that ((B(s; r)))  28 log k j 2. Since j 2   0 
vol(B(s; r)), the lemma follows.
Now we consider the following algorithm for finding a multicut from a given
fractional solution.
 Let F  fe j `(e)  1
4 log k
g.
 G0  G[E n F ].
 Until there exists a pair siti connected in G0, do the following:
– Let sjtj be a pair connected in G0.
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– Via Lemma 9 with  = 1=2 find r < 1=2 such that (G0(BG0(sj; r))) 
2a log k  (vol(BG0(sj; r)) + vol(V )=k).
– F  F [ G0(BG0(sj; r)).
– Remove the vertices BG0(sj; r) and edges incident to them from G0.
 Output F as the multicut.
Lemma 10. The set of edges F output by the algorithm is a feasible multicut for
the given instance.
Proof. (Sketch) One can prove this by induction on the number of steps in the
while loop. We consider the first step. The diameter of the ball BG0(sj; r) is
2r < 1 and hence the end points of any pair cannot both be inside this ball.
We remove the edges (BG0(sj; r)) and by the preceding observation there is no
need to recurse on this ball. The algorithm recurses on the remaining graph G0  
BG0(sj; r), and by induction separates any pair with both end points in that graph.
Now we argue about the cost of the set F output by the algorithm. Let F0  
fe j `(e)  1
4 log k
g be the initial set of edges added to F and let Fi be the set of
edges added in the i’th iteration of the while loop.
Lemma 11. (F0)  8 log k 
P
v ^v(dv).
Proof. For v 2 V let Av = fe 2 (v) \ F0 j `(e; v)  18 log kg. We can upper
bound (F0) by
P
v v(Av) since the latter term counts each edge uv 2 F0 in at
least one of Au and Av since `(e; u)+ `(e; v) = `(e)  14 log k . From the definition
of the Lova´sz extension
^v(dv) =
Z 1
0
v(d

v)d 
Z 1=(8 log k)
0
v(d

v)d 
1
8 log k
v(Av);
where we used non-negativity of v for the first inequality above and monotonicity
for the second.
Lemma 12.
P
i1 (Fi)  4a log k
P
v ^v(dv).
Proof. (Sketch) From the algorithm description, Fi = (BG0(sj; r)) for some
terminal sj and radius r < 1=2 where G0 is the remaining graph in iteration i.
Moreover, (Fi)  2a log k  (vol(BG0(sj; r)) + vol(V )=k). Since the nodes in
44
BG0(sj; r) are removed from the graph, a node u is charged only once inside a
ball. HenceX
i
(Fi) 
X
i
2a log k  vol(V )=k + 2a log k
X
v
^v(dv)  4a log k
X
v
^v(dv);
since there are at most k iterations of the while loop; each iteration separates at
least one pair.
Since  is subadditive (see Lemma 1)
(F )  (F0) +
X
i1
(Fi)  (8 + 4a) log k
X
v
^v(dv):
This finishes the proof of Theorem 8.
2.5.3 Better approximation for sparsest cut under product demand
In this section, we present a better approximation for the sparsest cut problem
under a product demand structure. By product demand, we mean that the demand
function has the following structure: the demand between node u and node v
is given by Duv = (u)(v), where  : V ! R+ is a function on the nodes.
The associated cut problem is interesting because it corresponds to finding sparse
separators in graphs which in turn can be used to find balanced separators; these
have several applications.
The main result in this setting is a smaller O(
p
log k) gap between a convex
program with quadratic constraints and the sparsest cut problem. The key tech-
nical machinery is the theorem on embedding a negative type metric into a L1
space by [14], which can be interpreted as a line-embedding; this fact was used by
[45] to obtain an O(
p
log k)-approximation for sparsest cut in node-capacitated
graphs. Note that this is not a traditional flow-cut gap result since the SDP-based
relaxation used is strictly stronger than the dual of the multicommodity flow re-
laxation.
The basic idea is to relax the integer program by allowing real values and then
adding additional constraints in such a way that a tighter bound can be obtained on
the approximation gap, while the program still remains convex and thus efficiently
computable. We begin by describing this modified program:
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P := min
X
v
^v(dv)
`(e; u) + `(e; v) = `(e) e = uv 2 EX
i;j2V
ij  `(ij) = 1
`(pq) + `(qr)  `(pr) 8p; q; r 2 V
j~xu   ~xvj2 = `(uv) 8u; v 2 V
`(e); `(e; u); `(e; v)  0 e = uv 2 E
~xu 2 Rn 8u 2 V:
Theorem 9. A O(
p
log k)-approximate solution to the sparsest cut problem can
be found in polynomial time, given an optimal solution to P . Furthermore, P
is a convex program for which an -additive approximation can be computed in
polynomial time.
Proof. Now we proceed to obtain a solution to the sparsest cut problem given
a solution to P . Observe that if integrality conditions are enforced on `(e) and
`(e; u), then the program is the same as the sparsest cut problem and thus the
optimal value r of P is less than or equal to the value of the sparsest cut s.
A metric (V; d) is said to be of negative type, if the (V;
p
d) is isomorphic to a
subset of the Euclidean space. Any feasible assignment of P yields a negative-
type metric (V; `) with `(u; v) = `(e), where e = uv. We need the following
lemma on line-embeddings of negative-type metrics.
Lemma 13. [14] [15] For every n-point metric space (V; d) and every product
weight functionw : V V ! R+ withw(u; v) = (u)(v), there is a polynomial-
time computable contraction g : V ! R such that avgdw(g) = O(
p
log n).
Moreover, if the support of  is k there is a map g such that avgdw(g) = O(log k).
We start with the optimal solution of P , whose optimal value is r, and obtain
the line embedding g guaranteed in Lemma 13. Without loss of generality, we can
assume that g maps V to the interval [0; ] for some  > 0. We show that there
is a  such that (S) is a cut of sparsity rO(
p
log k) by averaging over random
cuts (S) corresponding to  uniform in [0; ]. This statement is proved by using
Lemma 6 and Lemma 7 in exactly the same way as Theorem 6 and is omitted here
for brevity. The cut (S) thus obtained is an approximately good sparse cut with
approximation ratio O(
p
log k).
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Now we show that the program P is convex: defineX as a nnmatrix with ~xu
as the columns, and Z := XTX (we have Zij = ~xi ~xj). We can then replaceX in
the program by Z and set Z to be positive semidefinite: Z  0; this is equivalent
since any positive semidefinite Z admits a decomposition of the form Z = XTX .
Now, the equation defining `(uv) can be replaced as follows:
`(uv) = (~xu   ~xv)T _(~xu   ~xv) (2.6)
() `(uv) = Zuu + Zvv   Zuv   Zvu: (2.7)
Under this new parametrization, the objective function is convex in the variables
`(e); `(e; u); Z and the constraints are also convex. Thus P is a convex program.
This program can be solved efficiently to within an additive  error in time poly-
nomial in log(1

) by using the ellipsoidal algorithm.
2.6 Throughput Flow-Multicut Gaps in Planar and
Minor-free Graphs
In this section, we consider the flow-cut gap in undirected planar polymatroidal
networks4 and more generally networks (equivalently graphs) that exclude the
the complete graph Kh as a minor for some fixed h. For these networks, Gupta
et al. [57] conjectured that the concurrent flow-sparsest cut gap is O(1) for the
edge-capacitated setting; Rao [129] proved an upper bound of O(
p
log n) thereby
improving upon the gap for general graphs which can be 
(log n) in the worst
case. The throughput flow-multicut gap is however known to be O(1) [140] in
such graphs. Much less is known for node-capacitated planar graphs; the only
result that we are aware of is that of Brinkman, Karagiozova and Lee [20] that
shows anO(
p
log n) gap for series-parallel graphs. Our main result gives anO(1)
bound for the throughput flow-multicut gap in minor-free polymatroidal graphs.
Before we proceed to stating our main result formally, we will recall some
standard definitions. A graph H is called a minor of a graph G if H can be
obtained by G by a sequence of edge deletions, vertex deletions and contraction
of edges (i.e., collapsing two nodes connected by an edge into a single node). A
family of graphs G is said to be H-minor free, if H is not a minor of G for any
4By a planar polymatroidal network we simply mean that the underlying graph G is planar.
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Figure 2.4: Example of a weighted graph
G 2 G. Observe that, if G is H-minor free, G is also KjHj-minor free (where Kh
is the complete graph on h nodes).
We will show that for any family of graphs that exclude a fixed minor H , the
gap between the maximum throughput flow and minimum multicut is a constant
(which depends only on jHj). This shows that the gap is a constant for planar
graph families using Kuratowski’s theorem [84], which states that the set of planar
graphs is precisely the graph family that excludesK5 andK3;3 (the complete 33
bipartite graph).
We state our main result now, which shows a constant flow-cut gap for any
family of graphs that excludes a minor of size.
Theorem 10. Given a multicommodity problem on a graph G 2 G with polyma-
troidal constraints, the minimum multicut is within a factorO(h2) of the maximum
concurrent flow if G is Kh-minor free.
As an easy corollary we obtain the following result.
Corollary 2. There is anO(h2)-approximation for finding a minimum node-weighted
multicut in a graph that excludesKh as a minor.
The rest of this section is dedicated to proving Theorem 10. We start with
an optimal solution to the relaxation given by edge lengths `(e); e 2 E and the
partition of `(e) into variables `(e; u) and `(e; v), where e = uv. We will show that
there exists a multicut F  E, which separates each source from its corresponding
sink satisfying (F ) = O(h2)
P
v ^v(dv).
Chopping operation
We will describe a chopping operation, which is used to partition the network.
We use the terminology of [89] to describe this process.
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Figure 2.5: Applying two  -chops iteratively
Given a connected graphH , a special node v0 2 V (H), positive numbers  and
, and a metric ` on the nodes, we define a partitioning operation, called  -chop
of H rooted at v0 with offset , as follows. Consider a line embedding of the
nodes V (H), induced by the shortest path distance from v0 using the metric `;
i.e., g : V ! R+ is defined as
g(u) = dist`(u; v0) 8u 2 V (H): (2.8)
Since the graph is connected, g(u) is bounded, and therefore define
gmax = max
u2V (H)
g(u): (2.9)
The  -chop partitioning operation divides V into partitions Vi defined as follows:
Vi = fv 2 V (H) :  + (i  1)  g(v) <  + ig; i = 1; 2; ::; dgmaxe

:(2.10)
Clearly V (H) =
U
i Vi. This partitioning operation disconnects the edges,
F := fe = uv 2 E(H) : 9i 6= j s.t. u 2 Vi; v 2 Vjg: (2.11)
Thus we can think of F as the cut associated with the  -chop. The cost of the
 -chop is equal to the cut cost (F ).
More generally, a  -chop on a disconnected graph is defined as the result of
performing a  -chop on each of its connected components. When we perform a
sequence of  -chops, the i-th chop performs partitioning individually on each of
the partitions created by the i  1-th chop.
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An example of a graph with distance function is shown in Fig. 2.4. The ap-
plication of two successive  -chops to this network is shown in Fig. 2.5. In this
figure, the root node for the chop is shown in a transparent red circle, whereas the
other nodes are shown as filled blue circles. Observe that in each iteration, for
each connected component, we use a distinct line embedding depending upon the
root node selected.
We will show that there exists a “good” offset , such that the cost of the cut is
within a constant factor of the dual cost.
Lemma 14. Given a graph G = (V;E), a distance metric ` satisfying `(e) 
 8e 2 E, any root node v0 2 V and a positive number  , let the offset  be
uniformly random in [0;  ] and F be the random cut corresponding to the  -chop
rooted at v0 with offset . Then the expected value of the random cut F is
E [(F)]  2

X
v
^v(dv): (2.12)
Proof. We consider the case when the graph is comprised of a single connected
component. The case of a disconnected (partitioned) graph can be dealt with by
dealing with each of the connected components (partitions) separately.
We begin by considering the line embedding g(u) induced by the shortest path
distance from v0 using distances `, i.e., g(u) = dist`(u; v0); 8u 2 V (H). The
length of edge e = uv in the embedding is given by `0(e) := jg(v)  g(u)j  `(e)
where we have used the triangle inequality. While the cost (F) is in general
complicated to evaluate, we can upper-bound (F) by using one particular way
to assign every edge e = uv 2 F to either of the nodes u or v, i.e., by charging
the edge to the submodular constraint on either u or v. To do this, we critically
use the finer grain information contained in the dual variables, `(e; u) and `(e; v),
which add up to give `(e) in the relaxation. Let r = `(e;u)
`(e)
and let `0(e; u) = r`0(e)
and `0(e; v) = (1  r)`0(e). For g(u) < g(v), we partition the interval [g(u); g(v)]
into [g(u); g(u) + `0(e; u)) and [g(u) + `0(e; u); g(v)]. If the  -chop cuts the edge
e = uv in the former interval, we assign it to u , else we assign it to v, i.e., charge
it to the submodular constraint at v. This is illustrated in Fig. 2.6, where the cut is
charged to node v.
In order to state a formal bound on (F), we need some definitions. Consider
a node u and let Lu = fuv 2 (u) j g(v) < g(u)g be the set of edges uv that go
from u to the left of u in the embedding g. Similarly Ru = fuv 2 (u) j g(v) 
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Figure 2.6: Charging an edge
g(u)g. Note that Lu and Ru partition (u). Let d0u be the vector of dimension
j(u)j consisting of the values `0(e; u) for e 2 (u). We obtain dLu from d0u by
setting the values for e 2 Ru to 0 and similarly dRu from d0u by setting the values
for e 2 Lu to 0. Since 0  `0(e; u)  `(e; u) for each e 2 (u) we see that
d0u  du and (component wise) and hence dLu  du and dRu  du. Since u is
monotone, the extension ^ is also monotone and we have ^u(dLu)  ^u(du) and
^u(d
R
u )  ^u(du).
We start with
E [(F)] =
1

Z 
=0
(F); (2.13)
and upper-bound (F), for any fixed  using the assignment formalized below.
Define
AL;u =
(
e = uv 2 Lu : 9n 2 N : g(u) >  + n
g(u)  `0(e; u) <  + n
)
; (2.14)
and similarly define
AR;u =
(
e = uv 2 Ru : 9n 2 N : g(u) <  + n
g(u) + `0(e; u) >  + n
)
: (2.15)
Since `(e)   , we note that AL;u [ AR;u = ;, i.e., only one of the sets is active
for a given . We can write the upper bound on (F) using these sets as
(F) 
X
u2V
u(A
L
;u) + u(A
R
;u): (2.16)
For a fixed node u, let us consider E

u(A
L
;u)

. To compute this, let us or-
der the set Lu as Lu = fe1; :::; ehg such that `0(e1; u)  `0(e2; u)  : : : 
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`0(eh; u)  0. When we take a random  2 [0;  ], the probability that edge ei
is cut and assigned to node u, is given by `
0(e;u)

. Furthermore, we observe that
whenever edge ei is cut and assigned to u, all the edges e1; :::; ei are also cut and
assigned to u. Thus the set of edges e1; :::; ei is assigned to node uwith probability
`0(ei;u) `0(ei 1;u)

. This gives us the equality
E

u(A
L
;u)

=
1

hX
j=1
(`0(ej; u)  `0(ej 1; u))(fe1; e2; : : : ; ejg): (2.17)
By the definition of Lova´sz extension, the right-hand side of this equation is equal
to 1

^u(d
L
u). We can perform a symmetric calculation for the expected value of the
second term in (2.16),
E

u(A
L
;u)

=
1

^u(d
L
u): (2.18)
Thus (2.16) implies that
E [(F)]  1

X
u2V
^u(d
L
u) + ^u(d
R
u ) (2.19)
 2

X
u2V
^u(du); (2.20)
where the second inequality follows due to the fact that ^(dLu)  ^(du) and
^(dRu )  ^(du).
We use the following lemma from [76, 43, 89] that shows that if a graph ex-
cludes Kh as a minor, then a sequence of h   1  -chops will yield components
with diameter O(h). The lemma below is the formulation in [89].
Lemma 15. [76, 43, 89] IfG = (V;E) with distances `(e); e 2 E excludesKh as
a minor, then for any   1, any sequence of h  1 iterated  -chops on V results
in a partition V = S1 [ S2 [    [ Sm such that diam(Si)  O(h), where diam
refers to the diameter in G using the shortest path distance dist`.
2.6.1 Algorithm for finding a multicut
 Compute the optimal solution to the relaxation. This can be done efficiently
using the ellipsoidal algorithm, since the separation oracle for the dual is a
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simple shortest path computation.
 Initialize F  F0 := fe j `(e)  g, i.e., remove all edges greater than
length  .
 Set G0  G[E n F ] with distance function `(e); e 2 E(G0).
 Perform (h   1)  -chops on G0 as follows. For the i-th chop, choose an
arbitrary node in each connected component as the corresponding root node
and use uniformly independently chosen offsets  2 [0;  ]. Let Fi be the cut
associated with the i-th  -chop. For each i = 1; 2; :::; h  1, update
F  F [ Fi: (2.21)
 Output F as the multicut.
Since the graph avoids Kh as a minor, by Lemma 15, the diameter of every
component will be smaller than O(h). By setting  = 4
Ch
, with C large enough,
the diameter of every component will be smaller than 4. We set 4 = 1
2
, which
implies that for any i, si and ti are never in the same component due to the fact
that dist`(si; ti)  1 and the triangle inequality which implies that dist`(si; v0) +
dist`(ti; v0)  1.
Theorem 11. The algorithm outputs a multicut F such that
E [(F )]  O(h2)
X
v
^v(dv): (2.22)
Proof. We will compute the cost of the multicut F as follows:
E [(F )]  (F0) +
h 1X
i=1
E [(Fi)] ; (2.23)
since the cost function (:) is subadditive (this follows from the fact that v is a
polymatroid, and hence is subadditive).
We first compute the cost (F0) as follows. Since for each edge e = uv 2 E,
`(e)   , either `(e; u)  
2
or `(e; v)  
2
as `(e) = `(e; u) + `(e; v). Define
for v 2 V , Av = fe 2 (v) \ F0 j `(e; v)  2g. We can upper-bound (F0) byP
v v(Av) since the latter term counts each edge uv 2 F0 in at least one of Au or
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Av. From the definition of the Lova´sz extension,
^v(dv) =
Z 1
0
v(d

v)d 
Z =2
0
v(d

v)d 

2
v(Av);
where we used non-negativity of v for the first inequality above. The second
inequality follows from the fact that Av  dv, whenever   2 and the mono-
tonicity of v. Thus, we get
(F0) 
X
v
v(Av)  2

X
v
^v(dv): (2.24)
By Lemma 14, we get that, for the i-th  -chop, the expected cost is
E [(Fi)]  1

X
v
^v(dv): (2.25)
Substituting this into (2.23), we get
E [(F ]  h+ 1

X
v
^v(dv) =
Ch(h+ 1)
4 ^v(dv) (2.26)
= O(h2)
X
v
^v(dv); (2.27)
using the choice4 = 1
2
, which concludes the proof of the theorem.
Clearly Theorem 11 implies Theorem 10 and we are done.
Proof of Corollary 2: A multicut in a node-weighted graph G can therefore be
modeled by a multicut in a polymatroidal networkG0 obtained fromG as follows.
For each v with weight w(v) we define the function v as : v(S) = w(v) for
each S  (v), S 6= ;. Note that the multicut in the polymatroidal network G0
is defined as a set of edges F but its cost (F ) takes into account the minimum
weight set of nodes whose removal ensures that all edges of F are removed. For
instance if an edge uv 2 F is assigned to u in the evaluation of (F ) then the
node u will be part of the multicut in the original graph G.
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CHAPTER 3
MULTIPLE UNICAST IN WIRELESS
NETWORKS
“The wireless telegraph is not difficult to understand. The ordinary telegraph is like
a very long cat. You pull the tail in New York, and it meows in Los Angeles. The
wireless is the same, only without the cat.” – attributed to Albert Einstein
3.1 Background
Having studied multiple-unicast in the polymatroidal network model, we now turn
our attention to the main focus of this thesis: studying multiple unicast traffic in
wireless networks. As stated in the introduction, there are two distinct objectives:
 To obtain the approximate capacity of multiple unicast in wireless networks,
and
 To establish a layered communication architecture that can guide engineer-
ing design.
We will accomplish these two objectives simultaneously by constructing layered
communication strategies that are near optimal for multiple unicast in general
wireless networks.
3.1.1 Organization
The rest of this chapter is organized as follows:
 In Sec. 3.1.2, we describe prior work and its relation to the work in this
chapter.
 An overview of the layering approach is provided in Sec. 3.2. After defin-
ing the “locality” over which local physical layer schemes must be imple-
mented, a list of desirable properties of local solutions are provided.
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 In Sec. 3.3, polymatroidal networks, which form the backbone of the layer-
ing architecture, are reviewed.
 In Sec. 3.4, “good” local physical layer solutions are described for various
channel models. For some models, it is shown that existing schemes satisfy
the desirable properties, whereas for other models, where existing schemes
are insufficient, new ones are constructed.
 In Sec. 3.5, the local schemes are fitted into a global network context. Ca-
pacity theorems are proved for the various channel settings by connecting
the wireless network problem formally to the polymatroidal network prob-
lem.
3.1.2 Prior work
Fundamental understanding of layering architectures has recently received plenty
of attention from the networking community [27, 134], and scenarios have been
identified under which a joint optimization of the transport and network layers
naturally decompose into separate optimization problems, thus yielding a justifi-
cation for the layered architecture. While there have been attempts to include cer-
tain aspects of the wireless medium into this framework [113], the understanding
is far from complete. In this thesis, we take a fundamental, information theoretic
perspective on if and when the physical, medium access and network layers can
be separately designed.
Capacity results for wireless networks: Substantial progress has been made in
the recent past in understanding the key aspects of the wireless medium (broad-
cast and superposition) from an information-theoretic view point. In particular,
the capacity of MIMO broadcast channel has been resolved [153], approximate
capacity of the 2-user interference channel has been established [40], the approx-
imate capacity of 2-user X-channels characterized [100] [62], and the degrees
of freedom of K-user interference channels with diversity characterized (begin-
ning with the seminal work of [21], several papers have strengthened this result
[112, 39, 107]). While these results establish information theoretic understanding
of several important (“physical layer”) channels, there is no conceptual guideline
to fit the solutions for reliable communication for the channel in the context of
a bigger network it could be a part of. In a different direction, there has been
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significant progress in understanding network-level capacity issues in the con-
text of simple traffic models, starting from the breakthrough work [17], where
the approximate capacity of single unicast is characterized, and later generalized
to several scenarios: the approximate capacity of unicast in discrete memoryless
networks is characterized in [91], a separation result between analog and digital
components in relay networks is established in [9] and the approximate capacity
of broadcasting in Gaussian networks is established in [69]. More recently, it has
been demonstrated that simple amplify-and-forward schemes can achieve the ap-
proximate capacity of unicasting in Gaussian networks under certain conditions
[101].
While unicast traffic in general Gaussian networks and multiple unicast traffic
in single-hop Gaussian networks are reasonably well understood, the capacity of
multiple unicast traffic in Gaussian wireless networks remains an open problem in
multi-terminal information theory. In recent times, several research groups have
made progress on this problem [137, 105, 64, 145, 11, 58] , but the general prob-
lem still remains unsolved. Specific directions, with promise of success, involve
simplifying the problem by considering specific traffic patterns such as 2-unicast
[105, 137, 83, 151, 152, 66, 139, 53, 147]; another approach is to consider more
specific network topologies, like for example, K sources communicating to K
sinks via L fully-connected layers of K relays each [64, 117]. While these exist-
ing works attempt to compute the degrees-of-freedom (or approximate capacity)
exactly for specific instances of the problem, we adopt a different viewpoint and
focus our attention on obtaining general results for arbitrary networks (at the ex-
pense of obtaining potentially weaker approximation in specific instances).
In the context of multiple-unicast in large wireless networks, there has been
significant progress in understanding scaling laws for geographical wireless net-
works, beginning with the seminal work in [55] and culminating in the hierarchi-
cal relaying scheme in [121] and a combination of the two [115, 116, 120] (with
several critical works in between [156, 96, 1, 157, 46]). Despite its significant
advantages, the performance guarantees are only in the context of certain specific
wireless network models and, more importantly, the communication scheme is not
a representation of a simple layered architecture for communication.
Information-theoretic layering architectures: Separation theorems form a ba-
sic tool in information theory: in his celebrated paper [135], Shannon showed
that source coding (compression) and channel coding (communication) can be
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separated without loss of optimality. Following this, several separation (and non-
separation) theorems have been proved in the multi-terminal context (see, for ex-
ample, [32, 141]). The result most relevant to the current discussion is the separa-
tion between network coding and channel coding proved in the pioneering work
in [80]. There it is shown that, for a wireline network composed of independent
noisy channels, a separation architecture composed of a physical layer that per-
forms independent coding for each channel and a network layer which transports
bits across the induced noiseless network, is optimal. This is a very interesting
structural result that holds under arbitrary traffic models and is proved without the
necessity to compute the capacity of the network. Thus the question of studying
the capacity of wireline networks can be reduced to the question of studying the
capacity of capacitated graphs.
For k-unicast in wireline graphs, a very interesting dichotomy is known in the
theoretical computer science literature: for undirected graphs, the classical work
of Leighton and Rao [90] shows that routing achieves the min-cut to within a
O(log k) factor and, furthermore, there is a standing conjecture [92, 59, 78, 86]
which claims that routing is in fact optimal; in contrast, for general directed
graphs, it has been shown recently [28] that unless P=NP, there is no polynomial
time algorithm that can approximate the value of min-cut to within a k factor for
some  > 0. Since max-flow can be computed in polynomial time, this result
implies that there are networks for which flow cut gap is greater than k. Further-
more, it has been proved recently [22] that computing the network coding region
for directed graphs is equivalent to determining the entropy vector region, which
is believed to be a very hard problem. Thus the string of positive results in the
context of undirected (or bidirected) graphs and negative results in the context of
directed graphs serve as an indicator that it may be easier to understand bidirected
wireless networks.
A study of layering in directed wireless networks is initiated in [81]. The key
idea is that of channel emulation, where a given channel is upper-bounded by a
wireline network with joint capacity constraints in such a way that the wireline
network can emulate all possible behavior of the channel. This is a very strong
condition, which ensures that the channel can be upper-bounded by the wireline
network irrespective of the traffic pattern. This program has been already ac-
complished for networks of 2-user MAC and broadcast channels, but appears to
be very hard for general networks. In this thesis, we instead work with only
multiple-unicast traffic but go on to study layering in general bidirected networks.
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Polymatroidal networks: Polymatroidal networks and approximation theorems
for these networks form a critical component in this thesis. For detailed back-
ground and prior work on polymatroidal networks, we refer the reader to Chap-
ter 2. Here we survey some applications of polymatroidal networks in the in-
formation theory literature. The polymatroidal structure of the multiple access
channel capacity region was observed and exploited by Tse and Hanly [142]. Di-
rected polymatroidal networks were utilized in the work of Vasudevan and Korada
[146], where a separation architecture for a network of deterministic broadcast
and MAC channels converts the network into a polymatroidal network and ex-
isting results for broadcasting in polymatroidal networks [44] are used to obtain
capacity bounds. Recently, there have been several applications of network flows,
and their generalizations such as flows in linking systems [132], to unicast infor-
mation flow in wireless networks [17, 8, 160, 52, 124, 75]. It is worth noting that
linking systems generalize polymatroidal networks.
3.2 Layered Architecture
Engineering approaches to reliable network communication involve “layering,” a
separation of the roles of physical (dealing with channel uncertainty), medium
access (dealing with sharing the wireless medium) and networking (dealing with
end-to-end the resulting “wireline” network communication). On the other hand,
fundamental architectures are suggested by information theoretic study of large
wireless networks (a major research direction in the past decade, with perfor-
mance measured in a coarse scaling context). For instance, multihop routing [55]
is a layered architecture, while hierarchical MIMO [121] (nearly scaling-law op-
timal in a geographically uniform context) is not. The information theoretic un-
derstanding of layering architectures has recently started receiving attention (see
[80, 81]). Our approach is along similar lines as the approach in [146], where a
layered architecture for a network of deterministic broadcast and MAC channels
is used to obtain capacity bounds.
In understanding the systematic design of layered architectures, it helps to look
at the global wireless network as a collection of “local” wireless networks. The
focus of this section is to introduce this viewpoint; we propose that the notion
of locality comes from both geographic (spatial) and temporal contexts. We see
that certain combinatorial properties of the (physical layer) solutions to the lo-
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cal networks are desirable; these will help prove fundamental guarantees on the
performance of the layered architecture in the global context.
3.2.1 Locality
Awireless network is a collection of local channels, if there are no interactions be-
tween the channels. Formally, a wireless network is defined as follows: Consider
a graphG = (V;E). For each v 2 V , xv; yv denote the transmit and received sym-
bol respectively. Let C+(v); C (v) denote the set of all channels in which v can
transmit and receive from respectively, i.e., xv can be written as xv = fxcvgc2C+(v),
and yv = fycvgc2C (v). We will consider a wireless network with independent
noise, where
P(y1; : : : ; ynjx1; : : : ; xn) = vP(yvjfxugu:(u;v)2E); (3.1)
and this description explicitly captures the relationship between the graph and the
joint probability transition function.
Consider a set of channels c 2 C. A wireless network is said to be composed of
channels c 2 C if the probabilistic description of the network is of the form
P(y1; : : : ; ynjx1; : : : ; xn) = cP(fycvgv2V  (c)jfxcugu2V +(c)) (3.2)
= cv2V  (c)P(ycvjfxcugu2V +(c):(u;v)2E); (3.3)
where V  (c) = fv : c 2 C (v)g and V +(c) = fv : c 2 C+(v)g. Each channel c
is referred to as a component channel of the network.
A canonical scenario occurs when the wireless network is simply a collection of
statistically independent noisy channels. Here each channel between a transmitter
and a receiver is local. A more interesting example occurs in the case of a fre-
quency planned wireless network, where each component of the wireless network
operates in a specified frequency range. Here, the overall channel model can be
decomposed as the product of channel models in each frequency range; the scale
of locality corresponds to the scale of frequency reuse.
In general, such a geographic decomposition (via frequency planning) may not
happen. Nevertheless, we can view the decomposition as occurring in time (in-
deed, this has been a popular method for analyzing general wireline / wireless
networks [4, 17]). When we decompose across time, the local channel corre-
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sponds to the global one, as viewed over a specific single block of time. In this
context, the layering architecture restricts the sophistication of physical layer (and
medium access layer) strategies to be restricted to operate on a single layer in
time, and at the end of each epoch, the information is decoded and re-encoded
(using the networking layer) for the next local channel. The layering architecture
thus enforces decoding of all information at each “hop” (in time); schemes, such
as quantize-and-forward [17], which forward analog information do not fit the
layered architecture model.
3.2.2 Desirable properties of local solutions
A natural desirable property of any (physical layer) solution to a local channel
is it be as optimal (from an information theoretic view point) as possible. In
particular, we will be interested in how close the solution is to fundamental upper
bounds given by the cutset bounds and certain natural combinatorial properties
of the solution. For a network described by a probability transition matrix, the
cut-set bound can be written as follows. Given a cut 
  V , let D
 be the set of
demands separated by the cut, i.e., D
 := fk : sk 2 
; tk 2 
cg. The cut-set
bound bounds the sum of rates of sources in D
 and can be written as1X
k2D

Rk  sup
px1;:::;xn
I(X
;Y
c jX
c): (3.4)
Our focus on cut-set bounds as opposed to specialized outer bounds for specific
wireless channels (such as the broadcast and interference channels) is due to the
following reasons.
 Generality: The cut-set bound [38] is an information theoretic outer bound
on the achievable rate region and it can be written down for a general wire-
less network.
 Decomposition: The chain rule of mutual information allows the cut-set
bound of a network to decompose into the cut-set bounds on local channels;
thus solutions that come close to the cut-set bound at a local level have a
potential to be layered and be still close to the cut-set bound at a global
1While there is a stronger way of writing this bound, this weaker form of the bound will suffice
for the purposes here.
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level. Formally, if we have a cut 
  V , the value of the cut is given by
I(X
;Y
c jX
c) = H(Y
c jX
c) H(Y
c jXV ) (3.5)
= H(Y
c jX
c) 
X
c
H(Y c
c jXcV ) (3.6)

X
c
H(Y c
c jX
c) H(Y
c jXV ) (3.7)

X
c
H(Y c
c jXc
c)  H(Y
c jXV ) (3.8)
=
X
c
H(Y c
c jXc
c)  H(Y
c jXcV ) (3.9)
=
X
c
I(Xc
;Y
c

c jXc
c); (3.10)
and thus the cut-set decomposes into sum of the cut-sets evaluated for each
channel.
 Structure: Cut-set bounds have been well studied in the theoretical com-
puter science literature and their combinatorial structure has been well un-
derstood. In fact, algorithms for approximately computing the cut-set bounds
form an integral part of the theory of approximation algorithms.
 Invariance under feedback: The cut-set bound (evaluated under general
joint distributions) is essentially obtained by upper bounding the rate of
communication of the separated sources by the rate of a point-to-point chan-
nels and is, therefore, invariant to feedback.
Finally, reciprocity of the local channels (rate region reciprocity with the roles
of transmitter and receiver reversed) will be paid attention to. The combinato-
rial structure imposed by the bidirected nature of each local channel will yield to
efficient algorithms that are close to cuts.
3.2.3 Layering methodology
Layering architectures stitch together the local solutions into a global solution:
1. The solution to a local channel allows for reliable digital communication at
a local level.
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2. Replacing each local channel by a set of (wireline) links leads to a network
comprised of noiseless channels, with the rates on the various edges being
coupled by the rate regions of the local solutions. Reciprocal local solutions
ensure that the network obtained is bidirected (i.e., any edge between node
a and node b has a corresponding edge between node b and a, with the two
edges being involved in the same types of capacity region constraints).
3. Over the resulting wireline network, we might have to employ network cod-
ing to re-encode the information between local channels. We utilize the
combinatorial properties of the coupled rate constraints to study this new
class of wireline networks. In particular, if the combinatorial structure gov-
erning the rate constraints is a specific form of a polytope known as a poly-
matroid, we obtain polymatroidal networks. Therefore, we study polyma-
troidal networks (which have local polymatroidal constraints on rate region)
and prove that routing can achieve the cut-set bound to within a O(log k)
factor for the k-unicast problem, and also prove some better approximations
for more specific communication problems.
4. Since the cut-set bound on a network of channels decomposes into a sum
of cut-set bounds on the local channels, we can readily compare the per-
formance of the layering architecture to a fundamental upper bound on the
global network performance.
Whenever local solutions are close to the cut-set bounds for the corresponding
local channels, we can establish the fundamental near-optimality of the layering
architecture. We have accomplished this program for several canonical local wire-
less channels including broadcast erasure channels, Gaussian uplink and downlink
channels, and interference channels with diversity (example: fast fading).
3.3 Polymatroidal Networks
In order to keep this chapter self-consistent, we provide a quick overview of poly-
matroidal networks. For further details, we refer the reader to Chapter 2.
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3.3.1 Polymatroids
A set function f : 2N ! R over a finite ground set N is submodular iff f(A) +
f(B)  f(A\B)+f(A[B) for allA;B  N ; equivalently f(A[fig) f(A) 
f(B [ fig)  f(B) for all A  B and i 62 A. It is monotone if f(A)  f(B) for
all A  B. A polymatroid refers to the following set in RN :
P =
(
(x1; :::; xN) :
X
i2S
xi  f(S) 8S  [N ]
)
; (3.11)
where f(S) is a monotone submodular function with f(;) = 0. Thus a poly-
matroid is fully specified by specifying a monotone submodular function with
f(;) = 0 (we will call such a function itself as a polymatroid). An example of
a polymatroid is the following: given a set of N vectors v1; :::; vN in RM , the
function f(S) defined as the rank of the matrix composed of fvigi2S defines a
polymatroid (we refer the reader to [118] for an introduction on polymatroids) .
3.3.2 Definition of polymatroidal networks
A commonly studied wireline scenario is one where each edge is labeled by a
capacity: this is the largest amount of information flowing on that edge. Here
we are interested in a more general model which is able to handle the additional
constraints when edges meet at a node, similar in spirit to the broadcast and su-
perposition constraints in wireless.
Consider a node v in a directed graph G and let  G(v) be the set of edges in
to v and +G(v) be the set of edges out of v. In the standard model each edge
(u; v) has a non-negative capacity c(u; v) that is independent of other edges. In
the (directed) polymatroidal network for each node v there are two associated
submodular functions:  v and 
+
v which impose joint capacity constraints on the
edges in  G(v) and 
+
G(v) respectively. That is, for any set of edges S   G(v),
the total capacity available on the edges in S is constrained to be at most  v (S),
similarly for +G(v). Note that an edge (u; v) is influenced by 
+
u and 
 
v . For
the definition of flow and cut in polymatroidal networks, we refer the reader to
Sec. 2.2.
We define a bidirected polymatroidal network as a directed polymatroidal net-
work with the following properties.
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 Every edge e = (i; j) has a corresponding reverse edge (e) := (j; i).
 For any vertex v, the polymatroidal constraint  v () on the incoming edges
In(v) is the same as the polymatroidal constraint +v () on the outgoing
edges Out(v). More concretely,
 v (Ev) = 
+
v ((Ev)) 8Ev  In(v): (3.12)
3.3.3 Main result
The following theorem is proved in Sec. 2.5, which generalizes the results of
[90, 97] to the case of polymatroidal capacity networks:
Theorem 12. For a bidirected polymatroidal network with k source-destination
pairs, the ratio between the max-flow rate region and the min-cut rate region is
O(log k). The max-flow and an approximate min-cut can be calculated in poly-
nomial time. Furthermore, this factor is tight in general, i.e., there are families of
polymatroidal networks such that the flow-cut gap is 
(log k).
3.3.4 Special traffic scenarios
While in general, the factor of O(log k) for flow-cut gaps is tight for multiple-
unicast in bidirected polymatroidal networks, there may be special communica-
tion scenarios for multiple unicast when the factor can be improved. We present
some instances here, where the flow cut gap is much better even for the more
general case of directed polymatroidal networks.
Broadcast traffic: Broadcast traffic is a special type of multiple unicast traffic
where all the messages originate at a single source. Consider a directed polyma-
troidal network with a single source s having independent messages to K desti-
nation nodes t1; :::; tK .
Lemma 16. [44] For a directed polymatroidal network with broadcast-traffic pat-
tern, the rate region of the max flow equals the rate region of the min-cut.
Sum rate in directed X networks: Consider J sources S1,...,SJ and K desti-
nations T1,...,TK , where each source has an independent message for each des-
tination. The rate tuple is a JK length vector Rjk between each j and k. This
communication problem is referred to commonly as the X-network problem.
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Lemma 17. For a directed polymatroidal network withX-traffic pattern, the sum-
rate of max flow equals the sum-rate bound given by min-cut.
Proof. Construct a super source S which talks to the J sources with infinite ca-
pacity links and a super sink T which is connected from each of the K sinks via
infinite capacity links. The max-flow min-cut theorem for unicast between S and
T in directed polymatroidal networks [88] implies the desired result.
Sum rate for group communication in directed networks: Consider a directed
polymatroidal network with a specially marked group of nodes S  V . Each
node s in S has an independent message for every other node in S. Thus it is
a multiple unicast problem with jSj(jSj   1) messages. We refer to this traffic
pattern as the group-communication traffic pattern. Suppose we are interested
only in maximizing the sum-rate.
Lemma 18. For a directed polymatroidal network with a group-communication
traffic pattern, the sum-rate of max-flow is greater than half the sum-rate bound
given by min-cut.
Proof. The proof of this theorem is non-trivial and requires a reduction from the
directed polymatroidal network to the directed edge capacitated network using a
combinatorial uncrossing argument. For a directed edge-capacitated network, this
theorem is proved by Naor and Zosin [109]. For a detailed proof of this statement
for polymatroidal networks, we refer the reader to Remark 1 in Chapter 2.
3.4 Local Physical Layer Schemes
In this section, good local physical layer schemes for several channel models will
be discussed. For each of these channels, the goals will be to identify a physi-
cal layer scheme, quantify its rate region, understand its closeness to the cut-set
bound and to examine its combinatorial structure. We will also analyze if the rate
region remains (approximately) the same when the sources and destinations are
exchanged and channels are reversed. In later sections, these properties will al-
low us to stitch together local physical layer schemes to get global schemes. The
results in this section for various channel models are summarized in Table 3.1.
We will use the notation Rchach and Rchcut to denote the achievable and the cut-
set rate regions respectively, where the superscript ’ch’ denotes the channel of
interest.
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Table 3.1: Canonical wireless channels, as viewed via three lenses.
Characteristic / Closeness-to-Cut Combinatorial Reciprocity
Channel Structure
Linear Deterministic Exact Polymatroidal Exact
MAC / BC
Gaussian MAC / BC Approximate Polymatroidal Approximate
Erasure Broadcast Far Polytope Far
Erasure Broadcast Approximate Polymatroidal Approximate
(Feedback)
Fading MAC / BC
with delayed CSI Approximate Polymatroidal Approximate
Fading linear deterministic Approximate Polymatroidal Approximate
Fading X-Channel Approximate Polymatroidal Approximate
Fixed X-Channel Approximate Polymatroidal Approximate
in DOF DOF region in DOF
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3.4.1 Linear deterministic broadcast and multiple access channels
Consider a broadcast channel with d receivers of the form
yi = Hix ; 8i = 1; 2; :::; d; (3.13)
where yi is the received vector at receiver i and x is the transmitted vector. The
source intends to communicate independent messages to each of its destinations.
For a subset K of f1; 2; :::; dg, let HK denote the matrix with Hi; i 2 K stacked
up alongside one another. The capacity region of this broadcast channel [103] is
given by
C = f(R1; :::; Rd) :
X
i2K
Ri  Rank(HK) 8K  [d]g: (3.14)
This capacity region is also equal to the cut-set bound, which is a polymatroid
(see [118]).
Let us consider a “reciprocal” multiple access channel in which there are d
transmitters and one receiver,
y =
X
i
HTi xi; (3.15)
and all the transmitters have an independent message to transmit to the single
destination. The capacity region of a general MAC channel is known (see, for
example, Chapter 14 in [31]) and for the linear deterministic channel, is given
again by the rate region in (3.14). We observe that the capacity of the broadcast
channel and the reciprocal MAC channel are the same and are equal to their cut-set
bound.
Thus for a linear deterministic broadcast and MAC channel, the rate region is
exactly polymatroidal, equal to the cut, and is reciprocal.
3.4.2 Gaussian broadcast and multiple access channels
Let us first consider a multiple access channel, defined by
y =
X
i
hixi + z; (3.16)
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where the transmitted vector xi is constrained by a power constraint P at each
of the d nodes, y is the received vector and z denotes the noise, which is of unit
power. Let the rate region achievable on this multiple access channel be denoted
by RMACach (P ). This region is known to be polymatroidal [142]. This rate region
equals the cut-set bound evaluated under product distributions [31] , i.e.,
RMACach (P ) = RMACcut,product(P ): (3.17)
Let the cut-set bound evaluated under general distributions be given byRMACcut,general(P ).
We can easily verify the relation
RMACach (P )  RMACcut,general

P
d

: (3.18)
Next, let us consider a “reciprocal” or “dual” broadcast channel, given by
yi = Hix+ zi ; 8i = 1; 2; :::; d; (3.19)
where the transmitted vector x is constrained by a power constraint dP , yi is
the received vector and zi denotes the noise at each receiver, which is of unit
power. Let us call the rate region of the broadcast channel as RBC(P ). This rate
region has been fully characterized, but is not equal to the cut-set bound and is not
polymatroidal (see Chapter 6 in [143] for a discussion).
The rate region of this broadcast channel with sum power constraint Pd con-
tains the rate region of the multiple access channel with individual constraint P
at each node [149, 148], i.e.,
RBCach(P )  RMACach (P ): (3.20)
For the purpose of symmetry, we can choose to operate the broadcast channel at
the rate region specified byRMAC(P ), i.e., let us set
RBCach(P ) = RMACach (P ): (3.21)
This will also ensure that the rate region of the achievable scheme RBCach(P ) is
polymatroidal. Thus, in our achievable strategy, the rate region of a multiple ac-
cess and that of the dual broadcast channel are equal and given by a polymatroidal
region.
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Let the cutset bound for the broadcast channel be specified as RBCcut,general(P ).
Since there is only one input variable, the cut-set bound under product distribution
and general distribution are the same.
Lemma 19. The achievable region of the MAC channel compares with the cutset
bound under general distributions as follows:
RMACach (P )  RMACcut,general

P
d

: (3.22)
For the broadcast channel, we have the relation
RBCach(P )  RBCcut,general

P
d

: (3.23)
Proof. The proof is deferred to Appendix B.1.
Thus for a Gaussian broadcast and MAC channel, the rate region is approxi-
mately polymatroidal, close to the cut, and is approximately reciprocal.
3.4.3 Broadcast erasure channels
Consider a network comprised of broadcast erasure channels. For a broadcast
erasure channel with d receivers, the channel model can be written as
yi = eix; 8i = 1; 2; :::; d; (3.24)
where ei is a binary random variable which when 0 represents that at receiver i,
the packet got erased. If ei are all independent, then the broadcast erasure channel
is said to be an independent erasure broadcast channel. Such a channel is specified
by erasure probabilities i; i = 1; 2; :::; d, where
i = Prfei = 0g: (3.25)
For the purpose of simplicity in this thesis we will consider only broadcast erasure
channels that are independent and symmetric, which implies that there is only one
parameter  and i =  8i.
Lemma 20. For an erasure broadcast channel without feedback, the cut-set bound
can be as large as L times the achievable rate region.
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Proof. See Appendix B.2.
This result implies that for broadcast erasure channels (without feedback), there
are no good local schemes that can achieve close to the cut.
Broadcast erasure channels with feedback: Since there are no good local schemes
for the broadcast channel, we suggest that the scale of the locality be enlarged to
include the presence of feedback links in the physical model to get better local
schemes.
The capacity of the erasure broadcast channel with ACK feedback (the receiver
acknowledges whether it received the packet) was studied by [50] for the two user
channel, and later extended to the more general case independently by [150] and
[49]. The schemes are based on network coding and interference alignment and
demonstrate that the following rate region is achievable.
Lemma 21. [150, 49] The following rate region is achievable for the erasure
broadcast channel with ACK feedback:
Rach,fb =
(
(R1; :::; RD)j
X
i=1;2;::;d
R(i)
1  i  1 8
)
: (3.26)
Here  is a permutation of the set (1; : : : ; d). Note that this region is not poly-
matroidal. However, it is close to the min-cut rate region (which is itself polyma-
troidal) as seen below:
Lemma 22.
Rach,fb  RcutO(log d) : (3.27)
Proof. See Appendix B.3.
The reciprocal nature of wireless channels from which the broadcast erasure
channel is constructed naturally suggests a way of providing feedback links of
commensurate strength. Formally: a channel is said to have commensurate feed-
back if there are feedback links from the various receiving nodes to the transmit-
ters with the same rate region as the cut-set bound for the forward channel. In
Appendix B.4, we look at one possible way of obtaining feedback links of com-
mensurate strength as the forward links.
Thus for a broadcast erasure channel with feedback, the rate region is approxi-
mately polymatroidal, close to the cut, and is approximately reciprocal.
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3.4.4 MIMO broadcast and MAC channel with delayed feedback
We will consider MIMO broadcast and MAC channels, similar to Sec. 3.4.2, but
with the difference that the channel states are i.i.d. over antennas and time. If
the CSI is instantaneously available at the transmitter and the receiver, then the
methods and results of Sec. 3.4.2 continue to hold. However, the problem be-
comes interesting when global channel state information is no longer available.
In some settings, the channel may change so fast that by the time the channel
state feedback reaches the transmitter, the channel state has changed significantly.
This feature is essentially present in the erasure channel if we think of erasure as
being a channel state, which is unknown to the transmitter originally. In the era-
sure channel case, the ACK feedback delivers this channel state (i.e., whether the
channel is in erasure or not) to the transmitter with a delay. Recent work by Ali
and Tse [7] showed the surprising result that, even in Gaussian networks, delayed
CSI can be very beneficial as compared to the absence of CSIT [159]. This will
form the basis of our investigation of these channels.
We assume that each broadcast and MAC channel gets feedback from its re-
ceivers about the channel state; however, the channel changes before the feedback
arrives, precluding the use of feedback to predict the future state of the channel.
We will resort to a degree-of-freedom characterization for this problem. Let di
denote the achievable degrees of freedom for the i-th message, i.e.,
di := lim
SNR!1
Ri(SNR)
log SNR
; (3.28)
where Ri is the achievable rate for user i. The achievable DOF region is denoted
by Dach, and the region given by the cutset bound is denoted by Dcut.
Such a multiple access case is easy to deal with because even without channel
state information, the cut-set bound can be achieved,
DMACach = DMACcut : (3.29)
However for the corresponding broadcast channel, in the absence of CSIT, we can
only achieve rates that are far from the cut-set. In [7], it is shown that the presence
of channel state feedback, even when delayed, can significantly alter the situation,
as was the case with broadcast erasure channels:
Lemma 23. [7] For a fading MISO broadcast channel with a source with L trans-
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mit antennas and L single transmit antenna receivers, the following DOF region
can be achieved with the help of delayed CSIT:
DBCach =
(
LX
i=1
Di  l KPL
i=1
1
i
)
: (3.30)
Our first result is to obtain an approximation for the rate region of MIMO broad-
cast channels with delayed feedback, formally stated in the following lemma.
Lemma 24. For a fading MIMO broadcast channel with l transmit antennas and
d users with user i having mi antennas, and delayed CSI feedback, the following
DOF region can be achieved:
DBCach 
DBCcut
O(log p) ; (3.31)
where p := min(l;
P
imi) is the minimum of the number of transmit and receive
antennas in the system.
Thus for a fading MIMO broadcast channel, the rate region is approximately
polymatroidal, close to the cut, and is approximately reciprocal.
3.4.5 Fading X-channels
Consider an L-user X-channel where there are L sources s1; :::; sL and L desti-
nations t1; :::; tL with each source having message to send to each destination. In
this channel, there are L2 messages in total. The connectivity graph between the
nodes is a bi-partite graph with E being the set of edges. We will abbreviate edge
(si; tj) as (i; j) since the meaning is clear from the context.
Note that an interference channel is a special case of this channel. Capac-
ity achieving schemes even for the L-user interference channel are not known in
the general setting. In [21], the authors show that each user in an L-user inter-
ference channel can achieve half their point-to-point degrees-of-freedom (DOF)
if the channel is fast-fading, using a mechanism called interference alignment,
which was initially proposed for the 2-user X-channel in [100]. This result has
since been generalized in several directions; most notably, in [112], it is shown
that using an “ergodic interference alignment” scheme, each user can get half her
rate at all SNR, and in [107], it is shown that the DOF result can be proved even
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under fixed channel coefficients using a scheme termed “real interference align-
ment.” These results have been unified into a single framework in [155]. It has
also been shown [114] that ergodic interference alignment can be used to achieve
linear capacity scaling in dense interference networks.
Cuts in an X-channel:
1
2
3
5
s1
s2
4
t1
t2
t3
Ω2
Ω1
Figure 3.1: Cuts in X-channel
Consider an exampleX-channel with two sources and three destinations, shown
in Fig. 3.1. Two cuts are marked in the figure. The light (green) cut 
1 separates
only destination 1 from the two sources, thus providing a boundR11+R21  C
1 ,
whereas dark (red) cut 
2 separates all sources from all destinations and therefore
provides a bound on R11 + R12 + R13 + R21 + R22 + R23  C
2 . Of these
two bounds, the first corresponds to that of a polymatroidal constraint whereas the
second does not correspond to a polymatroidal constraint (since in a polymatroidal
network, only edges that meet at a node have a joint constraint).
For a general X-channel, these two types of cuts will be present, and we can
classify them as
1. Cuts that separate a single node from the rest of the nodes (referred to as
cuts of the polymatroidal form), and
2. Cuts that separate multiple sources from multiple destinations.
We would like to show not only an achievable scheme that achieves the cut-
set bound approximately, but also that the rate region of the achievable scheme
satisfies a polymatroidal constraint. Therefore, for an X-channel, we will have to
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show that only cuts of the polymatroidal form (separating one node from the rest)
play a dominant role. This is a key challenge that we address in this section.
Channel model: The channel model can therefore be written as
yi(t) =
X
j2In(i)
hij(t)xj(t) + zi(t) 8t = 1; 2; :::; T; (3.32)
where xi(t); yi(t); zi(t) are the transmitted vector, received vector and noise vector
at time t, In(i) represents the set of neighbors of node i who have an incoming
edge to i and fading coefficient hij(t) is associated with edge (i; j) 2 E at time
t. The noise vector is assumed to have unit variance and is independent at each
node. There is a power constraint of P per node.
We will make the following assumptions about the fading distribution:
 Fading coefficients are assumed to be i.i.d. over edges and over time.
 The fading coefficient will be assumed to be symmetric, i.e., if hij is a
discrete random variable,
Prfhij = ag = Prfhij =  ag; 8a; (3.33)
otherwise, if the random variable is absolutely continuous, the pdf p(:)must
satisfy
p(hij = a) = p(hij =  a) 8a: (3.34)
 The fading distribution is assumed to satisfy:
a := e E(log jhj
2) <1: (3.35)
One example of a fading distribution that satisfies these assumptions is when
hij(t) is i.i.d. across nodes and time with a complex Gaussian distribution, for
which a = 1:723 [119].
We will use the shorthand C(P ) to denote the ergodic capacity of a fading
channel with power constraint P , and the fading coefficient h of unit variance,
C(P ) := Eh

1
2
log(1 + jhj2P )

: (3.36)
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Scheme for the K-user interference channel: First, we consider the case of k-
user interference channel, where there are messages only from si to ti for each
i = 1; 2; :::; k. In the ergodic set-up, the following result is known:
Lemma 25. [112] For a k-user ergodic interference channel, where the direct
links are non-zero, the following rate tuple is achievable:
Ri =
1
2
C(2P ); 8i = 1; 2; :::; k: (3.37)
Scheme for the X-channel: We generalize this physical layer scheme to the X-
channel with L sources and M destinations, demonstrating not only that the cut-
set bound is approximately achievable, but also that only cut of the polymatroidal
form are relevant.
Theorem 13. For an L-source, M -sink ergodic X-channel, the following rate
region is achievable:
RachX =
(
(Rij)j
P
j:(i;j)2E Rij  12C(2P ) 8i 2 SP
i:(i;j)2E Rij  12C(2P ) 8j 2 T
)
: (3.38)
and furthermore, if d is the maximum degree of any node,
RXach(P ) 
RXcut(2Pad )
2
; (3.39)
where a := e E(log jhj
2).
Proof. Let us write Rij for the rate of communication between si and tj . We use
the following achievable strategy:
 Let us construct a bipartite graph between the source vertices and sink ver-
tices, and edges given by E.
 A matching in a bipartite graph is a choice of edges such that each node is
present in at most one edge. In our case, a matching can be thought of as
representing a choice of at most one destination for each source. Choose a
matchingM on the bipartite graph, and let  be the corresponding permuta-
tion. The characteristic vector of a bipartite matching is given by the vector
(xij) : xij = 1, if (i; j) 2M , otherwise xij = 0.
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 Consider the interference channel from s1; :::; sL to d(1); :::; d(L). For the
si; t(i)) pairs that are connected, we can achieve a rate of 12C(2P ) using the
strategy of Lemma 25.
 This implies that a rate given by 1
2
C(2P ) times the characteristic vector of
the bipartite matching is achievable.
 Now, we can achieve any convex combination of the rates given by match-
ings on the graph. This is given by the following polytope, called the match-
ing polytope:
M = convf(xij)M jM a matching g: (3.40)
 By a theorem in bi-partite graph matchings [131], this matching polytope
can be alternately described as:
P =
(
(xij)jxij  0 8i; j;
P
j:(i;j)2E xij  1 8iP
i:(i;j)2E xij  1 8j
)
: (3.41)
 Therefore the achievable rate region is given by (3.38).
 The cut-set boundRcutX implies the following, which are only a subset of the
cuts (the cuts which separate one node from all the others) :(
(Rij)j
P
j:(i;j)2E Rij  E log(1 +
P
j:(i;j)2E h
2
ijP ) 8i 2 SP
i:(i;j)2E Rij  E log(1 +
P
i:(i;j)2E h
2
ijP ) 8j 2 T
)
:
 Now, due to the concavity of the logarithm,
E log(1 +
X
j:(i;j)2E
h2ij)  log(1 +
X
j:(i;j)2E
Eh2ijP ) (3.42)
 log(1 + dP ) (3.43)
 E log(1 + adP jhj2) = C(adP ) (3.44)
where the last step follows because of the convexity of the function f(x) =
log(1+ cex), i.e., applying Jensen inequality for the aforementioned convex
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function, we get
E(log(1 + cjhj2)) = Eflog(1 + celog jhj2)g (3.45)
 log(1 + ceE(log jhj2)) (3.46)
= log(1 + ca 1); (3.47)
where a := e E(log jhj2)).
Thus the cut-set bound implies the following inequalities:(
(Rij)j
P
j:(i;j)2E Rij  C(adP ) 8i 2 SP
i:(i;j)2E Rij  C(adP ) 8j 2 T
)
:
 Therefore we get the result that
RXach(P ) 
RXcut(2Pad )
2
: (3.48)
Thus for a fading X channel, the rate region is exactly polymatroidal, approx-
imately close to the cut, and exactly reciprocal (since the description of the rate
region remains the same even the channel is reversed).
3.4.6 Fixed X-channels
Consider an L-user X-channel with fixed channel coefficients drawn from a con-
tinuous distribution. We will obtain a degrees-of-freedom characterization of this
X-channel (which holds almost surely). The channel model can therefore be writ-
ten as
yi(t) =
X
j2In(i)
hijxj(t) + zi(t) 8t = 1; 2; :::; T; (3.49)
where xi(t); yi(t); zi(t) are the transmitted vector, received vector and noise vector
at time t, In(i) represents the set of neighbors of node i who have an incoming
edge to i and channel coefficient hij associated with edge (i; j) 2 E is drawn
from a continuous distribution which has a probability density function, i.e., the
probability measure is absolutely continuous with respect to the Borel measure.
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The noise vector is assumed to have unit variance and is independent at each node.
There is a power constraint of P per node.
First, we consider the case of an L-user interference channel, where there are
messages only from si to ti for each i. The following result characterizes the
degrees of freedom of the L-user interference channel:
Lemma 26. [107] For a k-user interference channel with channel coefficients
drawn from a continuous distribution, if the direct links are non-zero, the following
DOF tuple is achievable almost surely:
Di =
1
2
; 8i = 1; 2; :::; k: (3.50)
We can generalize this interference channel scheme to the X-channel with L
sources andM destinations, using the same method as in Theorem 13.
Theorem 14. For an L-source, M -sink fixed X-channel, the following DOF re-
gion is achievable almost surely:
DachX =
(
(Dij)j
P
j:(i;j)2E Dij  12 8i 2 SP
i:(i;j)2E Dij  12 8j 2 T
)
: (3.51)
and furthermore,
DXach 
DXcut
2
a.s. (3.52)
Proof. The proof proceeds in a manner quite similar to that of Theorem 13; the
only difference is that we use Lemma 26 instead of Lemma 25. Also, since we
are dealing with DOF, which is an SNR-scaling characterization, the (constant)
power scaling factor is not relevant.
Thus for a fixed X-channel, the achievable DOF region is exactly polyma-
troidal, approximately close to the cut, and exactly reciprocal (since the descrip-
tion of the achievable DOF region remains the same even the channel is reversed).
3.4.7 Fading linear deterministic channels
In Sec. 3.4.1, we considered linear deterministic networks which had only broad-
cast and MAC components. In this section we will consider a general linear de-
terministic network with fading. The communication network is represented by a
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directed graph G = (V;E). If (i; j) 2 E () (j; i) 2 E, we call the network
bidirected. The edges (i; j) that are present have fading matrix Hij(t) on them.
Each fading coefficient in each matrix is distributed i.i.d. fading over edges and
time. The fading distribution for each non-zero coefficient is assumed to be uni-
form over the finite field (except zero) Fq 0. The proof can be extended to the case
where the fading takes value 0 but there will be penalty factor of q 1
q
.
For a linear deterministic interference network with fading, there is a scheme
based on ergodic interference alignment that achieves half the point-to-point rate
for each user:
Lemma 27. [112] For an k-user fading linear deterministic interference channel,
with direct links being non-zero, the following rate type is achievable:
Ri =
1
2
log2(q); 8i = 1; 2; :::; k: (3.53)
We can use this scheme to create a scheme for the X-channel, the rate region
of this scheme is quantified in the following theorem.
Theorem 15. For a L-source, M -destination deterministic ergodic X-channel,
the following rate region is achievable:
RXach 
RXcut
2
: (3.54)
Furthermore, only cuts that separate one node from the rest are sufficient.
Proof. The proof for this case is very similar to the proof of Theorem 13, except
that the term 1
2
C(2P ) is now replaced by 1
2
log2(q). Also, there are no power
scaling losses in the case of a linear deterministic network.
Thus for a linear deterministicX channel with fading, good local schemes exist;
furthermore the schemes have a rate region which can be described by polyma-
troidal constraints.
3.5 Approximate Capacity Results for Wireless
Networks
In this section, we will present approximate capacity results for wireless networks
with multiple unicast traffic for several channel models. Our achievable schemes
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will use a layering architecture and we will use the cut-set bound as the outer
bound. For each channel model, we will have the description of the wireless net-
work as a graphG = (V;E). There are k designated source nodes s1; :::; sk, which
have independent messages and k corresponding destination nodes t1; :::; tk: ti
wants to decode the message of si with vanishingly small probability of error,
for every i = 1; : : : k. Let Rchach denote the rate region comprising the rate tuples
achievable and let Rchcut denote the rate region corresponding to the cut-set bound
for the channel model ch. If a power constraint P is present, we will describe
these regions as a function of P , i.e.,Rchach(P ) andRchcut(P ).
3.5.1 Gaussian networks with MAC and broadcast components
We consider Gaussian networks in which there are only broadcast and MAC com-
ponents, i.e., there is no interference channel component. This is equivalent to
the assertion that each edge is involved in either a superposition constraint or in a
broadcast constraint but not in both. In practice, such a network can be realized
by using a partial frequency reuse scheme, where the total bandwidth is divided
into different chunks, which are assigned to users in such a way that interference
component is avoided.
Gaussian networks with MAC and broadcast components alone have been pre-
viously considered in [81], where it has been shown that for a network composed
of 2-user MAC and broadcast channels, a separation architecture involving local
coding is approximately optimal. Since this general structural result holds for
all possible traffic models, it may be necessary in general to use network coding
[4] [79] at the network layer. In contrast, in this thesis, we will assume multi-
ple unicast traffic and utilize the reciprocity of the wireless network to show that
the cut-set bound can be approximately achieved using a separation scheme along
with routing.
Network Model: The communication network is represented by an undirected
graph G = (V;E), and an edge coloring  : E ! C, where C is the set of
colors. Each node v has a set of colors C(v)  C on which it transmits and
receives. Each color can be thought of as an orthogonal resource (for example,
a frequency band), and therefore the broadcast and superposition constraints for
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(b) Equivalent noiseless network
Figure 3.2: A network composed of broadcast and MAC components and its
polymatroidal equivalent
the wireless channel apply only within a given color. We will assume the nodes
are equipped with full duplex radios on each of these resources. For simplicity
of notation, we will assume that there is a one-to-one correspondence between
colors and channels, i.e., each channel operates on a distinct color; so c stands for
a unique color and a unique channel.
The channel model can therefore be written as
yci =
X
j2Nc(i)
hcijx
c
j + z
c
i 8c 2 C(i); (3.55)
where xci ; y
c
i ; z
c
i are the transmitted vector, received vector and noise vector on
color c, hcij = h
c
ji is the channel coefficient between node i and node j on color c
and Nc(i) represents the set of neighbors of node i who are operating on color c
and dc(i) = jNc(i)j be the degree of node i in color c. Let d = maxc;v dc(v) be
the maximum degree of any node in a given color; therefore, d is the maximum
number of users on any component broadcast or multiple access channel. Each
node has a power constraint P per edge. Therefore node v has power constraint
Pdc(v) for transmitting on color c. By the very definition, this network has a
reciprocal MAC channel for every broadcast channel and vice versa. Let V (c) =
fv : c 2 C(v)g be the set of nodes that use the color c. An example of a wireless
network along with its equivalent noiseless network is shown in Fig. 3.2.
Theorem 16. For the k-unicast problem in a Gaussian network composed of
broadcast and multiple access channels, a simple separation strategy can achieve
82
a rate
Rgach(P ) 
Rgcut(Pd )
O(log k) : (3.56)
This means that the min-cut, scaled down in power by a factor d and in rate by
a factorO(log k), can be achieved. For the unicast scenario (k = 1), we can show
using a similar proof that
Rgach(P )  Rgcut

P
d

: (3.57)
This result is similar to that obtained by [17], except that here it is obtained for
the special case of networks composed of broadcast and multiple access channels.
The scheme in [17] requires a global physical layer scheme (the “quantize and
map” strategy), while for the special case of networks here we show that a simple
separation strategy suffices.
Coding scheme: Proof of Theorem 16
The coding scheme is a separation-based (layered) strategy: each component
broadcast or multiple access channel is coded for independently creating bit-pipes
on which information is routed globally. The achievable scheme used for the
MAC and broadcast channel are discussed in detail in Sec 3.4.2. The achievable
rate regions for the MAC and broadcast channels described there are polyma-
troidal, and therefore each multiple access or broadcast channel with d users can
be replaced by a set of d bit-pipes whose rates are jointly constrained by the cor-
responding polymatroidal constraints. Thus we get a polymatroidal network by
using this layered strategy; this polymatroidal network is described as follows:
for each node v in the original graph, there are several vertices vc, one for each
color c 2 C(v). There is an edge between uc and vc if hcuv 6= 0, the polymatroidal
constraints are given by
 vc(Fv) = log(1 +
X
u:(u;v)2Fv
jhcuvj2P ) 8Fv   (vc) (3.58)
+vc(Fv) = log(1 +
X
u:(u;v)2Fv
jhcvuj2P ) 8Fv  +(vc); (3.59)
and the polymatroidal network is bidirected due to the fact that hcuv = h
c
vu and
the reciprocity in the rate regions of the MAC and BC channel. Further, there are
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edges between vc and vc0 of infinite capacity, since these correspond to the same
node v in the original graph.
Let us denote by Rpolyach (P ) and Rpolycut (P ) respectively the rate region for the
flow-based achievable scheme and the cut-set bound region on this induced poly-
matroidal network. Then we have from Theorem 12 that
Rpolyflow(P ) 
Rpolycut (P )
O log k : (3.60)
As an example, the bidirected polymatroidal network induced for the example
of Fig. 3.2a is shown in Fig. 3.2b. The submodular constraints are explicitly writ-
ten down only for node 1, but similar constraints apply at nodes 2, 3 and 6. In this
figure, c21; c31 and c(23)1 represent constraints on the rate of communication from
node 2 to 1, the rate of communication from node 3 to 1 and the sum rate from
nodes 2 and 3 to 1 respectively.
It is now sufficient to compare the cuts on the polymatroidal and the Gaussian
network.
Lemma 28.
Rgcut(P )  Rpolycut (dP ): (3.61)
Proof. Given a cut F
 in the polymatroidal network, we will show that there
is a corresponding cut in the Gaussian network, whose value is within a power
scaling factor d of the polymatroidal cut. The value of the cut in the polymatroidal
network is (F
) =
P
c (F
c

), i.e., the polymatroidal cut breaks up into the sum
of the cuts of various colors. The value of cut in a given color (F c
) corresponds
to a certain polymatroidal constraint in a given MAC or broadcast channel. We
need to show that there is a similar cut in the Gaussian network whose value is
within a power scaling factor.
As shown in Lemma 19, we have that for each of these channels, the Gaussian
cut and the polymatroid representing the achievable scheme are within a power
scaling factor of d, and therefore
Rgcut(P )  Rpolycut (dP ); (3.62)
since both polymatroidal and Gaussian cuts decompose into sum of individual
cuts.
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The achievable rate using the separation strategy is given using (3.60) as
Rpolyach (P ) 
Rpolycut (P )
O(log k) 
Rgcut(Pd )
O(log k) : (3.63)
This completes the proof of Theorem 16.
Special traffic scenarios: We now present results for directed networks with
MAC and broadcast components under the special traffic patterns presented in
Sec. 3.3.4.
Theorem 17. For a directed Gaussian network composed of broadcast and mul-
tiple access channels, a simple separation strategy can achieve a rate
Rach(P )  Rcut

P
d

for BC Traffic; (3.64)
Rsumach (P )  Rsumcut

P
d

for X Traffic; (3.65)
Rsumach (P ) 
Rsumcut
 
P
d

2
for group-communication traffic: (3.66)
Proof. The proofs are based on the polymatroidal results Lemma 16, Lemma 17
and Lemma 18. The proof is very similar to the proof of Theorem 16 and is
therefore omitted.
3.5.2 Broadcast erasure networks with commensurate feedback
Broadcast erasure networks, in which there are broadcast but no superposition
constraints, serve as high level models for communication in wireless networks.
Unicast in broadcast erasure networks is well understood, for which it has been
shown [33] that min-cut is achievable using a global linear network coding scheme
(in [94], it is shown that knowledge of erasure locations is not necessary at the
destination) . It has also been shown that a separation scheme in which each
broadcast erasure channel is coded for locally to create noiseless links does not
perform very well. This is due to the fact that for each broadcast erasure channel
the capacity region is far away from the min-cut region. However, as shown in
Sec. 3.4.3, by utilizing ACK feedback, the capacity region is enlarged to become
closer to the min-cut region. Therefore we consider a network of broadcast erasure
channel, where each channel has a feedback mechanism.
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Consider a network which is composed of broadcast erasure channels, with an
appropriate mechanism for feedback built into the network. In particular, we look
for feedback that is commensurate; formally: a channel is said to have commen-
surate feedback if there are feedback links from the various receiving nodes to the
transmitters with the same rate region as the cut-set bound for the forward chan-
nel. The reciprocal nature of wireless channels from which the broadcast erasure
channel is constructed naturally suggests a way of providing feedback links of
commensurate strength. In Appendix B.4, we look at one possible way of obtain-
ing feedback links of commensurate strength as the forward links.
From now on, we will assume that each erasure broadcast channel has com-
mensurate feedback, without cognizance to how this particular rate region was
obtained. For simplicity, we will assume that all broadcast erasure channels are
symmetric and independent, i.e., each broadcast erasure channel has erasure inde-
pendent probability .
Theorem 18. For the k unicast problem in a network of erasure broadcast chan-
nels with commensurate feedback, a simple separation strategy can achieve a rate
Rerasureach 
Rerasurecut
O(log k)O(log dmax) ; (3.67)
where dmax is the maximum number of users in any broadcast erasure channel.
Proof. Consider the following separation strategy: even though the feedback links
have a rate region given by RBCcut , we will restrict them to use the rate region R
BC
ach,fb
in order to preserve symmetry. The feedback links are used for two distinct pur-
poses:
 To provide Ack / Nack feedback. This feedback has an overhead of 1-
bit per packet which we treat as negligible. This assumption makes sense
especially when packet lengths are large.
 To route flows on the reverse direction. Since the Ack feedback overhead
is assumed to be small, this will essentially occupy the whole capacity. We
establish a bidirected network by using the feedback links for routing.
Since we have the Ack / Nack feedback for each erasure broadcast channel, we can
use the scheme of Lemma 21 to obtain the rate region RBECach,fb with feedback. This
induces a bidirected polymatroidal network specified in the following manner, in
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which we can use flows to achieve a rate region Rpolyach . By Theorem 12, we have
that
Rpolyach 
Rpolycut
O(log k) : (3.68)
By Lemma 22, we have RBECach,fb  R
BEC
cut
O(log dmax) . Further, since cuts in the polyma-
troidal and the original network decompose into cuts for each channel, any cut-set
in the polymatroidal network induced by the achievable scheme has a counterpart
cut-set in the erasure network within a factor of O(log dmax):
Rpolycut =
Rerasurecut
O(log dmax) : (3.69)
Now (3.68) and (3.69) together imply
Rpolyach 
Rerasurecut
O(log k)O(log dmax) ; (3.70)
which proves the desired result.
Special traffic scenarios: We now present results for directed networks with
broadcast erasure channels under the special traffic patterns presented in Sec. 3.3.4.
Since the networks are directed, reciprocity is not needed; however, we will con-
tinue to assume that the broadcast erasure channel has ACK feedback.
Theorem 19. For a directed network composed of broadcast erasure channels
with ACK feedback, a simple separation strategy can achieve a rate
Rach  Rcut
log(dmax + 1)
for BC Traffic; (3.71)
Rsumach 
Rsumcut
log(dmax + 1)
for X Traffic; (3.72)
Rsumach 
Rsumcut
2 log(dmax + 1)
for group-communication traffic; (3.73)
where dmax is the maximum degree of the broadcast channel.
Proof. The proofs are similar to the proof of Theorem 18 and are therefore omit-
ted.
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3.5.3 Gaussian fast fading network
We will now consider a general Gaussian network where broadcast and superpo-
sition can simultaneously occur, i.e., the network can contain interference com-
ponents. Such a network is clearly more general than the K-user interference
channel, and even this channel has not been well understood in the most general
case ( the tutorial [61] provides an excellent summary of the current understand-
ing on this channel). However, in the presence of fast fading, the problem gets
symmetrized considerably [112], and there is a reasonable understanding of this
problem. Therefore we will resort to the fast fading model in this section. We will
further assume that the fading distribution satisfies the assumptions in Sec. 3.4.5.
While most of the existing literature is on single-hop interference channels,
multi-hop interference networks have been the focus of more recent work. In
particular, it has been shown in [63] that the degrees of freedom of such fully-
connected layered networks can be achieved using a non-separation scheme called
opportunistic interference alignment. It has also been shown [53] that a separation
architecture does not even achieve the DOF for simple networks, for example, the
network with 2 sources, 2 relays and 2 destinations. Our results offer a contrast:
if we look to achieve the capacity within an approximation factor of cut-set then
a simple separation strategy suffices, for all SNR.
For examples of networks considered here, we refer the reader to Fig. 3.3 for a
non-layered example or the one in Fig. 3.4 for a layered example.
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Figure 3.3: A multiple-unicast wireless network
Theorem 20. For a bidirected ergodic wireless network with k source destination
pairs, the rate region given by
Rg(P )  R
g
cut
 
P
bd3

O(log k) (3.74)
is achievable using a separation strategy, where d is the maximum degree of any
node and b := e
 E(log jhj2)
2
is a constant depending on the fading distribution. If the
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Figure 3.4: Layered network and cuts
fading is complex Gaussian, b  0:86.
Proof. We will now show a scheme by which we can convert the bidirected er-
godic wireless network into a bidirected polymatroidal network. We will view
one snapshot of transmission in the network as a transmission in a bipartite graph,
from the set of nodes V l = V on the left side to the set of nodes V r on the
right side. Node u on the left is connected to node v on the right with channel
coefficient huv from the original network. The nodes have infinite memory, so
each node is connected to itself with infinite capacity. We view the obtained net-
work as a single-hop network and use a scheme for the single-hop (described in
Sec. 3.4.5). The achievable rates for this single hop network are given by polyma-
troidal constraints, and therefore we obtain a polymatroidal network represented
by a bi-partite graph with 2V nodes. This process can now be reverted, i.e., we can
go from a layered representation with 2V nodes to a non-layered representation
with V nodes. Thus we obtain a polymatroidal network with V nodes. There are
edges E similar to the original graph, but the capacities are constrained according
to the polymatroidal constraint:
X
u2Inv
Ruv  1
2
C(2P ) 8v 2 V (3.75)
X
u2Outv
Rvu  1
2
C(2P ) 8u 2 V: (3.76)
This is now a bidirected polymatroidal network since the polymatroidal constraint
is symmetric for the incoming and the outgoing edges at any given node. Now we
perform routing over this bidirected polymatroidal network. Now the flow and cut
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on this network are related by:
Rgach = Rpolyach 
Rpolycut
O(log k) : (3.77)
If we can relate the cut-set bound on the polymatroidal network and the cut-set
bound on the original Gaussian network, we can get the desired result. This is
done in the following lemma:
Lemma 29.
Rpolycut (P )  1
2
Roriginalcut

P
bd3

: (3.78)
Proof. See Appendix B.6
Now, (3.77) and (3.78) implies that
Roriginalach 
Roriginalcut
 
P
bd3

O(log k) ; (3.79)
which completes the proof of the theorem.
Multi-antenna nodes: We can prove a result similar to the one in Theorem 20
even when there are multiple antennas at the nodes.
Theorem 21. For a bidirected ergodic wireless network with multiple antenna
nodes, the rate region for k-unicast is given by
R(P )  Rcut
 
P
bd3

O(log k) ; (3.80)
is achievable using a separation strategy, where d is the maximum number of
antennas that can communicate with any given antenna and b := e
 E(log jhj2)
2
is a
constant depending on the fading distribution.
Proof. The proof of the theorem is very similar to that of Theorem 20 except
that when there are multiple antennas, each antenna is treated as a separate node
with infinite capacity wireline links between antennas of the same node. This
scheme can be shown to achieve the cut-set of this new network to within the
approximation factor. We observe that any finite cut in this new network will
partition the antennas in such a way that all antennas corresponding to the same
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original node will lie on the same side of the partition, since otherwise the value
of the cut will become infinite. Therefore the cut-set in the new network and the
original network have the same value and this completes the proof of the theorem.
Special traffic scenarios: We now present results for directed fast fading net-
works under the special traffic patterns presented in Sec. 3.3.4. Since the network
is directed, reciprocity will not be necessary to prove this result.
Theorem 22. For a directed fast fading Gaussian network with multiple antenna
nodes, a simple separation strategy can achieve a rate
Rach(P ) 
Rcut

P
bd3
	
2
for BC Traffic; (3.81)
Rsumach (P ) 
Rsumcut

P
bd3
	
2
for X Traffic; (3.82)
Rsumach (P ) 
Rsumcut

P
bd3
	
4
for group-communication traffic; (3.83)
where d is the maximum number of antennas that can communicate with any given
antenna and b := e
 E(log jhj2)
2
is a constant depending on the fading distribution.
Proof. The proofs are similar to the proof of Theorem 20 and are therefore omit-
ted. Here, the factor loss of 2 is present for the BC scenario due the factor 2 loss
in the local physical layer scheme (see Theorem 13).
Special channel model: directed layered network
In this section, we consider directed fully-connected (f.c.) layered networks.
These are layered networks, which have connectivity between adjacent layers only
in the forward direction, i.e., links are always between a node in Vi to a node in
Vi+1. Further for a fully-connected network, we assume that (u; v) 2 E 8u 2
Vi; v 2 Vi+1. Consider, for example, the network in Fig. 3.5a.
Theorem 23. For a directed fully-connected layered ergodic wireless network
with k-distinct sources in the first layer having messages to k distinct sinks in the
last layer, the rate region given by
R(P )  Rcut

P
bd3
	
2
(3.84)
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Figure 3.5: Directed layered F.C. networks
is achievable using a separation strategy, where d is the maximum degree of any
node and b := e
 E(log jhj2)
2
.
Proof. The achievable scheme is again a local physical layer scheme, i.e., for
each hop in the layered network we use the strategy for X-channels described in
Sec. 3.4.5. Now we get a special type of directed polymatroidal network for which
we can show that max-flow equals min-cut.
Theorem 24. For a k-unicast problem in a polymatroidal directed layered net-
work in which all the node constraints are of the formX
u2Infvg
Ruv  1; 8v; (3.85)X
v2Outfug
Ruv  1; 8u; (3.86)
the rate region given by max-flow equals the min-cut for the k-unicast problem.
Proof. See Appendix B.7.
Now we can use Lemma 29 to get:
Roriginalach (P ) = Rpolyach (P ) = Rpolycut (P ) 
1
2
Roriginalcut

P
bd3

; (3.87)
which implies the theorem.
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3.5.4 Fixed Gaussian network
Consider a general Gaussian network where broadcast and superposition can oc-
cur simultaneously, and where the channel coefficients are fixed but drawn from a
continuous distribution. We studied a simple single-hop version of such a network
in Sec. 3.4.6. We will now show that the local scheme can be placed in a network
context to get an almost-sure DOF characterization.
Theorem 25. For a bidirected fixed multi-antenna Gaussian network with k source
destination pairs, the DOF given by
Dach  DcutO(log k) (3.88)
is achievable almost surely using a separation strategy.
Proof. The proof proceeds analogously to Theorem 21, but instead of using the
local scheme in Theorem 13, the scheme of Theorem 14 is used and therefore a
DOF characterization is obtained.
Special traffic scenarios: We now present results for directed Gaussian networks
under the special traffic patterns presented in Sec. 3.3.4. Since the network is
directed, reciprocity will not be necessary to prove this result.
Theorem 26. For a directed Gaussian network with each channel coefficient cho-
sen from a continuous distribution, a simple separation strategy can achieve a
DOF region,
Dach  Dcut
2
for BC Traffic; (3.89)
Dsumach 
Dsumcut
2
for X Traffic; (3.90)
Dsumach 
Dsumcut
4
for group-communication traffic: (3.91)
3.5.5 Linear deterministic networks with MAC and broadcast
components
A linear deterministic network composed of MAC and broadcast components is
defined in the same way as the Gaussian network composed of MAC and broad-
cast components. The key difference is that the transmissions are over a finite
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field Fq, there is no noise, and the channels between node i and j of color c are
matrices in general: Hcij . The main result for linear deterministic networks with
MAC and broadcast components is stated in the following theorem:
Theorem 27. For the k-unicast problem in linear deterministic network composed
of broadcast and multiple access channels, the layered architecture can achieve a
rate,
Rldach 
Rldcut
O(log k) : (3.92)
Proof. The proof of this theorem proceeds similarly to that of Theorem 16, the
key difference being the fact that for linear deterministic networks, the cut-set
bounds under product form and general distributions are the same, and therefore,
there is no power scaling factor.
Special traffic scenarios: We now present results for directed linear deterministic
networks with MAC and broadcast components under the special traffic patterns
presented in Sec. 3.3.4.
Theorem 28. For a directed linear deterministic network composed of broadcast
and multiple access channels, a simple separation strategy can achieve a rate
Rach  Rcut for BC Traffic; (3.93)
Rsumach  Rsumcut for X Traffic; (3.94)
Rsumach 
Rsumcut
2
for group-communication traffic: (3.95)
Proof. The proofs are similar to the proof of Theorem 27 and are therefore omit-
ted.
3.5.6 Networks of fast fading MAC and broadcast channels with
delayed CSIT
We will now consider networks composed of fast fading MAC and Broadcast
channels where the channel states are i.i.d. over antennas and time, and the CSI is
available at the transmitting nodes after a delay. Schemes for each of these local
channels were studied in Sec. 3.4.4 and a degree of freedom characterization was
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obtained. Now, we will try to obtain the degree of freedom region for multiple
unicast over a network of such channels.
Our main result for such networks is the following.
Theorem 29. For the k unicast problem in Gaussian network composed of fading
broadcast and multiple access channels with delayed feedback, a simple separa-
tion strategy can achieve a DOF,
Dach  DcutO(log k)O(log pmax) ; (3.96)
where
pmax = max
BC channels
p(BC channel); (3.97)
and p(BC channel) is given by the minimum of number of transmit antennas and
the total number of received antennas in the broadcast channel.
Proof. The coding scheme is again a separation-based strategy: each component
broadcast or multiple access channel with delayed feedback is coded for indepen-
dently creating bit-pipes on which information is routed globally. The physical
layer technique is the scheme for MIMO broadcast and MAC channels with de-
layed CSIT proposed in Sec. 3.4.4. The proof is very similar to that in Sec. 3.5.2.
For the fading MIMO broadcast channel with delayed feedback, we can achieve
the following DOF region DBCach with feedback. For the fading MIMO multiple
access channel, we can achieve the region given by DMACach , but we will restrict
ourselves to achieve the smaller rate region DBCach for the purpose of symmetry.
This induces a bidirected polymatroidal network, in which we can use flows to
achieve a rate region Rpolyach . By Theorem 12, we have
Rpolyach 
Rpolycut
O(log k) : (3.98)
By Lemma 24, we have DBCach  D
BC
cut
O(log pmax) and by choice, DMACach =
DMACcut
O(log pmax) .
Further, since cuts in the polymatroidal and the original fading network decom-
pose into cuts for each channel, any cut-set in the polymatroidal network induced
by the achievable scheme has a counterpart cut-set in the erasure network within
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a factor of O(log pmax):
Rpolycut =
Dfadingcut
O(log pmax) : (3.99)
Also, we can achieve the same DOF in the original fading network as the rate in
the polymatroidal network, i.e.,
Rpolyach = Dfadingach : (3.100)
This implies that
Dfadingach 
Dfadingcut
O(log3 k)O(log pmax)
: (3.101)
This completes the proof of the theorem.
Special traffic scenarios: We now present results for directed networks with
MIMO broadcast and MAC channels with delayed feedback under the special
traffic patterns presented in Sec. 3.3.4. Since the networks are directed, reciprocity
is not needed; however, we will continue to assume that the broadcast channel gets
delayed CSI feedback.
Theorem 30. For a directed network composed of MIMO broadcast and MAC
channels with delayed CSI feedback, a simple separation strategy can achieve a
DOF region
Dach  Dcut
log(pmax + 1)
for BC Traffic; (3.102)
Dsumach 
Dsumcut
log(pmax + 1)
for X Traffic; (3.103)
Dsumach 
Dsumcut
2 log(pmax + 1)
for group-communication traffic; (3.104)
where
pmax = max
BC channels
p(BC channel); (3.105)
and p(BC channel) is given by the minimum of number of transmit antennas and
the total number of received antennas in the broadcast channel.
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Proof. The proofs are similar to the proof of Theorem 29 and are therefore omit-
ted.
3.5.7 Fading linear deterministic network
Consider a linear deterministic network of the form defined in Sec. 3.4.7, where
each of the non-zero channel coefficientsHij(t) undergoes i.i.d. fading with a uni-
form distribution on the non-zero elements. Then the local scheme of Sec. 3.4.7
can be extended to a global network scheme.
Theorem 31. For a bidirected linear deterministic network with k source desti-
nation pairs, the rate region given by
Rach  RcutO(log k) (3.106)
is achievable using a separation strategy.
Proof. The proof proceeds analogously to Theorem 20, but instead of using the
local scheme in Theorem 13, the scheme of Theorem 15 is used.
Special traffic scenarios: We now present results for directed fast fading linear
deterministic networks under the special traffic patterns presented in Sec. 3.3.4.
Since the network is directed, reciprocity will not be necessary to prove this result.
Theorem 32. For a directed fast fading linear deterministic network, a simple
separation strategy can achieve a rate
Rach  Rcut
2
for BC Traffic; (3.107)
Rsumach 
Rsumcut
2
for X Traffic; (3.108)
Rsumach 
Rsumcut
4
for group-communication traffic: (3.109)
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CHAPTER 4
FUNCTION COMPUTATION PROBLEM
“Sometimes, a question is the answer too!” – Akshara
4.1 Function Computation
Having solved the multiple-unicast problem in wireless networks, we now turn
our attention to the more general problem of function computation. In several
communication scenarios, a receiver is interested in computing a function of data
from different agents spread over a network. For example, in a sensor network, a
fusion node is interested in computing a function of the various sensors. Similarly,
in a cloud computing scenario, the data may be stored in a distributed manner, with
different types of information about the same record stored in different locations.
In such a scenario, one may be interested in computing a function of the data.
The function computation problem in undirected graphs is defined as follows:
there are K independent function-computation sessions, each involving the com-
putation of a function of S independent sources at a specified terminal. While the
data involved in distinct sessions are assumed to be independent, all the communi-
cation happens via a common communication infrastructure, modeled as a capac-
itated undirected graph G = (V;E) and capacity function functions c(e); e 2 E.
This multi-session function computation scenario has several practical appli-
cations: in a sensor network, a communication infrastructure may be shared by
several sensors of different modalities like heat, pressure, infrared and each of
these modalities has a distinct or common fusion center.
For an instance of this problem, see Fig. 4.1, where there are 2 sessions. In
the first session, sensing nodes a and d have temperature information X1 and X2,
and node b, which is the fusion node for temperature sensing, wants to compute
the average temperature X1+X2
2
. In the second session, sensing nodes b; e; d have
pressure information Y1; Y2; Y3, and node c, which is the fusion node for pressure
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Figure 4.1: Multi-session function computation example
sensors, wants to compute the average pressure Y1+Y2+Y3
3
.
We consider the setting of block function computation, where receiver i is in-
terested in computing RiT function evaluations at the end of T time instants (the
nodes in the network can forward arbitrary functions of data that they receive).
The performance of the scheme is measured by the set of rates (R1; :::; RK), which
can be achieved, this is called the computation capacity region C.
A natural achievable strategy in this context is the use of computation trees, by
which we mean strategies where a tree spanning the vertices involved in function
computation is constructed (called a Steiner tree), and along the tree, in-network
computations are performed in such a way that the function can be computed at
the destination. Note that this is a very simple in-network computation strategy
and does not involve block coding of data. Furthermore, this strategy avoids inter-
session network coding, i.e., mixing of information across the different sessions
(or modalities). These features make it a feasible practical scheme. We will show
the surprising result that such a simple strategy can achieve near optimal perfor-
mance.
The proposed achievable strategy is universal, i.e., it works for the computa-
tion of an arbitrary function. However, the performance of the strategy depends
on a property of the function called -divisibility. A function f is said to be f -
divisible if the function can be computed in a divide-and-conquer fashion with
every intermediate computation requiring at most f symbols to store and com-
municate. In other words, every Steiner tree can be used for computation of the
function, i.e., every Steiner tree is a computation tree with computation rate 1
f
.
Every function on S variables is f -divisible for some f  jSj. For efficient
computation of the function, we would like f to be as small as possible.
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It turns out that we can write a cut-set upper bound for computation of a class
of functions that satisfy the marginal-injectivity property. A function is said to
be marginally injective if it is injective with respective to every variable, given
any realization of the remaining variables. Note that, for a marginally injective
function f , f  1. For example, linear functions over fields or commutative
groups are marginally injective, and have f = 1.
In this thesis, we show that for function computation in a graph G with K
sessions and S non-overlapping sources per session, computation trees achieve
Rcomp such that
C
f (S)g(S;K)
 Rcomp  C; (4.1)
where C is the cut-set bound, where
g(S;K) 
8><>:
1 if G is a tree
2 if K = 1;
O(logSK) if K > 1:
Furthermore, there are polynomial-time algorithms to find the computation trees
that achieve these performance guarantees.
This result is proved by connecting the function computation problem to the
problem of approximating “sparsest Steiner cuts” by using Steiner flows, for which
similar results are known [77, 108, 56]. Our result incorporates several special
cases: when S = 1, it is the multiple unicast problem with K source-destination
pairs, for which the seminal work of Leighton and Rao [90] shows a O(logK)
gap between routing and cuts; when K = 1, it is the function computation sce-
nario with a single receiver being interested in a function of S nodes. For all of
these cases, we demonstrate that there is a close connection between the function
computation problem and the multiple multicast communication problem, where
there are K independent sources each of which wants to send common messages
to a set of S destinations.
This result demonstrates that undirected graphs are fundamentally different
from directed graphs in various aspects. While directed graphs with cycles are
more general than undirected graphs, the special structure imposed by directed
graphs allows very efficient packings of Steiner trees, thereby achieving perfor-
mance close to the cut. For general directed graphs, Steiner tree packing can
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achieve a performance arbitrarily far away from the cut [3]. Furthermore, there are
no known algorithms to compute the best Steiner tree packings within a constant
factor approximation in directed graphs [23], whereas there is a polynomial time
algorithm to compute a factor-2 approximation for Steiner tree packings in undi-
rected graphs [154]. It should be noted that the presence of cycles in undirected
graphs allows for interactive function computation. Nevertheless, our results show
that, for several function classes, simple non-interactive function computation is
near optimal.
4.1.1 Related work
Communication complexity: The problem of function computation has been
well studied in the communication complexity literature. The basic setup is that
there are two nodes, having values x and y, and both of them wish to compute
a function f(x; y) of these nodes. The goal is to minimize the total number of
bits communicated in the worst case. This problem was originally formulated by
[158] and the reader is referred to [85] for a treatment of this problem. However,
this setting does not allow for a block computation of the function.
Function computation in random graphs: The problem of block function com-
putation was originally formulated by Giridhar and Kumar [51]. They studied
the scaling laws for computing several classes of functions in a random wireless
network. In their work, the wireless nature of the medium is dealt with using
scheduling (to avoid interference) and then in-network computation is performed
by aggregating data through spanning trees. In contrast, in this thesis, we do not
deal with the wireless aspects and consider the problem of function computation
on any specified undirected graph.
Computation trees: Computation trees, where Steiner trees are used for com-
putation, have been a popular strategy (see [51, 82, 12]), although the name was
coined later in [133]. Such trees are optimal for function computation when the
graph is itself just a directed tree [82], [12]. In an arbitrary directed acyclic graph,
[12] proposed a strategy where several such trees can be packed and the rate of
computation can be linked to the Steiner packing number. However, as pointed
out earlier, in directed graphs, the Steiner packing number can be arbitrarily far
away from the cut [3].
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In undirected graphs, packing of specific computation trees resembling the
structure of the function was considered, and algorithms for packing computation
trees were provided in [133]. However, there are no guarantees on the computa-
tion rates achieved by this algorithm and it is unknown what the gap to capacity
is.
Linear coding: Another popular achievable strategy is linear coding where each
intermediate node forwards a linear combination of the incoming symbols. For
general directed graphs, when the function to be computed is linear, random linear
coding is known to be optimal [127]. In [13], it is shown that linear coding is
insufficient when the function to be computed is nonlinear and the potential loss
due to employing linear coding is quantified.
Undirected graphs: The problem of determining function computation capacity
in undirected graphs is considered harder in general, due to the presence of cycles
in the graph, which allow for interaction in function computation. Single-shot
function computation in the 2-node setting has been a central problem of study in
the field of communication complexity [158, 85]. Even allowing for block com-
putation, for general functions, seemingly simple 2-node problems can become
hard (see [5]). For a class of sum-threshold functions on undirected trees, this ca-
pacity is characterized in [82] using carefully orchestrated interactive strategies.
In this thesis, we show that for many function classes of practical interest, non-
interactive function computation using computation trees can give near-optimal
performance.
Multi-session function computation: The case of function computation with
multiple sessions has not received much attention, partly because even the sin-
gle terminal scenario is sufficiently complicated and unsolved in general directed
graphs. One particular problem that has attracted attention is the case where there
are several sources in a directed acyclic graph, and each destination demands the
sum of the sources [128, 87, 126]. This setup is different from the setting in the
current paper, where each destination demands general functions of distinct vari-
ables.
Correlated sources: Information theoretic approaches to function computation
in simple settings with correlated sources were studied by [95, 99, 34]. Func-
tion computation through noisy channels was studied in [161, 35, 18] and func-
tion computation through Gaussian wireless channels was studied in [111, 117].
However, these results are restricted to simple functions. In this thesis, we only
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consider independent sources and noiseless channels but focus on general graphs
and a wide class of functions.
4.1.2 Organization
Wewill first discuss the mathematical formulation of the problem and describe the
classes of functions considered in the paper with examples in Section 4.2. Next,
we describe our proposed scheme and outer bound in Section 4.3. We state our
main result and discuss its ramifications, especially the connection between the
computation problem and a dual communication problem, in Section 4.4. Finally,
we prove the main result in Section 4.5.
4.2 Problem Formulation
The communication network is represented by an undirected graph G = (V;E),
and edge capacity function c : E ! R+. There are K “sessions,” each involving
independent variables and the computation of a specified function at a terminal.
The sources for session k are denoted by Sk, where
Sk = f1k; 2k:::; Skg  V; k = 1; 2; :::; K; (4.2)
each with its corresponding destination k; k = 1; 2; ::; K. DefineGk := Sk[fkg
as the group of vertices involved in session k. We assume for notational simplicity
that each session involves the same number of variables; in the general case that
session k involves jSkj variables, we can replace SK in the results by
P
k jSkj and
the results will continue to hold.
The source ik has several instances of an information variableXik, which takes
values over a common alphabet A. We do not impose a statistical structure on
the messages. Alternatively, it is possible to set up the sources as independent
random variables, in which case, the results in the paper will continue to hold
with modification of notation. The destination k is interested in computing a
function f : AS ! B, i.e., it wishes to reconstruct f(X1k; X2k::; XSk). While
Sk and Sk0 could in general overlap, we assume that the information of interest to
destination k is distinct from the information of interest to destination k0 .
This function computation happens several times and therefore we consider
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Table 4.1: Function Examples
Function Name f(x1; :::; xS) f (S)-divisible Marginally
Injective?
1 Linear (field) x1  x2  :::xS 1 X
2 Addition x1  x2  :::xS 1 X
(Abelian group)
3 Arithmetic Sum x1 + :::+ xS logAfS(A  1) + 1g X
(A := jAj)
4 Real Sum over
A = f0 :  : 1g x1 + :::+ xS logAfS(A  1) + 1g X
5 `p-norm
suitably quantized xp1 + :::+ x
p
S logAfS(A  1) + 1g X
6 Histogram Hist(x1; :::; xS) logAf
 
S+A 1
S
g X
7 Symmetric f(x1; :::; xS)  logAf
 
S+A 1
S
g Depends
8 Maximum max(x1; :::; xS) 1 No
9 Sum threshold 1[x1+x2+:::+xS>m] logAfS(A  1) + 1g No
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a block function computation problem as follows. The network can potentially
employ in-network computation (network coding) in order to compute the func-
tion. Formally, a coding scheme of block length T and achieving a rate tuple
(R1; :::; Rk) is described as follows:
 The source ik has messagesXik(1); Xik(2); :::; Xik(RkT ). The destination
k is interested in computing f(X1k(t); X2k(t); :::; XSk(t)) for t = 1; 2; :::; RkT .
The message set of source v = ik is denoted by Wvk where jWvkj =
jAjRkT . For simplicity of notation, if a given node v 62 Sk, then we set
Wvk = ;.
 Since the network graph is undirected the capacity c(e) on edge e has to
be shared between the forward and reverse direction, let the fraction on
forward direction be (e). Once the  is fixed, then the network becomes a
directed network. Let us scale this network to have integral capacities and
represent this network as a directed multigraph, potentially having multiple
edges between the same nodes.
 At each node v, at each time t, there is a mapping
gv;t : AjIn(v)j(t 1) Wv1 Wvk  :::WvK ! AjOut(v)j; (4.3)
where In(v) and Out(v) denote the set of incoming edges and the set of
outgoing edges of node v. The function gv;t thus specifies a mapping from
the messages on the incoming edges till time t   1 and the node’s own
messages to the outgoing edge message at time t.
 The decoding map at destination k is given as a function of its incoming
edges till time t
 : AjIn(v)jT ! BRkT : (4.4)
 The coding scheme is said to achieve rate tuple (R1; :::; RK) if each desti-
nation correctly recovers the function of its desired nodes.
The set of all achievable rate tuples (R1; :::; RK) is called the computation ca-
pacity region C.
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4.2.1 Function classes
We will define certain classes of functions which we will be interested in. A
function f : AS ! B is called f -divisible, if for every index set I  [S], there
exists a finite set BI and a function f I : AjIj ! BI such that the following hold:
1. f [S] = f .
2. jf I(:)j  jAjf .
3. For every partition fI1; :::; Ijg of I , there exists a function g : BI1     
BIj ! BI such that for every x 2 AjIj,
f I(x) = g(f I1(xI1); :::; f
Ij(xIj)): (4.5)
If a function is f -divisible, then it means that it can be computed in a divide-
and-conquer manner such that every intermediate computation needs only f sym-
bols to store and transmit. Every function is jSj-divisible in a trivial manner, since
retaining all the information is sufficient to compute the function. Our interest
will be in functions f for which f is small. f -divisible functions can be seen
to be equivalent to f -bounded functions defined in [12]; we prefer the alternate
name and definition since it is more suggestive. Divisible functions as defined in
[51, 138] and [12] are f -divisible with f = logjAj jBj. For example, a linear
function over a finite field has f = 1. We refer the reader to Table 4.1 for a
listing of f for various functions.
A function f : AS ! B is called marginally injective if, for any variable i, for
any fixed assignment on the other variables, the function can take on A distinct
values as xi varies over A, i.e.,
8i; 8y[S]ni 2 AS 1;  : A ! B; (4.6)
defined by  (xi) = f(xi; y[S]ni), is injective.
Several functions of interest satisfy this property, as listed in Table 4.1. An
example of a function which is not marginally injective is the max-function over
an ordered set. The value of the maximum does not depend on any other variable
if one of the variables is assigned the maximum possible value.
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4.2.2 Examples
Various examples of functions are provided in Table 4.1. Also listed is whether
the function is marginally injective or not, and the value of f for which f is
f -divisible (the value of f could in general depend on the number of variables
S).
1. The linear function over a finite field is an obvious example of a function
which is 1-divisible and marginally injective. For linear function computa-
tion with a single terminal, linear coding is known to be optimal [127], but
the case of multiple terminals has not been studied.
2. The case of addition over an Abelian group is very similar to the finite field
sum. However, for addition over an Abelian group, existing random linear
coding techniques do not apply due to the lack of the field structure, whereas
our computation tree based approach naturally extends to this case.
3. The arithmetic sum is logAB-divisible since maintaining the arithmetic sum
of the subsets is sufficient, and it is also marginally injective.
4. Real sum over a quantized alphabet on [0,1] (quantized to a fixed precision
) is only a disguised version of the arithmetic sum since after scaling by
1

, we have converted it into the arithmetic sum. If precise quantization is
not required in the application, then we can maintain quantized versions of
the sum (to accuracy ) throughout the computation tree, thus having an
effective  of 1. This function is practically relevant in sensor networks,
since sum of the LLR (log-likelihood-ratio) is a sufficient statistic in some
cases [10].
5. `p-norm is basically just a real sum, except for the fact that we need x
p
i to be
quantized to a precision of . This is again a practically important function
in sensor networks.
6. The histogram is a function from AS to B with A := jAj and B := jBj.
Using a simple enumeration it can be computed that the histogram can take
on one of B =
 
S+A 1
S

values. The histogram is logAB-divisible because,
for any subset, the histogram of the subset is a sufficient statistic to maintain.
For the case of computing a histogram of S nodes at a single terminal, our
method leads to a 2f = 2 logA
 
S+A 1
S

approximation as opposed to the
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method in [12] of using the binary arithmetic sum, which leads to a bigger
factor gap of (A 1) logA(AS) (adapted to undirected graphs). For example,
when A = 16, S = 50, 2f = 23:6, whereas (A  1) logA(AS) = 36:1.
7. Any symmetric function (which is invariant to permutations of input sym-
bols) depends only on the histogram. Thus the histogram is a sufficient
statistic to compute any symmetric function.
8. Maximum is an example of a function which is clearly 1-divisible, however
it is not marginally injective. Consider the alphabet 0; 1; 2; ::; a   1. If we
know that max(x2; :::; xS) = A  1, then the function f no longer depends
on x1 and is therefore not marginally injective. While the achievable strate-
gies in this thesis continue to hold, the outer-bound is no longer valid for
this function.
9. Sum-threshold functions are basically of the form 1[x1+x2+:::xS>m]. The
arithmetic sum of the variables is a sufficient statistic to compute the func-
tion and hence the function has
f  logAfS(A  1) + 1g: (4.7)
The function is not marginally injective, because, if the variables other than
xi have a sum of greater thanm, the function no longer depends on xi.
4.3 Inner and Outer Bounds
In this section, we present our achievable scheme based on computation trees and
the outer-bound on the rates for multi-session function computation in undirected
graphs. Similar bounds have been previously studied in the context of single-
session function computation in directed acyclic graphs [12].
4.3.1 Cut-set bound
The cut-set bound defined in [12] is special to directed acyclic graphs and does not
generalize to cyclic graphs. We use the technical condition of marginal injectivity
in order to establish a simple cut bound on the communication rate. Given a set
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  V , define
K(
) := fk : Gk \ 
 6= ;; Gk \ 
c 6= ;g (4.8)
as the set of sessions disconnected by 
 and define
Cut(
) :=
X
(ij)2E:i2
;j2
c
c(ij): (4.9)
Then, for any scheme computing a marginally injective function, for any 
  V ,
define
C = fR :
X
k2K(
)
Rk  Cut(
) 8
g: (4.10)
The main observation is that C  C. We will prove this for the case of K = 1,
and the general case is similar. When K = 1, we only need to consider 
 such
that K(
) = 1, i.e., the cut separates Gk. Let 
 be such that 1 2 
c and for
some i, i1 2 
. The information on edges between 
 and 
c can take ACut(
)T
possible values. The function is marginally injective, and therefore this should at
least convey as much information as one of the sources, 1i. Thus
jAjCut(
)T  jAjR1T ; (4.11)
and so R1  Cut(
) which proves the required bound.
Informally, the marginal-injectivity property suggests that even in the presence
of feedback or interaction, each node needs to convey its information symbol in
order for function computation to succeed. Therefore, we can think of marginally-
injective functions as functions for which interaction does not help much. On the
other hand, if a function is not marginally injective, interaction can in general
help.
4.3.2 Achievable strategy
We first formally define Steiner trees. An undirected Steiner tree on a set G is
defined as an undirected tree  which includes G in its vertex set. A directed
Steiner tree rooted at  on a vertex set S is defined as a directed tree rooted at  that
includes S in its vertex set. Given an undirected Steiner tree on Gk := fkg [ Sk,
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Figure 4.2: Multi-session example
there is a (unique) orientation of edges such that we get a directed Steiner tree on
Sk rooted at k. Note that whenever we mention about Steiner tree, we refer to a
tree with unit capacity edges.
Let Tk be the set of Steiner trees on Gk and T = [kTk. A fractional Steiner
packing of 1; :::; K is said to be achievable if so many trees can be packed si-
multaneously: i.e., there exist f ;  2 T such that
k =
X
2Tk
f k 2 [K] (4.12)X
2T :e2
f  c(e) 8e 2 E: (4.13)
Let Rs be the Steiner packing rate region, i.e., the set of all fractional Steiner
packing rates (1; :::; K), which are achievable.
The achievable strategy is based on using computation trees. The key observa-
tion is that, if a function is f -divisible, then any Steiner tree with unit capacity
can be used to compute the function at a rate 1
f
. Thus a rate tuple
(R1; :::; RK) =
1
f
(1; 2; :::; K) (4.14)
can be achieved for computing any f -divisible function. We denote the set of all
rate tuples achievable by this computation tree scheme asRcomp. Thus
Rcomp = Rs
f
: (4.15)
For a demonstration of our achievable strategy for the example function com-
putation problem in Fig. 4.1, see Fig. 4.2. In this strategy, there are two Steiner
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trees for session 1, the first comprised of edges da and ab, and the second is com-
prised of edges ae, de and eb. There is one Steiner tree for session 2 which has
edges bc, ec and dc. This Steiner packing strategy achieves the sum rate. This
can be observed by taking the cut separating b from the rest of the nodes; since
the cut separates both sessions the corresponding value of the cut is a bound on
the sum rate. Note that in general, in our achievable strategy, the capacity of each
edge could be shared between several Steiner trees; this is called fractional Steiner
packing, as opposed to the integral Steiner packing demonstrated in this example.
We note that both our achievable rate and outer bound depend only on the def-
inition of the sets Gk and not on the particular way in which Gk = Sk [ fkg is
divided into sources Sk and the destination k. Thus if the destination k swaps its
role with one of the sources in Sk, the achievable rate and the outer bound remains
the same. It is not clear if this property holds for any achievable strategy and outer
bound; in particular, it is interesting to study this question for the capacity region.
4.4 Main Result
We first state our main result, which shows a factor approximation for the capacity
region.
Theorem 33. For computation of -divisible functions in a graph G with SK
sources and K terminals demanding functions of S non-overlapping variables,
computation trees achieveRcomp such that
C
f (S)g(S;K)
 Rcomp; (4.16)
where C is the cut-set bound, and
g(S;K) 
8><>:
1 if G is a tree
2 if K = 1;
O(logSK) if K > 1:
is a function that does not depend on the number of nodes in the network or
the specific function to be computed. Furthermore, if the function is marginally
injective, C  C.
In the most general case, this result shows that our achievable strategy is op-
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timal to within a factor f (S)O(logSK). For functions which have a small f ,
(for example, linear functions which have f (S) = 1), the dominating factor in
the approximation is O(logSK). We will compare this to some simple bounds
obtainable by other methods. If we perform time sharing between all sessions
and also between all the sources, the approximation factor to cut-set bound is of
order SK. A smarter strategy is to choose one source per session to communicate
to its corresponding sink, so that we get a multiple unicast problem, for which
Leighton and Rao [90] showed a O(logK) gap between flows and cuts. Since we
are time sharing between the S sources, we get a factor O(S logK) between our
achievable strategy and the cut-set bound. In comparison to these results, we see
that our approximation factor of O(logSK) is much stronger. Furthermore, we
observe that a well provisioned network will have capacities scaling linearly with
K, the number of sessions. Thus, the cut-set bound will scale asK and hence our
achievable rates will scale at least on the order of K
logSK
.
Theorem 33 is proved by first showing a connection between Steiner packing
rates and the cut-set bound (this connection has been established by prior work in
the approximation algorithms literature [77, 108, 56]),
C
g(S;K)
 Rs  C; (4.17)
whereRs is the Steiner packing rate region, and then using the fact that
Rcomp = Rs
f (S)
: (4.18)
4.4.1 Relation between computation and communication
Our results are strongly motivated by an analogy between the function computa-
tion problem and a multi-session communication problem, and analogous results
available for the communication problem. This “dual” communication problem
is obtained by reversing the nature of the sources and destinations. In particu-
lar, in a function computation session, a single sink node computes the function
of many sources; in the communication problem, many destinations demand the
same information from the single source (this is called multicasting). The key
observation is that for the computation problem, every Steiner tree is a computa-
tion tree and for the communication problem, every Steiner tree is a multicasting
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Figure 4.3: Dual communication and computation networks
tree. In the computation problem, whenever information streams merge in the
Steiner tree, in-network computation is performed. In the dual communication
problem, whenever information streams bifurcate in the Steiner tree, replication
is performed. Thus, viewed in this manner, replication and computation are dual
operations. Therefore, the achievable rates have a natural relationship. It turns out
that the cut-set bound for the computation problem in this thesis also has a natural
analog for the communication problem.
Formally, given a function computation network, we will define the commu-
nication problem as the following: the communication graph G is the same with
the same capacities. In the computation problem, there are K functions to be
computed. In the communication problem, there are K independent messages to
be communicated. For each message k, there is a source k and S destinations
defined by the set Sk, each of which desire the message. The k messages are inde-
pendent. This problem is called the multiple multicasting problem in the network
coding literature. Thus, for every multi-session computation problem, there is a
dual multiple multicast communication problem.
We refer the reader to Fig. 4.3 for an example of a function computation prob-
lem over an undirected butterfly network, and the dual problem of multicasting.
In Fig. 4.3a, there are two sources with messages X1 and X2 and one destination
demanding X1 + X2. A Steiner tree connecting the three nodes is also shown in
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the figure with dotted lines. Till the two streams meet, the messages X1 and X2
are passed along separately, and when they meet the function X1 + X2 is com-
puted and forwarded along. The dual communication problem in Fig. 4.3b has
a single source X which needs to be multicast to two destinations. Again, the
Steiner tree is shown in dotted lines; in this multicast problem, when the Steiner
tree bifurcates, the information X is replicated on both the outgoing edges.
Achievable strategy: We will now see that both our achievable strategy and the
cut-set bound for the computation problem have a natural analog in the commu-
nication problem as well. First, we focus on the achievable strategy. For the
computation problem, our achievable strategy is based on packing Steiner trees
for the various Gk. For the communication problem also, packing Steiner trees
forms a natural achievable strategy, since a Steiner tree can be used to disseminate
a message from one of the nodes inGk, namely k to the rest of the nodes Sk. Thus
given any fractional Steiner packing (1; :::; K), a rate tuple (1; :::; K) can be
achieved for the multiple-multicasting problem. Let Rm.m. denote the achievable
region for the multiple multicast problem. By the above observation, this equals
the Steiner packing region, i.e.,Rm.m. = Rs.
Outer bound: Given any set 
  V , define K(
) as before K(
) := fk :
Gk \ 
 6= ;; Gk \ 
c 6= ;g as the set of sessions disconnected by 
 and define
Cut(
) :=
P
(ij)2E:i2
;j2
c c(ij). This implies that if we separate 
 and 

c, for
each k 2 K(
), at least one destination is separated from the source and thus
C = fR :
X
k2K(
)
Rk  Cut(
) 8
g (4.19)
is an outer bound on the set of rates achievable for the multiple-multicast problem.
Capacity approximation: Since the achievable strategy is given by Steiner pack-
ing and the outer bound is given by cut-set bound, we can now bound the gap
between the two as
C
g(S;K)
 Rm.m.  C; (4.20)
where g(S;K) is as defined in Theorem 33. Thus we see that the function com-
putation problem and the communication problem have a natural duality for the
proposed achievable strategy and the outer bound.
Linear function computation: Consider the special case when the source alpha-
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bet A is a field and the function to be computed is linear over the field. The linear
function has f = 1 and is marginally injective (see Sec. 4.2.2). Thus we have
C
g(S;K)
 Rcomp  C: (4.21)
For the case of a single session K = 1, g(S;K)  2, which implies that the
achievable rate region using Steiner packings and the cut-set bound are approx-
imately the same, to within a factor of 2. This is the dual of the corresponding
result for multicasting [92], which shows that Steiner packing and cut are within
a factor of 2, thus bounding the gain due to network coding in undirected graphs.
The single-session linear-function-computation problem has been well studied,
and for directed graphs (potentially cyclic), it is known that the cut-set bound is
achievable [127]. The achievable strategy is given by random linear coding and
is inspired by the strategy used for the dual multicasting problem. The duality
between linear coding for single-session linear-function computation and linear
coding for multicasting was observed in [127]. However, there is no natural way
to extend this duality (or even the achievable strategy) to the computation of gen-
eral functions. Furthermore, our strategy of Steiner packings enables us to tackle
the case of multi-session linear-function computation and show a provable ap-
proximation ratio of O(logSK) between the achievable strategy and the cut-set
bound.
4.4.2 Proof of Theorem 33 for the special case, K = 1
In this setup, one node wants to compute a function of all the sources. Since
K = 1, the regions collapse to single numbers, for which we use small case letters.
There is a close relationship between the fractional Steiner packing number Rs =
 and the cut C (which is also called the Steiner cut). This relationship is based on
the Tutte-Nash-Williams theorem [144, 110] and Mader’s undirected splitting-off
theorem [47] and was elucidated in the multicast setting by Li and Li [92]:
1
2
C  Rs  C: (4.22)
Therefore, by using this fractional Steiner packing, and Rcomp = 1fRs, we get
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the desired result,
1
2f
C  Rcomp: (4.23)
4.5 Proof of Main Result
Wewill now prove this result for generalK using connections to algorithmic work
showing approximation algorithms for “sparsest Steiner cuts.” While the flow-cut
gap for Steiner flows and cuts is already available in the approximation algorithms
literature [77, 108, 56], we will proceed to give a tutorial overview of the key steps
involved in this proof for the sake of readers with a different background.
4.5.1 Description of rate regions
For the case of multiple sessions, we have to deal with rate regions and cut-set
regions. In order to deal with these regions in a compact manner, we use the max-
concurrent flow representation. Let (D1; :::; DK) be given demands of sessions
1,..,K. We want to achieve a rate proportional to the given demands, i.e.,
(R1; :::; RK) = (D1; :::; DK): (4.24)
In this representation, we would like to find the maximum value of  such that
(D1; :::; DK) is in the capacity region C. The achievable rate is given by 1f (1; :::; K),
where (1; :::; K) is a simultaneous fractional Steiner packing. We set (1; :::; K) =
(D1; :::; DK) and want to maximize , this problem is called the maximum con-
current Steiner flow problem. The maximum value  is called the (maximum
concurrent) Steiner packing rate.
The maximum concurrent Steiner flow problem can be written as
 = max  s.t. (4.25)X
2Tk
f  Dk 8k 2 [K] (4.26)X
k
X
2Tk:e2
f  c(e) 8e 2 E: (4.27)
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The cut-set bound on C now translates to
  Cut(
)
D(
)
=: (
); (4.28)
where we refer to (
) as the sparsity of the cut 
. Thus
   := min

V
(
); (4.29)
where the minimizer 
 is called the sparsest Steiner cut. The cut-set bound also
bounds the Steiner packing rate and hence,    (see [77]).
We note that while we have defined cuts using a subset of the vertex set 
  V ,
there is an alternate way of defining the cuts using subsets of edges F  E. We
define the sparsity of edge cut F as
(F ) =
Cut(F )
D(F )
; (4.30)
where Cut(F ) =
P
f2F c(f) and D(F ) =
P
k2K(F )Dk, and K(F ) is the set of
sessions separated by F , i.e., at least one node ofGk is disconnected from another
node of Gk in the graph (V;E n F ). In general, cuts based on edge sets and
vertex sets can be very different, but for undirected graphs, the two turn out to be
equivalent (see [24]), i.e.,
 = min

V
Cut(
)
D(
)
= min
FE
Cut(F )
D(F )
: (4.31)
4.5.2 Dual of the Steiner flow problem
We would like to show provable bounds on the ratio between  (Steiner packing
rate) and  (the cut). This can then be translated into bounds on the ratio between
 (computation rate) and  (the cut). In order to do this, we first write the dual
of the linear program for . There is a dual variable yk for each k, corresponding
to the constraints in (4.26) and a dual variable `e for each e 2 E. We note that we
can treat the graph as fully connected without loss of generality (since the capacity
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of non-existent edges can be set to zero). The dual can be written as follows:
 = min
X
e2E
ce`e s.t.X
e:e2
`e  yk 8 2 Tk 8k 2 [K]X
k2[K]
Dkyk  1:
Let w`() be the weight of the tree  with weights `, i.e.,
w`() =
X
e:e2
`e: (4.32)
Furthermore we define w`(Gk) as the minimum weight of the Steiner tree with
nodes Gk:
w`(Gk) = min
2Tk
w`(): (4.33)
With this notation the yk in the optimization problem is set equal to w`(Gk) and
therefore can be rewritten as follows:
 = min
X
e2E
ce`e s.t.X
k2[K]
Dkw`(Gk)  1: (4.34)
4.5.3 Tree networks
We will first consider the case when the network graph is an undirected tree. We
would like to show that g(S;K) = 1. Since the graph is a tree, there is only one
Steiner tree k for each set Gk, i.e.,
Tk = fkg 8k 2 [K]: (4.35)
Therefore,
w`(Gk) = w`(k) 8k 2 [K]: (4.36)
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Thus the dual program for Steiner tree packing can be rewritten as
 = min
X
e2E
ce`e s.t.X
k2[K]
Dkw`(k)  1: (4.37)
We would like to compare the optimal value of this program to the sparsest cut.
We start with the optimal solution `(e) 8e 2 E for this dual program and then try
to obtain a cut 
 whose sparsity (
) is close to the value of this dual program.
When the graph is a tree, we show that there is a sparsest cut among the cuts that
remove a single edge. For an edge e, we define D(e) as the total sum of demands
separated by removing the edge e (similar to the definition of D(
)). We write
ejGk to denote that edge e disconnects at least one node of Gk from another node
of Gk. Thus
D(e) =
X
k2[K]
1[ejGk]Dk: (4.38)
In this notation we can also write the Steiner tree k for Gk as
k = fe : ejGkg 8k 2 [K]; (4.39)
since k includes every edge that separates Gk.
We start with the optimal dual variables `(e); e 2 E, which is feasible for the
dual program, and write
 = min
FE
Cut(F )
D(F )
 min
e2E
c(e)
D(e)
= min
e2E
`ec(e)
`eD(e)
(a)

P
e2E `ec(e)P
e2E `eD(e)
=
P
e2E `ec(e)P
e2E `e
P
k2[K] 1[ejGk]Dk
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(b)
=
P
e2E `ec(e)P
k2[K]Dkf
P
e2k `eg
=
P
e2E `ec(e)P
k2[K]Dkw`(k)
(c)

X
e2E
`ec(e)
(d)
= ;
where (a) follows due to the standard inequality
min
i
ai
bi

P
i aiP
i bi
; (4.40)
(b) follows from (4.39), the inequality (c) follows because ` is feasible for the
dual program and hence satisfies the constraints in (4.37),X
k2[K]
Dkw`(k)  1; (4.41)
and (d) is immediate from (4.37) as well.
Since    always, we have that  =  and the value of the sparsest cut is
equal to the maximum concurrent Steiner flow, if the graph is a tree.
4.5.4 General network
Now, we move on to considering a general network. For a general network, the
following result is known [77]:
1
O(log2 SK)
    ; (4.42)
where the functionO(log2 SK) does not depend on the number of nodes, capacity
of edges in the network or the demandsD1; :::; DK . The approximation factor was
refined to O(log n) in [108] (see Section 3:1 there) and then to O(log j [k Gkj) in
[56]. Note that j [k Gkj  SK. Therefore, we can write
1
O(logSK)
    : (4.43)
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This result is implicit in [108] and [56], and we refer the reader there for a
detailed proof. We will give a sketch of the proof here for completeness. The basic
idea of the proof is to connect Steiner flows and cuts in general networks to Steiner
flows and cuts in tree networks. This is done using the notion of embeddings of
general metric spaces into “tree metrics.”
Algorithm for finding Steiner packings
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Figure 4.4: Restricted Steiner trees
First, we observe that the Steiner tree packing problem in general graphs (even
for the case of a single session) is NP-hard [154]. We will describe a polyno-
mial time algorithm, proposed in [77], for computing Steiner tree packing whose
packing number is within a factor of two of the optimal Steiner tree packing. The
ellipsoid method [154] gives a way of converting optimization problems into fea-
sibility checking. In particular, given an assignment of the variables, if there is a
polynomial time algorithm (called the separation oracle) that will either say it is
feasible or produce a separating hyperplane that separates the feasible set and the
assigned variables, then we can use this separation oracle to do optimization in
polynomial time as well.
We will apply the ellipsoid method to the dual program of Steiner tree packing
as formulated in (4.34). Given an assignment of `(e), checking the feasibility is
very easy once we compute w`(Gk), i.e., the minimum weight of the Steiner tree
with nodes Gk. This minimum weight Steiner tree problem is NP-hard, but there
is a factor 2 approximation algorithm that runs in polynomial time [154]. We
briefly describe this algorithm. Given a set of distances `(e), create a graph Hk,
which has vertices Gk and is fully connected. The distance between two nodes
u and v in Hk is the distance of the shortest path Puv between u and v in the
original graph G with distance `(e) on edge e = uv. Now, we find a minimum
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weight spanning tree with edges Ek in Hk using Prim’s or Kruskal’s algorithm
[30]. This yields a Steiner tree k with edge set [uv:(uv)2EkPuv on the original
graphG (we may have to delete certain edges to get a tree). Steiner trees obtained
in this manner are called restricted Steiner trees. It can be shown that the weight of
the restricted Steiner tree, denoted by ~w`(Gk), is within a factor 2 of the minimum
weight Steiner tree, i.e.,
w`(Gk)  ~w`(Gk)  2w`(Gk): (4.44)
For an example of the minimum weight Steiner tree problem, see Fig. 4.4. A
weighted graph is shown in Fig. 4.4a, where we would like to construct a mini-
mum weight Steiner tree with nodes a,b, and d. To do so, we construct a graph
H on nodes a,b and d with weights equal to the minimum distance between these
nodes in the original graph. This graph is shown in Fig. 4.4b. The minimum
weight spanning tree in H is given by the edges ba and ad of weight 4   . This
corresponds to a tree in the original graph with the edges ba, ae and ed. The min-
imum weight Steiner tree in the original graph is of weight 3, given by the edges
be, ae and ed.
Since the objective function is linear, using this approximation algorithm for
minimum weight Steiner tree as the separation oracle in ellipsoid method yields a
packing which is within a factor 2 of the best packing. We call this program the
restricted Steiner flow problem:
min
X
e2E
ce`e s.t.X
k2[K]
Dk ~w`(Gk)  1: (4.45)
We will first show that there is an optimal solution to the restricted Steiner flow
problem such that `(uv) is a semi-metric, i.e., it satisfies the triangle inequality,
`(uv)  `(uw) + `(wv) 8u; v; w 2 V: (4.46)
Given a graph G and distances d(e) for each edge, e 2 E, we can define the
shortest path metric dG(uv) as the shortest distance between u and v, i.e.,
dG(uv) := min
p2Puv
X
e:e2p
d(e) 8u; v 2 V; (4.47)
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where Puv is the set of paths between nodes u and v. Given an optimal dual
solution `(e) for the graph G, we define ^` = `G. Now ^`(e) also satisfies the
constraints since ~w` depends only on pair-wise distances, which remains the same
for ` and ^`. Furthermore, the objective function does not increase because ^`(e) 
`(e) 8e 2 E and reducing the ` only reduces the objective function. Thus there
exists an optimal solution which is a semi-metric.
Tree embeddings
In order to “convert” the general network problem into a tree network problem,
we use the notion of tree embeddings. We start with the definition of a tree metric
(we refer the reader to [24] for a detailed discussion).
Definition 3. Given a tree T = (V;ET ) and distances d(e); e 2 T , the induced
shortest path metric dT (uv) on the set of nodes V , is called a tree metric.

 w
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3

 
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2

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4
	 = 1/2
	 = 1/2
Figure 4.5: Tree embedding
Thus, given weights d(e) on the edges of a tree T , we can obtain a tree metric
dT on the nodes.
Lemma 30. [42], [56] Given a complete undirected graph G = (V;E) with a
metric ` on V , there is a randomized polynomial time algorithm that produces a
random edge weighted tree T = (V;ET ) inducing a tree metric `T such that
1. `(uv)  `T (uv) 8u; v 2 V ,
2. E(`T (uv))  O(logSK)`(uv) 8u; v 2 V .
Proof. This result was proved with a factor O(log n) in [42] and this factor was
improved to O(logSK) in [56].
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For an example of a tree embedding, see Fig. 4.5, where a graph G with nodes
u; v; w is embedded into tree T1, comprised of edges uv and vw (the dotted edge
uw is not present) with probability 1
2
and into T2 comprised of edges vu and vw
with probability 1
2
. This embedding is exact, because the average distance for each
pair of nodes turns out to exactly equal the original distances in the graph G.
Steiner flow-cut gaps
We start with the restricted Steiner flow problem, see (4.45), with optimal so-
lution `(e). We would like to compare the optimal value of this problem to the
sparsest Steiner cut problem. We know that in a tree, Steiner flow and sparsest
cut are close. Therefore, we use Lemma 30 for embedding the optimal solution `
of the restricted Steiner flow problem into a tree randomly. Let T; `T denote the
random tree and the tree metric into which the given metric ` is embedded. In a
tree T , every cut comprises of a single edge e 2 ET . Corresponding to this cut
e 2 ET , there is a cut in the original graph defined by
Sepe := f(i; j)ji; j 2 V; e separates i; j in Tg: (4.48)
Removing the edges Sepe in G disconnects at least one node of Gk from another
node of Gk in G. The value of the cut, denoted by c(Sepe) is defined as
c(Sepe) =
X
~e2Sepe
c(~e): (4.49)
As before, we define ejGk to denote that removing edge e disconnects at least one
node of Gk from another node of Gk in T .
We start with optimal dual variables `(e); e 2 E for the restricted Steiner flow
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program. We can write a set of inequalities similar to the tree networks case.
 = min
FE
Cut(F )
D(F )
 min
e2ET
c(Sepe)
D(Sepe)
= min
e2ET
`T (e)c(Sepe)
`T (e)D(Sepe)
(a)

P
e2ET `T (e)c(Sepe)P
e2ET `T (e)D(Sepe)
=
P
e2ET `T (e)
P
(u;v)2Sepe c(uv)P
e2ET `T (e)
PK
k=1 1[ejGk]Dk
=
P
u;v c(uv)
P
e2ET :(u;v)2Sepe `T (e)P
kDk
P
e2ET :ejGk `T (e)
=
P
u;v c(uv)`T (uv)P
kDk
P
e2ET :ejGk `T (e)

P
u;v c(uv)`T (uv)P
kDk
P
e2ET :ejGk `(e)
(b)

P
u;v c(uv)`T (uv)P
kDkw`(T )
=
P
u;v c(uv)`T (uv)P
kDkw`(Gk)
(c)
 2
P
u;v c(uv)`T (uv)P
kDk ~w`(Gk)
(d)
 2
X
u;v
c(uv)`T (uv);
)   2E
"X
u;v
c(uv)`T (uv)
#
= 2
 X
u;v
c(uv)E[`T (uv)]
!
(e)
 2O(logSK)
 X
u;v
c(uv)`(uv)
!
(f)
= O(logSK);
where (a) follows due to the standard inequality (4.40). (b) follows from the fact
that the set of edges fe 2 ET : ejGkg is a Steiner tree on Gk and therefore its
weight is greater than the minimum weight spanning tree on Gk. (c) follows from
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the fact that
w`(Gk)  2 ~w`(Gk) 8k 2 [K]: (4.50)
(d) is a direct consequence of the fact that ` is a feasible solution for restricted
Steiner flow and hence satisfies the constraint given in (4.34),X
k2[K]
Dk ~w`(Gk)  1: (4.51)
The inequality (e) follows from Lemma 30 and (f) follows from the definition of
 in (4.34).
This proves the relationship between the Steiner packing and cuts

O(logSK)
   : (4.52)
Approximation for computation capacity: Now, we can use the relationship
between Steiner packing and cuts in order to derive approximations for function
computation capacity. Using (4.18), we get  = 

f
. This implies that, for com-
putation of f -divisible functions,
1
fO(logSK)
  : (4.53)
Since this approximation factor O(logSK) between the achievable rate and the
cut does not depend on the demand vector D1; :::; DK , we can show that this
approximation factor holds for the entire rate region,
1
fO(logSK)
C  Rcomp; (4.54)
which proves the achievable portion of the result.
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CHAPTER 5
CONCLUSIONS AND FUTURE WORK
“We are trying to prove ourselves wrong as quickly as possible, because only in that
way can we find progress.” - Richard Feynman
In this thesis, we proposed a layered architecture for wireless networks and de-
veloped new techniques to analyze the performance of such an architecture. We
showed that powerful techniques developed in theoretical computer science for
understanding communication over wireline network graphs can be generalized
to polymatroidal networks. We also showed that polymatroidal networks form
a network-layer interface for a wireless network, i.e., any scheme in the poly-
matroidal network can be translated to the wireless network. Furthermore, we
demonstrated that similar results can be obtained for the problem of computation
of a function of independent sources in a capacitated graph at multiple terminals.
We believe that this research opens up several interesting research directions,
some of which we survey below.
5.1 Wireless Networks
A main result of this thesis is that good physical schemes, which achieve close
to the cut-set bound and obey a certain reciprocity, can be used in a natural lay-
ered architecture to obtain schemes for arbitrary networks composed of the cor-
responding channels. Furthermore, this layered architecture achieves the capacity
to within a logarithmic factor, thus showing that the design of an optimal network
communication scheme boils down to the design of good physical layer schemes.
In particular, in the case of a general wireless network, interference alignment
schemes for the (physical-layer) interference channel formed the basis. However,
existing interference alignment schemes suffer from several drawbacks when it
comes to practical implementation. Thus one question that needs to be addressed
in order to make this work practical is the following:
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Open Question 1: Can we design better physical layer schemes for the inter-
ference channel?
Following the hints offered by the erasure channel model, the inclusion of the
natural feedback present in the interference channel may create the possibility of
obtaining practical interference alignment schemes for this problem. We have
obtained wireless network capacity results to within a logarithmic factor in the
number of source-destination pairs. In fact, unless network coding or better-than-
cut bounds are used, this factor cannot be bettered even for the special case of
wireline networks. A conjecture in wireline network theory called the Li-Li con-
jecture [92], states that routing is optimal for undirected wireline networks. Our
work provides a new impetus to solve the Li-Li conjecture, since the resolution of
this conjecture may have ramifications for a much wider class of networks.
Open Question 2: What is the ramification of the resolution of Li-Li conjecture
for wireless networks?
The capacity results in this thesis have been primarily for the case when the
wireless channels are symmetric, the so called bi-directed wireless network model.
However, for the polymatroidal network model, we saw that even if the commu-
nication network is directed, as long as the traffic model is symmetric, i.e., if si
is communicating information to ti at rate Ri, then ti is also needed to commu-
nicate information to si at rate Ri, we showed poly-logarithmic flow-cut gaps.
It turns out that the edge-cuts involved in this problem do not correspond to the
information-theoretic cut-set bound. Using more general outer bounds, it was
shown recently that these bounds are indeed fundamental, i.e., they bound the rate
of any communication scheme for wireline networks. In collaboration with others
[67], we have shown that these results in fact carry over to wireless networks as
well.
Without this symmetry assumption for either the traffic or for the channel, it is
not clear whether we can obtain interesting results for wireless networks. How-
ever, this setting for even wireline networks is wide open. In this setting, one
possible scheme involves i.i.d. random coding at the intermediate nodes which
induces an end-to-end fast fading interference channel between the transmitters
and the receivers, for which one can apply interference alignment techniques.
Open Question 3: How good is random coding along with end-to-end inter-
ference alignment for directed wireline networks?
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While we focused on worst case bounds in this thesis, some of the encountered
wireless networks may have additional structure. One way of imposing structure
is to consider random graphs, for example, Erdos-Renyi random graphs, where
any two nodes are connected with a probability p and each node has a message
to every other node, with the number of nodes tending to infinity. In the case of
a wireline network, there is a constant flow-cut gap and nice structural results on
optimal flows under this model [6]. So a natural question is whether there are
corresponding counterparts for wireless networks.
Open Question 4: Can we obtain constant-factor capacity approximations for
random wireless networks?
The communication schemes proposed for small canonical channels and the
communication schemes proposed for large networks in the scaling-law literature
seem to be disparate. It is known that when the network is dense, then hierarchical
MIMO [121] is optimal whereas when the network is extended over a large scale,
multi-hopping [55] is optimal. There are also various regimes in the middle where
a hybrid scheme involving hierarchical MIMO at local scales and multi-hopping
over larger scales is needed [120]. This architecture is reminiscent of our local
physical-layer plus global-routing scheme. For the case of a dense network where
only local physical layer schemes are necessary, recent work [114] has made this
connection by using the ergodic interference alignment scheme [112] as the build-
ing block. Thus, the following question begs to be asked:
Open Question 5: Can the layered architecture directly yield scaling law re-
sults for geographical wireless networks?
The results of this thesis were obtained under a general traffic pattern of multiple-
unicasting. However, as the use of wireless data increases, many users are watch-
ing the same videos simultaneously, particularly during a high coverage event like
a sports game or elections. In this context, it has been observed that sending
the same information through distinct unicast streams is inherently not scalable.
Hence, it is important to design simple schemes for more general traffic models,
the most general being multiple-multicasting, where each information is requested
by a subset of users. This leads us to the following question:
Open Question 6: Does the approximate optimality of layered architectures
generalize to more complex traffic patterns like multiple-multicasting?
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5.2 Polymatroidal Networks
As we have shown, polymatroidal networks act as a network-layer interface for
wireless networks. Thus, polymatroidal networks provide a new platform in which
to study various scheduling and routing problems.
Open Question 7: How far do standard techniques for routing and scheduling
extend to polymatroidal networks?
For planar wireline networks, Gupta et al. [57] conjectured that the concurrent
flow-sparsest cut gap is O(1) for the edge-capacitated setting. Rao [129] proved
an upper bound of O(
p
log n), thereby improving upon the gap for general graphs
which can be 
(log n) in the worst case. The throughput flow-multicut gap is
however known to beO(1) [140] in such graphs; in this thesis, we showed that this
extends to planar polymatroidal networks as well. This leads us to the following
question.
Open Question 8: Is there a constant concurrent flow-sparsest cut gap for
planar polymatroidal networks?
Linking systems [132] can be thought of as bi-polymatroidal networks, which
is a generalization of polymatroidal networks. Linking systems have turned out to
be useful to study unicast information flow in wireless networks [17, 8, 160, 52,
124, 71].
Open Question 9: Can the results for multiple-unicast in polymatroidal net-
works be generalized to the linking systems model? Would these provide addi-
tional insights for the resolution of capacity of a broader class of wireless net-
works?
5.3 Function Computation
In this thesis, we studied computation of multiple functions of independent data
in undirected graphs. We proposed a simple strategy for computation, based on
packing Steiner trees and performing in-network computation along the Steiner
tree. We showed that for a wide class of functions, the achievable strategy and
the proposed outer bound are close by showing an approximation factor which
is the product of f (which is a property of the function class f ) and a factor
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logarithmic in the number of nodes involved in the computation. For function
classes which have a large f , this strategy is clearly not optimal. A large f
implies that different links in the computation tree use widely varying amounts of
capacity. However, in our analysis and algorithms, we have only dealt with unit
capacity computation trees (Steiner trees), and therefore our algorithms and anal-
ysis take a huge performance hit. One possible research direction is to model the
varying amounts of information conveyed by the different links in a computation
tree. We can then design new algorithms for packing Steiner trees, which have
differing capacity constraints on distinct links. In particular, we can use certain
sub-modularity properties and the structure of the function in order to both design
these algorithms and to obtain tighter gaps between these polymatroidal Steiner
packings and generalized cut bounds.
Open Question 10: How do we pack Steiner trees with differing capacities on
different edges, where these capacities come from some sub-modular function?
How close are these Steiner tree packings to the corresponding cuts?
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APPENDIX A
PROOFS FOR CHAPTER 2
A.1 The Dual of Flow Problem
Lemma 31. For a polymatroidal network, the dual of the maximum throughput
flow problem is equivalent (in terms of value) to the program given in Fig. 2.1.
Proof. We will show the proof for the undirected case, the proof for the directed
case is similar. The program for maximum throughput flow is given by:
max
X
i
X
p2P(sk;tk)
f(p)
s.t.X
e:e2S
X
p:e2p
f(p)  v(S) 8S  (v) 8v 2 V
f(p)  0 8p 2 P(si;ti);8i = 1 : : : k:
The dual of the flow linear program can now be written. Let the dual variables
dv(Sv) correspond to the non-trivial constraint in the above linear program. Then
the dual linear program is:
Pd := min
X
v2V
X
S(v)
dv(S)v(S)
s.t.X
e=uv:e2p
0@ X
S(u):e2S
du(S) +
X
S(v):e2S
dv(S)
1A  1 8p 2 P(sk;tk) where e = uv
du(S)  0 8u 2 V 8S  (u):
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This can be rewritten equivalently as
Pd := min
X
v2V
X
S(v)
dv(S)v(S)
s.t.
`(e) :=
0@ X
S(u):e2S
du(S) +
X
S(v):e2S
dv(S)
1A
dist`(si; ti)  1 1  i  k
du(S)  0 8u 2 V 8S  (u):
Let us define new variables `(e; u), `(e; v) for each edge e = uv, and rewrite
the linear program:
min
X
v2V
X
S(v)
dv(S)v(S)
s.t.
`(e) := `(e; u) + `(e; v); where e = uv
`(e; u) =
X
S(u):e2S
du(S) 8e 2 E; e = uv
`(e; v) =
X
S(v):e2S
dv(S) 8e 2 E; e = uv
dist`(si; ti)  1 1  i  k
du(S)  0
`(e; u); `(e; v)  0 8u 2 V 8S  (u):
The minimization is over the variables `(e; u) and dv(S). Observe that for any
fixed v the variables dv(S); S  (v) influence only the variable `(e; v); e 2 (v).
Hence, for any v and a fixed assignment set of values `(e; v); e 2 (v), the optimal
choice of variables dv(S); S  (v) can be obtained by solving the following
linear program:
min
X
S(v)
dv(S)v(S)
s.t.X
S(v):e2S
dv(S) = `(e; v) 8e 2 E; e = uv
du(S)  0; S  (v); 8v 2 V:
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Recalling the definition of the convex closure of a function, one sees that the value
of the above linear program is equal to ~v(dv); note that for polymatroids we can
drop the constraint
P
S dv(S) = 1 in the linear program for the convex closure.
Since the convex closure is equal to the Lova´sz extension we obtain the desired
equivalence of the formulations.
A.2 Proof of Lemma 8
Lemma 32. Let g : V ! [0; ] be a contraction, let 0  a0  a < b  b0  
and S = fu j g(u) < g. Suppose for every edge e = uv 2 [2[a;b](S), g(u)
and g(v) are both in [a0; b0]. Then,Z b
a
((S))d  2
X
v:g(v)2[a0;b0]
^v(dv):
Proof. Consider an edge uv 2 (S) and for simplicity assume g(u) < g(v).
The length of e in the embedding is `0(e) = jg(v)   g(u)j  `(e). The edge
(u; v) 2 (S) iff  is in the interval [g(u); g(v)]. Also by the conditions of the
theory for every such (u; v), g(u) 2 [a0; b0] and g(v) 2 [a0; b0]. Note that the
cost ((S)) is in general a complicated function to evaluate. We upper-bound
((S)) by giving an explicit way to assign e = uv to either u or v as follows.
Recall that in the relaxation `(e) = `(e; u) + `(e; v) where `(e; u) and `(e; v) are
the contributions of u and v to e. Let r = `(e;u)
`(e)
and let `0(e; u) = r`0(e) and
`0(e; v) = (1   r)`0(e). We partition the interval [g(u); g(v)] into [g(u); g(u) +
`0(e; u)) and [g(u) + `0(e; u); g(v)]; if  lies in the former interval we assign e
to u, otherwise we assign e to v. This assignment procedure describes a way to
upper-bound ((S)) for each . Now we consider the quantity
R b
a
((S))d
and upper bound it as follows.
Consider a node u and let Lu = fuv 2 (u) j g(v) < g(u)g be the set of edges
uv that go from u to the left of u in the embedding g. Similarly Ru = fuv 2
(u) j g(v)  g(u)g. Note that Lu and Ru partition (u). Let d0u be the vector
of dimension j(u)j consisting of the values `0(e; u) for e 2 (u). We obtain dLu
from d0u by setting the values for e 2 Ru to 0 and similarly dRu from d0u by setting
the values for e 2 Lu to 0. Since 0  `0(e; u)  `(e; u) for each e 2 (u)
we see that d0u  du and (component wise) and hence dLu  du and dRu  du.
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Since u is monotone we have that ^u(dLu)  ^u(du) and ^u(dRu )  ^u(du) (see
Proposition 1).
We claim thatZ b
a
((S))d 
X
u2V :g(u)2[a0;b0]
(^u(d
L
u) + ^u(d
R
u ));
which would prove the lemma.
In order to prove the claim, consider some fixed  and ((S)). Fix a node u
and consider the edges in (u) \ S assigned to u by the procedure we described
above; call this set A;u. First assume that  < g(u). Then the edges assigned to u
by the procedure, denoted by A;u = fe 2 Lu j  > g(u)  `0(e; u)g. Similarly, if
 > g(u), A;u = fe 2 Lu j  < g(u) + `0(e; u)g. From these definitions we have
((S)) 
X
u2V :g(u)2[a0;b0]
u(A;u)
)
Z b
a
((S))d 
X
u2V :g(u)2[a0;b0]
Z b
a
u(A;u)d

X
u2V :g(u)2[a0;b0]
Z 
0
u(A;u)d:
For a fixed node u,Z 
0
u(A;u)d =
Z g(u)
0
u(A;u)d +
Z 
g(u)
u(A;u)d
Let Lu = fe1; e2; : : : ; ehg where 0  `0(e1; u)  `0(e2; u)  : : :  `0(eh; u). Then
Z g(u)
a
u(A;u)d =
hX
j=1
(`0(ej; u)  `0(ej 1; u))(fe1; e2; : : : ; ejg)
The right-hand side of the above is by construction and the definition of the Lova´sz
extension, equal to ^u(dLu). Similarly,
R 
g(u)
u(A;u)d = ^u(d
R
u ).
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A.3 Proof of Theorem 7
Theorem 7. Given any edge cut for an undirected polymatroidal network, there
exists a bi-partition cut whose sparsity is at most 2 times the sparsity of the edge
cut. Furthermore, this factor is tight.
Proof. Start with an edge cut F . This edge cut partitions the nodes into connected
components (after the edges in the cut have been removed). This induces a natural
“vertex multi-partition” V = V1 ] V2::: ] VM , and we can define the edge cut
corresponding to a vertex multi-partition as
Fm(V1; :::; VM) := fe = (u; v) : u 2 Vl; v 2 Vm; l 6= mg; (A.1)
where the superscriptm stands for multi-partition. It is easy to see thatD(Fm) =
D(F ) and (Fm)  (F ).
Construct an undirected graph H with nodes v^1; :::; v^M and edges v^iv^j with
weight wij equal to the demand between partition Vi and Vj in the original graph
G. For graph H , there exists a weighted max-cut, whose value is greater than
half the sum of all the weights (since a random bi-partition ofH where each edge
gets cut with probability half has expected weight equal to half the sum of all
weights). Let this max-cut partition H into sets A and Ac. If we take the set
S = [i:v^i2AVi and Sc as a partition in the original graph G, the bi-partition cut
FS separates at least half the demand as the multi-partition. This implies that
D(FS)  12D(Fm)  12D(F ) and also (FS)  (Fm)  (F ), and therefore
(FS)
D(FS)
 2 (FS)
D(FS)
; (A.2)
and we have obtained a bi-partition with at most twice the sparsity of the edge cut.
To see that this factor is tight, consider a polymatroidal network where there are
n nodes v0, v1,...,vn 1, with edge ei between v0 and vi, for each i 2 f1; 2; :::; n 
1g, and let n be even. The only capacity constraint is a polymatroidal constraint
at node v0, which constrains the sum of every subset of fe1; :::; en 1g by a value
of 1. The demand graph is a complete graph with each demand of unit value.
Now consider an edge cut F which removes all the edges. For such an F ,
(F ) = 1 and D(F ) =
 
n
2

, so the sparsity is 2
n(n 1) . On the other hand, any
bi-partition cut FS has (FS) = 1 and D(FS) = jSjjSjc. The sparsest cut is one
which maximizes jSjjSjc. This happens when jSj = n
2
and the sparsity of this
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cut is given by 4
n2
. Thus the sparsest bi-partition cut is a factor of 2(n 1)
n
bigger
than the sparsity of the best edge-cut. This factor approaches 2 as n approaches
1.
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APPENDIX B
PROOFS FOR CHAPTER 3
B.1 Proof of Lemma 19
The rate region for cut-set under product distribution is given by:
RMACcut,product(P ) =
(
R :
X
i2S
Ri  log(1 +
X
i2S
jhij2P )
)
: (B.1)
The rate region for cut-set under general distribution is given by:
RMACcut,general(P ) =
(
R :
X
i2S
Ri  log(1 + (
X
i2S
jhij)2P )
)
: (B.2)
By the Cauchy-Schwarz inequality, we get X
i2S
jhij
!2
P 
 X
i2S
jhij2
!
dP; (B.3)
which in turn implies
RMACcut,general(P )  RMACcut,product(dP ): (B.4)
We can similarly show that
RBCcut,general(P ) = RMACcut,product(dP ): (B.5)
Along with the equality in (3.17), this implies that
RMACcut,general(P )  RMACach (dP ): (B.6)
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We similarly get, using (3.21) and (B.5),
RBCcut,general(P )  RBCach(dP ): (B.7)
B.2 Proof of Lemma 20
Without feedback the capacity of this erasure broadcast channel can be easily
found. This is because this erasure broadcast channel is stochastically degraded
[31], and the capacity is given by(
(R1; :::; Rd)j
X
i=1;2;::;d
Ri  1  
)
: (B.8)
The rate region can be achieved by time sharing between the individual links. We
can compare this rate to the cut-set bound which is given by
Rcut =
(
(R1; :::; RD)j
X
i2J
Ri  1  jJ j 8J  f1; 2; ::; dg
)
: (B.9)
The ratio between the sum rate of the scheme and the cut-set bound is the factor
1  
1  d ; which !
1
d
; as ! 1: (B.10)
As expected, the time-sharing region does not compare very favorably to the cut-
set bound.
B.3 Proof of Lemma 22
Consider the rate region with feedback Rach,fb. We would like to know for what
value of A does ARach,fb  Rcut. Let us take a point in Rcut, we would like to
know, for what value of A does this imply
P
i=1;2;::;d
Ri
1 i  A. This is equivalent
to
A = max
nX
i=1
Ri
1  i ; (B.11)
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such that X
i2J
Ri  1  jJ j 8J  f1; 2; ::; dg: (B.12)
This is a linear optimization over a polymatroid and the optimal solution is given
by the greedy algorithm [36],
(R1; :::; Rd) = (1  ;   2; :::; n 1   n); (B.13)
and the optimal value of the objective function is
nX
i=1
i 1   i
1  i : (B.14)
Lets examine the i-th term in this sum, substituting x =  1,
x  1
xi   1 =
1
1 + x1 + ::+ xi 1
 1
i
: (B.15)
Therefore the sum is upper bounded by
A 
X
i
1
i
 log d: (B.16)
B.4 Feedback: Multiple Access Erasure Channel
Consider a finite field multiple access erasure channel, where
y =
dX
i=1
eixi; (B.17)
where ei are i.i.d. Bernoulli with probability 1   . In this channel, some of the
transmitters’ packets can get erased, and the received vector is the sum of those
packets that did not get erased.
This multiple access channel is the dual of the broadcast erasure channel in
the sense that the cut-set bound of the two channels are identical. This channel
can be realized physically by using a computation code on the wireless channel,
which computes the required linear combination. If all the channel coefficients
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in the wireless channel are good, then the combination
Pd
i=1Xi can be computed
easily. However if one of the channel coefficients, say hj , is in deep fade, then
it may be algorithmically hard to compute this linear combination. Therefore,
one way around this problem is to avoid having Xj in the linear combination and
instead compute
P
i=1;2;:::;d i 6=j Xi. This gives rise to the channel model in (B.17).
The capacity of this multiple access channel is given by the cut-set bound
(which is the same as the broadcast channel cut-set bound),
RMAC = RMACcut = f(R1; :::; RD)j
X
i2J
Ri  1  jJ j 8Jg: (B.18)
Here J  f1; 2; ::; dg. We emphasize that the capacity region of this multiple
access channel is equal to the cut-set bound of the erasure broadcast channel.
B.5 Proof of Lemma 24
We will first consider the case of a network with l transmit antennas andm single-
antenna receivers. We can assume l  m, since if l > m, we can restrict ourselves
to usingm transmit antennas, which leaves the cut unaltered. Therefore p = l.
We can choose any particular subset of l receivers and use the strategy in
Lemma 23 to achieve a DOF of 1O(log l) for each receiver. We can time-share
between all possible subsets of size l to achieve a certain DOF region. To com-
pute the rate region achievable by this method, we use the following trick: Let
the DOF tuple achieved be 1O(log l)(r1; :::; rm). Let us construct a bi-partite graph
with l nodes on the left partition and m nodes on the right partition and a com-
plete graph connecting them. Each matching is equivalent to choosing a certain
subset of the receivers (given by the set of right-partition nodes covered by the
matching) and achieving DOF 1 for the each of the receivers. The characteristic
vector of a bipartite matching is given by (xij)M such that xij = 1 for edge (i; j)
in the matchingM and xij = 0 otherwise. The convex hull of these characteristic
vectors is given by
M = conv f(xij)M jM a matching g : (B.19)
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For a bipartite graph, this is equivalent to the following polytope [131]
P =
(
(xij)jxij  0 8i; j;
X
j
xij  1 8i
X
i
xij  1 8j
)
: (B.20)
The DOF dj is given by
dj =
1
O(log l)
X
i
xij: (B.21)
Now consider the following polytope,
Dach =
(
(dj)jdj  0 8j; dj  1O(log l) ;
X
j
dj  lO(log l)
)
: (B.22)
We can show that Dach is equivalent to P by using the mapping
 : Dach ! P (B.23)
 f(dj)g = (xij) : xij = O(log l)dj
l
; (B.24)
and the mapping
 : P ! Dach (B.25)
f(xij)g = (dj) : dj = 1O(log l)
X
i
xij: (B.26)
Thus the region Dach is achievable. Also the cut-set bound is given by
Dcut =
(
(dj)jdj  0 8j; dj  1;
X
j
dj  l
)
: (B.27)
This implies that
Dach = DcutO(log l) ; (B.28)
which completes the proof of the single antenna receiver case.
For the multi-antenna receiver case, we will treat it as being composed of many
single-antenna receivers, each receiving independent information and then sum up
the rates. The proof will extend to this case to get the desired result.
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B.6 Proof of Lemma 29
Let us start with a bi-partition cut on the polymatroidal network. This specifies a
vertex partition
, which implicitly specifies the set of edges going between
 and

c as the edge cut, and a method to group certain edges together for charging the
submodular constraints thus specifying the value of the cut. For example, consider
the cut in Fig. 3.4b; it features the vertex partition and also specifies how to group
edges to get an upper bound.
From the given partition we need to construct a cut on the Gaussian network.
The polymatroidal cuts specify which of the edges need to be grouped together.
By bounding the polymatroidal network in this manner, each edge is involved in
either a broadcast constraint or a superposition constraint. This is in contrast to
the Gaussian case, where each cut has a certain value, and there is no sense in
which edges are assigned to broadcast or superposition constraint.
The key idea to connect these two cuts is the idea of decoupling the constraints
in the Gaussian channel:
 In the Gaussian channel, if broadcast constraint is not active for a given
edge, then the edge only participates in the superposition constraint and
vice versa.
 While this is no longer true in the Gaussian network, we can obtain an up-
per bound network for the Gaussian network where this is true. The upper
bound network is obtained by deactivating certain broadcast and superpo-
sition constraints. We refer to this process of obtaining an upper bound
network where a certain constraint is not active as decoupling.
 Decoupling a broadcast constraint is easy because a network in which edges
are not involved in a broadcast constraint can only, in general, do better than
a network where there is a broadcast constraint on the edges.
 Decoupling the superposition constraint requires a bit more work; this can
be illustrated using the following example. Suppose two edges e1 and e2 are
involved in the superposition constraint in the following manner:
y = x1 + x2 + z; (B.29)
with z being standard Gaussian noise. Then we construct another channel
in which the edges e1 and e2 are not involved in a superposition constraint,
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i.e., the received symbol y comprises of two components y1 and y2 given by
yi = xi + zi; i = 1; 2; (B.30)
where zi are independent Gaussian noise. This channel can emulate any
scheme in the original channel if Var(zi) =
Var(z)
2
. If this condition is satis-
fied, then we can add up y1+y2 to get x1+x2+(z1+z2), which is statistically
equivalent to the original channel. Therefore, to decouple the superposition
constraint involving d variables, we need to reduce the variance of the noise
by d, the degree of the superposition constraint, or equivalently, increase the
signal power by a factor d.
 Therefore we can decouple all required broadcast and superposition con-
straints, if the power is increased by a factor of d, which is the maximum
degree of any node.
Thus given any cut in the polymatroidal network along with the assignments
of the edges to broadcast or superposition constraints, we can obtain a similar
cut in the Gaussian network by decoupling the constraints which are not active in
the polymatroidal cut. This incurs a power penalty factor of d, thus as far as the
outer bound is concerned, we can assume that each node has power dP instead
of P . The network thus obtained is made of MAC and broadcast channels. In
this network, every cut decomposes into the sum of MAC and BC cuts. A MAC
cut with d nodes when evaluated under general distribution on the input, is of the
form
X
i
Rij  E log
 
1 + (
X
i
jhijj)2dP
!
(B.31)
 E log
 
1 +
X
i
jhijj2d2P
!
by Cauchy-Schwartz inequality
 log
 
1 + E(
X
i
jhijj2)d2P
!
by Jensen inequality
= log
 
1 + d3P

(B.32)
 Elog  1 + ad3P jhj2	 = C(ad3P ): (B.33)
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The last step follows because,
E

log
 
1 + cjhj2	 = Enlog 1 + celog jhj2o (B.34)
 log

1 + ceE(log jhj
2)

: (B.35)
Here a := e E(log jhj2) is finite for the fading distribution by assumption. Thus,
the cutset bound for the original network implies thatX
i
Rij  C
 
ad3P

; (B.36)
whereas the corresponding cutset bound for the polymatroidal network is of the
form X
i
Rij  1
2
C(2P ): (B.37)
We get
Rpolycut 
1
2
Roriginalcut

P
bd3

; (B.38)
where b := a
2
= e
E(log jhj2)
2
is a constant depending on the fading distribution. For
h distributed as complex Gaussian, b  0:86.
B.7 Proof of Theorem 24
The k sources are in the layer V0, and the k destinations are in the layer VL+1. Let
the number of nodes in the i-th layer be ni.
Max-Flow Rate
Let Ri be the rate between the i-th source destination pair. We will route the flow
in a symmetric manner, where the incoming flow is divided equally among all
the edges going out of a node. We will compute constraints on the rate region
achievable by this strategy.
In the first hop, all edges going out of the i-th source will carry a flow of value
145
Ri
n1
. The constraint imposed by the edges going out of the source is given by
Ri
n1
n1  1 () Ri  1; 8i = 1; 2; ::; k: (B.39)
The constraint imposed by the edges coming into the nodes of the first hop are
given by P
iRi
kn1
k  1 ()
X
i
Ri  n1: (B.40)
The total flow carried by all the nodes in any given layer equals
P
iRi, and
each node in layer l carries a flow of Ri
nl
corresponding to flow i.
In the l th hop connecting layers Vl 1 and Vl, each edge carries a flow of value
Ri
nlnl+1
corresponding to source i, which yields a total flow of value
P
i Ri
nlnl+1
for each
edge. The outgoing constraints on layer l   1 yieldP
iRi
nlnl+1
nl+1  1 ()
X
i
Ri  nl; 8i = 1; 2; ::; k: (B.41)
The incoming constraints on layer l yieldP
iRi
nlnl+1
nl  1 ()
X
i
Ri  nl+1; 8i = 1; 2; ::; k: (B.42)
In the final (L+1-th) hop also, there are constraints similar to layer 1. In particular,
the outgoing constraints on layer l yieldP
iRi
nLk
k  1 ()
X
i
RL  nL: (B.43)
and the incoming constraints on the destination layer yield
Ri
nL
nL  1 () Ri  1; 8i = 1; 2; ::; k: (B.44)
Thus a rate pair (R1; :::; Rk) is achievable by routing iffX
i
Ri  min(nl; nl+1) 8l = 0; 1; :::; L: (B.45)
Ri  1 8i = 1; 2; :::; k: (B.46)
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Cut-set regionWe can easily write the following constraints, which are a subset
of the cut-set bounds.
Corresponding to the cut separating 
 = [li=0Vi and 
c, the following con-
straint can be written,X
i
Ri  min(nl; nl+1) 8l = 0; 1; :::; L: (B.47)
Corresponding to the cut given by 
 = si, we can get the following constraint
Ri  1 8i = 1; :::; k: (B.48)
Comparing (B.45), (B.46) and (B.47), (B.48), we can deduce that any rate tuple
that satisfies the cut-set region will lie in the rate region achieved by the flow. Thus
the rate region corresponding to max-flow equals the rate region corresponding to
cut-set region.
For example, Fig. 3.5b denotes the directed layered polymatroidal network ob-
tained from the network in Fig. 3.5a. Every node basically constrains the total
inflow and outflow to be lesser than 1.
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