Arquitectura para conversión texto-habla multidominio by Alías Pujol, Francesc et al.
Arquitectura para conversio´n texto-habla multidominio
Francesc Al´ıas∗, Xavier Sevillano, Pere Barnola y Joan Claudi Socoro´
Departamento de Comunicaciones y Teor´ıa de la Sen˜al
Enginyeria i Arquitectura La Salle, Universidad Ramon Llull
Pg. Bonanova 8, 08022 Barcelona
{falias, xavis, tm05122, jclaudi}@salleURL.edu
Resumen: este trabajo presenta una evolucio´n en el disen˜o de la arquitectura para
la conversio´n texto-habla multidominio (CTH-MD) basada en seleccio´n de unida-
des. Esta aproximacio´n intenta conseguir una calidad sinte´tica pro´xima a la de los
sistemas de CTH de dominio limitado sin dejar de lado la s´ıntesis de propo´sito ge-
neral. La arquitectura multidominio implica disponer de un corpus de voz dividido
en distintos dominios y estructurado jera´rquicamente para optimizar el proceso de
seleccio´n de unidades. En este trabajo, la jerarquizacio´n del corpus de voz se rea-
liza mediante ana´lisis en componentes independientes. Por otra parte, la CTH-MD
necesita disponer de un mo´dulo de clasificacio´n de textos adaptado a sus necesidades.
Palabras clave: conversio´n texto-habla, s´ıntesis multidominio, clasificacio´n de tex-
tos, ana´lisis en componentes independientes
Abstract: this paper presents an evolution in the design of multi-domain unit selec-
tion text-to-speech (MD-TTS) architecture. The goal of this approach is to achieve
good synthetic quality like the limited domain TTS systems, without discarding
a general purpose synthesis. The multi-domain architecture entails a speech corpus
containing several domains. Moreover, it has been hierarchically structured by means
of independent component analysis in order to optimize the unit selection process.
On the other hand, MD-TTS demands a module capable to classify the texts in
multiple domains, considering the system requirements.
Keywords: text-to-speech conversion, multi-domain synthesis, text classfication,
independent component analysis
1. Introduccio´n
En el a´mbito de los sistemas de conver-
sio´n texto-habla (CTH) basados en seleccio´n
de unidades existen todav´ıa muchos frentes
abiertos para la obtencio´n de una alta calidad
de forma general (Black, 2002). Este trabajo
pretende aportar un nuevo enfoque en el di-
sen˜o de un sistema de s´ıntesis de voz de ma´xi-
ma cobertura, flexibilidad y naturalidad: la
conversio´n texto-habla multidominio (CTH-
MD) (Al´ıas y Llora`, 2003). Esta arquitectu-
ra permite realizar una s´ıntesis de propo´sito
general adaptada al dominio, reduciendo el
espacio de bu´squeda y logrando una calidad
pro´xima a la de los sistemas de dominio limi-
tado.
El sistema multidominio implica (i) rede-
finir la arquitectura y el contenido del corpus
de voz y (ii) introducir un mo´dulo que permi-
ta la seleccio´n del dominio ma´s adecuado al
texto a sintetizar (Breen y Jackson, 1998). El
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modelado de los textos y la herramienta uti-
lizada para su clasificacio´n deben ser capaces
de codificar dos factores fundamentales de los
que depende la calidad de la voz sintetizada
en CTH: la continuidad y el estilo del texto.
En cuanto a la arquitectura del corpus
multidominio, se presenta una estructuracio´n
jera´rquica del mismo con el objetivo de op-
timizar el proceso de seleccio´n de unides. En
este trabajo se ha optado por la aplicacio´n de
te´cnicas de ana´lisis en componentes indepen-
dientes, que agrupan los textos que compo-
nen el corpus en base a criterios de indepen-
dencia estad´ıstica (Kaban y Girolami, 2000).
En la seccio´n 2 del trabajo se presentan
los fundamentos y la arquitectura del siste-
ma de CTH-MD. En la seccio´n 3 se describe
el disen˜o del clasificador de textos. La sec-
cio´n 4 se dedica a la jerarquizacio´n del corpus.
En la seccio´n 5 se presentan los experimen-
tos realizados sobre una coleccio´n de textos
en catala´n y, finalmente, se discuten las con-
clusiones del trabajo.
2. Conversio´n texto-habla
multidominio (CTH-MD)
Este trabajo pretende aportar un punto de
vista alternativo en el proceso de optimiza-
cio´n de los sistemas CTH basados en selec-
cio´n de unidades (Black y Taylor, 1997). Es-
tos sistemas convierten un texto de entrada
en habla sinte´tica, a partir de una secuencia
de unidades sonoras extra´ıdas de un corpus
de voz pregrabado por un locutor en base a
una coleccio´n de textos. En este trabajo se
define una nueva arquitectura para el cor-
pus de voz (o lo que es lo mismo, de la co-
leccio´n de textos en que se basa el corpus),
que se situ´a en el espacio comprendido en-
tre los sistemas de CTH de propo´sito general
(CTH-PG) (Black y Taylor, 1997; Beutnagel
et al., 1999) y los CTH para dominios limita-
dos (CTH-DL) (Black y Lenzo, 2000; Monte-
ro et al., 2000).
Esta filosof´ıa, denominada conversio´n
texto-habla multidominio (CTH-MD) (Al´ıas
y Llora`, 2003), pretende conseguir una ca-
lidad sinte´tica pro´xima a la de los sistemas
de dominio limitado manteniendo la capaci-
dad de generalizacio´n propia de los CTH-PG.
Como se muestra en la figura 1, el hecho de
definir esta nueva arquitectura para los siste-
mas de CTH implica introducir las siguientes
modificaciones:
Redefinir la estructura y el contenido de
la base de datos.
Introducir un nuevo mo´dulo de clasifica-
cio´n de textos para diferentes dominios.
2.1. Corpus de voz multidominio
Normalmente, el disen˜o de un corpus de voz
para CTH esta´ estrechamente ligado al marco
de trabajo del conversor de voz: (i) en CTH-
PG, es el idioma de s´ıntesis, ya que se preten-
de sintetizar cualquier texto, y (ii) en CTH-
DL, es el dominio de funcionamiento (p.e.,
un reloj parlante (Black y Lenzo, 2000)). Por
tanto, es la aplicacio´n la que fija el plantea-
miento del corpus, lo que influye decisivamen-
te en la calidad de la sen˜al sinte´tica obtenida.
As´ı, la sen˜al de voz sinte´tica siempre refle-
jara´ el estilo y la cobertura del corpus (Breen
y Jackson, 1998; Black, 2002).
Esta cuestio´n tiene una gran importancia
en el funcionamiento de los sistemas de CTH-
PG, ya que la calidad obtenida decrece de
forma notable cuando el texto a sintetizar no
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Figura 1: Diagrama de bloques de un sistema
CTH-MD basado en seleccio´n de unidades.
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se ajusta al estilo de la base de datos que se
ha grabado (Black y Lenzo, 2000; Chu et al.,
2002). Por otra parte, si se pretende incor-
porar varios dominios en un mismo corpus,
el vocabulario contenido en cada uno de ellos
debe tener una cobertura fone´tica y proso´di-
ca suficiente para el dominio tratado (Monte-
ro et al., 2000), minimizando el efecto de las
palabras de fuera del vocabulario presente en
sintetizadores basados en la concatenacio´n de
palabras (Mo¨bius, 2001). A su vez, el mo´dulo
de seleccio´n de unidades debera´ ser capaz de
escoger entre los estilos contemplados (Breen
y Jackson, 1998).
Esta problema´tica se aborda mediante la
arquitectura multidominio que se presenta en
este trabajo. Esta aproximacio´n estructura
jera´rquicamente el corpus de voz en distin-
tos dominios (ver figura 1) y los selecciona
mediante un clasificador de textos. Cabe des-
tacar que la estructura jera´rquica del corpus
de voz grabado, as´ı como el nu´mero de nive-
les de la misma, dependera´n del contenido de
la coleccio´n de textos utilizados en su disen˜o.
2.2. Mo´dulo de clasificacio´n de
textos para CTH-MD
Tal y como se desprende de la figura 1, el
hecho de estructurar el corpus de voz como
un conjunto de subcorpus de diferentes do-
minios, implica introducir un mo´dulo que, a
partir del texto de entrada, seleccione cua´l es
el dominio o conjunto de dominios sobre los
que se debe realizar la bu´squeda de la cadena
de unidades sonoras para la s´ıntesis (seleccio´n
de unidades).
Esta necesidad se resuelve mediante la in-
tegracio´n de un algoritmo de clasificacio´n de
textos (CT) en la arquitectura del conversor
texto-habla. Entonces, dada una coleccio´n de
documentos D y un conjunto de categor´ıas C,
el algoritmo de CT asigna cada documento a
la categor´ıa (clasificacio´n binaria) o grupo de
categor´ıas (ranking de clasificacio´n) que ma´s
se adecu´en al contenido del documento (Se-
bastiani, 2002).
Los dos caracter´ısticas esenciales del algo-
ritmo de CT debera´n ser:
1. Adaptacio´n al contexto y a las necesida-
des de la s´ıntesis multidominio.
2. Optimizacio´n y simplicidad del disen˜o,
con el fin de no ralentizar la s´ıntesis.
A continuacio´n se describe el disen˜o del
mo´dulo clasificador de textos, que adapta el
modelado del texto y las medidas de semejan-
za escogidas a las necesidades de un CTH-
MD. En este punto es importante destacar
que el objetivo del algoritmo implementado
no es tanto el de ser un excelente clasifica-
dor de documentos, sino que so´lo pretende
ser un elemento ma´s de mejora de la calidad
de s´ıntesis dentro de la nueva arquitectura
multidominio definida.
3. Disen˜o del clasificador de
textos
La mayor´ıa de sistemas de CT tratan el texto
como una simple coleccio´n de palabras aisla-
das (bolsa de palabras o bag-of-words). De
esta forma, cada texto se ve reducido so´lo a
sus te´rminos constituyentes, ignorando su or-
den o las relaciones que puedan existir entre
ellos. Por lo tanto, esta aproximacio´n deja de
codificar el efecto de la sinonimia y el de la
polisemia. A pesar de estos efectos negativos,
esta representacio´n es una de las ma´s utiliza-
das en CT, debido a que los algoritmos que
se basan en ella han sido optimizados durante
de´cadas (Sebastiani, 2002).
Por otro lado, en el contexto de la s´ıntesis
de voz, la aproximacio´n de bag-of-words no
permite representar dos de los factores fun-
damentales de los que depende la calidad de
la voz generada:
Continuidad: la sen˜al de voz esta´ cons-
tituida por una secuencia de unidades
sonoras consecutivas (fonemas, difone-
mas, etc.) extra´ıdas del corpus de voz.
Si el texto se representa mediante pala-
bras aisladas, se pierde su secuencialidad
(p.e., se deja de considerar el efecto de
la coarticulacio´n entre palabras).
Estilo: es una de las caracter´ısticas
fundamentales para la aproximacio´n de
CTH-MD, que pretende ajustar el estilo
del texto de entrada al del dominio es-
cogido. Esto se consigue al considerar la
informacio´n contenida en las relaciones
entre las palabras y su secuencialidad.
En este contexto es imprescindible hallar
una estrategia que permita codificar estas dos
informaciones. En este trabajo se ha escogido
representar la informacio´n contenida en cada
uno de los dominios mediante una red relacio-
nal asociativa (RRA), definida inicialmente
para los sistemas de representacio´n visual de
documentos (Rennison, 1994). Este modelo
se define como un grafo ponderado de nodos
interconectados (ver figura 2) con tantos no-
dos como palabras a modelar, enlazados entre
s´ı mediante conexiones ponderadas.
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Figura 2: Ejemplo de una red relacional aso-
ciativa de palabras.
Entonces, tal y como se presenta en la figura
2, esta red contendra´:
Informacio´n relacionada con cada una de
las palabras del texto (ωi).
Informacio´n de las relaciones entre cada
par de palabras del texto (ωij).
El sentido de las conexiones entre las pa-
labras a sintetizar (ωij 6= ωj i).
3.1. Modelado del texto
Debido a la necesidad de contar con toda la
informacio´n de la frase o pa´rrafo a sinteti-
zar, el sistema de clasificacio´n de textos des-
arrollado no incluye ninguno de los preproce-
samientos habituales en CT (eliminacio´n de
palabras vac´ıas o stop-listing y lematizacio´n
o stemming) (Sebastiani,2002). Simplemente,
parte del texto normalizado procedente del
mo´dulo de procesamiento del lenguaje natu-
ral del CTH, que transforma en grafemas los
nu´meros, acro´nimos, etc. del texto de entrada
(ver figura 1).
3.1.1. Parametrizacio´n del texto
En cuanto a la parametrizacio´n del texto de
entrada al CT, existen diversas aproximacio-
nes como la booleana o la probabil´ıstica, en-
tre otras (Aas y Eikvil, 1999). Sin embargo,
todas ellas se suelen basar en el modelo de
bag-of-words, con los inconvenientes que ello
supone para CTH, ya que no parametriza la
continuidad y estilo del texto. As´ı, un CT en
el contexto de la s´ıntesis del habla debe consi-
derar para´metros que incluyan esta informa-
cio´n, como son:
Frecuencia de los te´rminos: nu´mero de
apariciones de cada palabra en el tex-
to (term frequency, tf). Es uno de los
para´metros ba´sicos para cualquier CT y
se incluye en cada uno de los nodos de
la RRA (figura 2), para ponderar la im-
portancia de aquella palabra en el texto.
Frecuencia de coocurrencia: nu´mero de
veces que dos palabras aparecen conse-
cutivamente en el texto (co-occurrence
frequency, cof). Este para´metro codifica
la importancia de las relaciones entre las
palabras (Rennison, 1994). En la RRA
se incluye como el peso entre las cone-
xiones de los nodos del grafo (figura 2).
Longitud del patro´n: nu´mero de palabras
consecutivas del texto a sintetizar que
aparecen de forma sucesiva en la RRA
de un dominio (pattern length, pl), nor-
malizado respecto al nu´mero total de pa-
labras del texto de entrada [0 ≤ pl ≤ 1].
Parametriza el grado de pertenencia del
texto de entrada respecto a cada uno de
los dominios. De esta forma se evalu´a
la secuencialidad de las palabras, a di-
ferencia de Rennison (1994), donde so´lo
se considera el nu´mero de veces que las
dos palabras aparecen simulta´neamente
en el documento.
3.1.2. Representacio´n del texto
Toda la informacio´n obtenida de la para-
metrizacio´n del texto debe representarse de
algu´n modo. En este trabajo se ha optado por
seguir el modelo de espacio vectorial (MEV)
(Salton, 1989), como en muchos otros siste-
mas de CT. En este modelo, los textos son
representados como vectores en un espacio
multidimensional. Por tanto, debe definirse
un vector que contenga el tfi de cada pala-
bra y su relacio´n con el resto de palabras del
texto mediante cofij (ecuacio´n 1).
~v = (tf1, cof11, .., tfi, cofi1, .., cofij, ..) (1)
En esta representacio´n vectorial (~v) no se
incorpora el para´metro pl. Esto es debido a
que e´ste aporta informacio´n global del grado
de semejanza entre las RRA que modelan el
texto de entrada y cada uno de los dominios.
De todos modos, este para´metro debera´ for-
mar parte de las medidas de similitud que se
pasan a describir a continuacio´n.
3.2. Medidas de similitud
Es necesario definir una funcio´n que evalu´e el
grado de pertenencia del texto de entrada a
sintetizar (t) a cada uno de los modelos de los
dominios (D). Por el hecho de trabajar con
el MEV, la primera medida utilizada fue la
distancia del coseno (Salton, 1989), pero los
resultados obtenidos no fueron muy satisfac-
torios (Al´ıas y Llora`, 2003). A partir de esta
distancia, se define una nueva medida (ecua-
cio´n 2) que incluye la longitud del patro´n (pl)
ponderando la distancia del coseno. De esta
forma, se considera la informacio´n lingu¨´ıstica
del texto codificada por este para´metro.
S1(t,D) = pl · cos(t,D) (2)
A partir de estas dos medidas de similitud
se estudio´ otro tipo de distancia, distinta de
las utilizadas en las aproximaciones cla´sicas
de CT, basada en una funcio´n sigmoidea (la
funcio´n log´ıstica), utilizada como funcio´n de
activacio´n en redes neuronales (ecuacio´n 3).
sigm(x) =
1
1 + e−(
x−µ
σ
)
(3)
donde µ indica el umbral de activacio´n de la
funcio´n y σ define la pendiente de la misma.
En (Al´ıas y Llora`, 2003) se describe su ajuste
en el marco de CT para CTH-MD. Se trata de
una funcio´n de recorrido [0, 1], lo que resuelve
el problema de la normalizacio´n de la medida
de similitud.
A partir de esta funcio´n, se disen˜a una
medida de evaluacio´n (ecuacio´n 4) como la
media geome´trica de las diferencias entre los
para´metros tf y cof de t y D segu´n la sig-
moidea, y la longitud del patro´n respecto al
modelo (pl).
S2(t,D) =
(
pl · sigm
(∑
i
(tf ti − tf
D
i )
)
·sigm
(∑
i,j
(cof tij − cof
D
ij )
))1/3
(4)
4. Generacio´n de los modelos de
los dominios
Los dominios del corpus de voz se generan
a partir de la coleccio´n de textos sobre la
que se construye el corpus de voz, siguien-
do un proceso supervisado o no supervisado.
El primero obtendra´ los modelos a partir de
los textos etiquetados manualmente, es decir,
asignados al dominio correspondiente por un
experto. En cambio, el segundo generara´ los
dominios de forma no supervisada, buscando
las categor´ıas de clasificacio´n, o sea los do-
minios, a partir de los textos de la coleccio´n
(algoritmo de agrupamiento o clustering).
Una vez obtenidos estos modelos ba´sicos
(Dnm en la 1) se puede proceder a la agru-
pacio´n de los dominios a un nivel superior. A
partir de un cierto grado de similitud entre
los dominios ba´sicos, se desarrolla un proce-
so de asociacio´n de aquellos dominios que se
consideren semejantes, obteniendo un agru-
pamiento jera´rquico de dominios (Dn en la
figura 1). Del mismo modo, se puede proce-
der a una subdivisio´n de los dominios Dnm
en subdominios. Este proceso permitira´ ob-
tener un corpus de voz multidominio estruc-
turado jera´rquicamente (ver figura 1). En el
nivel superior de esta estructura se halla la
base de datos completa, lo que aproximada-
mente corresponder´ıa a un corpus para un
CTH-PG. Las propiedades ma´s importantes
de un corpus jerarquizado son:
1. Disponibilidad de niveles intermedios de
clasificacio´n.
2. Estructuracio´n del contenido del corpus.
3. Arquitectura modular y configurable.
Gracias a esta estructura, cuando el CT
no halla suficiente similitud entre el texto t y
los modelos ba´sicos o bien cuando t presenta
grados de pertenencia muy similares respecto
varios modelos, se puede repetir la bu´squeda
en un nivel superior de la estructura multido-
minio. De este modo, se optimiza el funciona-
miento del mo´dulo de seleccio´n de unidades,
ya que la bu´squeda se realiza sobre el regio´n
del corpus ma´s adecuada.
A continuacio´n se describe la te´cnica uti-
lizada para la generacio´n automa´tica de la
estructura jera´rquica del corpus de voz. Una
vez finalizado este proceso, cada grupo (o
cluster) de textos se modelara´ mediante una
RRA.
4.1. Jerarquizacio´n mediante ICA
El ana´lisis en componentes independientes
(Independent Component Analysis o ICA) es
una te´cnica estad´ıstica de propo´sito general
fundamentada en un modelo generativo de
variables latentes (Hyva¨rinen y Oja, 2001). El
modelo ICA representa n variables aleatorias
observadas como una combinacio´n lineal de
n variables ocultas, y asume la independen-
cia estad´ıstica de estas u´ltimas, denominadas
componentes independientes (CI). As´ı pues,
los algoritmos ICA hallara´n las CI, as´ı como
los coeficientes de su combinacio´n lineal, par-
tiendo u´nicamente de las observaciones dis-
ponibles.
4.1.1. ICA aplicado a CT
En el a´mbito de la clasificacio´n de textos, la
aplicacio´n de ICA se basa en la asuncio´n de
un modelo generativo de documentos como
combinacio´n de a´mbitos sema´nticos (Isbell y
Viola, 1999; Kaban y Girolami, 2000). Es de-
cir, un documento se debe a la interaccio´n
de un conjunto de variables ocultas indepen-
dientes que lo generan. Estad´ısticamente, un
a´mbito sema´ntico es una distribucio´n proba-
bil´ıstica centrada en los te´rminos (o palabras)
ma´s usuales de la tema´tica tratada.
El uso de ICA como CT esta´ muy vincu-
lado al ana´lisis de sema´ntica latente (ASL)
(Deerwester et al., 1990). Esta te´cnica pro-
yecta los documentos en un espacio ortogo-
nal de dimensionalidad reducida, extrayen-
do las K direcciones principales de los datos.
La aplicacio´n de ICA sobre el espacio ASL
permite descubrir los K tema´ticas indepen-
dientes que generaron los documentos, lo que
permite su clasificacio´n (Kaban y Girolami,
2000).
4.1.2. Descripcio´n del me´todo
Un asunto clave en la aplicacio´n de ICA como
CT es la eleccio´n de la dimensionalidad del
problema (K). Segu´n la relacio´n entre K y el
nu´mero de categor´ıas, |C|, en que un experto
ha dividido la coleccio´n de forma manual, el
algoritmo ICA aporta distintas soluciones:
Si K = |C|, se obtienen tantos clusters
como categor´ıas, clasificando los docu-
mentos en los a´mbitos sema´nticos corres-
pondientes a las categor´ıas.
Si K < |C|, se produce una agrupa-
cio´n de categor´ıas en macrocategor´ıas.
Estos grupos de jerarqu´ıa superior con-
tienen las categor´ıas ma´s dependientes
estad´ısticamente entre s´ı.
Si K > |C|, los textos pertenecientes a
cada una de las categor´ıas se separan en
subcategor´ıas. Conviene resaltar que el
nu´mero de tema´ticas presentes en una
coleccio´n de documentos puede ser ma-
yor que el considerado por un etiqueta-
dor experto (Kaban y Girolami, 2000).
Es decir, dentro de una tema´tica princi-
pal pueden existir diversas subtema´ticas.
Estas ideas entroncan con el concepto de cor-
pus de voz multidominio de un CTH-MD,
permitiendo la estructuracio´n jera´rquica de
los textos que lo componen.
Es lo´gico pensar que cuanto ma´s ho-
moge´nea sea la tema´tica de un determina-
do dominio del corpus, sus textos tendera´n a
agruparse en un u´nico grupo, y e´ste sera´ des-
cubierto para valores pequen˜os de K. En
cambio, para un dominio de tema´tica ma´s va-
riada, los textos que contiene se distribuira´n
en un mayor nu´mero de clusters, que so´lo po-
dra´n ser hallados cuando se incremente la di-
mensionalidad del problema.
Para determinar la estructura jera´rquica
del corpus se aplica sucesivamente el algorit-
mo ICA para valores crecientes de K, ana-
lizando la agrupacio´n de los textos pertene-
cientes a cada dominio.
Se ha establecido experimentalmente que
los clusters significativos de cada dominio son
aquellos que contengan, como mı´nimo, la mi-
tad del nu´mero de textos asignados al grupo
predominante. Por u´ltimo, el nu´mero o´ptimo
de clusters (NCopt) sera´ aquel que aporte una
mayor tasa de clasificacio´n para cada domi-
nio.
5. Experimentos
A continuacio´n se analiza el funcionamien-
to del CT disen˜ado para CTH-MD, as´ı como
la estructura jera´rquica del corpus obtenida.
Los experimentos se han llevado a cabo sobre
una coleccio´n de art´ıculos extra´ıdos del pe-
rio´dico catala´n AVUI, recopilados durante dis-
tintos periodos de los an˜os 2000 y 2003 (Al´ıas
y Llora`, 2003). Este corpus esta´ formado por
200 documentos (2600 te´rminos) divididos en
4 dominios: D={pol´ıtica(60 documentos), so-
ciedad(60), mu´sica(40), teatro(40)}.
A continuacio´n se presentan los experi-
mentos desarrollados. En el primero, se ana-
liza la capacidad de la RRA como CT en el
contexto de la CTH-MD. En el segundo, se
presentan los resultados obtenidos de la je-
rarquizacio´n del corpus mediante ICA.
5.1. Clasificacio´n mediante RRA
En el cuadro 1 se muestran las tasas de cla-
sificacio´n obtenidas por el CT disen˜ado con
las dos distancias de similitud estudiadas pa-
ra distintos porcentajes de test (sobre el total
de documentos). Como se puede apreciar las
dos medidas consiguen tasas de clasificacio´n
ide´nticas excepto para un 25% de test, donde
S1 presenta un comportamiento no mono´to-
no y S2 un valor muy bajo, debido a que el
proceso de entrenamiento parte de pocos tex-
tos lo que provoca un pobre modelado de las
RRA de los dominios.
% Test 10 15 20 25
S1 .695 .636 .628 .654
S2 .695 .636 .628 .577
Cuadro 1: Tasas de clasificacio´n con RRA
segu´n la medida de similitud.
Para demostrar la necesidad de la adap-
tacio´n del sistema de CT al entorno de la
CTH, donde no se dispone de grandes cor-
pus de textos, se ha analizado el comporta-
miento de uno de los algoritmos de CT de
mejores prestaciones: Support Vector Machi-
nes (SVM) (Sebastiani, 2002). Para ello se ha
utilizado el programa SVM light de Joachims
(2000), para clasificar el colecciones de tex-
tos en catala´n del que se dispone, sin ningu´n
preprocesamiento (ni stop-list ni stemming).
Este sistema de CT presenta un bajo ren-
dimiento al trabajar con un nu´mero reduci-
do de textos, tanto para el entrenamiento co-
mo para el test (Tang, 2001). Adema´s, en el
mismo trabajo se demuestra que la falta de
preprocesamiento tambie´n empeora las tasas
de acierto. En el corpus estudiado se produ-
cen ambas situaciones, lo que provoca un po-
bre rendimiento de clasificacio´n de SVM para
CTH-MD.
5.2. Jerarquizacio´n del corpus
mediante ICA
Este experimento analiza la capacidad del al-
goritmo ICA para jerarquizar los documentos
del corpus, aplica´ndolo para distintos valores
de K. Se ha utilizado un algoritmo de punto
fijo que maximiza el momento de tercer orden
de los datos (Kaban y Girolami, 2000). Co-
mo la coleccio´n se divide en cuatro dominios,
la primera prueba consiste en hallar K = 4
clusters, resultando las tasas de clasificacio´n
del cuadro 2.
Dominio % clasificacio´n
Pol´ıtica 70.5
Sociedad 75.4
Mu´sica 93.2
Teatro 100
Cuadro 2: Tasas de clasificacio´n con K = 4.
El siguiente paso del experimento analiza
la capacidad de clasificacio´n y agrupamiento
del algoritmo conforme aumenta la dimensio-
nalidad del problema. En la figura 3 se mues-
tra la evolucio´n de las tasas de clasificacio´n
de los textos de cada dominio para diversos
valores de K > 4. Como puede apreciarse, la
tasa de clasificacio´n ma´xima en el dominio de
pol´ıtica se logra para K = 7 y es del 96,7%,
mejorando notablemente los resultados obte-
nidos para este dominio con K = 4. El nu´me-
ro de clusters o´ptimo en que se agrupan sus
textos es NCopt = 4.
El dominio de sociedad se clasifica con un
acierto del 75,4% cuando K = 4 (NCopt = 1)
y K = 10 (NCopt = 3). A igual tasa de cla-
sificacio´n se prefiere considerar tres grupos,
pues e´sto permitira´ un mejor modelado de
los textos, al aplicarse una RRA para cada
uno.
Los textos de mu´sica y teatro se agrupan
en un solo cluster aunque la dimensionalidad
del problema crezca. Esto es lo´gico si pensa-
mos que se trata de textos de una tema´tica
homoge´nea y muy espec´ıfica. Las ma´ximas
tasas de clasificacio´n para estos dominios se
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Figura 3: Tasas de clasificacio´n con ICA y
K ∈ [4, 11]. NCopt indicados con un c´ırculo.
obtienen para K = 4 y son las que se mues-
tran en el cuadro 2. El experimento finali-
za aplicando el algoritmo ICA con valores de
K < 4 para generar niveles de jerarqu´ıa su-
perior (macrodominios y superdominios). Tal
y como se muestra en la figura 4, el ana´li-
sis para K = 3 muestra un agrupamiento de
los textos de mu´sica y teatro en un macro-
dominio que podr´ıamos denominar cultura,
mientras para K = 2 los textos de pol´ıtica
y sociedad forman un superdominio propio.
sub
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Figura 4: Estructura jera´rquica de la colec-
cio´n de textos obtenida mediante ICA.
6. Conclusiones y trabajo futuro
Este trabajo surge como continuacio´n del tra-
bajo presentado en (Al´ıas y Llora`, 2003) don-
de se presento´ un nuevo enfoque para la s´ınte-
sis de voz: la conversio´n texto-habla mutido-
minio (CTH-MD). En esta comunicacio´n se
han descrito dos elementos clave de la arqui-
tectura para CTH-MD (i) un mo´dulo de cla-
sificacio´n de textos basado en redes relacio-
nales asociativas que modelan los dominios y
los textos de entrada y (ii) un me´todo, basado
en el ana´lisis en componentes independientes,
para estructurar jera´rquicamente la coleccio´n
de textos que dara´ lugar al corpus de voz del
CTH-MD.
Los experimentos desarrollados prueban la
viabilidad del CT basado en RRA en el con-
texto de la CTH-MD frente a aproximaciones
cla´sicas, como SVM. Adema´s, se ha compro-
bado que ICA es una herramienta u´til para
la estructuracio´n jera´rquica del corpus.
Como principal l´ınea de futuro se plantea
la integracio´n de estos bloques en un siste-
ma CTH-MD real, aplicando el modelado por
RRA sobre la estructura jera´rquica obtenida.
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