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A CHARACTERIZATION OF SOME HIGHEST WEIGHT MODULES FOR
TYPE A WITH IRREDUCIBLE ASSOCIATED VARIETIES
ZHANQIANG BAI, YIXIN BAO* AND XUN XIE
ABSTRACT. For g = sl(n,C), let w be an element in the Weyl groupW = Sn. We use
Lw to denote a highest weight module of sl(n,C) with highest weight −wρ− ρ. In this
paper we will give a characterization for those w such that Lw is a highest weight Harish-
Chandra module and the associated variety of Lw will be characterized by the information
of w. We also count the number of those highest weight Harish-Chandra modules Lw in
a given Harish-Chandra cell. Finally, we give some other highest weight modules with
irreducible associated varieties from the smoothness of Schubert varieties.
Key Words: Highest weight module, Associated variety, Young tableau, Harish-Chandara
cell, Schubert variety.
1. INTRODUCTION
Let g be a finite-dimensional complex simple Lie algebra. In the 1960s, I. Gelfand
and A. Kirillov [9] introduced an quantity to measure the size of finitely generated U(g)-
module, which is now known as the Gelfand-Kirillov dimension. For a finitely generated
U(g)-module M , Vogan [19] constructed a variety V (M) in g∗, which is called the as-
sociated variety of M . Identifying g∗ with g via the Killing form, the associated variety
could also be viewed as a variety in g. It is proved that the dimension of V (M) equals to
the Gelfand-Kirillov dimension ofM . Then the characterization of associated varieties has
risen as a significant topic of infinite-dimensional representation theory of Lie algebras in
recent years.
Fix a triangular decomposition g = n ⊕ h ⊕ n− so that h is a Cartan subalgebra of g
and b = h + n is a Borel subalgebra. Let G denote the algebraic adjoint group of g and
let B denote the Borel subgroup of G corresponding to b. For λ ∈ h∗, let L(λ) be the
simple quotient of the Verma moduleM(λ) with highetst weight λ. Let ρ be the half sum
of positive roots. We denote Lw the simple highest weight module L(−wρ − ρ) with w
being an element in the Weyl group W . Actually all simple highest weight modules of
infinitesimal character ρ are of this form. To study the structure of the associated varieties
V (L(λ)), the following question naturally arises:
(Q1) Can we find out all those weights λ such that V (L(λ)) is irreducible? In particular,
can we find out all those w such that V (Lw) is irreducible?
Actually, Joseph [11] proved that an associated variety V (Lw) is a union of orbital
varieties defined as follows. LetO ⊆ g be a nilpotentG-orbit. The irreducible components
of O ∩ n are called orbital varieties of O. They all take the form V(w) = B(n ∩ wn) for
some w ∈W . Then an associated variety of the form V (Lw) is irreducible if and only if it
contains only one orbital variety. Tanisaki [18] showed that there exist reducible associated
varieties of the form V (Lw) in type B and C. For a long time, people conjectured that all
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associated varieties of the form V (Lw) are irreducible in the case of type A (see [6] and
[14]). However, Williamson [20] showed that there exist counter-examples in 2014. So
the structure of V (Lw) or V (L(λ)) is still mysterious. In this paper, we will give some
answers in the case of type A. We classify the highest weight Harish-Chandra modules of
the form Lw and describe their associate varieties explicitly. Furthermore, we also count
the number of such Harish-Chandra modules corresponding to a given associated variety.
We refer [12] for the definition of Kazhdan-Lusztig right cell equivalence relation and
use
R
∼ to denote the right cell equivalence relation.
From now on we assume g = sl(n,C). A weight λ = (λ1, λ2, ..., λn) is called integral
if and only if λi ∈ Z for 1 ≤ i ≤ n, and called (p, q)-dominant if and only if λi−λj ∈ Z≥0
for 1 ≤ i < j ≤ p and p + 1 ≤ i < j ≤ p + q = n. From Enright-Howe-Wallach
[8], we know the highest weight module L(λ) is a Harish-Chandra module if and only
if λ is (p, q)-dominant for some p and q. In particular, the weight −wρ − ρ is integral.
Therefore,Lw is a highest weight Harish-ChandraSU(p, q)-module if and only if−wρ−ρ
is (p, q)-dominant, if and only if −wρ is (p, q)-dominant. The number of these modules is
|Sn/(Sp × Sq)| =
n!
p!q! .
For a highest weight Harish-Chandra SU(p, q)-module, from Vogan [19] we know that
its associated variety is the closure of some GL(p,C)×GL(q,C)-orbit in
u = {
(
0 c
0 0
)
|c ∈M(p, q,C)},
whereM(p, q,C) denotes the set of complex p by q matrices. The closures ofGL(p,C)×
GL(q,C)-orbits in u form a linear chain of varieties:
(1.1) {0} = O¯0 ⊂ O¯1 ⊂ ... ⊂ O¯r−1 ⊂ O¯r = u,
where r = min{p, q}. From NOTYK [15], we know
Oj = {
(
0 c
0 0
)
|c ∈M(p, q,C), rank(c) = j}.
And we have
Om =
∐
j≤m
Oj = {
(
0 c
0 0
)
|c ∈M(p, q,C), rank(c) ≤ j}.
Sometime we will write it as Om(p, q) to emphasize that it comes from SU(p, q). From
Bai-Xie [2] or NOTYK [15], we know dimOj = j(n− j).
Throughout this paper, we identify an element w in the Weyl group Sn with the n-
tuple (w(1), w(2), · · · , w(n)), where w(i) is the image of i under w. Suppose p ≥ q and
p + q = n. An element w ∈ Sn is called (p, q)-decreasing if w = (xp, ..., x1, yq, ..., y1)
with xp > ... > x1, yq > ... > y1 and x1 < y1,...,xq < yq.
In this paper, we give a characterization of those w such that Lw is a Harish-Chandra
module. We will prove the following theorem.
Theorem 1.1. If Lw is a Harish-Chandra SU(p, q)-module, thenw is right cell equivalent
to a (n−m,m)-decreasing element wp,q,m, where
wp,q,m = (n, n− 1, ..., p+m+ 1, p, p− 1, ..., 1, p+m, p+m− 1, ..., p+ 1)
and the integer 0 ≤ m ≤ min{p, q} is uniquely determined by w. We also have
V (Lw) = V(w) = Om(p, q).
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Conversely, if w
R
∼ wp,q,m for some integer m between 0 and min{p, q}, then Lw is a
highest weight Harish-Chandra SU(p, q)-module.
Notice that wp,q,m is reduced to (p, p− 1, · · · , 1, n, n− 1, · · · , p+ 1) in Theorem 1.1
if p+m+ 1 > n (equivalently p ≥ q = m). In this case, we have wp,q,m = w
−1
p,q,m.
Based on Theorem 1.1 and the famous hook formula (see James [10]), we obtain the
main result in Section 3 as follows:
Theorem 1.2. The number of Harish-Chandra modules Lw such that V (Lw) = Om(p, q)
is 

n(n−1)...(n−m+2)(n−2m+1)
m! , if 2 ≤ m ≤ min{p, q};
n− 1, ifm = 1;
1, ifm = 0.
In the case of type C, Barchini-Zierau [5] have computed the size of each Harish-
Chandra cell.
From this theorem we can get the following interesting corollary.
Corollary 1.1. For any positive integers with p ≥ 2, q ≥ 2 and p+ q = n, we have
n+
∑
2≤m≤min(p,q)
n(n− 1)...(n−m+ 2)(n− 2m+ 1)
m!
=
n!
p!q!
.
In the 1980s, Borho-Brylinski [6] found that for smooth Schubert varieties Xw =
BwB/B, we will have V (Lw) = V(w). Later on, Lakshmibai-Sandhya found a crite-
rion [13] to determine the smoothness of Xw. By using these results, we can find some
other highest weight modules Lw with irreducible assiciated varieties.
2. PROOF OF THE THEOREM 1.1
We will prove Theorem 1.1 in this section. Sagan [16] established a bijection be-
tween the symmetric group Sn and the set of pairs of standard Young tableaux of size
n through the famous Robinson-Schensted algorithm. We use P (σ) (resp. Q(σ)) to de-
note the corresponding insertion (resp. recording) Young tableau for any σ ∈ Sn. Note
that Q(σ) = P (σ−1). Then we may define the left, right and double cell equivalence re-
lations on the Weyl group Sn through this bijection (see Ariki [1] and Steinberg [17]). For
example, σ
R
∼ w if and only if P (σ) = P (w).
To prove our theorem, we recall some properties about orbital varieties.
Proposition 2.1 (Steinberg [17]). For any w, y ∈ W = Sn, we have V(w) = V(y) if and
only if w
R
∼ y.
Proposition 2.2 (Joseph [11]). For g = sl(n,C) andW = Sn, we have V(w) ⊆ V (Lw)
and dimV(w) = dimV (Lw) = GKdim(Lw).
Proof of Theorem 1.1. We first prove that if Lw is a highest weight Harish-Chandra
SU(p, q)-module, then w is right cell equivalent to
wp,q,m = (n, n− 1, ..., p+m+ 1, p, p− 1, ..., 1, p+m, p+m− 1, ..., p+ 1)
for some 0 ≤ m ≤ min{p, q}. The uniqueness of m is obvious since P (wp,q,m1) =
P (wp,q,m2) if and only if m1 = m2. Then we only need to prove the existence of the
integerm. DenoteWp,q the subset of Sn consisting of elementsw such that−wρ are (p, q)-
dominant. Obviously, a highest weight module Lw is a highest weight Harish-Chandra
SU(p, q)-module if and only if w ∈ Wp,q . We prove the existence of m in two steps. In
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the first step, we construct a (n − m,m)-decreasing element z in Sn which is right cell
equivalent to a given element w ∈ Wp,q . In the second step, we prove that z = wp,q,m.
For the first step, the process of constructing z can be described as follows. Write
−wρ = (t1, ..., tp, tp+1, ..., tn), which is (p, q)-dominant and λ = −wρ− ρ. Letm be the
maximum nonnegative integer for which there exists a sequence of indices
1 ≤ i1 < i2 < ... < im ≤ p < p+ 1 ≤ jm < ... < j1 ≤ n
such that
ti1 − tj1 ≤ 0, ti2 − tj2 ≤ 0, ..., tim − tjm ≤ 0.
Then from Bai-Xie [2], we can get a Young tableau P (λ) with two columns or one col-
umn (for w = −Id). We only consider the nontrivial case. Then from Bai-Xie [2], we
know P (λ) and P (w) have the same shape (actually P (λ) = P (w−1)). From the con-
struction of P (λ), we know the number of entries in the second column of P (λ) equals
to m. Suppose the entries in the first column of P (w) are (s1, ..., sn−m) and the en-
tries in the second column of P (w) are (a1, ..., am) from top to bottom. Then we get
w
R
∼ (sn−m, ..., s1, am, ..., a1) := z, while z is (n −m,m)-decreasing. Before we go to
the second step, from Bai-Xie [2] we have
V (Lw) = Om(p, q) = V(w) = V(z).
In the second step, we take a special element
σp,q,m = (n− q, ..., n− q −m+ 1, n, ..., n− q + 1, p−m, ..., 1).
Note that if we write −ρ = (b1, ...bn), then
−σp,q,mρ = (bn, bn−1, ..., bm+q+1, bm, bm−1, ...b1, bm+q, ..., b2m, ...bm+1)
is (p, q)-dominant. So σp,q,m ∈ Wp,q . Applying the process in the first step to σp,q,m, it
holds that σp,q,m is right cell equivalent to wp,q,m. From Bai-Xie [2], we know that
V (Lσp,q,m) = Om(p, q) = V(σp,q,m) = V(wp,q,m).
Then V(z) = V(wp,q,m). By Proposition 2.1, we have z
R
∼ wp,q,m and z = wp,q,m.
Conversely, suppose w
R
∼ wp,q,m for some 0 ≤ m ≤ min{p, q}. We need prove that
Lw is a highest weight Harish-ChandraSU(p, q)-module. We recall the concept of Harish-
Chandra cells, which is defined by Barbasch-Vogan [3]. Let X,Y be two irreducible
(Harish-Chandra) modules with the same infinitesimal character. We write X > Y if
there exists a finite-dimensional g-module F such that Y appears a sub-quotient ofX⊗F .
We write X ∼ Y if both X > Y and Y > X . The equivalence classes for the re-
lation ∼ are called cells of (Harish-Chandra) modules or (Harish-Chandra) cells. From
Barbasch-Vogan [4], we know two highest weight modules Lw and Ly belong to the same
(Harish-Chandra) cell with infinitesimal character ρ if and only if w
R
∼ y. It follows from
this definition that if a cell contains one highest weight Harish-Chandra module, then all
representations in this cell are highest weight Harish-Chandra modules.
So we only need to show that Lwp,q,m is a highest weight Harish-Chandra SU(p, q)-
module. Equivalently, we need to show that −wp,q,mρ is (p, q)-dominant. By a direct
calculation, we have −wp,q,mρ =
1
2
(n−2m−1, n−2m−3, · · · , n−2m−2p+1, n−1, n−3, · · · , n−2m+1, n−2m−2p−1, · · · , 1−n).
It is easy to check that −wp,q,mρ is (p, q)-dominant. Then we finish the proof of Theorem
1.1.
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Corollary 2.1. The highst weight module Lw is a Harish-Chandra SU(p, q)-module and
V (Lw) = V(w) = Om(p, q) if and only if
w
R
∼ wp,q,m = (n, ..., p+m+ 1, p, ..., 1, p+m, ..., p+ 1).
Note that whenm = 0, we will have −wρ− ρ = 0 and w = −Id.
From this corollary, we can see that there is only one Harish-Chandra cell with associ-
ated varietyOm(p, q).
3. THE SIZE OF HIGHEST WEIGHT HARISH-CHANDRA CELLS
Recall the concept of Harish-Chandra cells in Section 2. In the case of typeC, Barchini-
Zierau [5] have computed the size of each Harish-Chandra cell consisting of highest weight
Harish-Chandra modules with a given associated variety. In the case of type A, we have
the following theorem.
Theorem 3.1. We use Cm to denote a Harish-Chandra cell consisting of highest weight
Harish-Chandra SU(p, q)-modules Lw with associated variety Om(p, q), then for 2 ≤
m ≤ min{p, q}
#Cm = the number of standard Young tableaux of shape P (w)
=
n(n− 1)...(n−m+ 2)(n− 2m+ 1)
m!
.
And#C0 = 1,#C1 = n− 1.
Proof. From the proof of our theorem 1.1, we know the number of modules in the Harish-
Chandra cell Cm equals the number of elements in the right cell Cm which contains
wp,q,m. On the other hand, #Cm equals the number of standard Young tableaux of
shape P (wp,q,m). We know the numbers of entries in the two columns of P (wp,q,m) are
c1(P (wp,q,m)) = n −m and c2(P (wp,q,m)) = m. From James [10], the corresponding
hooks of P (wp,q,m) is a Young tableau Pm consisting of two columns. The entries in the
first column of Pm are (n− (m− 1), n−m, ..., n− 2m+2, n− 2m, ..., 1) and the entries
in the second column of Pm are (m,m − 1, ..., 1) from top to bottom. From the famous
hook formula (see James [10]), we have
#Cm =
n!
(n− (m− 1))× ...× (n− 2m+ 2)× (n− 2m)× ...× 1×m× ...× 1
=
n(n− 1)...(n−m+ 2)(n− 2m+ 1)
m!
.
Whenm = 1, we will have c1(P (wp,q,m)) = n− 1 and c2(P (wp,q,m)) = 1, so
#C1 =
n!
n× (n− 2)× ...× 1× 1
= n− 1.
Whenm = 0, we will have c1(P (wp,q,m)) = n and c2(P (wp,q,m)) = 0, so #C0 = 1.

Remark 3.1. From Barchini-Zierau [5], we know only highest weight Harish-Chandra
SU(p, q)-modules can have associated variety Om(p, q). So there is only one Harish-
Chandra cell Cm of irreducible Harish-ChandraSU(p, q)-modules with associated variety
Om(p, q).
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4. SOME OTHER HIGHEST WEIGHT MODULES WITH IRREDUCIBLE ASSOCIATED
VARIETIES
In this section, we will find some other highest weight modules which are not Harish-
Chandra modules and they have irreducible associated varieties. First we need some propo-
sitions about Schubert varieties.
Proposition 4.1 (Borho-Brylinski [6]). For g = sl(n,C) and W = Sn, if the Schubert
varietyXw = BwB/B is smooth, we will have V (Lw) = V(w).
An element w ∈ Sn contains a pattern µ ∈ Sk if there is a subword with k letters in
w with the same relative order of the letters as in µ . We say w avoids the pattern µ if w
does not contain this pattern. We have the following criterion for smoothness of Schubert
varieties.
Proposition 4.2 (Lakshmibai-Sandhya ). For g = sl(n,C) and W = Sn, the Schubert
varietyXw = BwB/B is smooth if and only if w avoids the two patterns 3412 and 4231.
So if w avoids the two patterns 3412 and 4231, the associated variety of Lw will be
V(w).
Proposition 4.3 (Carrell [7]). For g = sl(n,C) andW = Sn, the Schubert variety Xw =
BwB/B is smooth if and only if Xw−1 is smooth.
Borho-Brylinski [6] also found that V (Lw) is irreducible if and only if V (Lw−1) is
irreducible.
From the the above propositions we will have the following corollary.
Corollary 4.1. Suppose Lw is a highest weight Harish-Chandra SU(p, q)-module and
V (Lw) = V(w) = Om(p, q). If σ
R
∼ (n − m, ..., 1, n, ..., n − m + 1), we will have
V (Lσ) = V (Lw−1p,q,m) = V(w
−1
p,q,m).
Proof. WhenLw is a highest weight Harish-ChandraSU(p, q)-module, we knowV (Lw) =
V(w) = Om(p, q) if and only if w
R
∼ wp,q,m = (n, ..., p+m+1, p, ..., 1, p+m, ..., p+1).
Thus we have
w−1p,q,m = (n−m, ..., n− (p+m) + 1, n, ..., n−m+ 1, n− (p+m), ..., 1)
R
∼ (n−m, ..., 1, n, ..., n−m+ 1).
Now σ
R
∼ (n−m, ..., 1, n, ..., n−m+1)
R
∼ w−1p,q,m. So from our theorem and proposition
4.1 and 4.3, we have V (Lσ) = V (Lw−1p,q,m) = V(w
−1
p,q,m). 
Suppose w = (sn−m, ..., s1, am, ..., a1) is an element of (n − m,m)-decreasing in
W = Sn. We take out the largest ak satisfying sn−m > ak and the smallest sl satisfying
sl > a1. If sl > ak, we will have sn−m > sl > ak > a1 and such a w will be called
a good full element of size (n −m,m). Note that ak and sl may not exist. We still call
such w a good full element of size (n −m,m). Note that the good full elements of size
(n − m,m) and the wp,q,m in our theorem have the same double cell. So we have the
following corollary.
Corollary 4.2. Suppose g = sl(n,C) andW = Sn. Ifw
R
∼ w0 = (sn−m, ..., s1, am, ..., a1),
where w0 is some good full element of size (n−m,m), we will have V (Lw) = V(w) and
V (Lw−1) = V(w
−1).
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Proof. Note that the given w0 = (sn−m, ..., s1, am, ..., a1) is a good full element of size
(n − m,m). From its definition we know it avoids the two patterns 3412 and 4231. So
V (Lw) = V(w) by the proposition 4.2 and 4.1 and V (Lw−1) = V(w
−1) by the proposition
4.3.

Remark 4.1. There may exist some w ∈ W = Sn such that Xw is not smmooth but
V (Lw) = V(w). For example, when n ≤ 6, we have V (Lw) = V(w) for allw ∈ W = S6.
But in S6 there are many permutations containing the pattern 3412 or 4231.
Acknowledgments. The first author is supported by the National Science Foundation of
China (Grant No.11601394), the second author is supported by the National Science Foun-
dation of China (Grant No.11801117) and the Natural Science Foundation of Guangdong
Province, China (Grant No.2018A030313268), the third author is supported by the Na-
tional Science Foundation of China (Grant No.11801031 and No.11601116).
REFERENCES
[1] S. Ariki, Robinson-Schensted correspondence and left cells, in: Combinatorial Methods in Representation
Theory, Kyoto, 1998, in: Adv. Stud. Pure Math., vol. 28, Kinokuniya, Tokyo, 2000, pp. 1-20. 3
[2] Z. Bai and X. Xie, Gelfand-Kirillov dimensions of highest weight Harish-Chandra modules for SU(p,q), Int.
Math. Res. Not. IMRN 2019, no. 17, 4392-4418. 2, 4
[3] D. Barbasch and D. Vogan, Weyl group representations and nilpotent orbits, in: Representation Theory of
Reductive Groups (Park City, Utah, 1982), P. C. Trombi, ed., Progress in Mathematics, Vol. 40, Birkha¨auser
Boston, Boston, MA, 1983, pp. 21-33. 4
[4] D. Barbasch and D. Vogan, Primitive ideals and orbital integrals in complex exceptional groups. J. Algebra
80 (1983), 350-382. 4
[5] L. Barchini and R. Zierau, Characteristic cycles of highest weight Harish-Chandra modules for Sp(2n,R),
Transform. Groups 22 (2017), 591-630. 3, 5
[6] W. Borho and J.-L. Brylinski, Differential operators on homogeneous spaces. III. Characteristic varieties of
Harish-Chandra modules and of primitive ideals. Invent. Math. 80 (1985), no. 1, 1-68. 2, 3, 6
[7] J. B. Carrell, B-submodules of g/b and smooth Schubert varieties in G/B, Transform. Groups 16 (2011),
673-680. 6
[8] T. J. Enright, R. Howe and N. Wallach, A Classification of unitary highest weight modules, in: ”Repre-
sentation Theory of Reductive Groups,” Progress in Math. 40, Birkha¨user Boston Inc. (1983), pp. 97-143.
2
[9] I. M. Gelfand and A. A. Kirillov, Sur les corps lie´s aux alge`bres enveloppantes des alge`bres de Lie. Inst.
Hautes E´tudes Sci. Publ. Math., (31):5–19, 1966. 1
[10] G.D. James, The Representation Theory of the Symmetric Groups, Lecture Notes in Mathematics, vol. 682,
Springer, Berlin, 1978. 3, 5
[11] A. Joseph, On the variety of a highest weight module. J. Algebra 88 (1984), no. 1, 238-278. 1, 3
[12] D. Kazhdan and G. Lusztig, Representations of Coxeter groups and Hecke algebras. Invent. Math. 53 (1979),
no. 2, 165-184. 2
[13] V. Lakshmibai and B. Sandhya, Criterion for smoothness of Schubert varieties in SL(n)/B, Proc. Indian
Acad. Sci. Math. Sci. 100 (1990), 45-52. 3
[14] A. Melnikov, Irreducibility of the associated varieties of simple highest weight modules in sl(n), C. R.
Acad. Sci. Paris Se´r. I Math. 316 (1993), no.1, 53-57. 2
[15] K. Nishiyama, H. Ochiai, K. Taniguchi, H. Yamashita, and S. Kato. Nilpotent orbits, associated cycles
and Whittaker models for highest weight representations. Socie´te´ Mathe´matique de France, Paris, 2001.
Aste´risque No. 273 (2001). 2
[16] B.E. Sagan, The Symmetric Group. Representations, Combinatorial Algorithms, and Symmetric Functions,
second edition, Graduate Texts in Mathematics, vol. 203, Springer-Verlag, New York, 2001. 3
[17] R. Steinberg, An occurrence of the Robinson-Schensted correspondence, J. Algebra. 113 (1988), 523-528.
3
[18] T. Tanisaki, Characteristic varieties of highest weight modules and primitive quotients. Representations of
Lie groups, Kyoto, Hiroshima, 1986, 1-30, Adv. Stud. Pure Math., 14, Academic Press, Boston, MA, 1988.
1
8 ZHANQIANG BAI, YIXIN BAO* AND XUN XIE
[19] D. A. Vogan, Jr., Associated varieties and unipotent representations. Harmonic Analysis on Reductive
Groups (eds. W. Barker and P. Sally). Birkha¨user, pp. 315-388 (1991). 1, 2
[20] G. Williamson, A reducible characteristic variety in type A. Representations of reductive groups, 517-532,
Progr. Math. 312, Birkha¨user/Springer, Cham, 2015. 2
(Bai) SCHOOL OF MATHEMATICAL SCIENCES, SOOCHOW UNIVERSITY, SUZHOU 215006, P. R. CHINA
E-mail address: zqbai@suda.edu.cn
(Bao) SCHOOL OF SCIENCES, HARBIN INSTITUTE OF TECHNOLOGY, SHENZHEN, 518055, P. R. CHINA
E-mail address: baoyixin@hit.edu.cn
(Xie) SCHOOL OF MATHEMATICS AND STATISTICS, BEIJING INSTITUTE OF TECHNOLOGY, BEIJING
100081, CHINA
E-mail address: xieg7@163.com
