Transmit and Receive Signal Processing for MIMO Terrestrial Broadcast Systems by Vargas Paredero, David Eduardo
Ph.D. Dissertation
Transmit and Receive Signal
Processing for MIMO Terrestrial
Broadcast Systems
Universitat Politècnica de València
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Multiple-Input Multiple-Output (MIMO) technology in Digital Terrestrial Tele-
vision (DTT) networks has the potential to increase the spectral efficiency and
improve network coverage to cope with the competition of limited spectrum use
(e.g., assignment of digital dividend and spectrum demands of mobile broad-
band), the appearance of new high data rate services (e.g., ultra-high definition
TV - UHDTV), and the ubiquity of the content (e.g., fixed, portable, and mo-
bile). It is widely recognised that MIMO can provide multiple benefits such
as additional receive power due to array gain, higher resilience against signal
outages due to spatial diversity, and higher data rates due to the spatial mul-
tiplexing gain of the MIMO channel. These benefits can be achieved without
additional transmit power nor additional bandwidth, but normally come at the
expense of a higher system complexity at the transmitter and receiver ends.
The final system performance gains due to the use of MIMO directly depend on
physical characteristics of the propagation environment such as spatial correla-
tion, antenna orientation, and/or power imbalances experienced at the trans-
mit aerials. Additionally, due to complexity constraints and finite-precision
arithmetic at the receivers, it is crucial for the overall system performance to
carefully design specific signal processing algorithms.
This dissertation focuses on transmit and received signal processing for DTT
systems using MIMO-BICM (Bit-Interleaved Coded Modulation) without feed-
back channel to the transmitter from the receiver terminals. At the transmitter
side, this thesis presents investigations on MIMO precoding in DTT systems
to overcome system degradations due to different channel conditions. At the
receiver side, the focus is given on design and evaluation of practical MIMO-
BICM receivers based on quantized information and its impact in both the
in-chip memory size and system performance. These investigations are carried
within the standardization process of DVB-NGH (Digital Video Broadcasting
- Next Generation Handheld) the handheld evolution of DVB-T2 (Terrestrial
- Second Generation), and ATSC 3.0 (Advanced Television Systems Commit-
tee - Third Generation), which incorporate MIMO-BICM as key technology to
overcome the Shannon limit of single antenna communications. Nonetheless,
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this dissertation employs a generic approach in the design, analysis and evalu-
ations, hence, the results and ideas can be applied to other wireless broadcast
communication systems using MIMO-BICM.
The first part of the thesis analyses the performance and structure of MIMO
precoders based on rotation matrices for 2×2 MIMO and focus on the case of
cross-polar antennas, which is the preferred configuration in DTT systems in
the UHF band. Analysis and evaluation with the information-theoretic limits
of BICM systems and bit-error-rate simulations including channel coding show
the interesting results that the performance of the precoder depends on the
selected code-rate. While rotation can provide significant improvements when
connected with high code-rates, the performance improvement diminishes with
lower code-rates. The results obtained in this part of the dissertation pro-
vide new insights on the performance of these type precoders in typical DTT
scenarios and the dependences with channel characteristics and system param-
eters. Furthermore, a channel-precoder is proposed that exploits statistical
information of the MIMO channel. The performance of the channel-precoder
is evaluated in a wide set of channel scenarios and mismatched channel con-
ditions, a typical situation in the broadcast set-up. Capacity results show
performance improvements in the case of strong line-of-sight scenarios with
correlated antenna components and resilience against mismatched condition.
Finally, bit-error-rate simulation results compare the performance of single-
input single-output, 2×2 and 4×2 MIMO systems and the proposed MIMO
channel-precoder.
The second part of the thesis is devoted to investigations of memory and
performance trade-offs of soft-quantized information in MIMO receivers. DTT
systems rely on time-interleaving techniques to overcome signal fluctuations
and improve the system performance. Yet, time-interleaving imposes the high-
est in-chip memory requirements which depend on the quantization resolu-
tion and algorithms employed at the receiver terminal. Since on-chip memory
accounts for a large fraction of the chip area, it is desirable to have small
word length with reduced performance loss. Two types of quantized receivers
are investigated: quantization of In-phase and Quadrature (I&Q) samples and
quantization of log-likelihood ratios. The implications on the in-chip memory
and the possibility of implementing MIMO-BICM with iterative decoding are
presented and discussed. The performance of uniform quantization and non-
uniform quantization is evaluated showing potential benefits for non-uniform
quantization adapted to the signal statistics. The results obtained in this chap-
ter provide new insights on the important trade-off between in-chip memory
and system performance for receiver architectures with quantized information.
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Resumen
La tecnoloǵıa de múltiples entradas y múltiples salidas (MIMO) en redes de
Televisión Digital Terrestre (TDT) tiene el potencial de incrementar la eficien-
cia espectral y mejorar la cobertura de red para afrontar las demandas de uso
del escaso espectro electromagnético (e.g., designación del dividendo digital y
la demanda de espectro por parte de las redes de comunicaciones móviles), la
aparición de nuevos contenidos de alta tasa de datos (e.g., ultra-high definition
TV - UHDTV) y la ubicuidad del contenido (e.g., fijo, portable y móvil). Es
ampliamente reconocido que MIMO puede proporcionar múltiples beneficios
como: potencia recibida adicional gracias a las ganancias de array, mayor ro-
bustez contra desvanecimientos de la señal gracias a la diversidad espacial y
mayores tasas de transmisión gracias a la ganancia por multiplexado del canal
MIMO. Estos beneficios se pueden conseguir sin incrementar la potencia trans-
mitida ni el ancho de banda, pero normalmente se obtienen a expensas de
una mayor complejidad del sistema tanto en el transmisor como en el recep-
tor. Las ganancias de rendimiento finales debido al uso de MIMO dependen
directamente de las caracteŕısticas f́ısicas del entorno de propagación como: la
correlación entre los canales espaciales, la orientación de las antenas y/o los
desbalances de potencia sufridos en las antenas transmisoras. Adicionalmente,
debido a restricciones en la complejidad y aritmética de precisión finita en los
receptores, es fundamental para el rendimiento global del sistema un diseño
cuidadoso de algoritmos espećıficos de procesado de señal.
Esta tesis doctoral se centra en el procesado de señal, tanto en el trans-
misor como en el receptor, para sistemas TDT que implementan MIMO-BICM
(Bit-Interleaved Coded Modulation) sin canal de retorno hacia el transmisor
desde los receptores. En el transmisor esta tesis presenta investigaciones en
precoding MIMO en sistemas TDT para superar las degradaciones del sistema
debidas a diferentes condiciones del canal. En el receptor se presta especial
atención al diseño y evaluación de receptores prácticos MIMO-BICM basados
en información cuantificada y a su impacto tanto en la memoria del chip como
en el rendimiento del sistema. Estas investigaciones se llevan a cabo en el
contexto de estandarización de DVB-NGH (Digital Video Broadcasting - Next
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Generation Handheld), la evolución portátil de DVB-T2 (Second Generation
Terrestrial), y ATSC 3.0 (Advanced Television Systems Commitee - Third Gen-
eration) que incorporan MIMO-BICM como clave tecnológica para superar el
ĺımite de Shannon para comunicaciones con una única antena. No obstante,
esta tesis doctoral emplea un método genérico tanto para el diseño, análisis
y evaluación, por lo que los resultados e ideas pueden ser aplicados a otros
sistemas de comunicación inalámbricos que empleen MIMO-BICM.
La primera parte de la tesis analiza el rendimiento y la estructura de los
precoders MIMO basados en matrices de rotación para MIMO 2×2 y se centra
en el caso de antenas crospolarizadas que es la configuración preferida de los
sistemas TDT en la banda UHF. El análisis y la evaluación con los ĺımites de
teoŕıa de la información de los sistemas BICM y las simulaciones de bit-error-
rate (BER) incluyendo codificación de canal, demuestran que el rendimiento del
precoder depende del code-rate seleccionado. Mientras que la rotación puede
proporcionar mejoras significativas con el uso de code-rates altos, la mejora
de rendimiento se reduce utilizando code-rates bajos. Además, se propone un
precoder de canal que explota la información estad́ıstica del canal MIMO. El
rendimiento del precoder de canal se evalúa en una amplia variedad de escenar-
ios de canal y en condiciones de mismatch (i.e., difieren los estad́ısticos usados
por el precoder y los estad́ısticos del canal), una situación t́ıpica en los sistemas
de difusión. Los resultados de capacidad demuestran mejoras de rendimiento
en casos de una fuerte componente de visión directa con el transmisor junto a
canales espaciales correlados, y robustez en condiciones de mismatch. Final-
mente, se comparan el rendimiento mediante resultados de simulación de BER
de sistemas de una antenna, 2×2 y 4×2 MIMO y el precoder de canal MIMO.
La segunda parte de la tesis investiga los trade-off entre la memoria y el
rendimiento de receptores MIMO con información soft cuantificada. Los sis-
temas TDT utilizan técnicas de entrelazado temporal para superar las fluc-
tuaciones de la señal y mejorar el rendimiento del sistema. Sin embargo, el
entrelazado temporal impone los requisitos más altos de memoria de chip que
dependen de la resolución de cuantificación y de los algoritmos en los recep-
tores. Debido a que la memoria de chip conlleva una gran parte del área del
chip, es deseable tener representaciones de palabra reducidas con una pérdida
de rendimiento limitada. Dos tipos de receptores cuantificados son investi-
gados: cuantificación de muestras In-phase y Quadrature (I&Q) y de log-
likelihood ratios. Las implicaciones en la memoria de chip y la posibilidad
de implementar MIMO-BICM con decodificación iterativa se presentan y dis-
cuten. El rendimiento de cuantificación uniforme y no-uniforme es evaluado
demostrando beneficios potenciales para cuantificación no-uniforme adaptada
a los estad́ısticos de la señal. Los resultados obtenidos en este caṕıtulo mejo-
ran el conocimiento sobre el importante trade-off entre memoria de chip y el
rendimiento para arquitecturas de recepción con información cuantificada.
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Resum
La tecnologia de múltiples entrades i múltiples eixides (MIMO) en xarxes de
Televisió Digital Terrestre (TDT) té el potencial d’incrementar l’eficiència es-
pectral i millorar la cobertura de xarxa per a afrontar les demandes d’ús de
l’escàs espectre electromagnètic (e.g., designació del dividend digital i la de-
manda d’espectre per part de les xarxes de comunicacions mòbils), l’aparició de
nous continguts d’alta taxa de dades (e.g., ultra-high deffinition TV - UHDTV)
i la ubiqüitat del contingut (e.g., fix, portàtil i mòbil). És àmpliament re-
conegut que MIMO pot proporcionar múltiples beneficis com: potència rebuda
addicional gràcies als guanys de array, major robustesa contra esvaments del
senyal gràcies a la diversitat espacial i majors taxes de transmissió gràcies al
guany per multiplexat del canal MIMO. Aquests beneficis es poden aconseguir
sense incrementar la potència transmesa ni l’ample de banda, però normalment
s’obtenen a costa d’una major complexitat del sistema tant en el transmissor
com en el receptor. Els guanys de rendiment finals a causa de l’ús de MIMO
depenen directament de les caracteŕıstiques f́ısiques de l’entorn de propagació
com: la correlació entre els canals espacials, l’orientació de les antenes, i/o els
desequilibris de potència patits en les antenes transmissores. Addicionalment,
a causa de restriccions en la complexitat i aritmètica de precisió finita en els
receptors, és fonamental per al rendiment global del sistema un disseny acurat
d’algorismes espećıfics de processament de senyal.
Aquesta tesi doctoral se centra en el processament de senyal tant en el trans-
missor com en el receptor per a sistemes TDT que implementen MIMO-BICM
(Bit-Interleaved Coded Modulation) sense canal de tornada cap al transmis-
sor des dels receptors. En el transmissor aquesta tesi presenta recerques en
precoding MIMO en sistemes TDT per a superar les degradacions del sistema
degudes a diferents condicions del canal. En el receptor es presta especial
atenció al disseny i avaluació de receptors pràctics MIMO-BICM basats en
informació quantificada i al seu impacte tant en la memòria del xip com en
el rendiment del sistema. Aquestes recerques es duen a terme en el context
d’estandardització de DVB-NGH (Digital Video Broadcasting - Next Genera-
tion Handheld), l’evolució portàtil de DVB-T2 (Second Generation Terrestrial),
ix
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i ATSC 3.0 (Advanced Television Systems Commitee - Third Generation) que
incorporen MIMO-BICM com a clau tecnològica per a superar el ĺımit de Shan-
non per a comunicacions amb una única antena. No obstant açò, aquesta tesi
doctoral empra un mètode genèric tant per al disseny, anàlisi i avaluació, per la
qual cosa els resultats i idees poden ser aplicats a altres sistemes de comunicació
sense fils que empren MIMO-BICM.
La primera part de la tesi analitza el rendiment i l’estructura dels pre-
coders MIMO basats en matrius de rotació per a MIMO 2×2 i se centra en
el cas d’antenes amb polarització croada que és la configuració preferida dels
sistemes TDT en la banda UHF. L’anàlisi i l’avaluació amb els ĺımits de teoria
de la informació dels sistemes BICM i les simulacions de bit-error-rate incloent
codificació de canal, demostren els interessants resultats que el rendiment del
precoder depèn del code-rate seleccionat. Mentre que la rotació pot propor-
cionar millores significatives mitjançant l’ús de code-rates alts, la millora de
rendiment es redueix utilitzant code-rates més baixos. A més, es proposa un
precoder de canal que explota la informació estad́ıstica del canal MIMO. El
rendiment del precoder de canal s’avalua en una àmplia varietat d’escenaris de
canal i en condicions de mismatch (i.e., difereixen els estad́ıstics usats pel pre-
coder i els estad́ıstics del canal), una situació t́ıpica en els sistemes de difusió.
Els resultats de capacitat demostren millores de rendiment en casos d’una forta
component de visió directa amb el transmissor al costat de canals espacials
correlats, i robustesa en condicions de mismatch. Finalment, es comparen el
rendiment amb resultats de simulació de bit-error-rate de sistemes single-input
single-output, 2×2 i 4×2 MIMO i el precoder de canal MIMO proposat.
La segona part de la tesi es dedica a recerques dels trade-off entre la memòria
i el rendiment de receptors MIMO amb informació soft quantificada. Els sis-
temes TDT depenen de les tècniques d’entrellaçat temporal per a superar les
fluctuacions del senyal i millorar el rendiment del sistema. No obstant açò,
l’entrellaçat temporal imposa els requisits més alts de memòria de xip que de-
penen de la resolució de quantificació i dels algorismes emprats en els receptors.
A causa que la memòria de xip comporta una gran part de l’àrea del xip, és de-
sitjable tenir representacions de paraula redudes amb una pèrdua de rendiment
limitada. Dos tipus de receptors quantificats són investigats: quantificació de
mostres In-phase i Quadrature (I&Q) i quantificació de log-likelihood ràtios.
Les implicacions en la memòria de xip i la possibilitat d’implementar MIMO-
BICM amb descodificació iterativa es presenten i discuteixen. El rendiment
de quantificació uniforme i no-uniforme és avaluat demostrant beneficis poten-
cials per a quantificació no-uniforme adaptada als estad́ıstics del senyal. Els
resultats obtinguts en aquest caṕıtol milloren el coneixement sobre l’important
trade-off entre memòria de xip i el rendiment de sistema per a arquitectures de
recepció amb informació quantificada.
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NLoS Non Line Of Sight
OFDM Orthogonal Frequency Division Multiplexing
PAM Pulse Amplitude Modulation
pdf Probability Density Function
PI Power Imbalance
QoS Quality of Service
RF Radio Frequency
SDTV Standard Definition TV
SFBC Space Frequency Block Coding





SNR Signal to Noise Ratio
STBC Space Time Block Code
TDCFS Transmit Diversity Code Filter Sets
TDI Time de-Interleaving
T-DMB Terrestrial - Digital Multimedia Broadcasting
TI Time Interleaving
TV Television
UHDTV Ultra-High Definition TV
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Terrestrial broadcasting systems are facing a new era in which the spec-trum efficiency is forced to be significantly enhanced due to increasing
demands of the scarce frequency resource in the Ultra High Frequency (UHF)
band. Since the 1950s, Television (TV) was the most widespread and popular
telecommunication system. The introduction of TV produced social changes,
where the entire family and friends stopped daily activities to gather around
this new technology device to watch the news, historic events, or entertainment
TV. The switch from analogue to digital processing in the 1990s brought var-
ious benefits, such better use of the frequency spectrum, noise-free reception,
High Definition TV (HDTV), flexible network parameter configurations (e.g.,
trade-off service area, quality reception, transmission power, data capacity and
spectrum) and the introduction of multimedia or interactivity amongst others.
The utilization of broadcasting systems for the delivery of Digital Terres-
trial TV (DTT) has grown very strongly during the last decade, and DTT
networks are already in place in many countries all over the world. Several
first generation broadcasting technologies are available today for the provision
of DTT services: Advanced Television Systems Committee (ATSC) in North
America, Integrated Services Digital Broadcasting – Terrestrial (ISDB-T) in
Japan, Terrestrial - Digital Multimedia Broadcasting (T-DMB) in Korea, Digi-
tal Terrestrial Multimedia Broadcast (DTMB) in China, and the Digital Video
Broadcasting (DVB) forum in Europe developed DVB – Terrestrial (DVB-T).
Also, already deployed a second generation DTT system, DVB – Terrestrial 2nd
Generation (DVB-T2) standard [1], which provides a 50% increase of spectral
efficiency over its predecessor [2], and motivated by technological advances in
communications and the appearance of new digital content such as HDTV.
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Pressure on DTT spectrum
The better utilization of the DTT spectrum has lead to the so-called digital
dividend, defined as the amount of spectrum made available by the transition
of terrestrial TV broadcasting from analogue to digital [3]. Part of released
spectrum can be used by broadcasting services to accommodate more programs
or with higher quality, or on the other hand it can be assigned to other services
such mobile broadband. With the strong penetration of mobile terminals, such
smart-phones and tablet computers, there is an exploding demand for mobile
data traffic, which is estimated to increase nearly eightfold between 2015 and
2020, and video content will reach a significant percentage of this traffic [4].
It is obvious that mobile broadband networks need more resources to fulfil
the current mobile data-tsunami in the form of new infrastructure or new spec-
trum bands. This served as motivation to the International Telecommunication
Union (ITU) to allocate to mobile broadband the upper part of the 800 MHz
UHF band (i.e., from 790 to 862 MHz) in ITU region 11, and the 700 MHz
band (698-806 MHz) in ITU regions 2 and 3. At the World Radiocommuni-
cation Conference (WRC) 2012 (WRC-12), the 700 MHz band (694-790 MHz)
in Region 1 was already assigned to broadcasting and mobile broadband on a
co-primary basis. Recently, in the WRC-15 it has been decided to release the
700 MHz band (also known as the second digital dividend) in ITU region 1,
but it has also been decided that there would be no change to the allocation
in the 470-694 MHz band either now, or at WRC19. However, there will be
a review of the spectrum use in the entire UHF band (470-960 MHz) at the
WRC in 2023.
Equally important in the pressure on DTT spectrum is the higher data
rates required for the delivery of HDTV, new content such as Ultra-High Defi-
nition TV (UHDTV), and the pressure for all Standard Definition TV (SDTV)
services to be converted to HDTV.
It is obvious that in this time of competitiveness, DTT networks have to sig-
nificantly increase their spectrum efficiency to cope with the limited spectrum
use, appearance of new content, and the ubiquity of the content (e.g., fixed,
portable, mobile). To cope with these demands currently various international
technical forums are envisaging new DTT technologies: ATSC – Terrestrial
Third Generation (ATSC 3.0) in North America and ISDB – Terrestrial 2nd
Generation (ISDB-T2) in Japan. At the same time, motivated by the high
fragmentation of terrestrial broadcasting systems around the world, and the
necessity to benefit from economies of scale, in November 2011 the Future of
1For the purpose of global radio spectrum management, the world is divided in three ITU
regions. The first is formed by Europe, Africa, the Middle East west of the Persian Gulf
including Iraq, the former Soviet Union and Mongolia. The second includes the Americas,
Greenland and some of the eastern Pacific Islands. The third covers most of non-former-
Soviet-Union Asia, east of and including Iran, and most of Oceania.
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Broadcast Television (FOBTV) initiative was launched. FOBTV aims to create
next generation single world-wide terrestrial broadcast system [5].
DTT Systems for the Delivery of Mobile Broadcast
The transmission of mobile video is one of the most popular multimedia con-
tent currently conveyed through the networks, and since it requires higher
data-rate that other multimedia contents (e.g., such audio or text), it absorbs
notable part of the network’s bandwidth. Estimations allocate around three-
fourths of the world’s mobile data traffic will be video by 2020 [4]. DTT
specifications for the provision of mobile services in handheld devices have
been deployed by the main broadcasting organizations such as: ATSC – Mo-
bile/Handheld (ATSC-M/H) [6], ISDB-T one-segment [7], or China Mobile
Multimedia Broadcasting (CMMB) [8]. In Europe, the DVB forum specified
DVB – Next Generation Handheld (DVB-NGH) [9] for the provision of mobile
services to handheld devices outperforming in coverage and capacity previous
mobile broadcasting standards such as DVB – Handheld (DVB-H) and DVB –
Satellite services to Handheld devices (DVB-SH).
Technology Advancements for DTT Systems
Higher spectral efficiencies are enabled by the utilization of new technological
advancements. More sophisticated modulation and coding schemes can in-
crease the system capacity or equivalently reduce the required Signal to Noise
Ratio (SNR) for a service to be decodable. The use of advanced channel cod-
ing like turbo or Low Density Parity Check (LDPC) codes [10, 11] achieve a
performance that is close to the theoretical limits in Additive White Gaussian
Noise (AWGN) channel and reduces the gap with capacity in mobile chan-
nels. For instance, the switch from convolutional to LDPC codes brought 50%
capacity increase from DVB-T to DVB-T2 [1]. Also, the progress in video
compression schemes allows for significant bit rate reductions as for the High
Efficiency Video Coding (HEVC) which can reduce by 50% the video bit rate
compared with the previous H.264/AVC codec version [12].
However, the spectral efficiencies reached even with combining state of the
art DTT system with performance close to capacity (e.g., DVB-T2) and latest
video compression schemes (e.g., HEVC) may not to suffice to face present
and future DTT spectrum demands. A significant increase in DTT spectral
efficiency can be achieved is by multi-antenna technology, i.e., Multiple-In-
put Multiple-Output (MIMO). MIMO allows overcoming the capacity limit of
single antenna wireless communications in a given channel bandwidth without
any increase in the total transmission power [13]. The spectral efficiencies
achieved with MIMO and new video compression schemes have the potential
to cope with present demands of DTT spectral efficiency.
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MIMO can be a key technology for future broadcasting systems, which in-
creases the system capacity and the signal resilience without any additional
bandwidth or increased transmission power. However these gains come at
expense of additional hardware and more sophisticated signal processing at
both sides of the transmission link. Because of its potential, MIMO has
become part of wireless standards such as: IEEE 802.11n for wireless local
area networks, Worldwide Interoperability for Microwave Access (WiMAX) for
broadband wireless access area systems, and Third Generation Partnership
Project (3GPP)s Long Term Evolution (LTE) for cellular networks amongst
others.
Multiple-Input Multiple Output (MIMO) for DTT Systems
In DTT broadcasting world, DVB-NGH and ATSC 3.0 incorporate multi-
antenna technology exploiting the benefits of the MIMO channel [14, 15]. Sim-
ilarly, ISDB-T2 [16], FOBTV, and DVB with a potential extension to DVB-T2
are also considering MIMO. MIMO has proved the potential of 80% capac-
ity increase over Single-Input Single-Output (SISO) in mobile scenarios [14],
and higher capacity gains are expected in rooftop reception due to higher sig-
nal strength levels where figures of 25 dB of Carrier to Noise Ratio (CNR)
are practical [17]. An important difference between DTT and cellular systems
is the lack of a return channel from the receivers to the transmitters, which
prevents link adaptation and/or beamforming techniques in DTT systems.
Multi antenna techniques provide three important gains, i.e. array gain,
diversity gain, and multiplexing gain [18], and illustrated in Fig. 1.1. Array
gain increases the received CNR with coherent combination at the receive side
(signal co-phasing and weighting for constructive addition). Here, information
about channel state information is required, and it is commonly obtained by
tracking the channel variations with the transmission of pilot signals. Diversity
gain improves the reliability of the transmission by sending the same informa-
tion through independently faded spatial branches to reduce the probability
that all channels are in a deep fade. In addition to array and diversity gains,
the MIMO channel can increase the system capacity by transmitting indepen-
dent data streams across the transmit antennas through spatial multiplexing.
MIMO techniques can be used to improve the robustness of the transmitted
signal by exploiting the spatial diversity of the MIMO channel, but also to
achieve increased data rates through spatial multiplexing especially at high
CNR values [13], e.g., outdoor medium/high signal use cases such as vehicular
reception or fixed rooftop reception.
The main drawback for implementing MIMO is that existing DTT network
infrastructure needs to be upgraded at both transmitter (e.g., additional trans-
mit antennas, Radio Frequency (RF) feedings, power combiners and amplifiers,
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Figure 1.1: MIMO gains. Array gain produces an average increase in the
received CNR, diversity gain increases the resilience against fading, and
multiplexing gain increases the capacity of the system.
etc.) and receiver sides (more sophisticated signal processing with more anten-
nas and RF front ends for demodulation). However, the deployment impact
can be reduced at the consumer receivers by timely combining MIMO imple-
mentation and HEVC codec upgrade in the same wave of digital switch-overs.
Additionally, to demodulate an MIMO signal, it is necessary to employ or-
thogonal pilot patterns between antennas, so that each receive antenna can
estimate the channel response from each transmit antenna. Compared with
single antenna transmissions, the required number of transmitted pilots must
be doubled (with two transmit antennas) for the same resolution of channel
estimation, hence reducing the overall spectral efficiency.
The operation in the UHF band of DTT systems have motivated the adop-
tion of cross-polar2 antenna configuration (i.e., antennas with vertical and hor-
izontal polarizations). Compared with the co-polar counterpart (antennas with
the same polarization), cross-polar antennas provide higher multiplexing gains
in Line Of Sight (LoS) conditions due to orthogonal nature of the cross-polar
channel [17]. Moreover, in the UHF frequency range, the antenna separation
required in the co-polar case to provide sufficiently independent fading signal
may exceed typical handheld devices sizes.
2In the literature the antenna configuration of a MIMO 2×2 system with antennas with
orthogonal polarizations is referred as: dual-polar antennas, polarized antennas, orthogonally




MIMO Broadcast Field Trials
The potentials of MIMO for DTT with cross-polar transmission were recognized
in early work of Monnier et al. in [19] in 1992. Latter in 2006, the public
broadcaster BBC (UK) performed initial tests of MIMO broadcast with cross-
polar antennas in laboratory and small scale field measurements [20], which
lead to a high-power field trial in Guildford (UK) [21]. This field test showed
the potential of doubling the system bit-rate obtained with DVB-T in the same
8 MHz channel with similar coverage area. In addition, this field test allowed
the creation of a channel model representative of fixed reception at rooftop
level with cross-polar antennas [22].
During the standardization process of DVB-NGH, a channel sounding cam-
paign took place in July 2010 in Helsinki, Finland, focussing on cross-polar
UHF transmission and reception in order to compare candidate schemes in
simulation with a realistic measurement-based channel model [17]. The trials
included a number of practical designs for antennas suitable for a handheld ter-
minal. From the measurements, the following channel models were developed:
an outdoor mobile model, an outdoor portable model and an indoor portable
model. For the mobile case, a user velocity of 350 km/h or 60 km/h are con-
sidered, whereas for the portable case, user velocities of 3 km/h or 0 km/h are
considered.
The Japanese public broadcaster (NHK) has performed various field trials
and research experiments of cross-polar MIMO under the development of the
Super Hi-Vision (SHV) video system for fixed and mobile reception. In 2012,
a transmission was achieved with cross-polar MIMO with LDPC codes and a
constellation order of 4096QAM [23]. Such a high spectral efficiency is required
to support the very high data rates of the SHV video system. The performance
in mobile environments using Space Frequency Block Coding (SFBC) was eval-
uated by simulations and field experiments [24]. Results in [16, 25] present field
trials with two transmitter sites in a in Single Frequency Network (SFN) con-
figuration, forming a 4×2 MIMO system. In this trial the use of Space Time
Block Code (STBC) provides enhanced performance over conventional SFN
transmitting the same signal at each site.
Although MIMO in DTT systems has already been included in DVB-NGH
and ATSC 3.0, and multiple field trials have been performed, there are cur-
rently no commercial deployments of DTT systems using MIMO with multiple
antennas at the transmitters and the receivers.
DVB-T2 specification did not include cross-polar MIMO because the com-
mercial requirements mandated the reuse of existing domestic receiving an-
tenna installations and of existing transmitter infrastructures. For this reason
DVB-T2 adopted a Multiple-Input Single-Output (MISO) scheme based on a
site distributed configuration with SFBC reusing the transmitter infrastruc-
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ture. The SFBC scheme adopted in DVB-T2 is based on Alamouti coding [26]
defined to exploit only diversity gain. The Alamouti code is designed for achiev-
ing full diversity with reduced (linear) complexity at the receiver side with two
transmit antennas. By using the Alamouti code in a distributed manner it
is possible to improve the performance in SFN transmission. The arrival of
similar-strength signals from different transmitters in LoS scenarios can cause
deep notches in the frequency response of the channel degrading the perfor-
mance in an important manner. The Alamouti code requires orthogonal pilot
patterns between antennas which imposes doubling the number of transmit-
ted pilots to achieve the same resolution of channel estimation as with single
antenna transmissions. Despite the potential improvements shown in theory
by the distributed MISO scheme in SFN scenarions, results from simulation
in [27] and field measurements carried out in Germany in portable and mobile
scenarios do not recommend the use of MISO [28] based on Alamouti coding.
1.1 State-of-the-Art of MIMO Signal Process-
ing in DTT Systems
Transmit MIMO Signal Processing
DVB-NGH is the first broadcast system to employ MIMO (i.e., with spatial
multiplexing gains) as key technology exploiting the benefits of the MIMO
channel (cf. Fig. 1.1). In DVB-NGH two types of MIMO schemes are specified
which are detailed next.
The first type of techniques is known in DVB-NGH as MIMO rate 1 codes,
which exploit the spatial diversity of the MIMO channel without the need of
multiple antennas at the receiver side. They can be applied across the trans-
mitter sites of SFNs to reuse the existing network infrastructure (i.e. DVB-T
and DVB-T2), as well as to an individual multiple-antenna transmitter site.
These codes are specified as part of the base (sheer-terrestrial) profile and in-
clude the Alamouti code, already featured in DVB-T2, together with a scheme
known as enhanced Single Frequency Network (eSFN). The main idea of eSFN
is to apply a linear pre-distortion function to each antenna in such a way that
it does not impact the channel estimation. This technique increases the fre-
quency diversity of the channel without the need of specific pilot patterns or
signal processing to demodulate the signal. eSFN is also well suited for its
utilization in a distributed manner, as the randomization performed in each
transmitter can avoid the negative effects cause by LoS components in this
kind of networks [29].
The second type of techniques is known in DVB-NGH as MIMO rate 2
codes, which exploit the diversity and multiplexing capabilities of the MIMO
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channel. In this category DVB-NGH has adopted a novel scheme known as En-
hanced Spatial Multiplexing with Phase Hopping (eSM-PH). The most simple
way of increasing the multiplexing rate of information consists on dividing
the information symbols between the transmit antennas, this is referred to as
MIMO Spatial Multiplexing (SM). However, the presence of correlation in
the MIMO channel due to LoS channel condition, which frequency happens
in terrestrial broadcast transmissions, is especially detrimental for MIMO SM.
eSM-PH was designed to overcome this situation retaining the multiplexing ca-
pabilities of MIMO SM, and at the same time, increasing the robustness against
spatial correlation. With eSM-PH the information symbols are weighted and
combined before their transmission across the antennas according to a speci-
fied rotation angle. This rotation angle has been tuned for every combination
of constellation order and deliberated transmit power imbalance. To ease dual
polar operation, MIMO rate 2 codes can be transmitted with deliberated power
imbalance between the transmit antennas with values of 0 dB, 3 dB and 6 dB.
In addition, eSM-PH includes a periodical phase hopping term to the second
antenna in order to randomize the code structure and avoid the negative effect
of certain channel realizations. It is important to note that the implementation
of eSM-PH scheme requires additional investment at both sides of the trans-
mission link. For this reason, these codes are specified as an optional profile to
allow for a progressive deployment of MIMO networks depending on the mar-
ket demands. In addition to demodulate an eSM-PH signal it is necessary to
employ orthogonal pilot patterns (as for the Alamouti code) between antennas.
MIMO for DVB-NGH targets mobile terminals operating in the low-to-
medium spectral efficiency range. High data rate services operating in the high
spectral efficiency range for rooftop reception are addressed by the development
of ATSC 3.0. ATSC 3.0 includes a wider range of spectral efficiencies than
DVB-NGH and in addition it uses non-uniform constellations to provide addi-
tional shaping gains [15]. The MIMO precoding scheme adopted in ATSC 3.0 is
composed of a rotation matrix (as in DVB-NGH), an In-phase and Quadrature
(I&Q) polarization interleaver and a phase hopping blocks [15]. Each of the
three sub-blocks of the MIMO precoder can be optionally selected. The phase
hopping block adopted in ATSC 3.0 is the same as in DVB-NGH. The I&Q
polarization interleaver is simply a switching interleaving operation, such that
the output cells consist of the real (In-phase) component of one input sym-
bol and the imaginary (Quadrature) component of the other input symbol. A
more sophisticated inter-polarization spreading techniques is proposed in [30],
to improve the performance under high correlated channels or reception with
one antenna.
The use of MIMO in SFN networks has been studied by the hybrid terrestrial-
satellite profile of DVB-NGH. The terrestrial and satellite transmitters can
form a SFN network where either the terrestrial site or the satellite can have
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multiple transmit antennas. During the DVB-NGH standardization multiple
rate 1 and rate 2 SFBCs were proposed to optimize the performance in the dis-
tributed scenario [31, 32]. Other codes have been proposed for DTT systems
to optimize the performance in SFN scenarios as in [33] with high decoding
complexity and similarly in [34] with a code design to significantly reduce the
receiving computational complexity. A good survey of MIMO SFBCs in DTT
scenarios can be found in [35].
Feature Comparison with Long Term Evolution (LTE) Multi-Antenna
Techniques
LTE/LTE-Advanced is a wireless standard for cellular networks with multi-
antenna technology [36]. The main physical difference with broadcasting sys-
tems is the feedback channel from the receiver to the transmitter that allows for
link adaptation techniques in LTE/LTE-Advanced. Link adaptation techniques
improve the communication from the transmitter to the receiver by dynamically
adapting key transmission parameters (e.g. modulation, coding rate, antenna
weight vector for transmit beamforming) to the channel variations occurred in
time, frequency and/or space.
Note that LTE/LTE-Advanced does not include MIMO for its multicast
broadcast extension known as Enhanced Multimedia Broadcast and Multicast
Service (E-MBMS). However, the MIMO schemes adopted for DVB-NGH and
ATSC 3.0 share similar technologies with LTE/LTE-Advanced open loop single
user downlink schemes as the way to exploit the benefits of the MIMO channel.
Regarding the number of transmitting elements, MIMO DTT systems define
a maximum of two transmit antennas, while for LTE the maximum number
is four, and eight for LTE-Advanced. Increasing the number of transmit an-
tennas generally improves the system performance at expense of higher system
complexity.
Receive MIMO Signal Processing
Bit Interleaved Coded Modulation (BICM) [37, 38] is a pragmatic approach to
coded Coded Modulation (CM) [39] where a bit-wise interleaver permits the
independent design of modulation and coding. Design flexibility and robust-
ness against fading have motivated rapid extensions to MIMO systems and
its combination with Orthogonal Frequency Division Multiplexing (OFDM)
modulation. MIMO - Bit Interleaved Coded Modulation (MIMO-BICM) is a
key technology for modern wireless communications systems, such the speci-
fied DVB-NGH and ATSC 3.0. Although BICM with single antenna systems
can provide performance close to capacity [40], there is still a substantial gap
between MIMO-BICM and the multi-antenna system capacity. MIMO-BICM
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with Iterative Decoding (MIMO-BICM-ID), where MIMO demodulator and
the channel decoder exchange extrinsic information in an iterative fashion, has
the potential to reduce the gap to the CM bound. However, the performance
improvements of iterative decoding the MIMO-BICM system come at expense
of higher computational complexity, making it less suited for mobile devices. To
reduce the computational complexity, numerous suboptimal MIMO receivers
have been proposed, e.g., sphere decoding implementation [41, 42] and Mini-
mum Mean Square Error (MMSE) receivers [43].
The performance of MIMO-BICM-ID was evaluated during the standard-
ization of the MIMO profile of DVB-NGH due to the introduction of a bit-
interleaver, which exhibits low complexity, low latency, and fully parallel de-
sign that ease the implementation of iterative structures. The bit-interleaving
is based on permutation sequences that have been optimized for the differ-
ent combinations of constellation and code-rate and transmit power imbal-
ance. Furthermore, these selected permutations optimize the gain achieved by
MIMO-BICM-ID receivers. The evaluations of MIMO-BICM-ID showed an
increasing iterative decoding gain at increasing code-rate [14, 44].
During the standardization of new communication systems the initial de-
sign accounts for perfect reception conditions, e.g., optimal demodulators, per-
fect Channel State Information (CSI), perfect noise power estimation, and
infinite-precision number representations. For instance, that was the approach
to design DVB-T2, DVB-NGH and ATSC 3.0. However, due to complexity
constraints and finite-precision arithmetic, it is crucial for the overall system
performance to carefully design receiver algorithms. In addition since on-chip
memory accounts for a large fraction of the chip area, it is desirable to have
small word length with reduced performance loss.
DTT systems such as DVB-T2, DVB-NGH and ATSC 3.0 rely on Time
Interleaving (TI) techniques to overcome signal fluctuations and improve the
system performance. Yet, TI imposes the highest in-chip memory require-
ments [45], which depend on the quantization resolution and algorithms em-
ployed at the receiver terminal. DVB-T2 defines the same TI memory in num-
ber of cells (which represent a modulated OFDM carrier) irrespectively of the
modulation and coding configured [46]. Using a constant number of cells irre-
spective of the modulation and coding leads to an important reduction in the
maximum data rate and maximum TI depth duration for low order constel-
lations [46]. It is important to note that the final amount of memory in bits
required for the time-deinterleaving block directly depends on the resolution of
the quantization algorithms. Since low order constellations, such as QPSK, can
tolerate higher quantization noise levels, DVB-NGH introduced the concept of
adaptive cell quantization [47]. Adaptive cell quantization permits, for a given
time-deinterleaving memory size in bits, increasing the number of cells of the
TI block for low order constellations while maintaining the interleaving depth
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for higher order constellations. Numerical evaluations for different quantiza-
tion resolutions for the I&Q components showed that the number of cells of
the TI block can be doubled for QPSK and 16QAM compared to 64QAM and
256QAM for similar performance degradation [47]. Similarly, ATSC 3.0 has
also introduced adaptive cell quantization scheme in its specification.
1.2 Motivation and Problem Statement
MIMO in DTT networks has the potential to increase the spectral efficiency
and improve network coverage to cope with the competition of limited spectrum
use, the appearance of new high data rate services, and the ubiquity of the
content. The MIMO benefits can be achieved without additional transmit
power nor additional bandwidth, but normally come at the expense of a higher
system complexity at the transmitter and receiver ends. However, the final
gains due to the use of MIMO directly depend on physical characteristics of
the propagation environment such as spatial correlation, antenna orientation,
and/or power imbalances experienced at the transmit aerials. Additionally,
due to complexity constraints and finite-precision arithmetic at the receivers,
it is crucial for the overall system performance to carefully design specific signal
processing algorithms.
DVB-NGH and ATSC 3.0, the DTT systems with the most advanced terres-
trial broadcast transmission technologies, have adopted MIMO as key technol-
ogy to overcome the Shannon limit of single antenna communications. DVB-
NGH targeting mobile and portable reception, and ATSC 3.0 targeting mobile,
portable and fixed reception, implement similar MIMO precoding solutions
based on rotation matrices for 2×2 MIMO. Hence, the performance analysis of
MIMO precoding techniques for DTT systems in realistic cross-polar MIMO
channels in the UHF band targeting mobile, portable, and fixed rooftop re-
ception is an important research topic. Additionally, a characterization of the
precoder performance against typical characteristics of the MIMO cross-polar
channel in the UHF band (such as antenna correlation and/or transmit power
imbalance) and/or transmission parameters (such as the transmit constellation
order and/or the channel code-rate) is of significant research interest.
Other interesting topic of research is precoding which can exploit statisti-
cal information of the MIMO channel. Previous works in the literature such
as in references [48, 49, 50, 51] have studied MIMO precoding schemes when
transmitters have only available statistical information of the channel due weak
feedback information of high mobility channels, for instance. However, it has
not been applied to the MIMO terrestrial broadcast set-up. Additionally, the
design of precoders for 4×2 MIMO is an interesting topic due to initial consid-
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erations of 4×2 MIMO set-ups in the MIMO study mission of the DVB fora
for a potential extension of DVB-T2 specification.
So far, receiver hardware design has taken into account finite-precision num-
ber representations only in a straightforward manner via simulations, com-
pletely neglecting non-uniform quantizers adjusted to the signal properties. In
addition since on-chip memory accounts for a large fraction of the chip area, it
is desirable to have small word length with reduced performance loss. DTT sys-
tems, such as DVB-NGH, rely on TI techniques to overcome signal fluctuations
and improve the system performance by time-diversity gain. Yet, long TI im-
poses the highest in-chip memory requirements at the receiver, which depends
on the quantization resolution and specific algorithms. With the introduction
of adaptive cell quantization [47] during the standardization of DVB-NGH (and
recently in ATSC 3.0), uniform quantization of I&Q signal component has been
considered and evaluated. However, neither quantization of Log-Likelihood
Ratio (LLR)s nor non-uniform quantizers adapted to the signal statistics have
been considered during the development of DVB-NGH or ATSC 3.0. On the
other hand, [52] proposes non-uniform quantization of LLRs to reduce the time
de-interleaving memory for a DVB – Cable 2nd Generation (DVB-C2) system.
However, quantization of I&Q signal component was not considered in this
work and the algorithms were applied to a SISO system. Hence, investigations
on the topic of quantized MIMO-BICM receivers in DTT systems comparing
I&Q signal components and LLR quantization is an important research topic.
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1.3 Objectives and Thesis Scope
The main research topic of this dissertation is the design, characterization and
evaluation of transmit and receive signal processing for DTT systems employing
MIMO-BICM. In particular, the following specific objectives are defined:
Transmit MIMO Signal Processing
• To analyse the structure of the precoding based on rotation matrices for
MIMO 2×2 systems as the one proposed in DVB-NGH and ATSC 3.0.
• To characterize the performance of the MIMO 2×2 precoding based on
rotation matrices against important channel parameters in DTT systems
in the UHF band, and different transmission parameters.
• To compare the results and conclusions obtained in the research of MIMO
2×2 precoding based on rotation matrices with the solutions adopted in
DVB-NGH and ATSC 3.0.
• To develop new precoding schemes for DTT systems which exploit statis-
tical information of the MIMO channel for 2×2 and 4×2 MIMO systems.
Receive MIMO Signal Processing
• To investigate the performance of uniform and non-uniform quantization
of I&Q signal components and LLRs in MIMO-BICM receivers with it-
erative decoding.
• To investigate the impact on the in-chip memory and receiving architec-
ture of quantization of I&Q signal components and quantization of LLRs.
• To study the performance and in-chip memory trade-off of quantized
MIMO-BICM receiver with iterative decoding.
1.4 Research Approach and Methodology
This thesis includes design of communication algorithms (e.g., MIMO precod-
ing techniques and practical iterative MIMO receivers based on quantized in-
formation) and system performance evaluation (e.g., evaluation of DVB and
ATSC terrestrial standards). It is noted that despite the focus is primarily
under the scope of DTT standards, the investigations will embrace a more gen-
eral scope as design of communication techniques for future wireless broadcast
communication systems using MIMO-BICM.
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The evaluation processes will be mostly driven by numerical simulations.
In practice, the performance evaluation of a new communication system can be
addressed by formula-based calculations, waveform-level simulation, or through
hardware prototyping and measurements [53], and not mutually exclusive. In
first stages of a system design simulation-based approach provides with a cost
and flexible tool where different system/component configurations and trade-
off can be efficiently tested. Simulators can model with desired level of detail
the information flow along the consequent blocks. However, the computa-
tional complexity of current algorithms, such MIMO demodulation or channel
decoding, is significantly increasing and the simulation time to reach accept-
able low error rate criteria can be extremely time demanding. On the other
hand, formula-based techniques are mathematical expressions for different per-
formance measures (Bit Error Rate (BER), Frame Error Rate (FER), etc.)
dependent of the system parameters. They require very low computational
complexity but are, in general, very complex to obtain or various assumptions
have to be integrated in the model which in turns reduces the accuracy of
the predictions. This thesis aims to design and evaluate DTT communica-
tion systems in various environments (e.g., fixed, portable, and mobile) with
most of its components (e.g., channel encoders, modulators, interleavers, etc)
and with practical channel models extracted from measurement campaigns;
therefore, exact closed-form expression are extremely complex to obtain. Nat-
urally, hardware implementations provide massive computational time gains
in addition to accurate and realistic results. Still, it usually involves longer
development time, lower flexibility and higher expenses in equipment. Due to
these reasons, hardware implementations are not commonly used at the early
stages of design cycle when high flexibility is required. In this thesis the design
and evaluation methodology will be mainly based of a combination of system
numerical simulations and derivation of mathematical expressions due to the
requirement of flexibility on design and feasible mathematical tractability.
The performance evaluation of the different signal processing algorithms in
this thesis will be carried in the context of the DTT systems. To this end
a simulation platform supporting the MIMO profiles of the DVB-NGH and
ATSC 3.0 physical layers is developed. This development includes the MIMO
cross-polar channel models in the UHF band for mobile/portable reception (i.e.,
NGH channel models), for fixed rooftop reception (MGM channel mode), and
other basic channels detailed in the Appendix A. These platforms have been
calibrated during the standardization of DVB-NGH and ATSC 3.0 with the
simulation platform of other entities showing good alignment.
The numerical evaluations will average enough channel realizations to pro-
vide statistically reliable results. To this end a number of minimum number
of simulated frames and a minimum number or erroneous detected frames is
defined. The error criteria for the evaluations is selected in each case as a
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trade-off between simulation accuracy and simulation time and common values
used in this dissertation are BER 10−4 and 10−5. Specific simulation stopping
conditions and error rate criteria will be provided in each section prior the
evaluation results.
Transmit MIMO signal processing: In this part of the thesis, the MIMO
channel precoders based on rotation matrices and the proposed channel pre-
coder will be evaluated with information theoretic measures, and with system
BER. Information theoretic measures allow us to study the performance of the
precoders in ideal transmit and receive conditions, providing upper limits for
the maximum achievable rate of a practical implementation. For the perfor-
mance characterization of the MIMO precoding based on rotation matrices,
the mutual information of the BICM and CM systems will be used. For the
performance characterization of MIMO-Channel-precoder based on statistical
information the channel capacity will be used. On the other hand system BER
evaluations provide us with a performance closer to a practical implementation
with specific of transmit and receiving algorithms. In this case both type of
precoders will use the BER criteria to characterize the minimum CNR at a
given error-rate criteria. For the evaluations of the 4×2 MIMO schemes, the
DVB-NGH physical layer simulation platform will be extended to support four
antennas and information streams.
Receive MIMO signal processing: Specifically to this work, the simula-
tion platform has been extended to include MIMO-BICM iterative decoding
and the uniform/non-uniform quantizers of I&Q signal components and LLRs.
The performance of the unquantized MIMO-BICM receiver with iterative de-
coding was also calibrated during the standardization process of DVB-NGH
since the bit-interleaving of the MIMO profile was optimized to improve the
iterative decoding gain. In this part of the thesis the goal is to evaluate the
performance of practical receivers, hence, the comparisons will be carried using
system BER.
1.5 Thesis Outline
This thesis is divided in five chapters and two appendices which are outlined
next.
Chapter 2 presents fundamental concepts on wireless communications
needed for the rest of the thesis. First it presents the fundamentals of MIMO
channels and the fundamental trade-off in MIMO communication which allows
to introduce two important transmission approaches the so-called SFBC and
spatial multiplexing schemes. Then it provides a description of the different
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components and their interactions of MIMO-BICM systems and presents its
information theoretic limits. Finally, this chapter concludes introducing the
concept of iterative demapping and quantization of the received information
which permits signal processing with finite resolution. The theoretical and
practical description of the communication components used in this thesis will
allow to present more in-depth the contributions for this thesis work.
Chapter 3 first studies the performance and structure of MIMO precoders
based on rotation matrices for 2×2 MIMO and focus on the case of cross-polar
antennas, which is the preferred configuration in DTT systems in the UHF
band. Interesting insights are obtained by analysis and evaluation with the
information-theoretic limits of BICM systems and bit-error-rate simulations
including channel coding. Then, a channel-precoder is proposed that exploits
statistical information of the MIMO channel. The performance of the channel-
precoder is evaluated in a wide set of channel scenarios and mismatched channel
conditions, a typical situation in the broadcast set-up. Capacity and system
performance simulations study the benefits and drawbacks of the proposed
MIMO-channel-precoder.
Chapter 4 investigates memory and performance trade-offs of soft-quantized
information in MIMO-BICM receivers. Two types of quantized receivers are
investigated: quantization of I&Q samples and quantization of LLRs. The im-
plications on the in-chip memory and the possibility of implementing MIMO-
BICM with iterative decoding are presented and discussed. Additionally, the
performance degradations of uniform quantization and non-uniform quanti-
zation algorithms is evaluated showing significant potential benefits for non-
uniform quantization adapted to the signal statistics. The results obtained
in this chapter highlight the important trade-off between in-chip memory and
performance for quantized receiver architectures.
Chapter 5 summarizes the main contributions of this thesis and suggests
further topics of research beyond the results of this work.
Appendix A presents the potential gains of multi-antenna techniques in
terms of ergodic and outage capacities for representative channel models in
terrestrial broadcast TV systems. It first starts with the evaluation with some
basic channels widely used within literature and then proceed with the anal-
ysis with channel models extracted from channel measurement campaigns in
the UHF band. The potential gains over the single antenna transmitter and
receivers, which is the most representative case of the current DTT deploy-
ment worldwide, are given. Here, the performance evaluation considers the
case where the information of the channel state is available only at the receiver
(CRSI) and when is also available at the transmitter (CTSI).
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Appendix B describes the MIMO physical layers adopted for DVB-NGH
and ATSC 3.0 specifications. Both specifications share similar architecture for
the implementation of MIMO.
1.6 Research Contributions
Precoding for MIMO 2×2 based in Rotation Matrices
• Performance characterization of the MIMO 2×2 precoding based on ro-
tation matrices against: typical channel characteristics of the MIMO
cross-polar channel in the UHF band, and transmit constellation order
and channel code-rate. Results based on Monte-Carlo simulations of the
information theoretical limits of MIMO-BICM systems and system bit-
error-rate with practical channel codes show the interesting result that in
general the optimal rotation angle depends on the system code-rate. In
particular, the rotation gain increases for increasing code-rate, i.e., at low
code-rates it is optimal not to rotate, and at mid and high code-rates it is
optimal to rotate. It has been found that the gain achieved with rotation,
on the other hand, decreases with increasing constellation orders. The
study of the effect of power imbalance between transmit antennas, which
is an important scenario in the broadcast-set-up, shows that the rotation
performance has the same behaviour as with equal power between trans-
mit antennas. However, in this case the rotation gains are even higher,
increasing for increasing power imbalance factor.
• Performance characterization of the stream-power-allocation matrix with
constellations of different cardinality in each transmit antenna. The eval-
uation in the case of cross-polar antennas shows that allocation of more
power to the constellation with higher cardinality can improve the per-
formance from mid to high code-rates. This can be achieved by either
intentional transmit power imbalance between antennas or stream-power
allocation. The rotation matrix in this case allows for a flexible config-
uration of the desired power allocation to the asymmetric information
streams.
• Analysis and comparison of the precoding solutions adopted in DVB-NGH
and ATSC 3.0. A comparison with the results and conclusions obtained
in this thesis show that the adopted parameters for the precoding in
DVB-NGH can be suboptimal for some transmission configurations due
to the use of the same rotation angle at all transmitted code-rates. For
ATSC 3.0 case, a per code-rate rotation angle optimization allows optimal
rotation performance at each transmitted spectral efficiency.
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MIMO Precoding based on Channel Statistical Information
• A MIMO channel-precoder that exploits statistical information of the
MIMO channel for the terrestrial broadcasting setting. This precoder has
the potential to further increase the channel capacity when compared to
equivalent unprecoded MIMO set-up. The performance of the proposed
channel-precoder is evaluated for fixed and portable channels and various
reception conditions. A mismatched analysis allows to evaluate the per-
formance of the precoder when the channel statistics do not match the
precoder, a typical situation in the broadcast set-up. Capacity results
present performance enhancements in scenarios with strong LoS corre-
lated antenna component, and resilience in mismatched condition for the
considered 4×2 MIMO systems but no enhacement for 2×2 MIMO sys-
tems. BER simulation results with the DVB-NGH MIMO physical layer
show that for low code rates, performance improvements can be achieved
in the case of strong LoS correlation and resilience against mismatched
condition with the channel statistics.
Receiver Memory and Performance Trade-Off of Soft-Quantized In-
formation
• Performance comparison of uniform and non-uniform quantizers for I&Q
signal components and LLRs. The numerical evaluations show that non-
uniform quantizer design adapted to the signal statistics provide signif-
icant improvements in terms of system performance or alternatively in-
chip memory savings. This has been verified for both quantized archi-
tectures, quantized I&Q components and quantized LLRs, but showing
higher enhancement for the latter.
• Impact of the type of quantization in the receiving architecture. An anal-
ysis of the receiving architectures with quantized I&Q signal components
and quantized LLRs unveils than the latter is not tailored to perform
MIMO-BICM with iterative decoding. This is due to the exchange of
demapping and time de-interleaving processing blocks. A receiving ar-
chitecture with quantized I&Q signal components does not have such a
restriction since all the necessary signals for demapping with prior infor-
mation are quantized and stored into memory.
• Impact of the type of quantization in the in-chip receiving memory. Due
to the highest in-chip memory requirements are imposed by the time de-
interleaving memory in DTT systems, this processing block is taken as
reference for memory size calculations. An further study of the in-chip
memory requirements shows lower memory requirements for a receiving
architecture with quantized LLRs than for a receiving architecture with
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quantized I&Q signal components. From the results it can be concluded
that for similar quantization performance degradation, LLR quantization
requires around half the memory compared to the in-chip memory with
I&Q quantization (assuming non-uniform quantizers).
• In-chip memory vs. performance trade-off of MIMO-BICM receivers with
quantized soft-information. Due to the interrelationships between type of
quantization architecture, MIMO-BICM with iterative decoding and in-
chip memory, this thesis presents the in-chip memory vs. performance
trade-off to characterize MIMO-BICM receivers with quantized informa-
tion. Quantization type selection guidelines are provided depending on
the complexity and in-chip memory restrictions imposed at the receiver.
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[J1] D. Gozálvez, D. Gómez-Barquero, D. Vargas, and N. Cardona, “Time
Diversity in Mobile DVB-T2 Systems,” IEEE Transactions on Broadcast-
ing, vol. 57, no. 3, pp. 617-628, September 2011.
[J2] D. Vargas, D. Gozálvez, D. Gómez-Barquero and N. Cardona, “MIMO
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This chapter describes fundamental concepts on wireless communicationsneeded for the rest of the thesis. First, a system overview of main com-
munication components is provided. The fundamentals of MIMO communica-
tions taking a look at the channel matrix representation, types of fading, gains
provided by MIMO and information theoretic limits are presented. The fun-
damental trade-off in MIMO communication between spatial multiplexing (to
increase the data rate) and signal diversity (to increase the signal resilience
against channel fading) is presented. This fundamental trade-off serves as
introduction to review two important transmission approaches, the so-called
space-frequency/time-block codes (to extract diversity) and spatial multiplex-
ing schemes (to extract the multiplexing gain). The focus is then given to prac-
tical systems based on bit-interleaved coded modulation that aim at extracting
the various benefits of the MIMO channel. Followed by a description of the
different components and their interactions, the information theoretic limits of
MIMO-BICM systems are presented. The last part of this chapter is devoted
to the receiver side. First it introduces the concept of iterative demapping
that can provide significant system performance gains at the cost of higher
receiver complexity. Additionally, an important aspect on practical receiver
implementation is the quantization of the received information which permits
signal processing with finite resolution. This chapter describes quantization
concepts and design challenges. The theoretical and practical description of
the communication components detailed in this chapter will allow to introduce
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Figure 2.1: Simplified communication system block diagram.
2.1 System Model Overview
A basic communication system block diagram is presented in Fig. 2.1. A source
generates information, generally in the form of bits, to be conveyed to other
point of a communication link. This information is fed to a transmitter that
adapts the information characteristics to the channel with the goal to maximize
the transmission rate (i.e., number of information bits or symbols per second).




a[n]x (t− nT ) , (2.1)
where a[n] are the information symbols which modulate bandlimited continuous
time pulses x(t + nT ), where n ∈ Z (i.e., set of all integers). The transmitter
sends information every T seconds which produces an information rate of 1/T
Hz proportional to the signal bandwidth. The signal s(t) is passed through the
channel h(t) which distorts its characteristics producing a signal:
y(t) = h(t) ∗ s(t) + w(t), (2.2)
where w(t) is a white Gaussian random process and the operator ∗ denotes
the convolution. The receiver then has the task to recover the transmitted
information. Assuming that the receiver samples the received signal y(t) at
every 0, T, 2T, . . . and considering that the Nyquist rate signalling criterion
is fulfilled, the received signal can then be represented by the discrete time
baseband model:
y[n] = h[n]s[n] + w[n], (2.3)
where n represents the nth sample. With the sampled received signal y[n] the
receiver corrects the corrupted information bits which are finally sent to the
sink which completes the information loop. This provides a very simplified
view of a communication system, now a closer look at the specific components
at the transmitter, receiver and channel characteristics is provided.
Notation In the rest of the thesis the following notation is used: lower case
letters z denote scalars, boldface lower case letters z denote column vectors,
boldface upper case letters Z denote matrices, the superscripts T , † denote
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Figure 2.2: Basic transmit to receive bit-interleaved coded modulation system
block diagram.
transposition and Hermitian transposition, the operator EZ{·} denotes the
expectation over the random variable Z, || · ||F is the Frobenius norm, |X | is
the cardinality of the set X , and Nt and Nr are the number of transmit and
receive antennas, respectively.
Fig. 2.2 presents a system block diagram based on the bit-interleaved coded-
modulation architecture in the general case where multiple information streams
are transmitted across multiple transmit antennas. In the following, details and
a description of the functionalities and structure of each block in the chain is
provided.
A bit stream b that is formed by blocks of data of size N which are input
to the channel encoder is assumed. The channel encoder adds redundancy to
increase the signal resilience against errors generated by the channel generating
a block of coded bits of size Nc (i.e., Nc ≥ N). The ratio N/Nc is the code-rate
and as an example a code-rate 1/2 means that half of the code word contains
source information, while the other half contains parity data. In a BICM system
the encoded bits c are bit-interleaved by a permutation sequence π of size Nc
which breaks the dependencies introduced by the channel encoder. In the case
that multiple streams are accommodated to multiple transmit antennas, the
interleaved coded bits are demultiplexed to Nt streams by a bitwise multiplexer
T . At the lth stream, l = 1, . . . , Nt, groups of ml bits (where m1 + . . .+
mNt =m) are mapped to complex symbols via a one-to-one mapping function
µ , {0, 1}ml → X were X is the set of possible constellation symbols with
cardinality |X |=2ml . Each of the constellation symbols at each of the transmit
streams (or layers) form a vector s of size Nt×1 that is transmitted through
the channel which distorts the signal and adds AWGN noise. The received
signal vector y of dimension Nr×1 is passed to the demapper which provides
soft information about the transmitted information bits d in the form of log-
likelihood ratios Λ. The stream Λ is de-interleaved and passed to the channel
decoder and outputs an estimate vector b̂ of the transmitted bits b. More
specific information of the BICM components will be given in Section 2.4 as
well as its particular application in DTT systems.
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2.2 MIMO Channel: Signal model, Gains and
Capacity
2.2.1 AWGN channel
Given the discrete complex base-band representation of (2.3), a received signal
y distorted by AWGN noise at the nth sample is:
y[n] = s[n] + w[n] , (2.4)
where s[n] is the transmitted symbol and w[n] ∼ CN (0, σ2) is additive cir-
cularly symmetric complex Gaussian noise where σ2 is the noise power. This
channel, although simple, provides with an accurate model for a wide set of
communication channels. Shannon in his path-breaking paper [54] showed that
the maximum rate at which information can be communicated across noisy
channel with arbitrary reliability is:
Cawgn = log2 (1 + SNR) bits/s/Hz, (2.5)
where SNR is the signal-to-noise ratio P/σ2 where P = ‖s‖2 is the variance
of the transmitted signal. As the transmission duration tends to infinity the
probability of error asymptotically approaches zero as long as the rate of infor-
mation R < Cawgn.
2.2.2 Fading
In the scenario with one transmit and one receive antennas where a transmitted
signal s is distorted due to the transmission through a wireless environment
with multiple obstacles and signal reflections the discrete complex base-band
model can be mathematically expressed as:
y[n] = h[n] s[n] + w[n] , (2.6)
where h ∼ CN (0, 1) is the fading coefficient at sample n. The amplitude |h| is
Rayleigh distributed and it models the arrival of a large number of rays at a
singe receive antenna. At the receiver the value of h can be estimated (under
certain channel variability constrains) for coherent detection by tracking the
channel with pilot information sent multiplexed with the data. In the case that
the information of the channel estate h is absent at the receiver this is known
as blind or non-coherent detection. In this thesis it is always assumed that the
receiver estimates the channel for coherent detection.
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Figure 2.3: MIMO channel diagram.
Fast and Block Fading The type of fading can be classified as fast fad-
ing and block fading depending on the channel variability and the duration of
the code words. First the channel coherence bandwidth/time is defined as the
frequency/time range where the channel variation can be considered constant.
Fast fading refers to the situation where within a code word multiple coherence
periods can be observed, while for the block fading case the channel remains
constant over the entire code word. Typically, fast fading occurs due to con-
structive and destructive interference at the receive terminals due to multipath
interference or high speed mobility reception. Deep fades in fast fading opera-
tion can vanish received signal up to 40 dB [55]. For block fading, the fading
can drop the received signal up to 20 dB [55], and it can be caused due to
varying obstruction of the LoS between the transmitter and receiver, such as
buildings or hilly terrain.
2.2.3 Multiple Antenna Channel
In the case that Nt transmit antennas and Nr receive antennas are used in the
communication link, the discrete complex base-band model is:
y[n] = H[n] s[n] + w[n] , (2.7)
where s is the Nt×1 transmitted vector and w ∼ CN (0, σ2I) is Nr×1 addi-
tive circularly symmetric complex Gaussian noise. In (2.7) H is the channel
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represented by a matrix of dimension Nr×Nt:
H =













hNr1 . . . hNrj . . . hNrNt
 (2.8)
where hij is the channel coefficient between the ith receive antenna and the
jth transmit antenna and distributed -in the general case- as CN (0, 1). The
index n is omitted for simplicity in the rest of the subsection. Fig. 2.3 shows
a representation of a MIMO channel. Different antenna configurations are
defined depending on the number of transmit (Nt) and receive (Nr) antennas.
SISO refers to the case when a single antenna is used at both sides of the
communication link, Single-Input Multiple-Output (SIMO) when only multiple
antennas are employed at the receiver, MISO when only multiple antennas are
used at the transmitter, and the general case when both the transmitter and
the receiver have multiple antennas is called MIMO.
Channel normalization In this thesis the channel power is defined as the





and additionally we force
∑Nr
i |hij |2 =1. As an example for a system with Nr=
2 and Nt=1 the channel power in (2.9) is equal to 1 and for a MIMO system
with Nr =2 and Nt=2 the channel power in (2.9) is equal to 2. This channel
normalization is valid for the antenna schemes considered in this dissertation
with up to two receive antennas, and it will be useful when comparing MIMO
channels with different structure (e.g., co-polar and cross-polar) for the same
number of transmit and receive antennas.
SNR definition In the literature multiple definitions are used for the SNR.
In this thesis the SNR is defined as SNR = P/σ2, where P is the total trans-
mitted power across all the transmit antennas. For a fair comparison between
MIMO schemes with different number of transmit antennas, the following power
constrain:
∑Nt
i Pi=1 is set.
CNR definition In a OFDM system the SNR can be defined with respect to
the CNR. In a practical OFDM signal some of the outer end carriers are unused
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(guard carriers) to reduce the potential interfere to adjacent RF channels due
to the spectrum roll-off. The number of guard carriers depend on the FFT size,
the larger the FFT-size the quicker the spectrum roll-off and therefore more
carriers can be used to convey information data [45]. In the CNR definition
used in this thesis the carrier power refers to information carrier power. Since
the noise added at the receiver (in time domain) affects all the carriers (i.e.,
information and guard carriers) the signal to noise ratio at the input of the
OFDM demodulator (SNR) and the output of the OFDM demodulator (CNR)
has the following relationship in dB:










hijsj + wi, i=1, 2 . . . , Nr, (2.11)
as we can see the received signal at the ith antenna is the combination of all the
signals from all the transmit antennas plus the AWGN noise. Let us consider at
the jth receive antenna the symbol from the ith transmit antenna when i=j as
the desired message and the other transmit symbols (i.e., i 6=j) as interference.
Then expression (2.11) can be decomposed as:





+wi, i=1, 2 . . . , Nr.
(2.12)
Here, we can clearly observe the inter-antenna interference created in a MIMO
channel. Optimal detection of the received vector y with the inter-antenna
interference term increases the search space of the received signal to |X |Nt .
The full space search increases exponentially with the number of the transmit
antennas which can impose significant limitations on the system complexity
for typical constellation sizes and number of transmit antennas. More detailed
explanation of MIMO demodulation and complexity issues will be discussed in
subsection 2.4.4.
MIMO Gains The implementation of MIMO provides array gain, diversity
gain and multiplexing gains which are described next. Array gain increases the
received SNR with multiple transmit and/or receive antennas. When channel
state information is available at the receiver, the signal received from multi-
ple receive antennas can be added coherently. In a transmitter with multiple
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transmit antennas and channel state information, the information at each of
the transmit antennas can pre-processed so the signals add coherently at the
receiver side. This is also known as beamforming, however, information about
the channel state at the transmitter is absent in DTT systems. Diversity gain
improves the reliability of the transmission by sending the same information
through independently faded spatial branches to reduce the probability that all
channels are in a deep fade. The simultaneous utilization of multiple antennas
at the transmitter and receiver side permits the opening of multiple spatial
pipes across the wireless channel providing multiplexing gain.
2.2.4 MIMO Channel Capacity
Fixed channel For a fixed matrixH, the channel capacity derived by Telatar [56]
with information about the channel coefficients only available at the receiver
is:








where SNR is the received SNR at each receive antenna.
An alternative formulation for the channel capacity comes from the singular
value decomposition of a matrix [57]
H = UΣV†, (2.14)
where U and V are Nr×Nr and Nt×Nt, respectively, unitary matrices and Σ
of size Nr×Nt is a rectangular matrix with non-negative real numbers on the





expressions (2.7) can be reformulated as:
ỹ = Σx̃ + w̃. (2.16)
Using the fact that w̃ is the equally distributed1 as w, (2.13) is expressed as a












where λi is the ith diagonal entry of Σ.
1Uw ∼ w if w ∼ CN (0, I) and U is unitary matrix, i.e., U†U = I.
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The above expression shows that the MIMO channel can be decomposed
into a parallel channel where the gain of each channel is given by the singular
values of the matrix H. The value nmin is the number of non-zero singular
values which depend on the rank of the matrix channel H. The higher the value
nmin the higher the number of parallel channels in which information can be
transmitted through. The maximum capacity in a MIMO channel is achieved
when the matrix H is full rank, i.e., columns are linearly independent (when
Nr > Nt) or rows are linearly independent (when Nt > Nr). Full rank matrices
are achieved in environments with many scatters with sufficient separation
between antennas, or in MIMO systems that use different polarizations. In
the extreme case that the MIMO components are fully correlated, the channel
matrix H becomes singular, with only one non-zero singular value, which has
the same capacity as a SISO communication link. The impact of correlation in
MIMO capacity will be studied in more detail in Chapter 3 and Appendix A.
Fast fading channel If the channel matrix H is a Rayleigh random variable
i.i.d. from sample to sample (i.e., fast fading) the long-term rate of reliable
communication is:








This channel capacity commonly known as ergodic-capacity is achieved for sys-
tems where coding is performed over multiple channel realizations. This is
the case as in mobile channels where the information can be interleaved over
different channel realizations due to the varying nature of the mobile channel.
Although the ergodic capacity is achieved for infinite long code-words, prac-
tical systems have sufficiently long coding and interleaving which makes the
ergodic-capacity a valuable metric. The capacity in (2.18) is for the case where
the receiver perfectly tracks the channel states but no knowledge is available
at the transmitter site. In this channel the optimal transmission strategy is
to isotropically transmit among the transmit antennas. The case with channel
state information at the transmitter is discussed in a latter section.
Block fading channel In the situation of slow fading, where a channel real-
ization does not vary within a code-word, the capacity limit as the maximum
achievable rate with arbitrary reliability is no longer useful. In this case, since
there is no average (or interleaving) over multiple channel realizations, the











is no longer zero. In this case it is said that the channel is in outage and is
useful to compute the probability of outage given the channel distribution:








With the outage probability pout, one can define the ε-outage-capacity Cε
which is the largest rate of transmission R such pout is less than ε. It can be
expressed mathematically as:
Cε = sup{R|pout < ε} (2.21)
Channel state information at the transmitter side In the case that the
transmitter has also knowledge of the information about the channel state, the
transmission can be adapted to optimize the system performance. This case is
referred as Channel Transmit State Information (CTSI).
Similarly to the case with CSI only at the receiver (i.e., Channel Receive
State Information (CRSI)), the analysis is started with the simple case when
the channel matrix H is fixed. In this case, the capacity expression in (2.17)












where P ∗i are the optimized powers with the water-filling algorithm [13] as-
signed to each of equivalent MIMO channels which follow the following expres-
sion:

































It is noted that for the slow-fading case, transmission can only be optimized
in the spatial domain, since the transmitter does not have knowledge of the
variations of the channel in time.
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In the situation that the transmitter wants to optimize the transmission
in a statistical way, one has to find the optimal transmit covariance matrix Q













This will be further developed in Chapter 3, where a precoder is optimized
based on the statistics of the channel.
2.3 A Fundamental Trade-Off and Transmission
Approaches
2.3.1 Multiplexing-Diversity Trade-Off
A MIMO system can be used to increase the transmission reliability through
diversity gain or to increase the system rate through spatial multiplexing gain.
There is however, a trade-off between the diversity and multiplexing gain that
may be achieved in a MIMO channel [13, 58], i.e., one cannot arbitrarily in-
crease the diversity and multiplexing gains at the same time.
For a MIMO system with a fixed transmission rate R, the maximum achiev-
able diversity gain dmax is given by the negative slope of the probability of
error pe(SNR, R) (which is a function of the rate R and SNR) with asymptotic
SNR [59]:





In such a system the probability of error scales as pe(SNR, R) ≈ SNR−dmax . For
instance, in a MIMO slow fading i.i.d. Rayleigh channel with Nt transmit and
Nr receive antennas, a capacity achieving system (with optimal transmission
and receiver detection) can achieve a maximum diversity order dmax = Nt ·
Nr [13, 59].
Alternatively, the Nr×Nt MIMO system has a maximum multiplexing gain






In a MIMO slow fading i.i.d. Rayleigh channel and a capacity achieving system
(with optimal transmission and receiver detection) the maximum multiplexing
gain is rmax = min{Nt, Nr} [59].
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Expressions in (2.27) and (2.28) are the two extremes of the so-called
Diversity-Multiplexing Tradeoff (DMT) which describes the relationship be-
tween diversity and multiplexing in MIMO systems. A MIMO system cannot
increase both the transmission rate and reliability to the maximum values in
(2.27) and (2.28) but needs to trade between them. In a slow fading i.i.d.
Rayleigh channel, the optimal DMT is a piecewise linear function:
d(r) = (Nt − r)(Nr − r), (2.29)
where r = 0, . . . , rmax. This trade-off indicates that if the rate is increased as
r log2(SNR), then the error probability decreases as SNR
−d(r) [13]. The design
of MIMO coding schemes with different diversity and multiplexing capabilities
has been an active area of research in the last two decades.
2.3.2 Space-Frequency Block codes
Coding the information symbols across the signal dimensions, i.e., space, time
and frequency, can bring substantial performance improvements in the link reli-
ability and throughput. Space Frequency (or Time) Block Codes (SFBC/STBC)
code information data across space and frequency (or time) to get closer to the-
oretical performance limits. SFBC/STBC can be designed to increase transmis-
sion reliability, to increase the data rate, or both following the DMT principle.
In order to exploit the benefits of SFBCs, it is necessary to employ orthogonal
pilot patterns between antennas, so that the receiver can estimate the channel
response from each transmit antenna. This means that to maintain the same
resolution of channel estimation as with single antenna transmissions, the num-
ber of pilots required with one transmit antenna shall be doubled/quadrupled
with SFBC across two/four transmit antennas. This additional overhead can
impose significant limits in the final system performance [14].
A very well known STBC is the Alamouti code designed to provide full
diversity with rate 1 (i.e., one information symbol per channel use) in a MISO









where c1 and c2 are constellation symbols. The columns of the matrix corre-
spond to different transmit antennas and the rows correspond to different time
or frequency slots. The Alamouti code is optimal in the sense that reaches
the DMT frontier. With two receive antennas (i.e., 2×2 MIMO) the Alamouti
code still provides full diversity but it is no longer optimal in terms of the DMT
limit since only one information symbol is transmitted in one channel use.
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Transmit Diversity Techniques in DTT systems
The Alamouti code has been adopted in DTT systems first in DVB-T2 and
then in DVB-NGH. In DVB-T2 it was used to encode information symbols from
distributed pairs of transmitters to improve reception in SFNs where the signals
from multiple transmitters can create destructive interference erasing parts of
the received signal bandwidth. For optimal performance of SFBCs/STBCs
with linear decoding complexity, it is important that channel responses for all
the carriers (or time slots) carrying one block should remain unchanged. For
this reason, the Alamouti code in DVB-T2 encodes information symbols in
space and OFDM carriers since it was assumed that the channel coefficients in
adjacent OFDM carriers have lower variation than in adjacent OFDM symbols.
Alternatively to Alamouti code, the performance in SFNs with single an-
tenna receivers can be improved by applying a linear pre-distortion to the
common waveform of the signals transmitted by the multiple sites increasing
the spatial diversity. DVB-NGH adopted eSFN [60], a linear pre-distortion to
the frequency carriers of the OFDM waveform in a manner that special signal
processing at the receivers is not necessary, since the frequency pre-distortion
is seen by the receivers as part of the channel. Compared to the Alamouti
code, there is no additional overhead due to increased pilot density. Similarly,
ATSC 3.0 has adopted an antenna scheme to improve the overall performance
in SFN, known as Transmit Diversity Code Filter Sets (TDCFS) [61], but with
better correlation properties than eSFN.
SFBCs can be also designed to provide multiplexing gain, a full-rate full-
diversity scheme for 2×2 MIMO channels is the Golden-Code proposed in [62].

































and ci, i = 1, . . . , 4 are constellation symbols. The Golden-Code achieves the
DMT limit with an encoding matrix providing nonvanishing determinant with
decoding complexity proportional to O(X 4). The Golden-Code was evaluated
during the standardization process of DVB-NGH but was discarded in favour
of more simple schemes such as plain SM due to the increased decoding com-
plexity (decoding complexity of SM proportional to O(X 2)) and performance
degradation when connected with strong channel coding such as the LDPC
codes at low code-rates [29, 63].
Various SFBCs rate 1 and rate 2 codes for MIMO systems in distributed
scenarios were also proposed and evaluated during the DVB-NGH standard-
ization process for the hybrid terrestrial-satellite MIMO profile with multiple
antennas at the terrestrial site and/or the satellite [32, 64, 65, 66, 67]. For rate
39
CHAPTER 2. PRELIMINARIES
1, the codes adopted in the hybrid terrestrial-satellite MIMO profile depend
on the number of transmit antennas at the terrestrial site and satellite. With
one transmit antenna at the terrestrial site and the satellite, the adopted codes
are based on the Alamouti code and eSFN. With two transmit antennas at
the terrestrial site and one transmit antenna at the satellite, or vice-versa, the
adopted codes are based on the Alamouti+QAM code [67] and eSFN. In the
case that the terrestrial site and the satellite have two transmit antennas, the
adopted codes are based on the Alamouti code and eSFN. For rate 2, the codes
adopted in the hybrid terrestrial-satellite MIMO profile are based on rotation
matrices which will be presented in latter sections.
2.3.3 Spatial Multiplexing Techniques
In the previous subsections, SFBC schemes that increase the multiplexing rate
of the communication system have been presented. However, the most simple
way of using spatial multiplexing is by sending independent information across
the transmit antennas, i.e., MIMO SM. In a 2×2 MIMO system with SM,
one information symbols is transmitted by one antenna and received by two
antennas through two spatial paths. The spatial diversity of MIMO SM can
be increased by applying a rotation matrix R to the data streams:
R =
[
cos θ sin θ
sin θ − cos θ
]
. (2.32)
A 2×2 rotation matrix has the form in (2.32) and is a family of matrices that
are characterized as orthonormal matrices, i.e., RRT = I. A rotation matrix
with parameter θ linearly combines independent data streams so each transmit
antenna conveys information of all data streams increasing the spatial diversity.
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It can be seen that the information vector [x1, x2]
T
is transmitted over the




for the non-rotated case, and [cos θ, sin θ]
T
and
[sin θ,− cos θ]T for the rotated case.
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Figure 2.4: Vector representation of a MIMO system with two transmit
antennas with (right) and without (left) rotation matrix. Without rotation
the symbols in each data stream are transmitted in just one antenna each,
while with rotation the symbols in each data stream are transmitted through
both antennas.
Fig. 2.4 illustrates the vector representation of a 2×2 MIMO system trans-
mitting information symbols x1 and x2 in a scheme without the application of
a rotation matrix (left diagram labelled with SM) and with the application of a
rotation matrix (right diagram labelled with ROT). In the case of no rotation,
each data symbol x1 and x2 are allocated directly to a single transmit antenna.
For the case of rotation, both symbols x1 and x2 are allocated to both transmit
antennas.
The following example compares the received signals with and without ro-
tation matrix processing at the transmitter in the situation when the signal
from one of the transmit antennas in a MIMO channel is lost due to a deep
fading realization.
Example: Received symbols in a communication system with a 2× 2
MIMO channel in the event of signal outage from one of the transmit
antennas.


























and the output symbols r1 and r2 are (the noise is neglected in this
example to ease the notation):
r1 = h11x1 + h12x2
r2 = h21x1 + h22x2.
(2.36)
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and the output symbols r1 and r2 are:
r1 = h11 (x1 cos θ + x2 sin θ) + h12 (x1 sin θ − x2 cos θ)
r2 = h21 (x1 cos θ + x2 sin θ) + h22 (x1 sin θ − x2 cos θ) .
(2.38)
Assuming the signal from the first transmit antenna is lost, the first col-
umn of the 2×2 MIMO channel matrix is the zero vector, i.e., [h11, h21]T =
[0, 0]
T




and for the rotated case are:
r1 = h12 (x1 sin θ − x2 cos θ)
r2 = h22 (x1 sin θ − x2 cos θ) .
(2.40)
One can observe that with the use of rotation matrices the two transmit-
ted symbols x1 and x2 are received even in the case of the signal of one of
the transmitters is in deep fade. Although this situation may appear as
beneficial in all situations, the situation may differ when combined with
FEC schemes. The performance of rotation matrices with FEC will be
addressed in Chapter 3 of this thesis.
It is noted that to demodulate an SM signal it is necessary to employ orthog-
onal pilot patterns (as for the Alamouti code) between antennas, so that each
receive antenna can estimate the channel response from each transmit antenna.
Compared with single antenna transmissions, the required number of transmit-
ted pilots must be doubled for the same resolution of channel estimation, hence
reducing the overall spectral efficiency.
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Figure 2.5: MIMO precoding scheme adopted in DVB-NGH form by a
concatenation of rotation matrix and phase-hopping term with two transmit
antennas with vertical polarization (VP) and horizontal polarization (HP).
Spatial Multiplexing Techniques in DTT systems
DVB-NGH and ATSC 3.0 have adopted a spatial multiplexing techniques based
on rotation matrices and presented in Fig. 2.5. The presence of correlation
in the MIMO channel due to LoS channel condition, which frequently hap-
pens in fixed terrestrial broadcast environments, is especially detrimental for
MIMO SM. MIMO precoding based on rotation matrices overcomes this sit-
uation retaining the multiplexing capabilities of MIMO SM, and at the same
time, increasing the robustness against spatial correlation. The information
symbols are weighted and combined before their transmission across the anten-
nas according to a specified rotation angle. This rotation angle can be tuned
for different transmission parameters and channel conditions. In addition, a
periodical phase hopping term is added to the second antenna in order to
randomize the code structure and avoid the negative effect of certain channel
realizations. The specific parameters and structure of the MIMO precoding
inlcuded in DVB-NGH and ATSC 3.0 is detailed in Chapter 3. The analysis
of MIMO precoding based on rotation matrices, with both an information-
theoretic point of view and with numerical evaluations using channel coding is
also provided in Chapter 3.
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2.4 MIMO-BICM: Components and Mutual In-
formation
A coded modulation system jointly designs modulation and coding. Trellis-
coded modulation [39] and multilevel codes [40] are popular coded modulation
schemes. In bit-interleaved coded modulation system [37, 38], modulation and
coding are separated by a bit-interleaving allowing independent design of each
component. However, the introduction of a bit-interleaver imposes an infor-
mation loss due to the elimination of the interdependences of the transmitted
coded bits. Design flexibility and robustness against fading channels have mo-
tivated rapid extensions to MIMO systems and its combination with OFDM
modulation. Modern wireless communications systems, such as DVB-NGH and
ATSC 3.0 include MIMO-BICM as key technology to cope with the increasing
demand for data rate and transmission reliability.
In the next subsection introduces and details the main characteristics of
the components of a MIMO-BICM system, and provide information-theoretic
results of BICM and CM under fading channels.
2.4.1 Forward Error Correction
Channel coding is a core part of any communication systems which allows
the correction of channel impairments in the received signal and is generally
referred as Forward Error Correction (FEC). The information bits act as an
input to the channel encoder which adds redundancy to the information bits
to increase the robustness of the transmitted signal, allowing correction of
corrupted bits at the receiver with feasible decoding complexity. Shannon in
1948 [54] derived the channel capacity as upper bound on the maximum reliable
information rates achievable over noisy channels, which has become a practical
benchmark for reliable communications over many practical communication
channels. It was only with the development of practical error correcting codes
such as the turbo-codes [68] and the LDPC codes [10, 69], that channel coding
started to perform closely to the capacity limits of practical channels [70].
A concatenation of Bose-Chaudhuri-Hocquenghem (BCH) and LDPC codes
has been adopted amongst others in the physical layers of DVB-T2, DVB-
NGH and ATSC 3.0. Compared with the FEC scheme used in first-generation
DVB systems based on the concatenation of a convolutional and Reed-Solomon
codes, the utilization of BCH and LDPC codes provide gains ranging from 3 dB
to more than 5 dB for low and high bit-rate services, respectively, in stationary
channels [71].
Low density parity check codes are linear, binary block codes and are con-
structed with sparse parity-check matrices which provide decoding complexity
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only increasing linearly with the size of the code. A sparse (Nc−N)×Nc parity-
check matrix H (being N and Nc the size of the input uncoded bits and output
coded bits, respectively) can be represented by factor graphs [72] consisting on
Nc variable nodes and Nc − N check nodes (or number of parity-check equa-
tions). An entry value of 1 at the ijth position of the matrix connects by an
edge the ith check node to the jth variable node. Classical decoding consists
on exchange of extrinsic soft information between the variable nodes and the
check nodes in an iterative fashion until the estimated code-word verifies the
parity-check equations (i.e., HxT = 0T ) or a maximum number of iterations is
reached. This type of algorithm approximates Maximum a Posteriori (MAP)
decoding performance and is termed belief propagation [73]. Although the de-
coding performance improves with increasing number of iterations, it comes
at the expense of higher computational complexity. Furthermore, reaching a
certain number of iterations, the performance improvement saturates and ad-
ditional iterations only provide marginal improvement. A common value of
maximum number of iterations is 50, and is the one assumed for DTT systems
such as DVB-T2 [45], and is the value used in this dissertation.
DVB-T2 and ATSC 3.0 specify code sizes of 16200 bits (short codes) and
64800 bits (long codes). DVB-NGH targeting mobile devices with limited hard-
ware requirements specify up to 16200 bits code size. With the objective of
reaching varying reception environments with services requiring different spec-
tral efficiencies, modern DTT systems include in its specifications a wide set
of code-rates, ranging from very low code-rates (for high robustness) to high
code-rates (for maximum spectral efficiency). The MIMO profile of DVB-NGH
defines 7 code-rates from 5/15 to 11/15 with equal spacing. ATSC 3.0 widens
this set with a total of 13 code-rates from 2/15 to 13/15.
2.4.2 Bit-Interleaver
The output of the channel encoder is bit-interleaved to break the dependences
introduced by the binary channel code and fed to the mapper. The bit inter-
leaver permits an independent design of binary channel encoders and mapper,
which can be adapted to the channel and system requirements, greatly sim-
plifying the design. Although in the literature the bit-interleaver is generally
defined as a sufficiently long random sequence, practical systems require the
design of particular permutation sequences known at the transmitter and at
the receiver.
Due to the irregular structure of the LDPC codes included in the DVB-T2
specification (and inherit by DVB-NGH) with non-uniform protection along
the code-word and non-uniform robustness amongst the bits in the label of a
multilevel constellation, a concatenation of a bit-interleaver and demux is in-
troduced. This concatenation provides equal protection along the code-word
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and avoids performance degradation in fading channels. The design of the dif-
ferent stages of this type of bit-interleaver is a function of the constellation size,
code-rate and channel encoding code-word size. The bit-interleaver part is com-
prised of a parity-interleaver followed by a column-twist block interleaver. The
parity-interleaver applies a permutation sequence in such a way that the parity
part of the parity-check matrix has the same structure as the information part.
The parity-interleaved bits are serially written into the column-twist interleaver
column-wise, and serially read out row-wise where the write start position of
each column is twisted depending on the constellation size. Compared to this
type of bit-interleaver, the MIMO profile of DVB-NGH includes in its specifica-
tion a novel parallel bit-interleaver with reduced hardware complexity and low
latency. The parallel bit-interleaver encourages the use of iterative structures
and it has been optimized for iterative reception. The main novelty of this
type of bit-interleaver is the inclusion of a group-wise interleaver which allows
optimum combination between code bits and constellation symbols with dif-
ferent permutations for each combination of constellation and code-rate. Due
to the additional performance and hardware benefits exhibit by this type of
bit-interleaving, ATSC 3.0 has adopted this architecture as bit-interleaving so-
lution.
2.4.3 Mapping from Bits to Constellation Symbols
The mapper takes in a bit-interleaved stream of coded bits in groups of m bits
and produces output complex valued symbol vector from a constellation set X
with cardinality |X | = 2m. The location of the constellation points has a direct
impact in the system performance. Quadrature amplitude modulation (QAM)
constellations are widely used in practical systems such as DVB-T, DVB-T2
and DVB-NGH. This constellation have uniform distribution of the symbols
on the complex I&Q plane with the same distance between any two adjacent
points and have a squared shape. Fig. 2.6 shows an example of a 16QAM con-
stellation. However, this uniform sampling of constellation points is suboptimal
from the capacity point of view since to approach the Shannon information-
theoretic limit the transmitted signal has to be Gaussian distributed. Non-
uniform constellations are designed to overcome the performance degradation
due to uniform spaced constellations obtaining more Gaussian-like distributed
constellations sets [74, 75, 76]. This gain is normally referred as shaping gain.
Fig. 2.6 shows an example of a non-uniform 16-point constellation. Non-
uniform constellations have been adopted in broadcasting standards such as
DVB-NGH [77] and ATSC 3.0 [78]. Two types of non-uniform constellations
have been defined: One-dimensional Non-Uniform Constellation (1D-NUC) and
Two-dimensional Non-Uniform Constellation (2D-NUC). 1D-NUCs are formed
by two non-uniform Pulse Amplitude Modulation (PAM)s, corresponding to
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Figure 2.6: Constellation examples with 16 points. Left curves present
16QAM constellation with set-partitioning/Gray mappings. Right curve
presents a two-dimensional non-uniform 16-point constellation.
the I and Q components, producing a non-uniform constellation with squared
shape which allows the use of low complexity one-dimensional demappers [79].
2D-NUCs optimize the positions of the constellation symbols in the complex
I&Q plane, producing a constellation with non-squared shape outperforming
1D-NUCs but with higher demapping complexity [80]. Non-uniform constel-
lation in these systems have been optimized for single antenna transmissions.
The performance of non-uniform constellations with cross-polar MIMO in mul-
tipath channels has been evaluated in [81]. In DVB-NGH, although included
in the specification, 1D-NUCs were never evaluated in connection with MIMO.
For ATSC 3.0 the same SISO-optimized constellations have been reused for the
MIMO profile. The design of non-uniform constellations optimized for MIMO
channels in terrestrial broadcasting systems is still an open research topic and
is therefore out of the scope of this thesis. Hence, this dissertation will focus
on the case of QAM constellations.
Besides of the constellation shape, the mapping of the m-length binary
label to the set X with 2m constellation symbols has an important impact in
the performance of the BICM system. A popular mapping is the Gray labelling
which has the property that any the bit-labels of any two adjacent constellation
symbols only differ by one bit, i.e., the Hamming distance is at most one bit.
In the high SNR regime Gray labelling minimizes the bit-error-probability [82].
In the context of BICM with iterative demodulation (see section 2.4.4) other
mappings such as set-partitioning provide higher iterative demodulation gains
in BICM systems [83]. An example of Gray and set-partitioning labellings is
shown in Fig. 2.6. This dissertation will consider Gray labelling as the primary




2.4.4 MIMO Demodulation and Iterative Decoding
In a MIMO coded system, joint demodulation and decoding achieves optimal
error-rate performance for CM. Joint demodulation and decoding is able to
exploit the bit interdependences introduced by the channel code. However, op-
timal performance comes at expense of prohibitively high computational com-
plexity. In contrast, in BICM, demodulation and decoding are separated into
independent processing blocks by using bit-wise interleaving with feasible com-
putational complexity. Solving both tasks separately introduces an information
loss because bit interdependences introduced by the channel code are no longer
exploited. Although single antenna BICM systems with Gray labeling are able
to perform close to CM capacity on AWGN channel, there is a significant gap
between MIMO demodulation in a BICM system and joint detection and de-
coding.
Alternatively, non-binary LDPC codes [84, 85] based on low density parity
check matrix where equations are done on a Galois Field of cardinality higher
than 2, work directly with constellation symbols which prevent the mutual
information loss due to marginalization in the binary case. This performance
advantage comes at the expense of higher decoding complexity compared to the
binary counterpart. Furthermore, the worldwide efforts in hardware implemen-
tation, adoption in practical standards and development of optimal algorithms
of non-binary LDPC codes are still far compared to the binary case.
In a MIMO-BICM system, the performance can be further improved by em-
ploying iterative MIMO decoding [86]. Here, MIMO demodulator and channel
decoder exchange extrinsic (new) information in an iterative fashion. Iterative
MIMO-BICM decoding is a key technology to approach the coded-modulation
bound. Iterative decoding increases the receiver complexity due to the repeated
application of the demodulator and channel decoder blocks. Since iterative de-
coding only affects the receiver, no modifications are required in standards and
transmitters.
Fig. 2.7 presents the conceptual diagram of a iterative decoding process.
The soft-in soft-out demodulator computes a-posteriori information about the
transmitted code bits in the form of LLRs with the received distorted signal,
channel estimates, noise power and in the light of the a-priori information
coming from the channel decoder. At the output of the soft-in soft-out detector
extrinsic (new) information is computed by subtracting the a-priori LLRs from
the a-posteriori information estimates. Exchange of only new information is
crucial for the convergence of the iterative process. Then, the extrinsic LLRs
are bit-wise de-interleaved to become a-priori information input to the LDPC
channel decoder which performs belief propagation iterative message passing
algorithm to compute corrected a-posteriori LLRs. Here, extrinsic information
is again computed by extracting the a-priori information at the input of the
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Figure 2.7: Iterative demapping and decoding block diagram.
channel decoder, and bit interleaved to become a-priori information to the soft-
in soft-out demodulator closing the iterative process loop. Iterative exchange
of extrinsic information is performed until a maximum number of iterations is
reached or the parity checks are satisfied in which case the channel decoder
outputs hard decisions.
Note that at the first iteration no a-priori information is available at the
input of the soft-in soft-out demodulator. Hence, an all-zero vector is fed to
the demodulator which computes soft reliable information about the transmit-
ted code bits to be fed to the channel decoder. The BICM performance at
the first iteration of the iterative decoding process corresponds in fact to the
performance of conventional BICM receivers without iterative decoding.
The next subsections describe different algorithms for soft-in soft-out MIMO
demodulation from non-linear demodulators with (near) optimal performance
but with high computation complexity requirements, to linear demodulators
with low computational complexity requirements.
Soft-In Soft-Out MAP demodulator The optimum demodulator in MIMO
systems maximizes the a-posteriori probabilities (MAP) of transmitted code
bits and minimizes the probability of error. It can be expressed in the form of













where p(cl|y,H) is the probability mass function of the transmitted coded bits
conditioned to the received vector y and the channel matrix H. X 1l and X 0l
are the set constellation symbols with the corresponding bit label cl to 1 and 0,
respectively, and the conditional Probability Density Function (pdf) p (y|x,H)



























where bl ∈ {0, 1} is the bit label of s and La(cl) is the a priori LLR for cl
which is provided by the LDPC decoder. In the case of non-iterative detection
a priori information is not fed back to demodulate the MIMO signal and La is
a zero vector.






















where the summation of the a-priori LLRs La spans all the label bits that equal
1. Despite the optimal error rate performance of MAP demodulator, for each
demodulator execution the complexity order is O(|A|Nt) where |A| is the car-
dinality of the symbol constellation A (e.g., |A| = 4 for QPSK) and Nt is the
number of transmit antennas. That is, complexity increases exponentially with
the number of transmit antennas and linearly with the number of demodulation
executions. The complexity of the MAP demodulator is commonly considered
as too computationally demanding for most of the practical applications there-
fore a vast number of suboptimal demodulator with lower complexity have been
proposed in the literature.
Soft-In Soft-Out Max-log demodulator To reduce the computational
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replaces the computation of logarithmic and exponential functions to a min-
imum distance problem more suitable for hardware implementation with re-
duced performance loss. Applying the max-log approximation to (2.41) and
further manipulations similar to those in (2.44), the computation of the ap-




















where the summation of the a-priori LLRs La spans all the label bits that
equal 1. The complexity for each execution of max-log demodulation has order
O(|A|Nt), hence still scales exponentially with the number of transmit antennas
and linearly with the number of demodulation executions.
Soft-In Soft-Out MMSE demodulator Linear demodulators like MMSE
are other kind of efficient receivers with very low computational complexity.
They apply a linear equalizer to suppress the stream interference to provide an
estimate of the transmitted symbols followed by a per-layer detection. There-
fore, the joint MIMO detection problem is transformed into independent single
transmit antenna (i.e., one layer) detection problems. The estimates computed
by the MMSE equalizer can be improved using the information provided by
the channel decoder. This approach was initially proposed for soft MMSE
equalization for communication over intersymbol interference (ISI) channels
(cf. [87, 88]) and later to wireless communication systems [43, 89, 44]. The
linear MMSE receiver for non-iterative schemes is given by [90]:
x̃ = (H†H + σ2I)−1H†y, (2.47)
where y = Hx + w is the noisy receive vector, H is the MIMO channel matrix,
x is the transmit vector. The estimated transmit vector is denoted by x̃ and I
denotes the identity matrix.
The expression in (2.47) can be generalized to take a-priori information into
account. The modified estimate is given by
x̂ = µx + Cx,yC
−1
y (y − µy), (2.48)
with (E{·} denotes the expectation operator)
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µx = E{x}, µy = E{y} = Hµx,
Cx,y = E{xy†} = CxH†, (2.49)
Cy = E{yy†} = HCxH† + σ2I.
Using the expressions in (2.49), the estimate in (2.48) can be expressed in









|α|2 P{xn=α} − |µxn |2, (2.50)
where A is the transmit symbol alphabet in one transmit antenna. Let |A|
denote the cardinality of the symbol alphabet. Then the symbol probabilities















where bj ∈ {0, 1} (cn,j) is the bit label of α (xn) and La(cn,j) is the a-priori
LLR for cn,j which is provided by the LDPC decoder.
For each execution of the soft-in soft-out MMSE-based demodulator, the
complexity of such procedure comprises the complexity for the symbol estima-
tionO(NrN2t ) operations plus the complexity to detect all code bitsO(NrNt|A|),
where Nr is the number of receive antennas. As we observe the complexity for
the detection of the independent layers is linear with the number of transmit
antennas and linearly with the number of demodulation executions. Hence, a
significant complexity reduction can be achieved compared to optimal demod-
ulation.
Fig. 2.8 presents performance results with iterative decoding for two types
of soft-in soft-out demodulators, the max-log and MMSE demodulators in pre-
vious subsections. This figure shows the FER vs. CNR for code rates 1/3,
8/15, and 11/15 using the MIMO profile of DVB-NGH with eSM-PH. For the
max-log demapper, the iterative decoding gain increases with increasing code
rate, i.e., 1 dB (1/3), 1.1 dB (8/15), and 1.8 dB (11/15). Furthermore, the
results with MMSE demodulator show that it is able to exploit the benefits
of iterative decoding while keeping computational complexity low [89]. In this
case, MMSE demodulator gains approximately 0.7 dB (1/3), 0.9 dB (8/15), and
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Figure 2.8: FER vs. CNR of iterative decoding with 8 bpc and code rates 1/3,
8/15, and 11/15 in the NGH outdoor MIMO channel with 60 km/h speed.
1.1 dB (11/15) by iterative decoding. However, we observe performance degra-
dation of MMSE demapper compared with the max-log demodulator with the
increasing rate. In particular, the max-log demapper outperforms the MMSE
demapper by about -0.15 dB (0.2 dB), 0.4 dB (0.5 dB), and 1.2 dB (1.9 dB) for
(non-)iterative decoding. It is interesting to note that for all simulated code
rates, the MMSE receiver with iterative decoding does not perform worse than
the non-iterative max-log receiver.
Other non-linear demodulators Other non-linear solutions like sphere-
decoding reduce the complexity by finding the most likely transmitted symbol
from a subset of the original |A|Nt search. Sphere decoding is based on QR
factorization to transform the detection problem into a tree search detection
problem. Sphere decoding algorithms can be mainly categorized in two groups
if the goal is to target performance of fixed complexity. The former achieves ML
solution with complexity dependent on the channel realization [41]. The latter
while providing fixed complexity, it does not always achieve ML solution [91].
The study of these kind of solutions are out of the scope of this thesis.
2.4.5 Mutual Information of MIMO-BICM systems
This subsection starts by giving the mathematical expressions for the CM and
BICM maximum achievable rates and correspond to to the blocks presented
in 2.2.
Given a communication system with a transmit signal x and a received sig-
nal y through a channel H with the relationship y=Hx, the coded modulation
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where the conditional pdf f (y|x,H) is given by (2.42), X is the set of possible
(constellation) signals of the transmit vector x, the expectation operator E is
over all possible transmit, receive and channel signals x,y,H, and m is the
number of raw bits per channel use (bpc). For (2.52) the term X cjj denotes
the set of transmit vectors which have the jth bit in the label of x the value
cj ∈ [0, 1].
Expressions (2.51) and (2.52) are the maximum achievable rates for a CM
and BICM communication systems with vanishing error probability and with
the optimal MAP demodulator which produces a full search among all possible
transmit constellation signals X .
It is interesting to present the following inequality [92]:
CcmX ≥ CbicmX (2.53)
the CM capacity is the upper-bound to the BICM capacity. The performance
of a BICM system can be improved by iterative demapping and in the limiting
case, the BICM with iterative demapping can reach the CM bound.
Fig. 2.9 shows the BICM and CM mutual information against CNR for a 2×2
MIMO system with co-polar antennas, under a i.i.d. Rayleigh channel with no
spatial correlation, and for spectral efficiencies of 4, 8 and 12 bpc (which corre-
sponds to QPSK, 16QAM and 64QAM in each transmit antenna, respectively).
It can be observed the that CM is always superior than BICM. Additionally,
as the CNR increases each curve saturates to the value m which it is recalled
as the total number of bpc. For the BICM system, it is interesting to point
that the constellation with highest spectral efficiency depends of the operating
CNR. At low CNR regime, low order constellations provide higher spectral effi-
ciency that constellations with higher cardinality. This can be observed in the
right part of Fig. 2.9, where QPSK is superior to 16QAM and 64QAM up to 7
dB when 16QAM gives the highest spectral efficiency. However, this behaviour
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4 bpc − BICM
8 bpc − BICM
12 bpc − BICM
4 bpc − CM
8 bpc − CM
12 bpc − CM
Figure 2.9: Mutual information (bpc) of BICM and CM systems vs. CNR
(dB) of a 2× 2 MIMO system with co-polar antennas under a i.i.d. Rayleigh
channel with no spatial correlation and no power imbalance and three
spectral efficiencies: 4, 8 and 12 bpc. The left figure shows the performance in
the CNR between -5 to 35 dB while the right plot shows a zoomed version in
a CNR between 2 to 14 dB.
does not occur with CM, where low order constellation always incur into lower
or equal spectral efficiency than higher order constellation cases.
2.5 Quantization
During the standardization of new communication systems the initial design
accounts for perfect reception conditions, e.g., optimal demodulators, perfect
CSI, perfect noise power estimation, and infinite-precision number represen-
tations. For instance, that was the approach to design digital terrestrial TV
broadcasting technologies such DVB-T2, DVB-NGH and ATSC 3.0. However,
due to complexity constraints and finite-precision arithmetic, it is crucial for
the overall system performance to carefully design receiver algorithms.
So far, receiver hardware design has taken into account finite-precision num-
ber representations only in a straightforward manner via simulations, com-
pletely neglecting non-uniform quantizers adjusted to the signal properties. In
addition, since on-chip memory accounts for a large fraction of the chip area, it
is desirable to have small word length with reduced performance loss. Hence, in
this dissertation the focus will be put in low-rate quantizers which are suitable





Figure 2.10: Scalar quantization.
y
b1 b2 b3 b4 b5 b6
z1 z2 z3 z4 z5 z6 z7 z8
b7
Figure 2.11: Example of quantization boundaries and reproducers.
A q bits scalar2 quantizer Q : R 7→ Z maps the input signal y to the
quantizer output z = Q(y) where |Z| = 2q (see Fig. 2.10). The quantizer Q is
defined by a set of n quantizer reproducers {z1, . . . , zn} and a set of quantizer
boundaries {b0, . . . , bn}, where log2 n = q (see Fig. 2.11). The quantization
boundaries partitions the set of R into n regions Yi = [bi−1, bi), i = 1 . . . , n,
where the first and last boundaries are set to b0 = −∞ and bn = +∞. An
input value y ∈ R to the quantizer is assigned to the reproducer value zi if
y ∈ Yi.
The quantizer reproducers and boundaries are designed as to represent in
the most efficient manner the input random variable y. This optimization
can be carried under different criteria such as minimizing the Mean Squared
Error (MSE) or to maximize the mutual information between the data and
the output of the quantizer. Quantization algorithms for a MIMO-BICM with
iterative decoding receiver will be described in Chapter 4.
A straightforward approach is to uniformly distribute the quantization bound-
aries and reproducers. More sophisticated quantizer designs lead to non-uniform
distribution of the quantizer reproducers and boundaries by exploiting the sig-
nal statistical structure, such as the pdf of the input p(y). However, even with
2Vector quantization Q : Yk 7→ Z, maps a vector signal y of dimension k to quantizer
output z = Q(y). Vector quantization in communications systems are proposed in [93, 94, 95].
In this dissertation scalar quantization is considered and vector quantization is out of the
scope of this thesis.
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Figure 2.12: Examples of uniform and non-uniform scalar quantization.
the most simple approach of uniform quantization, some kind of information
about the input signal is required to select reproducers z1 and zn that represent
the entire input signal dynamic range. An example of input-output relationship
for uniform and non-uniform quantization is illustrated in Fig. 2.12 for an input
y Gaussian distributed (cf. Fig. 2.11). We can observe a more dense sampling








This chapter studies the performance and structure of MIMO precodersbased on rotation matrices for 2×2 MIMO and focus on the case of cross-
polar antennas, which is the preferred configuration in DTT systems in the
UHF band. Analysis and evaluation with the information-theoretic limits of
BICM systems and bit-error-rate simulations including channel coding show
the interesting results that the performance of the precoder depends on the
selected code-rate. Then, the 2×2 MIMO precoders adopted in DVB-NGH
and ATSC 3.0 are analysed and the selected parameters are compared with the
results obtained in this chapter.
Furthermore, a channel-precoder is proposed that exploits statistical in-
formation of the MIMO channel. The performance of the channel-precoder is
evaluated in a wide set of channel scenarios and mismatched channel conditions,
a typical situation in the broadcast set-up. Capacity results show performance
improvements in the case of strong line-of-sight scenarios with correlated an-
tenna components and resilience against mismatched condition for 4×2 MIMO
set-up. Finally, bit-error-rate simulation results compare the performance of
single-input single-output, 2×2 and 4×2 MIMO systems and the proposed
MIMO channel-precoder.
59
CHAPTER 3. MIMO PRECODING FOR TERRESTRIAL
BROADCAST SYSTEMS
Figure 3.1: Chapter 3 covers the scenario where a single transmitter serves
receivers at rooftop reception condition and/or portable/mobile terminals at
ground level.
3.1 Introduction and Scope
This chapter studies MIMO precoding techniques for receivers with two receive
aerials served by a single transmitter site with two or four transmit aerials.
This is exemplified in Fig. 3.1. This can model a broadcast network in Multi
Frequency Network (MFN) configuration, or a SFN configuration where the
signals at the receive antennas from distant transmitter sites have suffered
enough attenuation that its effect at the receivers can be discarded. Hence, no
distributed signal processing is realized across transmitters in the SFN network.
The MIMO precoding techniques studied and proposed in this chapter can be
also utilized at each of the transmitter sites in a SFN network. However, the
evaluation in such type of networks is out of the scope of this thesis. The
multi-antenna receivers can be portable or mobile terminals at ground level, or
the antenna can be placed in a rooftop for fixed reception. The channel models
utilized in this chapter are presented in Appendix A.
Precoder Position at the Transmitter
A MIMO precoder applies a linear transformation to the constellation sym-
bols of each of the transmit data streams to enhance the system performance
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(b) Precoder after Interleaving blocks and pilot insertion
Figure 3.2: Precoding position alternatives in a MIMO transmitter.
(cf. Chapter 2 Section 2.3.3). The position of the MIMO precoder at the
transmitter chain can have different implications at the receiver end. Fig. 3.2
presents two alternatives for the MIMO precoding position in a generic MIMO
transmitter set-up.
The first option is to place the precoder just after the mapper from bits
to constellation symbols and before the subsequent interleaving stages [see
Fig. 3.2(a)]. The MIMO profiles of DVB-NGH and ATSC 3.0 follow this ar-
chitecture. The precoder could also be placed after the interleaving stages
and prior to the pilot insertion block without affecting the output of the final
transmitted signal. This is due to the fact that the different interleaving oper-
ations and the precoding across the transmit antenna streams are orthogonal
processes. Interleaving stages, such as time and frequency interleavers, ap-
ply the same permutations at each of the antenna streams and the precoding
process the constellation symbols in the space domain. With this architec-
ture the demodulation process at the receiver takes into account the precoding
transformation applied at the transmitter. The receiver implications of the de-
modulation of a MIMO precoded signal at different positions of the chain will
be discussed in Chapter 4.
The second alternative of the position of the precoder is shown in Fig. 3.2(b).
In this case, the precoder is placed after the pilot insertion which allows trans-
mission potentially transparent to receiver terminals. Since the precoder is
placed after the pilots, using the pilot information the receiver estimates the
combined effect of the precoder and the channel as an effective channel. Trans-
mission techniques transparent to receiver terminals can provide flexibility to
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network operators for the introduction of new schemes to the existing receiv-
ing population in its network. If the precoding transformation varies along
the time or frequency domain, it can impose a performance degradation if the
resulting channel selectivity cannot be estimated at the receiver. To avoid any
potential degradation the precoder can be placed before the pilot insertion [as
in Fig. 3.2(a)]. Alternatively, a precoder with no variation in frequency or time
domains could be transparent to receivers and without imposing any additional
distortion to the channel frequency response.
3.2 Precoding Based on Rotation Matrices
The precoding structure based on rotation matrices considered in this section
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Three precoding components in (3.1) can be identified: stream power allo-
cation, rotation and Power Imbalance (PI).
Stream power allocation It distributes the transmit power across the in-
formation streams s1 and s2, and it is controlled by the parameter α ∈ [0, 1].
This unequal power allocation between data streams can be specially interest-
ing when s1 and s2 are mapped to constellation sets with different cardinality,
e.g., s1 and s2 are mapped to a QPSK and 16QAM constellations, respectively.
This will be investigated in the following subsections.
Power imbalance The PI matrix varies the transmit power allocated at each
transmit antenna according to the parameter β ∈ [0, 1]. Transmit PI between
antennas can occur due to intrinsic physical characteristics of the channel, such
as different antenna diagrams for vertical and horizontal polarizations and/or
asymmetries in the propagation channel. An imbalance between transmit an-
tennas can also be intentionally generated by the network operators to ease
the use of dual polar MIMO operation in some networks [14]. In this thesis,
the PI matrix is not included as part of the precoder but is included as part
of the channel. This provides a more generic approach, since the performance
evaluations under different imbalance values cover both, intentional imbalances
introduced by network operators and imbalances produced as part of the chan-
nel.
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Figure 3.3: Transmit to receive chain for the analysis and evaluations of the
2×2 MIMO system with precoding based on rotation matrices.
Rotation The rotation matrix linearly combines the information streams ac-
cording to the rotation parameter θ ∈ [0, 2π] (cf. Chapter 2, Section 2.3.3).
The optimization of the parameter θ under different transmission parameters
and channel conditions will be a core part of this chapter.
The following two subsections characterize the performance of the MIMO
precoding based on rotation matrices for different channel conditions such as
spatial correlation, transmit PI and antenna orientation (cross-polar vs. co-
polar), and different transmission parameters such as constellation order and
code rate. First, the analysis of the precoder performance is carried using
the BICM and CM information theoretic limits. These metrics provide the
performance with ideal FEC and bit-interleaving and therefore providing a
performance analysis independent of specific implementations. Secondly, the
CNR requirements of the MIMO precoder, using a generic physical layer with
FEC and bit-interleaving, are investigated. This study will provide with system
CNR gains due to precoding.
The block diagram in Fig. 3.3 presents the transmit to receive chain used
in the following two subsections and based in Fig. 2.2 of Chapter 2. The
main parameters for each of the blocks are detailed next.The channel encoders
(LDPC+BCH) are selected from the ATSC 3.0 specification with a code-word
length of 64800 bits with code-rates of 2/15, 8/15 and 13/15, which are the
lowest, mid and highest code-rates available in the specification. The bit-
interleaver and bit-deinterleaver use random generated interleaving sequences
to make as generic as possible the analysis without the need to rely on specific
implementations. The multiplexer and mapper map bits to constellation sym-
bols using QAM constellations and Gray mapping with the following spectral
efficiencies: 4 bpc (which correspond to QPSK in each transmit antenna), 6
bpc (which correspond to QPSK and 16QAM in the first and second antenna,
respectively), 8 bpc (which correspond to 16QAM in each transmit antenna)
and 12 bpc (which correspond to 64QAM in each transmit antenna). These
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Figure 3.4: Mutual information (bpc) vs. CNR (dB) for MIMO 2× 2 system
with XPD = 1 (copolar) and XPD=∞ (cross-polar) with 8 bpc under i.i.d.
Rayleigh channel with no spatial correlation and no power imbalance.
spectral efficiencies are included in DTT standards such as DVB-NGH and
ATSC3.0. The channel is i.i.d. Rayleigh MIMO 2× 2 channel (cf. Appendix A
section A.1) where the following physical characteristics are included in the
analysis: antenna orientation, i.e., cross-polar vs. co-polar, spatial correlation,
and PI between transmit antennas, all important parameters of DTT channels.
Finally, at the receiver side perfect knowledge of the receive CSI is assumed
and an optimal MAP demapper is employed.
3.2.1 BICM Capacity Analysis
Figures 3.4 to 3.6 present mutual information in bpc vs. CNR in dB and show
the effect of different channel parameters and transmission modes in the system
capacity for BICM (left plots) and CM (right plots) systems. In particular,
Fig. 3.4 compares the effect of the antenna orientation (co-polar XPD=1 and
cross-polar XPD=∞) with 8 bpc. As it can be seen in the BICM system, cross-
polar antennas outperform co-polar antennas in the mid CNR range. On the
other hand, the co-polar set-up slightly improves the cross-polar performance
at high CNRs. Similar tendency can be observed in CM system although here
both antenna set-ups show similar performance at low and mid CNRs.
Fig. 3.5 studies the effect of spatial correlation in a co-polar system with
4, 8 and 12 bpc. In the case of perfect cross-polar antennas (i.e., XPD=∞),
the correlation does not significantly impact the channel capacity due to the
orthogonal nature of the cross-polar channel. Here, it can be observed, for
all spectral efficiencies, a significant performance degradation, although this
degradation is higher for BICM than for CM.
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Figure 3.5: Mutual information (bpc) vs. CNR (dB) for MIMO 2× 2 system
with XPD = 1 (copolar) with 4, 8 and 12 bpc under i.i.d. Rayleigh channel
with high spatial correlation and no power imbalance.
Fig. 3.6 analyses the effect of PI between transmit antennas with 8 bpc,
cross-polar antennas and with PI values of 0, 3, 6 and 9 dB. For both BICM
and CM systems, an increasing degradation is observed with increasing PI
values, specially in the mid to high CNR regime.
At this point, the performance of the MIMO precoder is characterized
against the previous channel conditions and different precoding parameters.
First, the focus will be put on the performance of the rotation matrix for dif-
ferent rotation angles. After, the effect of the stream-power-allocation will be
analysed with special attention to the case of 6 bpc.
The figures of mutual information against rotation angle represent three
spectral efficiencies corresponding (approximately) to the m × r value (where
m is the number of bpc and r is the FEC code-rate) to allow direct comparison
with the results in Section 3.2.2 with FEC and bit-interleaving. As an example,
in Fig. 3.7 where 4 bpc is studied, CNR values that provide spectral efficiencies
around 0.53, 2.13 and 3.46 are plotted. As for the previous mutual informa-
tion analysis, the performance of BICM and CM is included. The results with
mutual information show that there exists symmetries along the θ range. The
results in this chapter will show sufficient θ range to observe the symmetries.
Furthermore, it was confirmed with simulations that the symmetries are main-
tained over the entire θ∈ [0, 2π) range.
Figures 3.7 to 3.9 analyse the effect of the antenna orientation (co-polar or
cross-polar) on the rotation performance for 4, 8 and 12 bpc, respectively. Here,
we can observe in the three figures that, irrespectively of the constellation and
spectral efficiency, there is no impact of the rotation in the system performance
with co-polar antennas (with no correlation nor PI). This is a reasonable result
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Figure 3.6: Mutual information (bpc) vs. CNR (dB) for MIMO 2× 2 system
with XPD=∞ (cross-polar) with 8 bpc under i.i.d. Rayleigh channel with no
spatial correlation and power imbalance between transmit antennas with
values of 0, 3, 6 and 9 dB (with increasing performance degradation). BICM
(left) and CM (right).
since this channel already mixes up the information streams in a channel with
rich scattering. This situation differs for cross-polar antennas, where rotation
does affect the system performance. For instance with 4 bpc, no rotation is the
optimal choice with low code-rate (or equivalently low CNR), but for higher
rates, the optimal choice is rotation. In addition, the optimal angle increases
with the code-rate, although a minor improvement in spectral efficiency is
obtained. Similar tendency is observed for 8 bpc and 12 bpc, although at mid
code-rate the optimal rotation angle reduces. It is interesting to note that
optimal rotation angle with CM system are different to the ones with a BICM
system.
Fig. 3.10 summarizes the results of figures 3.7 to 3.9 presenting the BICM
system mutual information against CNR without rotation (solid lines) and
optimal rotation angle (dashed lines). As it can be seen, at low CNRs both
sets of curves overlap, showing that optimal performance is achieved with zero
degrees rotation. On the other hand, rotation angles different to zero can
enhance the performance at higher CNR values.
Fig 3.11 characterizes the rotation performance in case of co-polar antennas
with high spatial correlation. In this case, for all spectral efficiencies, rotation
always improves the performance.
66
3.2 Precoding Based on Rotation Matrices

























(a) 4 bpc, CR 2/15, XPD=1

























(b) 4 bpc, CR 2/15, XPD=∞

























(c) 4 bpc, CR 8/15, XPD=1

























(d) 4 bpc, CR 8/15, XPD=∞

























(e) 4 bpc, CR 13/15, XPD=1

























(f) 4 bpc, CR 13/15, XPD=∞
Figure 3.7: Mutual information (bpc) vs. rotation angle θ (◦) for BICM and
CM systems with 4 bpc in a MIMO 2× 2 under i.i.d. Rayleigh channel with
no spatial correlation and power imbalance. This figure compares the rotation
performance behaviour for XPD=1 (copolar) and XPD=∞.
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(a) 8 bpc, CR 2/15, XPD=1






















(b) 8 bpc, CR 2/15, XPD=∞






















(c) 8 bpc, CR 8/15, XPD=1






















(d) 8 bpc, CR 8/15, XPD=∞






















(e) 8 bpc, CR 13/15, XPD=1






















(f) 8 bpc, CR 13/15, XPD=∞
Figure 3.8: Mutual information (bpc) vs. rotation angle θ (◦) for BICM and
CM systems with 8 bpc in a MIMO 2× 2 under i.i.d. Rayleigh channel with
no spatial correlation and power imbalance. This figure compares the rotation
performance behaviour for XPD=1 (copolar) and XPD=∞.
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(a) 12 bpc, CR 2/15, XPD=1






















(b) 12 bpc, CR 2/15, XPD=∞


























(c) 12 bpc, CR 8/15, XPD=1






















(d) 12 bpc, CR 8/15, XPD=∞


























(e) 12 bpc, CR 13/15, XPD=1






















(f) 12 bpc, CR 13/15, XPD=∞
Figure 3.9: Mutual information (bpc) vs. rotation angle θ (◦) for BICM and
CM systems with 12 bpc in a MIMO 2× 2 under i.i.d. Rayleigh channel with
no spatial correlation and power imbalance. This figure compares the rotation
performance behaviour for XPD=1 (copolar) and XPD=∞.
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Figure 3.10: Mutual information (bpc) vs. CNR (dB) for MIMO 2× 2 system
with XPD=∞ (cross-polar) with 4, 8 and 12 bpc under i.i.d. Rayleigh
channel with no spatial correlation and no power imbalance. Performance
without rotation and with optimal rotation angle are presented.
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Optimal rotation 12 bpc
8 bpc
4 bpc
Figure 3.12: Mutual information (bpc) vs. CNR (dB) for MIMO 2× 2 system
with XPD=1 (co-polar) with 4, 8 and 12 bpc under i.i.d. Rayleigh channel
with high spatial correlation and no power imbalance. Performance without
rotation and with optimal rotation angle presented.
Fig. 3.12 summarizes the results in Fig. 3.11 presenting the BICM system
mutual information against CNR. Here, significant performance improvements
are observed specially at 8 and 12 bpc.
Now the focus is given to the case with PI between transmit antennas and
cross-polar arrangement. Fig. 3.13 shows the rotation performance in the case
of 4 bpc (left curves) and 8 bpc (right curves) with PI equal 3, 6 and 9 dB of
imbalance. Here, we can see a similar tendency to the results in in Fig. 3.7 and
Fig. 3.8, i.e., optimal rotation increases with the code-rate (or system CNR).
The summary of the results with PI=9 dB in Fig. 3.14 show this conclusion,
i.e., zero degrees rotation is optimal at low CNRs, but rotation can improve
the performance at higher CNRs. It was confirmed with simulations the same
behaviour of the rotation performance with PI = −9 dB. This is due to the
symmetry of the MIMO channel without PI, and the symmetry of the signal
processing at each of the transmit streams, i.e., constellations and mapping.
Fig. 3.15 represents the precoding performance with PI between transmit
antennas and 6 bpc. The PI takes the values from PI=−9 dB to PI=+9 dB
with a 3 dB step. The left plots illustrate the PI ≥ 0 (more power allocated
to the first transmit antenna) and the right plots illustrate the PI ≤ 0 (more
power allocated to the second transmit antenna). In this scheme with 6 bpc,
a QPSK constellation is transmitted in the first transmit antenna, while a
16QAM constellation is transmitted in the second transmit antenna. Due to the
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(a) 4 bpc, CR 2/15, XPD=∞































(b) 8 bpc, CR 2/15, XPD=∞



























(c) 4 bpc, CR 8/15, XPD=∞





























(d) 8 bpc, CR 8/15, XPD=∞




























(e) 4 bpc, CR 13/15, XPD=∞




























(f) 8 bpc, CR 13/15, XPD=∞
Figure 3.13: Mutual information (bpc) vs. rotation angle θ (◦) for BICM and
CM systems in a MIMO 2× 2 with XPD=∞ under i.i.d. Rayleigh channel
with no spatial correlation and power imbalance with values of 3, 6 and 9 dB.
This figure compares rotation performance behaviour with 4 bpc and 8 bpc.
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Optimal rotation 8 bpc
4 bpc
Figure 3.14: Mutual information (bpc) vs. CNR (dB) for MIMO 2× 2 system
with XPD=∞ (cross-polar) with 4, and 8 bpc under i.i.d. Rayleigh channel
without spatial correlation and power imbalance of 9 dB. Performance
without rotation and with optimal rotation angle presented.
different constellation cardinalities, there exists interesting interactions between
the rotation and transmit PI that will be presented next. As we can observe in
the figures, there is symmetry with respect to the mutual information against
the rotation angle. For low code-rate 2/15, the best absolute performance is
given by the PI = 0 case, for both PI ≥ 0 and PI ≤ 0. In this case, 0◦ is
the optimal rotation angle, although the difference with the achieved mutual
information at 90◦ is marginal. With PI ≥ 0 (i.e., more power allocated to
the first transmit antenna), the optimal rotation angle is 90◦, which in effect
allocates more power to the 16QAM constellation. This means that at low code-
rate is optimal to assign more power to the less robust constellation. With
PI ≤ 0 (more power allocated to the second transmit antenna), the optimal
rotation angle is 0◦, which allocates more power to the 16QAM constellation.
For mid code-rate 8/15, it is interesting to note that balancing the transmit
power between the antennas by 3 dBs can outperform the PI = 0 case. With
PI ≤ 0 (more power allocated to the second transmit antenna), the optimal
rotation angle is zero degrees, which means that more power is assigned to
the constellation with higher cardinality. Additionally, with PI ≥ 0 (more
power assigned to the first antenna), the optimal rotation angle is 90◦, which
in effect allocates more power to the 16QAM constellation. Finally, for high
code-rate 13/15, the results show again the best absolute performance can be
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obtained with PI = 0 dB combined with rotation. The results also show that
with PI ≤ 0 (more power allocated to the second transmit antenna) and zero
degrees of rotation, imbalance values of PI=−3 and PI=−6 dB improve the
PI=0 case. Complementary, for the PI≥0 (more power allocated to the first
transmit antenna) this effect appears with 90◦.
3.2.2 System Performance
To complement the mutual information analysis, the next results characterize
the rotation performance with FEC and bit-interleaving. This subsection stud-
ies the CNR requirements vs. the rotation angle at a target performance of
BER 10−4 before BCH, which is a sensible value between simulation time and
accuracy.
Figures 3.16 to 3.18 compare the performance of co-polar vs. cross-polar
without spatial correlation nor PI between transmit antennas for 4, 8 and 12
bpc, respectively. The results are aligned with the mutual information analysis.
First, they show that rotation does not reduce the CNR requirements for co-
polar antennas. For cross-polar antennas, these results demonstrate that at low
code-rates the optimal rotation angle is zero degrees, but higher angles optimize
the performance with increasing code-rate. The optimal rotation angles are
higher for lower order constellations. This can be seen comparing the optimal
angles of 4, 8 and 12 bpc. The optimal rotation angles and CNR gains are
summarized in Table 3.1.
Fig. 3.19 to 3.21 represent the CNR requirements for the case of co-polar
antennas and high spatial correlation for 4, 8 and 12 bpc, respectively. The
results are well aligned with the mutual information analysis. Here, rotation
provides significant performance improvements (up to 5 dBs for 12 bpc and
2/15 code-rate) in all cases. The optimal rotation angle and CNR gains are
presented in Table 3.1.
Fig. 3.22 and Fig. 3.23 present the CNR requirements in the scenario of
cross-polar antennas with PI between transmit antennas of 3, 6 and 9 dBs, for
4 and 8 bpc. Here, a good alignment with the mutual information analysis
can be seen. As in the other analysis without PI and cross-polar antennas,
zero degress is the optimal choice at low code-rate, but higher rotation angles
optimize the system performance at increasing code-rate. These gains can be
significant and up to 4 dBs in the case of PI = 9 dB and 4 bpc with 13/15
code-rate. Optimal rotation angles and CNR gains are presented in Table 3.1.
Fig. 3.24 shows the CNR requirements in the scenario of cross-polar anten-
nas with PI between transmit antennas from PI=−9 to PI=+9 dBs. In this
case 6 bpc is evaluated. First, BER results presented are in agreement with
the mutual information results presented in Fig. 3.15. At low code-rate 2/15,
the best performance is obtained with PI=0 regardless of the θ value. For this
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3 dB 6 dB 9 dB
9 dB 6 dB 3 dB 0 dB
(a) 6 bpc, CR 2/15, PI≥ 0




























−6 dB −9 dB
(b) 6 bpc, CR 2/15, PI≤ 0





























(c) 6 bpc, CR 8/15, PI≥ 0



























(d) 6 bpc, CR 8/15, PI≤ 0





























(e) 6 bpc, CR 13/15, PI≥ 0






























(f) 6 bpc, CR 13/15, PI≤ 0
Figure 3.15: Mutual information (bpc) vs. rotation angle θ (◦) for BICM and
CM systems in a MIMO 2× 2 with XPD=∞ under i.i.d. Rayleigh channel
with no spatial correlation and PI with values from PI=−9 dB to PI=+9
dB. This figure compares the rotation performance behaviour of 6 bpc with
PI≥0 and PI≤0.
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(a) 4 bpc, CR 2/15


























(b) 4 bpc, CR 8/15
























(c) 4 bpc, CR 13/15
Figure 3.16: Required CNR (dB) at target BER 10−4 vs. rotation angle θ (◦)
with 4 bpc for MIMO 2× 2 with XPD = 1 (copolar) and XPD=∞
(cross-polar) under i.i.d. Rayleigh channel with no spatial correlation and no
PI.
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(a) 8 bpc, CR 2/15



























(b) 8 bpc, CR 8/15



























(c) 8 bpc, CR 13/15
Figure 3.17: Required CNR (dB) at target BER 10−4 vs. rotation angle θ (◦)
with 8 bpc for MIMO 2× 2 with XPD = 1 (copolar) and XPD=∞
(cross-polar) under i.i.d. Rayleigh channel with no spatial correlation and no
PI.
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(a) 12 bpc, CR 2/15

























(b) 12 bpc, CR 8/15

























(c) 12 bpc, CR 13/15
Figure 3.18: Required CNR (dB) at target BER 10−4 vs. rotation angle θ (◦)
with 12 bpc for MIMO 2× 2 with XPD = 1 (copolar) and XPD=∞
(cross-polar) under i.i.d. Rayleigh channel with no spatial correlation and no
PI.
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4 bpc, CR 2/15
(a) 4 bpc, CR 2/15























4 bpc, CR 8/15
(b) 4 bpc, CR 8/15


























4 bpc, CR 13/15
(c) 4 bpc, CR 13/15
Figure 3.19: Required CNR (dB) at target BER 10−4 vs. rotation angle θ (◦)
with 4 bpc for MIMO 2× 2 with XPD = 1 (copolar) under i.i.d. Rayleigh
channel with high spatial correlation and no PI.
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8 bpc, CR 2/15
(a) 8 bpc, CR 2/15
























8 bpc, CR 8/15
(b) 8 bpc, CR 8/15
























8 bpc, CR 13/15
(c) 8 bpc, CR 13/15
Figure 3.20: Required CNR (dB) at target BER 10−4 vs. rotation angle θ (◦)
with 8 bpc for MIMO 2× 2 with XPD = 1 (copolar) under i.i.d. Rayleigh
channel with high spatial correlation and no PI.
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12 bpc, CR 2/15
(a) 12 bpc, CR 2/15
























12 bpc, CR 8/15
(b) 12 bpc, CR 8/15
























12 bpc, CR 13/15
(c) 12 bpc, CR 13/15
Figure 3.21: Required CNR (dB) at target BER 10−4 vs. rotation angle θ (◦)
with 12 bpc for MIMO 2× 2 with XPD = 1 (copolar) under i.i.d. Rayleigh
channel with high spatial correlation and no PI.
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PI = 3 dB
PI = 6 dB
PI = 9 dB
(a) 4 bpc, CR 2/15
























PI = 3 dB
PI = 6 dB
PI = 9 dB
(b) 4 bpc, CR 8/15
























PI = 3 dB
PI = 6 dB
PI = 9 dB
(c) 4 bpc, CR 13/15
Figure 3.22: Required CNR (dB) at target BER 10−4 vs. rotation angle θ (◦)
with 4 bpc for MIMO 2× 2 with XPD = ∞ (cross-polar) under i.i.d.
Rayleigh channel with no spatial correlation and with PI between the
transmit antennas with values of 3, 6 and 9 dBs.
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PI = 3 dB
PI = 6 dB
PI = 9 dB
(a) 8 bpc, CR 2/15

























PI = 3 dB
PI = 6 dB
PI = 9 dB
(b) 8 bpc, CR 8/15























PI = 3 dB
PI = 6 dB
PI = 9 dB
(c) 8 bpc, CR 13/15
Figure 3.23: Required CNR (dB) at target BER 10−4 vs. rotation angle θ (◦)
with 8 bpc for MIMO 2× 2 with XPD = ∞ (cross-polar) under i.i.d.
Rayleigh channel with no spatial correlation and with PI between the
transmit antennas with values of 3, 6 and 9 dBs.
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Table 3.1: Optimal rotation angles and CNR gains for the different
transmission set-ups in subsections 3.2.1 and 3.2.2.
bpc Code-rate
Cross-polar
No corr. and no PI
Co-polar
High corr. and no PI
Cross-Polar
No Corr.
PI = 3 PI = 6 PI = 9
Opt. θ Gain (dB) Opt. θ Gain (dB) Opt. θ Gain (dB) Opt. θ Gain (dB) Opt. θ Gain (dB)
4
2/15 0 0 45 0.5941 5 0.0152 0 0 0 0
8/15 25 0.2021 20 1.5875 25 0.2790 25 0.6603 25 1.2514
13/15 25 1.7 20 1.6958 25 1.9626 25 2.7106 25 3.8689
8
2/15 0 0 45 2.7369 0 0 5 0.0450 0 0
8/15 5 0.0029 40 2.2246 5 0.0050 10 0.1015 10 0.2987
13/15 20 0.8919 30 1.0302 20 1.0770 20 1.6285 20 2.5254
12
2/15 0 0 44.5 5.2414 - - - - - -
8/15 0 0 44.5 2.6266 - - - - - -
13/15 15 0.4305 35 0.8126 - - - - - -
code-rate, any PI 6=0 degrades performance. In all cases, θ ≈ 45◦ leads to the
poorest performance. As also observed in Fig. 3.15, in the cases of PI≥0 (more
power in the first transmit antenna), θ = 90◦ provides the best performance,
while in the case of PI≤0 (more power in the second transmit antenna), θ = 0◦
is the optimal rotation angle. Both results lead to an increase power for the
16QAM constellation. For 8/15 and 13/15, the results also demonstrate that
the best performance is provided by allocating more power to the constella-
tion with the highest cardinality. Specifically for 8/15, θ ≈ 0◦ when PI ≤ 0,
and θ ≈ 90◦ when PI ≥ 0, provides the best results. For 13/15, rotation can
provide an improvement, and θ ≈ 45◦ enhances the system performance. It is
interesting to note that for 8/15 and 13/15, PI= {±3,±6} can provide equal
or better performance that PI = 0 case, which can be useful in some MIMO
deployments.
Here, the stream-power-allocation matrix is analysed with 6 bpc, cross-polar
antennas and PI between transmit antennas. For α 6= 0.5, the input-output
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√








α sin θ − s2
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Assuming s1 and s2 are independent, and E{s1s†1} = E{s2s
†
2} = 1, then
the power at the first transmit antenna is:
P1 = α cos
2 θ + (1− α) sin2 θ = α
(
cos2 θ − sin2 θ
)
+ sin2 θ, (3.4)
85
CHAPTER 3. MIMO PRECODING FOR TERRESTRIAL
BROADCAST SYSTEMS



























(a) 6 bpc, CR 2/15, PI≥ 0



























(b) 6 bpc, CR 2/15, PI≤ 0




























(c) 6 bpc, CR 8/15, PI≥ 0




























(d) 6 bpc, CR 8/15, PI≤ 0































(e) 6 bpc, CR 13/15, PI≥ 0































(f) 6 bpc, CR 13/15, PI≤ 0
Figure 3.24: Required CNR (dB) at target BER 10−4 vs. rotation angle θ (◦)
for MIMO 2× 2 with XPD = ∞ (cross-polar) under i.i.d. Rayleigh channel
with no spatial correlation and with PI between the transmit antennas with
values from PI=−9 dB to PI=+9 dB. This figure compares rotation
performance behaviour of 6 bpc with PI≥0 and PI≤0.
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and similarly the power at the second transmit antenna is:
P2 = α sin
2 θ + (1− α) cos2 θ = α
(
sin2 θ − cos2 θ
)
+ cos2 θ. (3.5)
In the case where the same power is allocated to the two streams at the
output of the precoder (P1 =P2), hence:
α
(
cos2 θ − sin2 θ
)
+ sin2 θ − α
(
sin2 θ − cos2 θ
)
− cos2 θ =(
cos2 θ − sin2 θ
)
(2α− 1) = 0,
(3.6)
which leads to two possible solutions:
• 2α− 1 = 0, α = 1/2, ∀ θ,
• tan θ = ±1, θ = ±π/4 + kπ, k = {. . . ,−1, 0, 1, . . .} ∀α .
The first solution is trivial, since it removes the effect of the stream-power-
allocation matrix and leaves the precoder with the rotation matrix only. With
α=0.5, for all possible values of θ, the two streams at the output of the precoder
have the same power. For the second solution, equal power at the two outputs
of the precoder is achieved with θ = ±π/4 + kπ, k = {. . . ,−1, 0, 1, . . .},
independently of the α value selected. This configuration is interesting since it
allows to design the power allocated to each of the input information streams
s1 and s2 without unbalancing the power at each transmit antenna.
Fig. 3.25 shows the CNR requirements vs. the ratio Ps1/Ps2 (dB) for 6 bpc.
The θ is selected to the value 45◦, which provides same transmitted power in
both information streams at the output of the precoder. For low code-rate 2/15,
it is optimal to allocate the same power to both streams. For mid and high
code-rates, one can observe that Ps1/Ps2 = −3 dB provides the best results.
The improvement over equal power stream allocation with PI = 0 dB is 0.1
and 0.4 dBs for CRs 8/15 and 13/15, respectively. It is also noted, that a PI
between transmit antennas of either ±3 dBs provides the same performance.
This can be explained by inspection of expression (3.3), which for a value of
θ=45◦ the same ratio Ps1/Ps2 is available at both transmit antennas.
3.2.3 MIMO Precoding in DVB-NGH and ATSC 3.0
The MIMO profiles of DVB-NGH and ATSC 3.0 have precoding based on
rotation matrices as the one studied in the previous subsections. In this sub-
section, first the precoder components selected for each standard will be pre-
sented. Additionally, the selection of the precoding parameters in DVB-NGH
and ATSC 3.0 is discussed and compared with the results obtained in the pre-
vious subsection.
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(a) 6 bpc, CR 2/15



































(b) 6 bpc, CR 8/15




































(c) 6 bpc, CR 13/15
Figure 3.25: Required CNR (dB) at target BER 10−4 vs. Ps1/Ps2 (dB) for
MIMO 2× 2 with XPD = ∞ (cross-polar) with 6 bpc under i.i.d. Rayleigh
channel with no spatial correlation and with PI between the transmit
antennas.
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Table 3.2: eSM Parameters for DVB-NGH
Deliberate Power Imbalance
Between two Tx Antennas
0 dB 3 dB 6 dB
bpc Modulation β θ α β θ α β θ α
6
x1 QPSK 0.5 45.0◦ 0.44 1/3 0.0◦ 0.50 0.20 0.0◦ 0.50
x2 16QAM
8
x1 16QAM 0.50 57.8◦ 0.50 1/3 25.0◦ 0.50 0.20 0.0◦ 0.50
x2 16QAM
10
x1 16QAM 0.50 22.0◦ 0.50 1/3 15.0◦ 0.50 0.20 0.0◦ 0.50
x2 64QAM
MIMO precoding in DVB-NGH The precoding adopted in the MIMO
profile of DVB-NGH, named eSM-PH, has the structure of (3.1) and an addi-
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where i is the QAM symbol index and Ndata is the number of QAM symbols
corresponding to one LDPC code word for a given modulation order.
In addition to the PI, rotation and stream-power-allocation matrices consid-
ered in (3.1), eSM-PH includes a phase-hoping term ejφ(i) where φ(i) ∈ [0, 2π).
Phase-hopping improves the performance by avoiding any specific worst case
channel condition over various channel realizations by a progressive phase
change at the second transmit antenna. Although using phase hopping may
slightly degrade the performance under some specific channel conditions, it im-
proves overall performance by improving the worst channel condition. It was
confirmed by numerical simulations that, in the i.i.d. Rayleigh channels con-
sidered in this section, phase hopping does not have any effect in the system
performance.
In DVB-NGH the PI matrix is considered as part of the precoder and was
introduced to ease cross-polar operation in MIMO and SISO networks. The
eSM-PH scheme can be transmitted with deliberated PI between the transmit
antennas with values of 0 dB, 3 dB and 6 dB. This deliberated transmitted
PI was motivated to facilitate deployment scenarios where not all the receiver
population supports MIMO, since it provides a reasonable coverage reduction
for SISO/SIMO terminals. Additionally, eSM-PH was optimized to maintain
good performance under imbalance cases.
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The parameters β, θ and α of the eSM precoder are summarized in Table 3.2.
Multiple remarks can be made by comparing the parameters selected in DVB-
NGH and the results obtained in the previous sections:
• DVB-NGH optimizes β, θ, and α for the three cases of bpc (i.e., 6, 8 and
10 bpc) and for the different values of transmit PI. It is important to note
that these parameters are to be used for every code-rate available in the
MIMO profile of DVB-NGH. However, as it has been investigated in pre-
vious sections, there is a strong dependency of the optimal rotation angle
with the code-rate, which makes the precoding potentially suboptimal for
some transmit configurations.
• The parameter α has for all the combinations of Table 3.2 the value
0.5, except for the 6 bpc configuration with PI = 0 in which α = 0.44.
The value α= 0.5 transforms the stream-power-allocation matrix to the
identity matrix, which has no effect in the precoder. Interestingly, in
the case α = 0.44, the rotation parameter θ takes the value 45◦, which
as we saw in subsection 3.2.2 provides equal power at the two transmit
antennas (but prior to the PI matrix). Furthermore, the value α= 0.44
assigns more power to the data stream mapped to a 16QAM constellation
than the data stream mapped to QPSK constellation, which agrees with
the results of in Fig. 3.25.
• Since α is always 0.5, except for the case discussed in the previous bullet
point, the parameter β takes the values 0.5, 0.33, and 0.2 to provide PIs
between transmit antennas of 0, 3 and 6 dBs, respectively.
MIMO precoding in ATSC 3.0 The MIMO precoding scheme adopted
in ATSC 3.0 is composed of a rotation matrix, an I&Q polarization inter-
leaver and a phase-hopping blocks [15]. Each of the three sub-blocks of the
MIMO precoder can be optionally selected. The phase-hopping block adopted
in ATSC 3.0 is the same as in DVB-NGH and discussed in previous section and
detailed in Appendix B. The I&Q polarization interleaver is simply a switching
interleaving operation, such that the output cells consist of the real (In-phase)
component of one input symbol and the imaginary (Quadrature) component of
the other input symbol. The I/Q polarization interleaving is described by the
following equations:
x1 = Re{s1}+ iIm{s2}
x2 = Re{s2}+ iIm{s1}.
(3.8)
The rotation matrix has the same form as the one discussed in detail in
this chapter and also included in DVB-NGH. The value of the rotation an-
gle θ is fixed and its value depends on the modulation and code-rate used.
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Table 3.3: Rotation angles and gains (dB) compared to no rotation for the
constellations and code-rates selected for ATSC 3.0 system.
Code-Rate 4 bpc Rotation Gain (dB) 8 bpc Rotation Gain (dB)
12, 16,
20, and 24 bpc
Rotation Gain (dB)
2/15 0◦ 0 0◦ 0 0◦ 0
3/15 0◦ 0 0◦ 0 0◦ 0
4/15 0◦ 0 0◦ 0 0◦ 0
5/15 0◦ 0 0◦ 0 0◦ 0
6/15 15◦ 0.02 0◦ 0 0◦ 0
7/15 15◦ 0.17 0◦ 0 0◦ 0
8/15 20◦ 0.22 0◦ 0 0◦ 0
9/15 20◦ 0.53 0◦ 0 0◦ 0
10/15 25◦ 0.83 0◦ 0 0◦ 0
11/15 25◦ 1.1 15◦ 0.11 0◦ 0
12/15 25◦ 1.34 15◦ 0.27 0◦ 0
13/15 30◦ 1.51 15◦ 0.35 0◦ 0
ATSC 3.0 specifies a wide set of possible transmit constellations ranging from
4 bpc (QPSK in each transmit antenna) to 24 bpc (4096QAM in each transmit
antenna). In contrast to DVB-NGH, it does not include the option of trans-
mitting constellations with different cardinality in each transmit antenna. It is
important to note that the constellations adopted in ATSC 3.0 for the MIMO
profile are non-uniform constellations (cf. Chapter 2), although the constella-
tions have been reused from the SISO profile and no specific optimization was
performed for the MIMO case.
The θ values for the different constellations and code-rates available for
the MIMO profile of ATSC 3.0 are summarized in Table 3.3 and extracted
from [15]. The angles showed in Table 3.3 were optimized using a complete
end-to-end physical layer MIMO ATSC 3.0 simulation platform including the
adopted LDPC codes, bit-interleavers and constellations in the specification.
Two channel models were used in the optimization of the rotation angle, the
mobile NGH channel model (for 4 and 8 bpc) and the rooftop reception Mod-
ified Guilford Model (MGM) channel model (for 12 to 24 bpc). Both channels
extracted from measurement campaigns in the UHF band with 2×2 MIMO
cross-polar antennas. These two channel models are presented in detail in the
Appendix B of this thesis and will be also used in further evaluations. The θ
values selected for ATSC 3.0 as optimal angle provide the highest CNR gain
in the case of PI = 9 dB. The rotation angles for spectral efficiencies from 12
to 24 bpc show an optimal rotation angle always equal to zero degrees. These
results were obtained using a MMSE demapper, which provides linear demap-
ping complexity with reasonable performance (cf. Chapter 2). This type of
demodulator was selected to reduce the very high computational complexity
of demapping spectral efficiencies such as 24 bpc. Hence, the results for the
optimal rotation angle could be different if a different demapping algorithm is
selected, e.g., MAP or sphere decoding techniques.
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Comparing the results in Table 3.3 with the investigations about rotation
angle in this thesis the following remarks are provided:
• ATSC 3.0 uses a different rotation angle per code-rate, which has been
shown in this chapter to be optimal due to strong relationship between
the rotation performance and the code-rate.
• The results in Table 3.3 show that: (i) the rotation gain increases with the
code-rate, (ii) for low to mid code-rates it is optimal to rotate with zero
degrees angle, and (iii) the gain is higher for lower order constellations.
These results are very well aligned with the results shown in section 3.2.1
and section 3.2.2 with i.i.d. Rayleigh channel with cross-polar antennas.
The mobile NGH channel model is a cross-polar channel with high XPD
and low spatial correlation, which makes a similar scenario to the one
studied in this chapter.
• The results in Table 3.3 reinforce the conclusions extracted in this chap-
ter since even with different physical layer components, such as bit-
interleavers and constellations, and even different channel models, the
conclusions still hold.
3.3 Precoding Based on Maximum Ergodic Ca-
pacity
Due to the lack of feedback channel from the receiver to the transmitter, and
differing channel realizations at different locations of the broadcasting network,
conventional MIMO-precoding that maximizes capacity of individual MIMO
links cannot be employed in the broadcasting system. On the contrary, the pre-
coding design proposed in this part of the chapter exploits common statistical
structure found in the overall broadcast network such as statistical distribution
of the channel, correlation between antennas, and LoS conditions. This pre-
coder design aims to maximize the ergodic capacity of the MIMO broadcasting
system and depends only on the channel model and the target CNR1.
First, the ergodic capacity of MIMO channel with no information at the
transmitter, perfect CSI at the receiver and zero-mean Gaussian distributed
inputs is recalled as [56]:








1The main results of this section are covered in [96]. c© 2015 IEEE.
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where ρ is the CNR in linear units, INr is the identity matrix of size Nr×Nr,
and the statistical expectation operator E is over all possible channel realiza-
tions. Equation (3.9) provides with the maximum achievable system rate with
diminishing error probability as the transmission duration tends to infinity (cf.
Chapter 2). This definition is convenient for fast fading channels or for long
codeword transmission in which the channel can be assumed to be sufficiently
averaged.
The previous definition assumed perfect CSI at the receiver with no infor-
mation at the transmitter. However, the broadcast network tends to exhibit
common channel characteristics such as predominant LoS (i.e., high K factor)
in rooftop environment, or correlation between antenna paths [17]. Inspired
by [56, 48, 50, 49, 51], a MIMO channel-precoder is designed that attempts
to adapt the transmission signal characteristics to the channel statistics to in-
crease the ergodic capacity in MIMO DTT systems. The approach followed in
this chapter of exploiting the channel statistics can provide significant capacity
improvements for users with strong LoS component and/or correlation among
antennas, while preserving similar area coverage for receivers with dominant
multipath environment, i.e., low K factor, and uncorrelated antenna paths.













where the statistical expectation is over all realizations of MIMO channel H,
and Q is the covariance matrix of the transmitted vector x. While the first
constraint keeps the positive semi-definite property of the covariance matrix,
the second constraint maintains constant sum power for any transmit antenna
dimension, i.e., trace(Q)/Nt = 1. With strong error correcting codes, such
as LDPC codes used in the considered MIMO system, capacity optimization
criterion is the preferred metric [50].
Once the capacity maximizing Q is obtained from (3.10), it can be further
decomposed into Q = UΛU† by the eigen-decomposition [97], where U is the
unitary matrix whose columns are the eigenvectors of Q, and Λ is the diagonal
matrix whose diagonal entries are the corresponding non-negative real eigenval-
ues. Consequently, the optimal channel-precoder which maximizes the system




and the information streams are precoded as:
xp = Γx, (3.12)
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where Γ is the channel-precoder matrix, and x and xp are input/output symbol
vectors to the channel-precoder.












because for i.i.d. column vector x, E{xx†}= INt . Thus, the power allocation
per transmit antenna in this precoded MIMO system is given by diag (Q) /Nt.
Consequently, this channel-precoding allocates different power per transmit
antenna. However, for all the solutions proposed in this part of the chapter,
the maximum power imbalance between any pair of transmit antennas is lower
than 0.5 dB, that can be considered negligible.
Equation (3.10) describes a convex optimization problem because log-determinant
is a concave function over positive semi-definite matrices and expectation is a
linear operator. Hence, the optimal value can be calculated numerically by
using standard convex optimization techniques [98]. Direct computation of the
optimization problem, however, is still computationally expensive due to the
large degrees of freedom in the MIMO-channel matrix H found in the broad-
casting systems. Consequently, next a semi-analytical solution is proposed
below with low computational complexity, to obtain MIMO channel-precoders
based on ergodic capacity2 for a generic MIMO transmission system of dimen-
sion Nt×Nr.
The system model employed in this part of the chapter is based on DVB-
NGH physical layer standard specification and presented in Fig. 3.26. The
following subsections study two transmitter configurations with two and four
transmit aerials and receivers with two receive aerials, i.e., MIMO 2×2 and
MIMO 4×2 systems, respectively.While the two transmit antennas case is in-
cluded in DVB-NGH standard, the four transmit antennas case is an extension
of DVB-NGH physical layer.
2For the case of quasi-static or slow fading, in which one codeword is affected by one
channel realization, the appropriate measure is the ε-outage capacity with the following ex-
pression: Cε , sup{R | Pr{CH < R} < ε} where CH is the capacity of a specific channel
realization, and Pr{CH < R} is the probability that CH is lower than rate R. The ε-outage
capacity can be interpreted as the minimum rate Cε that can be achieved at the (1− ε) 100%
of the channel realizations (cf. Chapter 2). The optimization of channel-precoders based on
outage capacity requires a different approach to the one proposed in this thesis and is thus be-
yond the scope of this dissertation. For the interested reader references [99] and [100] provide
results related to the optimization of transmission techniques based on outage capacity.
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The incoming bit stream is first encoded by the concatenation of a BCH and
LDPC codes and passed through the bit-interleaver that, specifically for DVB-
NGH MIMO, it was designed to exploit the quasi-cyclic structure of the LDPC
codes exhibiting low complexity, low latency, and fully parallel design easing the
implementation of iterative structures (cf. Appendix B). The interleaved code
bits are then multiplexed into one data stream (layer) per transmit antenna
following a Gray labelling. Subsequently, in the case of two transmit antennas,
the modulated data streams are processed by the eSM-PH processing block (cf.
subection 3.2.3). In Fig. 3.26 s1, s2, sp1, and sp2 are the input/output constel-
lation symbols to the eSM-PH precoding where both transmit antennas have
the same power, i.e., PI=0. In case of four transmit antennas, the transmitter
spatially multiplexes the four modulated data streams s1, s2, s3, s4 which are
passed directly to the cell interleaver operating at codeword level. The cell
interleaver applies a different pseudo-random permutation for every codeword
to ensure a uniform distribution of the channel fading realizations. Then, the
time interleaver interlaces symbols from several codewords over various OFDM
symbols to provide protection against selective fading. After time interleaving,
the frequency interleaver operates on an OFDM level and its function is two-
fold. First it mixes up symbols from various services and secondly, it applies a
pseudo-random permutation to break the structured nature of the time inter-
leaver output. Here, the proposed MIMO channel-precoder gives the option of
combining the samples among transmit layers according to a specific channel-
precoding matrix per OFDM carrier as in (3.12). Finally, before transmission
across the cross-polarized antennas, the signal is passed from frequency to time
domain by IFFT operation plus guard interval insertion, which composes the
OFDM modulator.
The channel models used are the NGH portable outdoor channel model
and the MGM channel model, which represent a portable outdoor and fixed
rooftop reception environments. A detailed description of the channel models
and its extension to four transmit antennas is presented in Appendix A of this
dissertation.
The signal distorted by the channel is received by two cross-polarized an-
tennas. Referring to Fig. 3.26, the received streams are first processed by the
OFDM demodulator, which essentially discards the guard interval and performs
an FFT. In Fig. 3.26, this effective channel H is denoted by the dashed box.
In this section perfect knowledge of CSI at the receiver side is also assumed.
However, a practical receiver implementation estimates the channel response
from each transmit antenna with known orthogonal pilot signals sent multi-
plexed with the data [101]. Therefore, the receiver needs to estimate four and
eight channel responses for the 2×2 and 4×2 schemes, respectively3. The two
3Compared with SISO, the amount of pilot information has to be doubled and quadrupled
for 2×2 and 4×2 MIMO schemes, respectively. This amount of pilot information reduces
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received streams are then frequency, time and cell de-interleaved to undo the
transmitter operations and fed to the MIMO demodulator which provides soft
information about the transmitted code bits. It is noted that in the case of two
transmit antennas with eSM-PH, the MIMO demodulator takes into account
eSM-PH processing. LLRs for the transmitted code bits are calculated using
the received data streams and CSI. Next, the LLRs are de-interleaved and pro-
cessed by the LDPC decoder that runs several iterations of the sum-product
algorithm before outputting its decisions to the BCH decoder.
3.3.1 Design of MIMO-Channel-Precoders
MIMO-Channel-Precoder Based on Mean-Optimality
Now, a channel-precoder is derived with near-optimal performance in the con-
sidered broadcast TV channel. This method is based on averaging per-channel-
realization optimal covariance matrices. First, slightly abusing terminology, let
H̃ be a possible channel realization. For this specific channel realization, the
solution Ũ matrix is given by the eigenvector matrix of H̃†H̃ and the solution








, k=1, 2, . . . , Nt, (3.14)
where λ̃k is the k
th diagonal entry of Λ̃, d̃k is k
th eigenvalue of H̃†H̃, σ2 is the
noise power, and the water-filling parameter µ is chosen such that λ̃1+λ̃2+. . .+
λ̃Nt = Nt. The mean-optimal covariance matrix is then obtained by averaging
along all per-channel optimal covariance matrices:
QMO = E{ŨΛ̃Ũ†}, (3.15)
where the statistical expectation is over all possible channel realizations. The





where UMO and ΛMO are the eigenvector and eigenvalue matrices, respectively,
of the mean-optimal covariance matrix QMO. The proposed algorithm has low
computational complexity and it is a simple tool to optimize the performance of
significantly the available spectral efficiency in mobile scenarios since denser patterns are
needed to sample the time-variant channel, e.g., 8, 3% and 16, 6% of pilots assumed for SISO
and MIMO 2× 2 in DVB-NGH, respectively. This situation improves in static/portable
reception (as the one studied in this section) where sparser pilot patterns can be supported
due to time-invariability of the channel e.g.,1% for SISO DVB-T2 UK mode, 2% for 2×2
MIMO, and 4% for 4×2 MIMO.
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Figure 3.27: Channel frequency responses of a MIMO 4×2 without precoding
(top) and with precoding (bottom) in the MGM channel model.
c© 2015 IEEE.
generic MIMO channels which exhibit any kind of correlation between antennas
and/or LoS condition.
Fig. 3.27 shows a sample channel frequency responses of a MIMO 4×2
without (top) and with precoding (bottom) under the MGM channel when the
precoding is placed after pilot insertion as in Fig. 3.2(b). The precoder does
not affect significantly the selectivity of the channel response but modifies the
mean power of the effective received channels.
MIMO-Channel-Precoder Based on Jensen’s Inequality
For comparison and completeness, a MIMO precoder based on Jensen’s in-
equality [102] is considered, which was previously used for precoder designs in
cellular systems with feedbacks [50]. In this design, instead of maximizing the
ergodic capacity expression in (3.10), a tractable upperbound obtained through
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where (3.17) is due to log-determinant identity, log det(I + AB) = log det(I +
BA), and (3.18) follows from the Jensen’s inequality and the concavity of
the log-determinant function over positive semi-definite matrices. Optimiz-
ing (3.18) can be done through well known waterfilling algorithm [102]. Conse-
quently, the solution UJ matrix is given by the eigenvector matrix of E{H†H}








, k=1, 2, . . . , Nt, (3.19)
where λk is k
th diagonal entry of ΛJ, αk is the k
th eigenvalue of E{H†H}, σ2
is the noise power, and water-filling parameter µ is chosen such that λ1+λ2+
. . .+λNt = Nt. Finally, the MIMO-channel-precoder solution based on Jensen’s





This precoding maximizes (3.18) instead of the ergodic capacity, and conse-
quently leads to a tractable lowerbound to the true channel-precoding capacity.
Channel-precoders in (3.10), (3.16), and (3.20) improve performance of the
transmission in ergodic sense. In the broadcasting set-up the multiple receiv-
ing users can suffer different propagation conditions. Therefore, in the next
sections the performance (gains and degradations) of the channel-precoders is
evaluated for various channel environments and channel-precoder miss-matched
condition, i.e., channel statistics differ from the ones used to optimized the
channel-precoders.
3.3.2 Capacity Analysis
Fig. 3.28 shows the ergodic capacity in bpc vs. CNR in dB for 4×2 MIMO
system with no precoding, Jensen-precoder and the MO (Mean-Optimality)
precoder under MGM (a) and NGH-PO (b) channels. Channel-precoding is
optimized for this specific channel statistics with full LoS correlation, i.e., γ = 1.
It can be observed that, compared to the unprecoded 4×2 MIMO, the MO-
precoder 4×2 MIMO provides an extra 1.6 bpc under MGM channel, and an
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extra 0.7 bpc uder NGH-PO channel at 25 dB of CNR. On the other hand,
while the channel-precoder solution based on Jensen’s inequality outperforms
unprecoded system and MO-precoder at low CNRs, it converges to unprecoded
system at high CNRs.
Results in Fig. 3.29 present 2× 2 MIMO performance where the use of
Jensen and MO precoders show no enhancement at all CNRs. This is due to
the low correlation of the MIMO paths in the 2×2 case. More generally, the
performance of channel-precoding in MIMO systems with the same number of
transmit and receive antennas converges to an unprecoded system as the CNR
increases [50].
Fig. 3.30 presents the ergodic capacity in bpc for unprecoded and precoded
4×2 MIMO system against the LoS correlation parameter γ under MGM chan-
nel (left) and the NGH-PO channels (right). Here, the channel-precoders are
designed for every γ value and target CNR of 0, 10, 20 and 30 dB. There-
fore, Fig. 3.30 analyzes the performance when the channel statistics match the
channel-precoder. Here, for both channels and CNRs, the channel-precoding
gain over unprecoded system increases with increasing γ factor and further-
more, higher gains are achieved for the MGM channel. Note that the ergodic
capacity with channel-precoding converges to unprecoded system at γ = 0, i.e.,
no LoS correlation between the two 2×2 MIMO channels. At low CNRs, Jensen
precoder has the best performance but converges to an unprecoded system as
as the CNR increases. On the other hand, the MO-precoder outperforms un-
precoded system for medium to high γ values and for all studied CNRs. It is
worth noting that higher ergodic capacity can be achieved in a system with
channel-precoding and correlated LoS than in an unprecoded system with un-
correlated LoS. Similar conclusion can be extracted from reference [103] for a
4×2 MIMO system.
Next, Fig. 3.31 presents ergodic capacity in bpc vs. the Riciean K factor
of the MGM channel with 4×2 MIMO system and CNR values of 0, 5, 20 and
30 dB. Three values of LoS correlation γ are studied, γ = 0 (no correlation),
γ = 0.8 (medium to strong correlation) and γ = 1 (full correlation). The
performance of the channel-precoders is studied in mismatched condition, i.e.,
the channel statistics differ from the ones used to design the precoders. In the
case of γ = 0, channel-precoders have the same performance to unprecoded
system at all studied CNRs and K values. For the other two γ cases, the
ergodic capacity of channel-precoding increases with increasing K factor. As
observed in Fig. 3.28(a), Jensen precoder outperforms MO precoder at low
CNRs, while MO-precoder outperforms Jensen precoder at higher CNRs. In
this mismatched analysis we can observe that channel-precoders still provide
better performance than unprecoded system even in the event of mismatched
K. Note that in the extreme case of K = 0, the channel-precoders still provide
an improvement. This is is because, even though there is no LoS component
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(a) MGM channel model.



































(b) NGH-PO channel model.
Figure 3.28: Ergodic capacity in bpc vs. CNR in dB for MGM (a) and
NGH-PO (b) channels with 4×2 MIMO and LoS correlation γ = 1.
Unprecoded system, precoded MIMO with Jensen and MO precoders are
illustrated. (Note that in this case of full LoS correlation, the precoding gains
are higher for the MGM channel model.) c© 2015 IEEE.
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(a) MGM channel model.



































(b) NGH-PO channel model.
Figure 3.29: Ergodic capacity in bpc vs. CNR in dB for MGM (a) and
NGH-PO (b) channels with 2×2 MIMO. Unprecoded system, precoded
MIMO with Jensen and MO precoders are illustrated. c© 2015 IEEE.
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Figure 3.30: Ergodic capacity in bpc vs. LoS correlation γ with 4×2 MIMO
for MGM (left) and NGH-PO (right) channels and CNR values of 0, 10, 20
and 30 dB. Unprecoded system, precoded MIMO with Jensen and MO
precoders are illustrated. Channel-precoders are designed for every case of
LoS correlation γ and target CNR (matched case with channel statistics).
c© 2015 IEEE.
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Figure 3.31: Ergodic capacity in bpc vs. Riciean K factor with 4×2 MIMO
under MGM channels and CNR values of 0, 5, 20 and 30 dB. Three values of
LoS correlation γ are studied, γ = 0, γ = 0.8 and γ = 1. Unprecoded system,
precoded MIMO with Jensen and MO precoders are illustrated. Jensen and
MO precoders are designed for every target CNR and fixed K = 5 (MGM
parameter) - mismatched case with the true channel statistics. c© 2015 IEEE.
in the channel, the channel-precoders are able to exploit the correlation of the
Non Line Of Sight (NLoS) component.
3.3.3 System Performance
To complement the channel capacity results presented in the previous subsec-
tions, BER performance of the considered MIMO systems is simulated.
The MGM rooftop and NGH-PO MIMO cross-polar channels used in this
subsection have the values of K and X as defined in Appendix A. Further
simulation parameters are specified in Table 3.4, where the precoded MIMO
systems used the designed MO-precoder with fixed channel paramters (fixed K,
X and LoS correlation γ factors). Perfect CSI at the receiver side is assumed.
The code-rates 5/15, 8/15 and 11/15 are selected to evaluate the performance
of the different schemes at low, mid and high code-rates. Additionally, on each
transmit antenna a 256QAM constellation for SISO, 16QAM constellation for
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LDPC block length 16200 bits
Code rate 5/15, 8/15, and 11/15
256QAM - SISO
Constellation 16QAM - MIMO 2×2
QPSK - MIMO 4×2
Mapping Gray labelling
Channel estimation perfect receive CSI
2×2 MIMO, and QPSK constellation for 4×2 MIMO it is used. In particular,
8 bits are transmitted per channel use for all antenna configurations with an
effective rate of 2.58, 4.18 and 5.78 bpc, respectively when taking into account
error control coding4.
First, Fig. 3.32 and Fig. 3.33 compare the performance of SISO, MIMO SM
(unprecoded) 2×2, MIMO eSM-PH (NGH precoding) 2×2 and unprecoded 4×2
MIMO with LDPC code rates of 5/15 (left), 8/15 (center) and 11/15 (right)
under NGH-PO (Fig. 3.32) and MGM (Fig. 3.33) channels. For the unprecoded
MIMO SM 4×2 case, both channels have zero LoS correlation (γ = 0). For both
channels, MIMO schemes show a significant gain compared to SISO. Applying
NGH precoding to MIMO 2×2 provides an advantage over the unprecoded case
in the NGH-PO channel (since NGH precoding was optimized for this channel),
but it does not for the MGM channel. It is interesting to note that while MIMO
NGH 2×2 provides better or similar performance to unprecoded 4×2 MIMO in
the NGH-PO channel, for the MGM channel MIMO 4×2 outperforms MIMO
NGH 2×2.
4This spectral efficiency does not take into account the loss due to signalling, synchro-
nization, pilot insertion, and guard interval.
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Here, Fig. 3.34 investigates the unprecoded 4×2 MIMO performance degra-
dation due to LoS correlation under MGM (top) and NGH-PO (bottom) chan-
nels . One can observe that the performance degrades with increasing γ factor
for both channels. However, this degradation is higher in the MGM channel.
Fig. 3.35 and Fig. 3.36 compares the performance of 4×2 MIMO with the
MO-precoder and the unprecoded case in the NGH-PO and MGM channels,
respectively. LoS correlation values γ = 0.8 and γ = 1.0 are included. In
both channels one can observe that MO-precoding provides improved or similar
performance to unprecoded system at code rate 5/15 but incurs in an increasing
performance degradation with increasing code rate.
To explain the performance dependence with the code rate of the MO-
precoding, Fig. 3.37 presents the pdf of the LLR values at the output of the
MIMO demodulator for a MIMO 4×2 with and without MO-precoding un-
der the MGM channel model with 15 dB (top) and 25 dB (bottom). First,
it can be observed that MO-precoding affects the distribution of LLR values.
With precoding, the LLRs take, with high probability, either small (i.e., low
bit reliability) or high absolute values (i.e., high bit reliability). Without pre-
coding the LLR values are more uniformly distributed. The strong reliability
for some of the LLR values with precoding can be connected with the im-
proved performance at low code-rates. When channel coding is used, previous
works in [104, 63] have shown that while diversity techniques improve perfor-
mance at high code-rates, they can degrade the performance at low code-rates.
MO-precoding reduces the diversity of the LLR values in favour of enhancing
the reliability of some of the transmitted bits, which can be exploited by the
diversity of the channel code at low code-rates.
Finally, in Fig. 3.38 the performance of MO-precoder 4×2 MIMO is analysed
in the case of mismatch condition with a K factor, where the precoder statistics
and true channel statistics differ. This is common situation in the broadcasting
set-up, since different users can experience channels with different reception
conditions and therefore different channel statistics. Here, the gain is compared
over unprecoded 4×2 MIMO in the NGH-PO channel with two values of γ equal
to 0.8 and 1.0. The performance of code rate 5/15 is studied since higher ones
provided poor performance for channel-precoding. The gain increases for both
values of γ with increasing K factor. It is interesting to note that for this low
code-rate even in the extreme case of K = 0 (where there is no LoS component)
the channel-precoder still provides a gain of about 0.5 dB. This is because the
precoder is still able to exploit the covariance matrix of the NLoS components
which also has some degree of correlation (cf. Appendix A).
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(a) NGH-PO channel model.















(b) MGM channel model.
Figure 3.34: Bit error rate vs. CNR for NGH-PO (upper) and MGM
(bottom) channel models with code-rates 5/15, 8/15 and 11/15. Unprecoded
MIMO with spatial multiplexing 4×2 with different LoS correlation γ values
is illustrated. c© 2015 IEEE.
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(a) LoS correlation γ = 0.8.









MIMO SM 4x2 Non−precoded




(b) LoS correlation γ = 1.0.
Figure 3.35: Bit error rate vs. CNR in dB for NGH-PO channel model with
code-rates 5/15, 8/15 and 11/15. MIMO with simple spatial multiplexing
4×2 and MIMO with simple spatial multiplexing 4×2 with MO-precoder for
γ = 0.8 (upper) and γ = 1.0 (bottom). c© 2015 IEEE.
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(a) LoS correlation γ = 0.8.








MIMO SM 4x2 Non−precoded
MIMO SM 4x2 MO−precoder
CR 5/15
CR 8/15 CR 11/15
(b) LoS correlation γ = 1.0.
Figure 3.36: Bit error rate vs. CNR in dB for MGM channel model with
code-rates 5/15, 8/15 and 11/15. MIMO with simple spatial multiplexing
4×2 and MIMO with simple spatial multiplexing 4×2 with MO-precoder for
γ = 0.8 (upper) and γ = 1.0 (bottom). c© 2015 IEEE.
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Figure 3.37: Probability density function of the LLR values for MIMO 4×2
without precoding and with MO-precoding under MGM channel with 15 dB
(upper) and 25 dB (bottom) of received CNR. c© 2015 IEEE.


































Figure 3.38: CNR gain in dB vs. K factor for MIMO 4×2 with MO-precoder
over MIMO 4×2 without precoding in NGH-PO channel with code-rate 5/15.
MO precoder is designed for fixed K = 5 (mismatched case). c© 2015 IEEE.
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3.4 Summary and Conclusions
This thesis has investigated and characterized the performance of MIMO pre-
coding in DTT systems. First, the performance and structure of MIMO pre-
coders based on rotation matrices for 2×2 MIMO has been investigated, giving
special attention on the case of cross-polar antennas, which is the preferred
configuration in DTT systems in the UHF band. This type of precoding has
been characterized against: (i) channel parameters such as antenna orientation,
spatial correlation, and transmit PI, and (ii) transmission parameters such as
constellation order and physical layer FEC code-rate. The results based on
Monte-Carlo simulations of the information theoretical limits of MIMO-BICM
systems and system BER with practical channel codes show the interesting
result that, in general, the optimal rotation angle depends on the physical
layer FEC code-rate. In particular with cross-polar antennas, the rotation gain
increases for increasing code-rate, i.e., at low code-rates it is optimal not to
rotate, and at mid and high code-rates it is optimal to rotate. Then, the per-
formance of the stream-power-allocation matrix with constellations of different
cardinality in each transmit antenna has been studied. The evaluation in the
case of cross-polar antennas shows that allocation of more power to the constel-
lation with higher cardinality can improve the performance from mid to high
code-rates. This can be achieved by either intentional transmit PI between
antennas or stream-power allocation. Finally, the precoding solutions adopted
in DVB-NGH and ATSC 3.0 have been compared with the results obtained in
this chapter. These comparisons show that the adopted parameters for the pre-
coding in DVB-NGH can be suboptimal for some transmission configurations.
On the other hand, for ATSC 3.0, a per code-rate rotation angle optimization
allows optimal rotation performance at each transmitted spectral efficiency.
Secondly, in this chapter a MIMO-channel-precoding has been proposed
that exploits statistical information of the MIMO channel. This precoder has
the potential to further increase the channel capacity when compared to equiv-
alent unprecoded MIMO set-up. The performance of the proposed channel-
precoder is evaluated for fixed and portable channels and various reception
conditions. A mismatched analysis allows to evaluate the performance of the
precoder when the channel statistics do not match the precoder, a typical
situation in the broadcast set-up. Capacity results present performance en-
hancements in scenarios with strong LoS and correlated antenna component,
and resilience in mismatched condition for the considered 4×2 MIMO systems,
but no enhacement for 2×2 MIMO systems. BER simulation results with the
DVB-NGH MIMO physical layer show that for low code rates, performance im-
provements can be achieved in the case of strong LoS correlation and resilience
against mismatched condition with the channel statistics.
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The previous chapter assumed perfect reception conditions such as op-timal demodulators and infinite-precision number representations. How-
ever, due to complexity constraints and finite-precision arithmetic, it is crucial
for the overall system performance to carefully design receiver algorithms. This
chapter investigates memory and performance trade-offs of soft-quantized in-
formation in MIMO-BICM receivers. DTT systems, such as DVB-NGH, rely
on TI techniques to overcome signal fluctuations and improve the system per-
formance by time-diversity gain. Yet, long TI imposes the highest in-chip
memory requirements at the receiver, which depends on the quantization res-
olution and specific algorithms. Two types of quantized receivers are investi-
gated: quantization of I&Q samples and quantization of log-likelihood ratios.
The implications on the in-chip memory and the possibility of implementing
MIMO-BICM with iterative decoding are presented and discussed. Addition-
ally, the performance degradations of uniform quantization and non-uniform
quantization algorithms is evaluated showing significant potential benefits for
non-uniform quantization adapted to the signal statistics. The results obtained
in this chapter highlight the important trade-off between in-chip memory and
performance for quantized receiver architectures.
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Figure 4.1: Block diagram of quantization stages in a generic receiver.
4.1 Quantized receiver Architectures
Signal quantization is a fundamental operation that can be found in any dig-
ital receiver. Quantization permits transformation of continuous signals (e.g.,
sound, light, radio waves, etc.) to a discrete signal sequence (analog-to-digital
converters) that can be processed (signal-processing), transmitted and/or stored
in conventional digital processors (cf. Fig. 4.1). A low quantization rate is
highly beneficial for hardware implementations, since it entails a reduction of
chip area, which in turn yields a lower power consumption. However, a fun-
damental trade-off connects quantizer resolution and distortion. The use of
quantizers adapted to the signal statistics can minimize the degradations for a
given quantization rate.
Analog-to-Digital Converters (ADC) realize two basic operations, signal
sampling and quantization. The ADC first samples the continuous input signal
with a sampling rate higher than twice the highest frequency of the input
signal to fulfil the Nyquist rate signalling criterion. The quantizer then maps
input sampled values to a discrete set of 2q values, where q is the number of
quantization bits (resolution), while at the same time the goal of the quantizer
is to represent the input signal with little distortion as possible. The resolution
of the ADCs would depend on the final application, but for communication
systems typical q values are between to 8 to 16 bits [105]. In this dissertation
it is assumed that quantization noise introduced by the ADCs is low enough
so it has a negligible effect in the final receiver performance.
Other signal processing blocks in the receiving chain may require to store
a certain amount of samples into in-chip memory prior to the computation of
specific algorithms to a block of data (cf. Fig. 4.1). This can be the case as for
frequent processing operations in wireless communication receivers which are
listed next.
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FFT operation The FFT processing requires the storage of N samples prior
to the FFT operation. The value of N depends on the application, but for DTT
systems N takes values from 1024 (1K) to 32768 (32K) samples.
Channel estimation Prior to the estimation of the CSI in the data carriers,
the receiver requires the storage of pilot information in frequency and time
domain in doubly selective channels. For instance, in DTT systems such as
DVB-T2, DVB-NGH and ATSC 3.0, pilot signals are sent multiplexed with
the data in a comb-type pilot arrangement. In particular, [45] recommends,
for a DVB-T2 system, the storage of two and four OFDM symbols to perform
temporal interpolation for FFT sizes of 32K and 16K, respectively.
Interleaving stages Frequency, cell, time and bit de-interleaving stages also
require the storage of sampled data before the permutation to the block of
received data can be applied. Taking as an use case the receiving chain of
DVB-NGH, the storage requirements for the different de-interleaving stages
are:
• Frequency de-interleaving : one OFDM symbol where the number of sam-
ples depend on the FFT size.
• Cell de-interleaving : one FEC code-word, where the number of samples
depend on the FEC block size (e.g., 16200 or 64800 bits) and the cardinal-
ity of the constellation, e.g., 4050 samples with 16200 bits FEC code-word
size and 4 bpc.
• Bit de-interleaving : one FEC code-word, where the number of samples
depend on the FEC block size, e.g., 16200 or 64800 bits.
• Time de-interleaving : multiple FEC code-words where the number of
samples depend on the TI depth at the transmitter and the antenna
configuration. For instance, in the SISO profile of DVB-NGH the number
of cells to be stored at the receiver are 524288 cells (for the data and
CSI paths). Furthermore, the memory requirements can increase for the
MIMO case as it will be discussed in this chapter.
It is important to note that the final amount of memory in bits required
to store the samples of the previous processing blocks directly depends on the
resolution of the quantization algorithms. From the previous requirements, it
can be clearly seen that Time de-Interleaving (TDI) in DTT systems is the
stage with the highest memory requirements [45]. Hence, the study of in-
chip memory and performance trade-off of practical receiver architectures with
quantized signals is highly motivated.
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Figures 4.2 and 4.3 present simplified transmit to receive communication
chains where the receivers implement, at different parts of the receiving chain,
signal quantization to store received information at the TDI memory. At the
transmitter, first the information bits are encoded by the LDPC and BCH
codes. Then, the encoded bits are bit-interleaved (cl) and fed to the con-
stellation mapper, which outputs constellation symbols. Finally, the output
constellation symbols are time-interleaved and transmitted through the chan-
nel.
The architecture in Fig. 4.2 first needs to store the received (distorted) con-
stellation symbols and the channel estimates in order to perform TDI. Before
storing into the TDI memory, the in-phase (I) and quadrature (Q) components
of the received signals y and the channel estimates H are quantized. The
quantizer uses the algorithms described in section 4.2.1. Prior to the TDI op-
eration, the quantized symbols are stored until the entire TDI memory is filled.
Then, the demapper can use the quantized symbols yq and quantized chan-
nel estimates Hq to produce LLRs. (In this chapter the MAP demapper with
the max-log approximation is employed cf. Chapter 2.) The output LLRs are
bit de-interleaved and passed to the LDPC decoder which performs multiple
operations of the max-sum algorithm. With iterative MIMO demapping, the
soft-ouput information of the LDPC decoder is passed back to the demapper
through a bit-interleaving to output refined soft-decisions.
The architecture in Fig. 4.3 realizes the quantization in a different point of
the receiver chain. With this architecture the demapping and TDI positions
are exchanged, i.e., demapper is executed before the TDI. If the TDI block de-
interleaves groups of LLRs corresponding to the received symbols and channel
estimates, there is no effect in the performance [52]. It is assumed that the
demapper operates with full resolution. This assumption is reasonable since
only the received symbols from each antenna (i.e., y1 and y2) and channel
estimates (h11, h12, h21 and h22) from a single channel realization need to be
stored with full resolution. The ouput LLRs (Λl) at the demapper are quantized
(dl) prior to storage to the TDI. This approach is also described in [52]. Once
the TDI is filled, the groups of LLRs are de-interleaved and passed to the bit de-
interleaving which are finally fed to the LDPC decoder. With this architecture,
iterative decoding of the MIMO-BICM receiving chain is not possible. This is
because for performing iterative decoding of the MIMO-BICM, the receiver
needs access to previous instances of y and H, which are not available with
this structure.
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LDPC+BCH
Encoder BI MAP TI








Figure 4.2: Simplified transceiver architecture with quantized In-phase and
Quadrature components of received signals and channel estimates. BI:
bit-interleaving, MAP: mapper, TI: Time interleaving, CHAN: channel,
DEMAP: demapper, Q: quantizer, TDI: time de-interleaving, BDI:
bit-deinterleaving.
LDPC+BCH
Encoder BI MAP TI






Figure 4.3: Simplified transceiver architecture with quantized log-likelihood
ratios. BI: bit-interleaving, MAP: mapper, TI: Time interleaving, CHAN:
channel, DEMAP: demapper, Q: quantizer, TDI: time de-interleaving, BDI:
bit-deinterleaving.
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4.2 Quantization Algorithms
4.2.1 Quantization of I&Q Signal Components
For the receiver structure in Fig. 4.2 the signal components y and H need to
be quantized. This chapter considers only scalar quantization, hence, the I and
Q components of each of the elements of the vector y (i.e., y1 and y2) and the
matrix H (i.e., h11, h12, h21 and h22) are quantized independently.
Uniform quantization
With uniform quantization of I&Q components it is assumed that the receiver
can adapt the maximum quantization range to the received signal. In particular
this is done in this chapter by measuring the maximum range of the signal for
every received frame. This is clearly an idealization since in a practical receiver
design, the signal dynamic range should be decided beforehand to compute
a static set of quantizer reproducers and boundaries. This assumption will
provide optimistic results for the uniform quantization of I&Q components.
The information of the maximum signal range could be limited in practice
by the dynamic range of the ADC which could be used for the design of the
uniform quantizer.
Non-Uniform quantization: Lloyd-Max Algorithm
For non-uniform quantization of I&Q components, the Lloyd-Max algorithm [106,
107] is selected and the main steps of the algorithm are presented next.
The Lloyd-Max algorithm finds the quantizer reproducers and boundaries
that minimizes the MSE between the input y and the quantized output z, i.e.,
E{(y − z)2}. The MSE associated with the quantizer Q can be expressed as:
MSE = E{(y − z)2} =
∫
Y
(y −Q(y))2p(y) dy, (4.1)







(y − zi)2p(y) dy, (4.2)
where log2 n = q.
For the optimization of the quantizer boundaries and reproducers with the
Lloyd-Max algorithm, two necessary conditions are defined (assuming n repro-
ducer values and known p(y):
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1. For fixed reproducer values, the quantizer boundary bi between regions
Yi and Yi+1 that minimizes the MSE is the point equidistant to the




, i = 1, . . . , n− 1. (4.3)
2. For fixed quantizer boundaries, the optimal reproducers are the centroids







, i = 1, . . . , n. (4.4)
The Lloyd-Max algorithm starts with an arbitrary initial set of n quantizer
reproducers and then executes equations (4.3) and (4.4) until the additional
improvement over the MSE minimization is lower than a predefined threshold,
or the a maximum number of iterations has been reached.
Figure 4.4 shows the pdf of the I component of the received symbol at the
first received antenna for a received CNR of 11.25 dB. This figure also shows
the quantizer reproducers and boundaries with non-uniform distribution using
the Lloyd-Max algorithm. As we can observe, a more dense sampling is done
at the center of the pdf where it has the highest density. It is interesting to
note that the resulting pdf has Gaussian like distribution. It was confirmed
with simulations that very similar performance is obtained by using either the
measured pdf or a Gaussian approximation for the design of the quantizer with
the Lloyd-Max algorithm. In the following evaluations, the measured pdfs in
the selected environments are used for the design of the quantizers with the
Lloyd-Max algorithm.
4.2.2 Quantization of Log-likelihood Ratios
Here, scalar n-level quantizers Ql : R 7→ Nl, l = 1, 2, . . . ,m are considered,
where |Nl| = n = 2q. It is noted that depending on the mapping, the quan-
tizers will in general depend on the code bit position l. Specific fixed-point
algorithms for the demodulator and the channel decoder are not used. Hence,
for a given demodulator the results in this chapter constitute an upper bound
on the performance achievable by any implementation under quantized soft-
output demodulation. From a system level perspective it would be desirable
to have demodulators which directly produce quantized LLRs, instead of com-
puting them at full resolution before quantization. For a specific variant of
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Figure 4.4: Example pdf of In-phase y component for a received CNR of
11.25 dB with non-uniform quatization reproducers and boundaries designed
with Lloyd-Max algorithm.
the sphere decoder [108] and for a linear MMSE receiver [109] there exist such
demodulators. However, the development of soft-output demodulators with
quantized output is beyond the scope of this thesis.
In what follows, it is assumed that the joint distribution p(Λl, cl) is known
or approximated by measurement. The knowledge of p(Λl, cl) does not imply
perfect CSI, in fact, the quantizer designs used in this chapter are also applica-
ble in the case of imperfect CSI. For the sake of notational simplicity, the code
bit index l is omitted in the rest of this section. Depending on the mapping,
one needs to design up to m different quantizers. For example, with a square
QAM constellation and Gray labeling, there are (at most) m/2 different LLR
statistics and, hence, different quantizers.
Uniform quantization
In this subsection p(Λl, cl) is quantized using uniform quantizer reproducers
and boundaries. Here, although uniform quantization does not require full
information about about p(Λl, cl), information about the dynamic range of the
LLRs helps the definition of the first and last quantization reproducers. Fig. 4.5
shows an example of the pdf of the received LLR values with a CNR of 11.25 dB
with 8 bpc for the Most Significant Bit (MSB). Fig. 4.5 also includes quantizer
reproducers and boundaries using uniform quantization. The maximum LLR
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Figure 4.5: Example pdf of Λ values for a received CNR of 11.25 dB with
uniform quatization reproducers and boundaries.

















Figure 4.6: Cumulative distribution function of |Λ| values for a received CNR
of 11.25 dB.
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Figure 4.7: Example pdf of Λ values for a received CNR of 11.25 dB with
non-uniform quatization reproducers and boundaries designed with
information bottleneck method.
value is selected such as with 10% probability all the received LLR values will
have lower absolute value. This can be better observed with the Cumulative
Density Function (cdf) of the absolute LLR values in Fig. 4.6. In this case, an
absolute LLR value of approximately 13 fulfils this criteria. This 10% criteria
is motivated by the fact that, in practical implementations, very high absolute
LLR values are clipped prior to LDPC decoding.
Non-Uniform quantization: Information Bottleneck Algorithm
Next, the Information Bottleneck (IB) algorithm, used to maximize the data
rate through the mutual-information I(c; d), is presented. [95] provides a de-
tailed analysis of the IB method for quantization in the context of commu-
nication systems and specific implementation algorithms. Mutual-information
based design for LLR quantization can outperform other classical approaches,
such as MSE-optimal based quantizers where the goal is to represent the signal
with low distortion [95, 110].
In [111], Tishby et al. introduced the notion of relevance through another
variable. Relevant information in a random variable Λ is defined as the mutual
information this random variable provides about another random variable c,
the relevance variable. For a fixed number of quantization levels, the aim
of the IB method is to find a representation of Λ, which preserves as much
information about c as possible. Hence, the limited set of quantization levels
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constitutes a “bottleneck” through which we squeeze the information that Λ
provides about c. Since closed-form expressions for p(c,Λ) are rarely available,
p(c,Λ) is approximated by measurement. Λ is regarded as a discrete random
variable in what follows.
The IB problem is given by
p?(d|Λ) = arg min
p(d|Λ)
I(Λ; d)− βI(c; d), (4.5)
where β is the Lagrange multiplier of the relevant information I(c; d). In [111]
it is shown that the optimal p(d|Λ) is
p(d|Λ) ∝ p(d) exp [−β D(p(c|Λ)‖p(c|d))] , (4.6)
where D(· ‖ ·) denotes relative entropy. It must be emphasized that (4.6) is











The iterative IB algorithm consists of converging alternating iterations between
(4.6)-(4.8), where β allows to tradeoff quantization rate and relevant informa-
tion. The IB algorithm converges to a locally optimal point. For β  1
deterministic quantizer can be obtained. However, large values of β can lead to
numerical problems in the iterative IB algorithm. Therefore, this chapter uses
the algorithm first proposed in [112] where a modified algorithm maximizes the
relevant information for a given number of quantization levels and to take into
account that the optimal quantizer is deterministic. A deterministic quantizer
is returned upon convergence to a relative accuracy of ε or otherwise after a
predetermined number of iterations. The algorithm is executed with different,
randomized initializations in order to obtain a good quantizer.
The relevant information I(c; d) does not depend on the values of d. There-
fore the reproducer values need to be computed in a separate step after the
quantizer design is completed:
λk = log
p(c = 1|Λ ∈ Ik)
p(c = 0|Λ ∈ Ik)
, k = 1, 2, . . . , n, (4.9)
where Ik, k = 1, 2, . . . , n are the quantization regions defined by the designed
boundaries. (4.9) ensures that the quantized LLRs are consistent.
125
CHAPTER 4. RECEIVER MEMORY AND PERFORMANCE
TRADE-OFF OF SOFT-QUANTIZED INFORMATION
Fig. 4.7 shows the pdfs of the received LLR values with a CNR of 11.25 dB
with 8 bpc for the MSB. Fig. 4.7 also includes non-uniform quantizer reproduc-
ers and boundaries designed with the IB algorithm described above. We can
observe how the non-uniform quantizer gathers the reproducers closely around
the absolute value zero, where the pdf has higher probability.
4.3 Performance Evaluation of Quantized Ar-
chitectures
This section provides physical layer simulation results to illustrate the perfor-
mance improvements by iterative detection and the performance degradation
introduced by LLR and I&Q quantization with different word lengths and algo-
rithms. A summary of the simulation parameters is presented in Table 4.1. The
simulated scenario is NGH vehicular MIMO 2 × 2 cross-polar channel model
with 60 km/h (cf. Appendix A). The simulations include inner LDPC codes
with a word length size of 16200 bits with a code-rate 1/3 and outer BCH. The
simulated system uses 4096 subcarriers and an 1/8 guard interval, to trade-off
network cell area and resilience against Doppler spread in an 8 MHz bandwidth.
For the performance evaluation, TI blocks with 48 LDPC codewords are trans-
mitted and decoded. These values have been selected as a trade-off between
simulation time and performance accuracy. It was confirmed with simulations
that using more LDPC codewords within the TI block did not have a signifi-
cant impact in the final performance. To analyse the effect of the quantization
with the constellation order three spectral efficiencies are evaluated, which are
specified in DVB-NGH, i.e., 6 bpc (with QPSK and 16QAM constellations in
the first and second transmit antennas, respectively), 8 bpc (with 16QAM con-
stellation in both transmit antennas), and 10 bpc (with 16QAM and 64QAM
in the first and second transmit antennas, respectively). As specified in DVB-
NGH, Gray labelling is used and perfect CSI at the receiver side it is assumed.
To provide reliable results, the performance under different channel realiza-
tions at each CNR is evaluated, i.e., different seeds for the (pseudo) random
generators at each CNRs. On the other hand, for a given CNR all the receiver
configurations were simulated under the same set of channel realizations, i.e.,
same seed for the (pseudo) random generator for a given CNR. Regarding the
stopping criteria, for each CNR a maximum number of 20 ·103 and a minimum
number of 2 · 103 TI blocks are simulated. The simulation is stopped when 200
erroneous TI Blocks have been detected. A TI Block is considered erroneous
when a erroneous bit is detected in the entire TI block. Finally, the selected
Quality of Service (QoS) for the comparisons is a BER of 10−5 before BCH
decoding. This error criteria was selected as a compromise between simulation
time and error criteria in mobile channels.
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Table 4.1: Summary of Simulation Parameters
Simulation Parameters Value
Channel Model NGH mobile with 60 kmph
Antenna configuration MIMO 2× 2 with spatial multiplexing
MIMO precoding eSM-PH
FFT size 4096 subcarriers
Guard interval 1/8
LDPC code length 16200 bits
Code-rate 1/3
Spectral efficiencies





Channel estimation perfect receive CSI
QoS BER = 10−5 before BCH
It is noted that since the LLR and I&Q statistics depend on the received
CNR, a different quantizer for each possible received CNR could be designed.
However, in this section, only a single quantizer is designed for the CNR that
reaches QoS performance with full resolution. This implies that at other re-
ceived CNRs there will be a mismatch condition between the channel statistics
and the statistics used for the design of the quantizers. Compared to a quan-
tizer design that changes with the received CNR, the approach adopted in this
chapter eases the hardware implementation at the expense of some performance
degradation.
Figure 4.8 studies, for 8 bpc and code-rate 5/15, the performance gain due
to iterative MIMO-BICM decoding with different number of outer iterations,
i.e., number of soft information exchanges between the MIMO demapper and
the LDPC decoder. In this analysis, the maximum complexity of the LDPC
decoder is fixed to 50 iterations. The demapping and decoding of a given code-
word is completed once the parity check conditions are satisfied. For example,
for the curve labelled with “5 outer by 10 inner” the demapper is executed a
maximum number of 5 times and the LDPC decoder runs a maximum number
of 10 iterations of the sum-product algorithm for each demapping execution.
As we can observe, increasing the number of outer iterations enhances the BER
performance. However, the performance improvement comes at the expense of
higher computational complexity due to the repeated execution of the demap-
per block. With 5 outer iterations, the MIMO-BICM-ID gain is 0.8 dB and
further increasing the number of outer iterations to 10 or 25 only provides a
minor improvement. Since MIMO demodulation with high spectral efficien-
cies is one of the receiver components with highest complexity, in the rest of
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1 outer by 50 inner
5 outer by 10 inner
10 outer by 5 inner
25 outer by 2 inner
Figure 4.8: BER performance for MIMO-BICM with iterative decoding with
different number of outer iterations. The maximum complexity of the number
of LDPC decoding iteration is fixed to 50.
evaluations the configuration 5 outer by 10 inner is selected, which provides a
reasonable trade-off between receiver complexity and iterative decoding gain.
Figures 4.9, 4.10 and 4.11 present BER vs. CNR performance results with
quantized LLRs for the three spectral efficiencies of 6, 8 and 10 bpc, respec-
tively. The performance of the LLR quantization algorithms presented in sec-
tion 4.2.2 is included (uniform quantization with solid curves and non-uniform
quantization with dashed lines). In particular, the degradation due to LLR
quantization is studied with 2, 3 and 4 bits for each received LLR. As a base-
line, the performance with full resolution is included with solid lines and circle
markers. For the three spectral efficiencies the results show that the use of
non-uniform quantization with IB algorithm provides a performance improve-
ment compared to uniform quantization. In particular at coarse quantization
levels (e.g., 2 bits per LLR) this gain is significant. In general for uniform
quantization we can observe that the performance degradation compared to
full resolution increases with increasing spectral efficiency. For instance, with 3
bits per LLR, the performance loss at QoS is 1 dB, 1.5 dB and more than 2 dB
for 6, 8 and 10 bpc, respectively. This increasing degradation can be explained
due to the less dominant effect of the AWGN noise, which produces less uniform
LLR distribution at higher spectral efficiencies. On the other hand, for non-
uniform quantization, the loss remains approximately the same for the three
spectral efficiencies. In particular, with 2 bits per LLR the loss is around 1 dB,
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Figure 4.9: BER performance with quantized LLRs with 6 bpc. Uniform
quantization and non-uniform quantization with IB method are included with
2, 3 and 4 bits per LLR.
for 3 bits per LLR the degradation is lower than 0.5 dB and with 4 bits per
LLR the performance gets very close to the full resolution performance. The
superior performance of non-uniform compared to uniform quantization is be-
cause non-uniform quantization exploits the signal statistics at each particular
spectral efficiency.
Figures 4.12, 4.13 and 4.14 present BER vs. CNR performance results
with quantized I&Q components. In these evaluations iterative decoding is not
implemented. The performance of uniform and non-uniform quantization is
studied and further details of the I&Q quantization algorithms are presented
in section 4.2.1. For the three spectral efficiencies it can be observed that non-
uniform quantization of I&Q components reduces the degradation compared to
uniform quantization, specially with coarse resolution. For instance, for 6 and
10 bpc with 3 and 4 bits of quantization, respectively, non-uniform quantization
outperforms uniform quantization by various dBs. However, the performance
difference between both approaches reduces at finer resolutions. For instance,
at 8 bpc with 4 bits of quantization a gain of 0.5 dB is achieved with non-
uniform quantization. In general for the uniform quantizers the results show
that the degradation increases with increasing spectral efficiencies, which can
be seen in the degradation of 4 and 5 bits of quantization per I&Q component.
On the other hand, with non-uniform quantization, although the degradation
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Figure 4.10: BER performance with quantized LLRs with 8 bpc. Uniform
quantization and non-uniform quantization with IB method are included with
2, 3 and 4 bits per LLR.



















Figure 4.11: BER performance with quantized LLRs with 10 bpc. Uniform
quantization and non-uniform quantization with IB method are included with
2, 3 and 4 bits per LLR.
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Figure 4.12: BER performance with quantized I&Q with 6 bpc. Uniform
quantization and non-uniform quantization with Lloyd-Max method are
included with 3, 4 and 5 bits per I or Q component.
also increases with the spectral efficiency, the loss is lower than the loss with
uniform quantization.
Figures 4.15, 4.16 and 4.17 present BER vs. CNR performance results with
quantized I&Q components and iterative decoding. As baseline, the perfor-
mance with full resolution for the iterative and non-interative set-up is included.
This will allow us to study the MIMO-BICM-ID gain reduction due to quanti-
zation degradation. Overall, the performance degradation due to quantization
with MIMO-BICM-ID is very similar to the degradation without iterative de-
coding. These results show that to maintain the MIMO-BICM-ID gain (with
full resolution) of 0.7, 0.76, and 1.4 dB for 6, 8 and 10 bpc, respectively, fine
resolution is needed, e.g., 5 quantization bits per I&Q component with non-
uniform quantization.
4.4 Memory vs. Performance Trade-Off
DTT systems have to cope with signal strength fluctuations occurring during
the motion of the receiver terminals, and this task is achieved with the TI block.
The TI block interlaces multiple constellation symbols to increase the time
diversity and hence, to increase the resilience against time selective fading. To
provide sufficient time diversity DVB-NGH specifies a maximum interleaving
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Figure 4.13: BER performance with quantized I&Q with 8 bpc. Uniform
quantization and non-uniform quantization with Lloyd-Max method are
included with 4, 5 and 6 bits per I or Q component.

















Figure 4.14: BER performance with quantized I&Q with 10 bpc. Uniform
quantization and non-uniform quantization with Lloyd-Max method are
included with 4, 5 and 6 bits per I or Q component.
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Figure 4.15: BER performance with quantized I&Q with 6 bpc and iterative
decoding. Uniform quantization and non-uniform quantization with
Lloyd-Max method are included with 3, 4 and 5 bits per I or Q component.


















Figure 4.16: BER performance with quantized I&Q with 8 bpc and iterative
decoding. Uniform quantization and non-uniform quantization with
Lloyd-Max method are included with 4, 5 and 6 bits per I or Q component.
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Figure 4.17: BER performance with quantized I&Q with 10 bpc and iterative
decoding. Uniform quantization and non-uniform quantization with
Lloyd-Max method are included with 4, 5 and 6 bits per I or Q component.
depth of 218 constellation symbols1. It is important to note that before the
receiver can start decoding the received data, all the symbols corresponding to
the TDI block memory need to be stored. The final TDI block memory size in
bits will depend on the number of quantization levels applied to the received
signal. In general the higher the number of quantization levels, the higher the
fidelity, but on the other hand the higher the memory requirements. There is
therefore a trade-off between in-chip memory and system performance.
Figure 4.18 illustrates the maximum number of transmit constellation sym-
bols in a MIMO system with two transmit antenna streams. In DVB-NGH the
maximum TI depth of the sheer terrestrial profile with single antenna transmis-
sions is specified to 218 constellation symbols. For MIMO with two transmit
streams, since it requires (independent) constellation symbols at each transmit
antenna, the MIMO TI depth is halved compared to the SISO profile. This is
done as to maintain the same constrain in the maximum number of transmit
constellation symbols within a TI block.
For each received channel realization, the receiver can store into the TDI
memory different signal components, which would lead, as we will discuss later
1In DVB-NGH multiple sophisticated mechanisms of TI are defined such as the TI depth
can be extended over multiple frames up to values around 2 seconds [47]. In the basic TI
scheme, where contiguous constellation symbols from the same TI block are interlaced, 218
cells correspond to approximately 40 ms.
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Total number of symbols = 218~262.1K
Total number of channel realizations = 217~131.1K
s
Figure 4.18: Transmit TI depth defined as the maximum number of
constellation symbols.
in more detail, to different memory and performance trade-offs. In a MIMO
2× 2 system, for each channel realization, the received signal components are:
two distorted symbols (i.e., y1 and y2), one from each received antenna, and
four channel estimates (i.e., h11, h12h21, h22). The first receiver architecture
quantizes, for each signal component, the I and Q components. This is illus-
trated in the left part of Fig. 4.19. If NB bits are used to quantize each I and
Q component, MI&Q = 6 · 2 ·NB bits of in-chip memory are required.
Alternatively, instead of quantizing I&Q components, the received symbols
y and channel estimates H are passed (with full resolution) to the demapper
(which also operates with full resolution) and computes soft information in the
form of LLRs. The output LLRs are the signal components to be quantized
and stored in the in-chip TDI memory. For each received channel realization,
the number of bits required to store the computed LLRs depend on: (i) the
transmitted spectral efficiency (e.g., 6 LLRs for 6 bpc) and the number of bits
employed to quantize each LLR. Hence, the memory MΛ per channel realization
is: MΛ = NB · Nbpc, where Nbpc is the number of bpc. This is illustrated in
the right part of figure 4.19.
Figures 4.20 to 4.22 study the trade-off between the required in-chip mem-
ory for TDI and system performance for the two quantization approaches and
for the three spectral efficiencies of 6, 8 and 10 bpc, respectively. Non-uniform
quantization is used since it showed superior performance than uniform quan-
tization in previous subsection. The performance with full resolution with
iterative and non-iterative decoding is also included as a baseline. For the non-
iterative set-up, the performance with quantized I&Q and LLR components is
presented. On the other hand, for the iterative receiver, only the performance
of quantized I&Q is included since it is the only architecture that allows it.
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Λ1 Λ2 Λ3 Λ4
Rx with quantized I&Q Rx with quantized Λ
Figure 4.19: Diagram of quantized components for receiver architecture with
quantized I&Q components and a receiver architecture with quantized
Log-likelihood rations.









Q(IQ) 7.86 Mbits (Lloyd)
Q(Λ) 3.15 Mbits (IBM)
ID No−ID
Figure 4.20: Performance comparison between LLR quantization and IQ
quantization for 6 bpc.
136
4.4 Memory vs. Performance Trade-Off









Q(IQ) 7.86 Mbits (Lloyd)
Q(Λ) 3.15 Mbits (IBM)
No−IDID
Figure 4.21: Performance comparison between LLR quantization and IQ
quantization for 8 bpc.









Q(IQ) 7.86 Mbits (Lloyd)
Q(Λ) 3.93 Mbits (IBM)
ID
No−ID
Figure 4.22: Performance comparison between LLR quantization and IQ
quantization for 10 bpc.
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Table 4.2: Summary of performance degradations due to quantization in the
considered receiver architectures and for different in-chip memory sizes.
6 bpc 8 bpc 10 bpc





7.86 Mbits 0.0565 9.44 Mbits 0.0265 9.44 Mbits 0.0836
6.29 Mbits 0.2350 7.86 Mbits 0.1179 7.86 Mbits 0.3435
4.72 Mbits 1.3448 6.29 Mbits 0.7178 6.29 Mbits 0.7902
ID
ID Gain 0.7002 ID Gain 0.7606 ID Gain 1.422
7.86 Mbits 0.0718 9.44 Mbits 0.0086 9.44 Mbits 0.0565
6.29 Mbits 0.2950 7.86 Mbits 0.0553 7.86 Mbits 0.3187





3.15 Mbits 0.02 4.19 Mbits 0.0594 5.24 Mbits 0.1360
2.36 Mbits 0.1265 3.15 Mbits 0.2394 3.93 Mbits 0.3279
1.57 Mbits 0.7024 2.10 Mbits 0.9213 2.62 Mbits 0.9377
For the three spectral efficiencies, representative in-chip memory sizes with
a performance degradation lower to 0.25 dB are included in the figures. (Ad-
ditional in-chip memory sizes and associated degradation is presented in Ta-
ble 4.2.) From the results it can be concluded that for similar quantization
performance degradation, LLR quantization requires around half the memory
compared to the in-chip memory with I&Q quantization. More specifically, for
6 and 8 bpc, I&Q quantization requires 2.5 times more in-chip memory and for
10 bpc, I&Q quantization requires exactly double in-chip memory.
4.5 Summary and Conclusions
This chapter has assessed the design and performance evaluation of practical
MIMO-BICM receivers based on quantized information. Two types of quan-
tized receivers have been investigated: quantization of I&Q samples and quan-
tization of LLRs. The implications of each approach on the receiving architec-
ture, the in-chip memory and the possibility of implementing iterative decoding
have been presented and discussed. Using the DVB-NGH MIMO physical layer
as reference, first, the performance gains of MIMO-BICM-ID have been evalu-
ated. Additionally, the performance degradations of uniform quantization and
non-uniform quantization algorithms have been studied showing significant po-
tential benefits for non-uniform quantization adapted to the signal statistics.
The results obtained in this chapter highlight the important trade-off between
in-chip memory and performance for quantized MIMO-BICM receiver archi-
tectures.
The use of non-uniform quantizers adapted to the signal statistics provide
significant improvements in terms of performance or alternatively in-chip mem-
ory savings. This has been verified for both quantized architectures, quantized
I&Q components and quantized LLRs, but showing higher enhancement for
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the latter. The higher memory requirements required by I&Q quantization al-
low, on the other hand, to exploit the benefits of MIMO-BICM with iterative
decoding. As shown in Table 4.2, the MIMO-BICM-ID gain is retained with
quantization (and with sufficient resolution), which increases with increasing
spectral efficiency (0.7, 0.8 and 1.4 dB of gain for 6, 8, and 10 bpc, respec-
tively). These additional gains not only come at the expense of additional
in-chip memory, but also at the expense of additional demapping complexity.
In a receiver design constrained by in-chip memory, the best option is to
quantized LLRs, since it entails the lowest memory requirements, although
iterative decoding is not possible any more. In a receiver design constrained by
demodulation complexity, the preferred option may also be quantized LLRs,
since it would also provide additional in-chip memory savings. On the other
hand, this chapter has only considered max-log demapper, which has high
demodulation complexity. Other MIMO-BICM-ID demodulation algorithms
are available in the literature, such as soft-in soft-out single-tree-search [41] or
MMSE with priors (cf. Chapter 2 and [89, 44]), which can significantly reduce
the demapper complexity. The evaluation of the complexity of such demappers
is out of the scope of this thesis. In a receiver design not constrained by
either on in-chip memory or demodulation complexity, the preferred receiver
architecture is to quantize I&Q components since it also allows MIMO-BICM-
ID, which can provide significant performance improvements. This type or
receiver could be classified as an advanced receiver providing best performance
with higher receiver complexity.
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This dissertation has focused on transmit and receive signal processing fordigital terrestrial TV (DTT) systems with multiple-input multiple-output
(MIMO) and bit-interleaved coded modulation (BICM) technologies, without
a return channel from the receivers to the transmitters. MIMO offers multiple
benefits such as additional received power thanks to the array gain, additional
system resilience against signal fluctuations due to diversity gain and higher
data rates through spatial multiplexing gain. These benefits can be achieved
with the same transmit power and bandwidth requirements as in single antenna
communications. However, these enhancements usually imply a higher system
complexity at the transmitter and receiver sides. Due to the potential benefits,
MIMO has been included for the first time as part of the DTT specifications
DVB-NGH and ATSC 3.0 to overcome the Shannon limit of single antenna
communications. These two specifications have adopted a MIMO configura-
tion with two antennas at transmit and receiver ends (i.e., 2×2 MIMO) able
to transmit two independent data streams into the same time and frequency
resources, i.e., spatial multiplexing gain of two. The operation in the UHF
band of theses systems have motivated the adoption of cross-polar antenna
configuration (i.e., antennas with vertical and horizontal polarizations). Cross-
polar antennas can improve the performance under spatial correlated fading
due to the orthogonal nature of the cross-polar channel, and also it can provide
smaller handset device sizes compared to the co-polar configuration (i.e., an-
tennas with the same polarization) which rely on antenna separation to provide
independent fading signals.
The final MIMO gains directly depend on the intrinsic physical character-
istics of the MIMO channel such as correlation among the spatial paths and
transmit power imbalance between transmit antennas. To overcome the poten-
tial degradations, DVB-NGH and ATSC 3.0 have adopted precoding solutions
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based on rotation matrices which apply a linear transformation to the indepen-
dent information streams to improve the performance. The three main compo-
nents of these type of precoders are rotation matrix, stream-power-allocation,
and power imbalance matrix (which can be considered as part of the precoder
or as part of the channel). Additionally, since the broadcast network tends
to exhibit common channel characteristics such as predominant line-of-sight
(LOS) in rooftop environment, antenna correlation, or cross-polarization dis-
crimination (XPD) factors, these characteristics could be used by a precoder
to exploit such information statistics.
On the other hand, even in ideal channel conditions, MIMO-BICM receivers
need sophisticated signal processing to extract the potential benefits of the
MIMO channel. It is common practice during the standardization of new com-
munication schemes to evaluate candidate transmission technologies with op-
timal receiving conditions such as optimal demodulation or infinite precision
arithmetic. However, it is crucial for a good final system performance to care-
fully design specific receiving algorithms, which provide suitable performance
while meeting complexity restrictions.
Signal quantization is a fundamental operation that can be found in any dig-
ital receiver, which permits transformation of continuous signals to a discrete
signal sequence that can be processed, transmitted and/or stored in conven-
tional digital processors. A fundamental trade-off connects quantizer resolution
and distortion, hence, the quantization algorithms used at the receiver have a
direct impact on the final performance and in-chip memory. Other important
factor in MIMO-BICM receivers is that the performance can be significantly
enhanced by iterative decoding algorithms, which exchange soft information
between the demapper and the channel decoder in a iterative fashion. Apart
from the additional computational complexity, this type of processing requires
specific receiving architectures which can also have an impact on the in-chip
memory.
At the transmitter side, the goal of this thesis has been to investigate and
characterize the performance of MIMO precoding in DTT systems. First, this
thesis has provided a performance characterization of the 2×2 MIMO precod-
ing based on rotation matrices against: (i) channel parameters such as antenna
orientation, spatial correlation, and transmit power imbalance, and (ii) trans-
mission parameters such as constellation order and physical layer forward error
correction (FEC) code-rate. Secondly, a MIMO-channel-precoding has been
proposed that exploits statistical information of the MIMO channel. In this
part of the thesis the DTT MIMO systems have been extended to support four
independent information streams and its performance in DTT channels has
been evaluated. The performance of the MIMO-channel-precoder is evaluated
in a wide set of channel scenarios and mismatched channel conditions, (i.e.,
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channel statistics and the statistics used for the design of the precoder differ),
a typical situation in the broadcast set-up.
At the receiver side, the goal of this thesis has been to design and eval-
uate the performance of practical MIMO-BICM receivers based on quantized
information. Two types of quantized receivers have been investigated: quan-
tization of In-phase and Quadrature (I&Q) samples and quantization of log-
likelihood ratios (LLRs). The implications on the receiving architecture, the
in-chip memory and the possibility of implementing iterative decoding have
been investigated. Here, using the DVB-NGH MIMO physical layer as refer-
ence, first, the performance gains of MIMO-BICM with iterative decoding have
been evaluated. Then, the performance of uniform and non-uniform quantiza-
tion has been analysed showing potential benefits for non-uniform quantization
adapted to the signal statistics. Finally, the in-chip memory size and system
performance trade-off of quantized MIMO-BICM receivers has been presented
and investigated.
This concluding chapter summarizes the main contributions of this disser-
tation and suggests further topics of research beyond the results of this work.
5.1 Conclusions
MIMO Precoding for Terrestrial Broadcast Systems
The research results obtained in this thesis, with the information-theoretic
limits of BICM systems and BER simulations including channel coding, for
2×2 MIMO-BICM with Gray mapping and precoders based on rotation matrices
show the following conclusions:
• In the case of co-polar antennas under i.i.d. fast fading Rayleigh channel,
rotation does not have any effect in the final system performance. This
channel model emulates a environment with co-polar antennas and rich
scattering which already mixes the transmits information streams and a
further linear transformation does not have a significant effect. Although
this type of channel with co-polar antennas is not very representative for
DTT systems, which relay in cross-polar antennas, it can provide insights
for cross-polar channels with low XPD values (i.e., high coupling between
polarizations). In the case that correlation between spatial paths exists,
the results in this dissertation show that with high correlation condition,
rotation can provide a significant improvements at all code-rates.
• In MIMO systems with cross-polar antennas under i.i.d. fast fading
Rayleigh channel, rotation has an impact in the system performance.
This type of channel is the most representative for DTT systems. As
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presented in Appendix A, mobile and fixed rooftop reception channels
have high XPD values (i.e., low coupling between polarizations) with low
spatial correlation.
In general, the optimal rotation angle depends on the FEC code-rate. In
particular, the gain due to rotation increases as the code-rate increases,
i.e., at low code-rates it is optimal not to rotate, and at mid and high
code-rates it is optimal to rotate. The gain achieved with rotation, on
the other hand, decreases with increasing constellation orders. The effect
of power imbalance between transmit antennas shows that the rotation
performance has the same behaviour as with equal power between trans-
mit antennas. But in this case a higher rotation gain is achieved, which
increases with the power imbalance between transmit antennas. This re-
sult suggests that the optimal rotation patterns obtained in this thesis
can be resilient in the event of mismatch channel condition. The con-
clusions obtained for the optimal rotation tendency with both, mutual
information analysis and numerical evaluations of system performance
including bit-interleaving and FEC, presented a good alignment.
• This performance behaviour of the optimal rotation angles can be con-
nected to other works in the literature. Previous works in [63, 104] have
shown that while diversity techniques in MIMO systems with strong FEC
codes improve performance at high code-rates, they can degrade the per-
formance at low code-rates. And not only in MIMO systems, same be-
haviour in SISO systems with rotated constellations [80] has been re-
ported. When the channel code has enough redundancy, additional di-
versity does not enhance the performance. On the contrary, when the
system is configured with high code-rates (low redundancy levels), relay-
ing on diversity techniques helps improving the performance. It is worth
noting that the selection of constellation order and code-rate will depend
on the requirements of the targeted services, i.e., improved robustness or
high spectral efficiency.
• Additionally, results obtained during the standardization of the MIMO
profile of ATSC 3.0 show same rotation behaviour as the one presented
in this thesis. With 4 bits per channel use (bpc) (QPSK constellation at
both transmit streams) and 8 bpc (16QAM constellation at both trans-
mit antennas), the optimized rotation angles in ATSC 3.0 under portable
outdoor channels show the same tendency as the results reported in this
thesis. Even with more sophisticated channel models and different trans-
mit components, such as practical bit-interleaving implementations and
non-uniform constellations, the conclusions still hold.
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• Stream-power-allocation connected to rotation has been investigated in
the set-up of cross-polar antennas, i.i.d. fast fading Rayleigh channel and
with transmit constellations in each antenna with different cardinality. In
this scenario, the allocation of more power to the constellation with higher
cardinality can improve the performance from mid to high code-rates.
This can be achieved by transmit power imbalance or by stream-power
allocation. The rotation in this case, allows for a flexible configuration of
the desired power allocation to the information streams.
• The following remarks are given after a comparison of the precoding
parameters adopted in DVB-NGH and ATSC 3.0 with the results ob-
tained in this dissertation. The adopted parameters for the precoding
in DVB-NGH can be suboptimal for some transmission configurations,
since the same rotation angle has to be used for all system code-rates.
For ATSC 3.0, since for each code-rate a different optimized rotation an-
gle has been specified, it performs better providing optimal performance
for each case. Although not included as basic part of the precoder in this
dissertation, DVB-NGH and ATSC 3.0 include a phase-hopping (PH)
term which applies a progressive change in the phase of the signal at the
second transmit antenna. This PH has shown to be useful to improve
the performance by avoiding any specific worst case channel condition
over various channel realizations [44, 15]. In the MIMO i.i.d. Rayleigh
channels considered in this dissertation, it was confirmed with simula-
tions that the introduction of the PH term did not have a significant
effect in the final performance. Additionally, ATSC 3.0 included a new
precoding component, the I/Q polarization interleaver, which is simply
a switching interleaving operation between the real (In-phase) and imag-
inary (Quadrature) components of the two output symbols. Although
included in the specification, no performance evaluation was done in con-
nection to other precoder components.
• Furthermore, it is interesting to note that the rotation performance anal-
ysis with mutual information showed that the optimal rotation angles
are different if the CM limit is computed. This means for a MIMO-
BICM receiver employing iterative decoding, the optimal rotation angle
can change with the iterations as the performance approaches the CM
bound.
The investigations regarding the proposed MIMO-channel-precoder that ex-
ploits statistical information of the MIMO channel for the terrestrial broadcast-
ing setting show the following conclusions:
• This precoder has the potential to further increase the channel capac-
ity when compared to the equivalent unprecoded MIMO set-up. The
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performance of the proposed channel-precoder is evaluated for fixed and
portable channels and various reception conditions. A mismatched anal-
ysis allows the evaluation of the precoder performance when the channel
statistics do not match the precoder statistics, a typical situation in the
broadcast set-up. Capacity results present performance enhancements in
scenarios with strong line-of-sight and correlated antenna component, and
resilience against mismatched condition for the considered 4×2 MIMO
systems. However, the MIMO-channel-precoder with 2×2 MIMO systems
showed no performance enhancement.
• BER simulation results show, for the proposed MIMO-channel-precoder
system, that for low code rates, enhancements can be achieved in the case
of strong LOS correlation and resilience against mismatched condition
with the channel statistics, a typical situation in the broadcast set-up.
Receiver Memory and Performance Trade-Off of Soft-Quantized In-
formation
• The evaluations in this chapter have shown that the use of non-uniform
quantizers adapted to the signal statistics provide significant improve-
ments in terms of system performance or alternatively in-chip memory
savings. This has been verified for both quantized architectures, quan-
tized I&Q components and quantized LLRs, but showing higher enhance-
ment for the latter.
• An analysis of the receiving architectures with quantized I&Q signal com-
ponents and quantized LLRs unveils than the latter is not tailored to per-
form MIMO-BICM with iterative decoding. This is due to the exchange
of demapping and time de-interleaving processing blocks. A receiving
architecture with quantized I&Q signal components does not have such a
restriction since all the necessary signals (i.e., y and , H) for demapping
with prior information are quantized and stored into memory.
• Since the highest in-chip memory requirements are imposed by the time
de-interleaving memory in DTT systems, this processing block is taken
as reference for the memory size calculations. A further study of the
in-chip memory requirements shows lower memory requirements for a
receiving architecture with quantized LLRs than for a receiving architec-
ture with quantized I&Q signal components. Furthermore, the in-chip
memory requirements with quantized LLRs depend only on the number
of bits employed to quantize each LLR, and the number of bpc (e.g.,
6 bpc for QPSK+16QAM, 8 bpc for 16QAM+16QAM, or 10 bpc for
16QAM+64QAM for DVB-NGH). Since there is no dependence on the
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number of spatial paths, this architecture provides similar memory re-
quirements to a SISO receiver. On the other hand, with quantized I&Q
signal components, the in-chip memory size does depend on the number
of spatial paths. Due to the interrelationships between type of quan-
tization architecture, MIMO-BICM with iterative decoding and in-chip
memory, this thesis presents the in-chip memory vs. performance trade-
off to characterize MIMO-BICM receivers with quantized information.
• A receiver architecture with quantized I&Q signal components has higher
memory requirements than an receiver architecture with quantized LLRs.
From the results it can be concluded that, for similar quantization perfor-
mance degradation, LLR quantization requires around half the memory
compared to the in-chip memory with I&Q quantization. More specifi-
cally, for 6 and 8 bpc, I&Q quantization requires 2.5 times more in-chip
memory, and for 10 bpc, I&Q quantization requires exactly double in-chip
memory. On the other hand it is important to note that quantization of
I&Q signal components allows to exploit the benefits of MIMO-BICM
with iterative demapping.
As shown in Table 4.2 (with sufficient resolution) the MIMO-BICM iter-
ative decoding gain is maintained with quantization. This gain increases
with increasing spectral efficiency: 0.7, 0.8 and 1.4 dB of gain for 6, 8,
and 10 bpc, respectively, at BER 10−5. (These gains were obtained under
a NGH mobile channel with 60 kmph.) However, these additional gains
not only come at the expense of additional in-chip memory, but also at
the expense of additional demapping complexity. Decreasing the quanti-
zation resolution can provide in-chip memory savings at the expense of a
loss in the iterative decoding gain.
• If the receiver design is constrained by in-chip memory and/or demapping
complexity, a receiver architecture with quantized LLRs is the preferred
option. To reduce the demapping complexity, the receiver would not
implement MIMO-BICM with iterative decoding, and in this case, LLR
quantization provides with the lowest memory requirements.
• If the target is best receiving performance, a receiver architecture with
quantized I&Q signal components is the preferred option. Although this
architecture has the highest in-chip memory requirements with the high-
est demodulation complexity, it also allows MIMO-BICM with iterative
decoding which can provide significant performance improvements on top
of the MIMO gain.
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5.2 Outlook
Transmit Signal Processing for Terrestrial Broadcast Systems
• In this dissertation, the investigated MIMO precoders have been opti-
mized by maximizing the ergodic BICM mutual information for the pre-
coders based on rotation matrices and by maximizing the ergodic capacity
for the MIMO-channel-precoders. The ergodic criteria is the most appro-
priate measure for fast fading channels where within a code word multiple
coherence periods of the channel occur. In static and portable channels,
where the channel remains constant for the entire code word, the outage
probability and the outage capacity are better measures, which are also
commonly used in network planning [113].
The design of MIMO precoders with outage probability and outage ca-
pacity as design criteria is an interesting research topic. As studied in
this dissertation, the optimization can take into account, amongst oth-
ers, important channel parameters such as: transmit power imbalance,
transmit asymmetric constellations, constellation cardinalities and FEC
code-rate. Although, the results presented in this dissertation have shown
performance improvements by precoding in static and portable channels,
additional enhancements with system performance closer to the theoret-
ical limits could be achieved with a precoder design based on outage
criteria.
• The optimal rotation angles based on mutual information for a CM sys-
tem have been shown to differ to the optimal angles for a BICM system.
This implies that the rotation performance for a MIMO-BICM receiver
implementing iterative decoding could change with the iterations. It thus
seems very interesting to investigate the impact of the iterative MIMO
decoding process in the MIMO rotation performance.
• The constellations used in this thesis are multilevel QAM with an uni-
form distance between constellation points. However, uniform constella-
tions are suboptimal from the information theoretic point of view since to
reach the channel capacity limit a Gaussian like distributed transmitted
signal is required. Non-uniform constellations are designed to overcome
this limitation and have been recently adopted for ATSC 3.0. MIMO
precoding based on rotation matrices combined with non-uniform con-
stellations has been adopted in ATSC 3.0 and reported in [15]. However,
the non-uniform constellations adopted for the MIMO profile in ATSC 3.0
are reused from the SISO profile for which the non-uniform constellation
have been optimized. Results in [15] show very similar rotation per-
formance to the results presented in this thesis for QAM constellations.
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However, it would be interesting to study the relationship between the
MIMO precoder based on rotation matrices and non-uniform constel-
lations designed for the MIMO channel. Alternatively, a joint design of
non-uniform constellations and precoding in terrestrial broadcast systems
is an open research topic.
• Layer division multiplex (LDM) is a physical layer transmission technique
to multiplex multiple services with different robustness and throughputs
in the same time and frequency resource [114, 115] outperforming orthog-
onal time and frequency division multiplex. LDM has been included as
a SISO baseline technology in ATSC 3.0 with two layers, one targeting
mobile services (upper layer) and one targeting high data rate services
(lower layer). The upper layer is configured with a robust modulation
and code-rate to be able to operate in mobile environments and in the
presence of interference. The lower layer can be configured with higher
order modulation and code-rate to deliver higher throughput. A mo-
bile receiver can decode its intended signal treating the lower layer as
interference. A receiver targeting the lower layer, first needs to decode
the upper layer, then use the decoded upper layer to remove it from the
main received signal and then decode the lower layer signal. A natural
extension of LDM and a important research topic is to include MIMO
technology. Some initial investigations are reported in [116]. MIMO can
be used in a LDM system to improve the resilience of the upper layer
and/or to increase the data rate of the lower layer. There are system
complexity implications such as the inclusion of additional transmit and
receive antennas and additional demapping complexity which needs to
be considered for a MIMO LDM system. Additionally, transmit signal
design targeting layers with different optimization criteria, e.g., ergodic
measures for mobile reception and outage probability for portable and
static reception, is and interesting research problem.
Receive Signal Processing for Terrestrial Broadcast Systems
• This work has focused on quantization of I&Q signal components and
LLRs for MIMO systems with uniform constellations and due to the re-
cent adoption of non-uniform constellations in broadcasting standards
is interesting to extend this work to non-uniform constellations. Non-
uniform constellations are designed per code-rate basis due to the different
CNR thresholds which lead to different constellation diagrams. Hence, a
different quantizer needs to be designed for each of the possible defined
constellations. Additionally, constellations designed with robust code-
rates tend to condensate some of the constellation points which leads to
a predominant contribution of the MSBs and marginal contribution of
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the LSBs to the average mutual information [80, 117]. This property
can be used to reduce the MIMO demapping complexity by avoiding the
calculation of distances for condensed constellation points (as a MIMO
extension to the work reported in [80]). Additionally, this property can
also be used to be exploited by the quantizer design by reducing the num-
ber of quantization levels for the LSBs and hence reduce the final in-chip
memory.
• The evaluation of the gains achieved by MIMO-BICM with iterative de-
coding with non-uniform constellations is a straightforward evaluation,
which can provide interesting results. An interesting analysis is the in-
vestigation on how the shaping gain behaves in a MIMO-BICM receiver
with iterative decoding due to the different significance of the bits at the
label with non-uniform constellations, which in turn also depend on the
selected code-rate.
• From a system level perspective it would be desirable to have demodula-
tors which directly produce quantized LLRs, instead of computing them
at full resolution before quantization. For a specific variant of the sphere
decoder [108, 118] and for a linear MMSE receiver [109] there exist such
demodulators. However, the development of soft-output demodulators
with quantized output is an interesting research topic.
• In Chapter 4, it has only been considered the max-log demapper which
has demodulation complexity which increases exponentially with the num-
ber of transmit antennas. Other soft-in soft-out demodulation algorithms
are available in the literature such as soft-in soft-out single-tree-search [41]
or MMSE with priors (cf. Chapter 2 and [89, 44]) which can significantly
reduce the demapper complexity. A performance vs. complexity trade-off
of soft-in soft-out demappers is provided in [119] and an extension includ-
ing the in-chip memory due to soft-quantized information is an interesting
research work.
• The demapper used in Chaper 4 is the soft-in soft-out max-log demod-
ulator (cf. Section 2.4.4), which assumes that the input y is Gaussian
distributed (2.42). However, in a practical receiver with quantized I&Q
signal components, the input of the demodulator is yq, a quantized ver-
sion of y. Since yq is no longer Gaussian distributed, this produces a
mismatched demapper. A further improvement to the results in Chap-
ter 4 requires the computation/estimation of p(yq|x,H) so the demapper
takes into account the distribution of the quantized variable yq. Although
the performance difference between the mismatched demapper and the
modified demapper could reduce with the number of quantization levels,
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using this modified demapper can provide performance improvements at
coarse quantization levels.
• The non-uniform quantizer design for I&Q signal components in Chapter
4 has been based on the Lloyd-Max algorithm which minimizes the mean-
squared-error (MSE). An interesting variant to this solution is to apply
the same approach as for the quantization of LLRs by maximizing the
end-to-end rate through the mutual information of the quantized I&Q
channel outputs. The method in [120] or an a solution based on the
information bottleneck method are promising ways to extend this work.
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This appendix presents the potential gains of multi-antenna techniques interms of ergodic and outage capacities for representative channel models
in terrestrial broadcast TV systems. First, it provides an evaluation with some
basic channels widely used within literature and then proceeds with the analysis
with channel models extracted from channel measurement campaigns in the
UHF band. The focus is given on the potential gains over the single antenna
transmitter and receivers, which is the most representative case in the current
DTT deployment worldwide. The performance evaluation considers the case
where the information of the channel state is available only at the receiver
(CRSI) and when it is also available at the transmitter (CTSI).
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APPENDIX A. MIMO CHANNELS IN TERRESTRIAL
BROADCASTING: MODELS AND CAPACITY
A.1 Channel Models
A.1.1 Basic Models
Correlated Co-polar MIMO Channel Using the model in (2.7) a gen-
eral model for the complex baseband received signal is y = Hs + w, where
H is the channel matrix with Nt transmit by Nr receive antennas, s is the
Nt × 1 transmitted vector, and w ∼ CN (0, σ2I) is Nr × 1 additive circu-
larly symmetric complex Gaussian noise, where σ2 is the noise power. As
described in Chapter 2, when the MIMO system has antennas sufficiently sep-
arated, equally polarized and with many scatters the elements of the matrix
H can be modelled with i.i.d. zero-mean complex Gaussian components, i.e.,
hij ∼ CN (0, 1/2), i = 1 . . . Nr, j = 1 . . . Nr. Fading components with such
characteristics are commonly known as Rayleigh distributed and it will de-
noted with the following matrix notation: Hw.
In the case of co-polarized antennas, reaching independent fading depends
on the coherence distance of the channel. This is defined as the maximum
spatial separation over which the channel can be assumed constant, and is
characterized by the angular spread, which in turn depends on the local scat-
tering environment and the carrier frequency. In order to ensure independent
fading across antennas, it is necessary that the separation between antennas
is larger than the coherence distance. For a mobile which is near the ground
with many scatterers around, the channel decorrelates over shorter space dis-
tances, and typical antenna separations of half to one carrier wavelength are
sufficient. For transmit towers, larger antenna separations of several to tens
of wavelengths may be required as a result of the longer distance between the
scatterers and the antennas [26].
In the situation that the transmit and receive antennas are not sufficiently
separated, and receiver and/or many scattered components come from the same
direction, the channel components hij are correlated. The correlation effect can
be included by the following operation to the matrix Hw:
vec(H̃) = R1/2vec(Hw), (A.1)
where R is the NtNr×NtNr covariance matrix which describes the correlation
between the channel paths. The operator vec(·) is the linear transformation
which converts the Nr×Nt matrix into a NrNt×1 column vector obtained by
placing the columns of the matrix on top of one another. The term R1/2 is the
Cholesky decomposition of the covariance matrix. In the case of uncorrelated
channel components the matrix R=I.
Correlated Cross-polar MIMO channel The matrix H̃ models the case
of correlated fading with co-polar antennas either horizontal or vertical. An
154
A.1 Channel Models
alternative configuration is to use antennas with different polarization, i.e.,
one transmit/receive antenna with vertical polarization and the other trans-
mit/receive antenna with horizontal polarization and vice-versa. A change to
cross-polar configuration can be made through a matrix X:
X =
 x11 . . . x1Nt... . . . ...
xNr1 . . . xNrNt
 , (A.2)
where xij = |hij |/|href |. Here |href | is the amplitude of the reference channel
that in this thesis is chosen as href = h11. In the particular case of a 2×2







Next the Cross Polarization Discrimination (XPD) factor is defined as the av-
erage power ration of the co-polar channel component and the cross-polarized
channel component. In particular for the 2× 2 cross-polarized MIMO case
XPD = 1/X = |h11|2/|h21|2 = |h11|2/|h12|2. High/low XPD values represent
low/high coupling between polarizations, e.g., XPD = 1 full coupling (pure
co-polar) and XPD =∞ no coupling (two parallel channels without interfer-
ence). The cross-polar matrix H̃× with correlated antennas can be expressed
as H̃× = X  H̃, where operator  represents the Hadamard of element-wise
multiplication.
Low fading correlation with cross-polarized antennas relays on the fact that
the fading experimented by each polarization path possesses a low degree of
correlation.
Line-of-Sight component The previous models represent the scenario where
there is NLoS between the transmitter and the receiver. In the case that this
LoS component exists, the previous models can be extended:
H̄ =
 exp(iθ11) . . . exp(iθ1Nt)... . . . ...
exp(iθNr1) . . . exp(iθNrNt)
 , (A.4)
where θij is a fixed random phase uniformly distributed between [0, 2π). Simi-
larly to the NLoS component, one can obtain a LoS component for cross-polar
antennas through the matrix X as H̄×= X  H̄. Finally, the channel matrix
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where K factor describes the power ratio between the LoS and NLoS compo-
nents.
A.1.2 Modified Guilford Rooftop Model
This channel characterizes a rooftop reception environment, based on the model
in [22] and extracted from a channel sounding campaign in Guildford, UK [21]
of a MIMO 2×2 channel with cross-polar antennas arrangement. The MGM
(Modified Guilford Channel) in [122] is made up of 8 taps with different values
of delay and power gain. While the first tap is Rice distributed with K factor,
the rest are Rayleigh distributed. Each tap has a specific X factor (cross-polar
power ratio) describing the energy coupling between cross-polarized paths. The
transmit antennas are co-located in a single transmitter site which cause at
the receiver locations impinging signals with same strengths, arriving at the
same time, and with no frequency offsets due to a common transmit local
oscillator [45].
Power delay profile Specific values of the power delay profile and X factors
extracted from [123] and are presented in Table A.1.
Table A.1: Power delay profile of the MGM channel model, extracted
from [123]










1 LoS 0 -0.943 -16.13 0.0303
1 NLoS 0 -8.110 -20.54 0.0572
2 NLoS 0.2632 -22.97 -32.24 0.118
3 NLoS 0.5264 -32.27 -39.1 0.208
4 NLoS 0.7896 -35.59 -41.48 0.257
5 NLoS 1.448 -37.0 -42.64 0.272
6 NLoS 2.501 -38.5 -44.09 0.277
7 NLoS 3.554 -40.88 -46.27 0.288
8 NLoS 4.607 -43.94 -49.0 0.313
Spatial correlation The model also exhibits spatial correlation between the
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The MGM is characterized by a prominent LoS component with low X values,
i.e., low coupling between vertical an horizontal components. The overall values
for the K and X factors are 5 and 0.03, respectively.
Signal model The time domain channel model for 2×2 MIMO is expressed
in matrix form as:
H(t , τ) =
[
h11(t , τ) h12(t , τ)
h21(t , τ) h22(t , τ)
]
, (A.7)
where hij (t , τ) is the impulse response between the j
th transmit antenna and
the i th receive antenna, t is the time index, and τ a delay time. Furthermore,
the channel can be decomposed into a LoS and NLoS components in vector
form as follows [123], [22]:
vec(HT (t, τ)) = h̄δ(t) +
8∑
p=1
R1/2p hw,pδ(t− τp), (A.8)
where h̄ is the vectorized LoS term, and the summation over the eight taps
corresponds to the vectorized NLoS term. For the pth tap, the NtNr×NtNr
covariance matrix Rp describes the correlation between the channel paths, hw,p
is i.i.d complex Gaussian random vector of size Nt×1, and τp is its time position
defined in Table A.1.
Log-normal fading Additionally, the MGM model includes a 5.5 dB stan-
dard deviation log-normal distributed fading contribution into the LoS compo-
nent to represent various network locations providing into a single model local











• λk=10uk/20, k=1, . . . , 4,
• u= W1/2q,
• q=[q1, q2, q3, q4]T is i.i.d. Gaussian elements with standard deviation of
5.5 dB, and
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1 α α α
α 1 α α
α α 1 α
α α α 1
 . (A.10)
is the correlation matrix, with α = 0.5, a value to be confirmed with
channel measurements.
A.1.3 Next Generation Handheld Models
The MIMO NGH channel models [124] characterize mobile and portable recep-
tion and extracted from a measurement that took place in Helsinki (Finland)
2010. These models were used during the DVB-NGH standardization process
to evaluate performance of the MIMO schemes in realistic scenarios. Three
scenarios are defined, outdoor mobile model, outdoor portable model, and an
indoor portable model. While for the mobile case user velocities of 60 km/h
and 350 km/h are defined, the portable case considers 3 km/h and 0 km/h. As
the MGM model, NGH models have a power delay profile of 8 taps and include
X factors and correlation between antennas Rp. However, NGH models have
lower K factors, higher X factors (i.e., more coupling between polarizations)
and higher covariance matrices Rp than the MGM model.
Power delay profile Specific values of the power delay profile and X factors
for NGH portable/mobile outdoor (NGH-PO/NGH-mobile) and NGH portable
indoor (NGH-PI) extracted from [17] are presented in Table A.2 and in Ta-
ble A.3.
Table A.2: Power delay profile of the NGH portable/mobile outdoor channel
model, extracted from [17]






1 LoS 0 -4.0 0.25
2 NLoS 0.1094 -7.5 0.25
3 NLoS 0.2188 -9.5 0.25
4 NLoS 0.6094 -11 0.25
5 NLoS 1.109 -15 0.25
6 NLoS 2.109 -26 0.25
7 NLoS 4.109 -30 0.25
8 NLoS 8.109 -30 0.25
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Table A.3: Power delay profile of the NGH portable indoor channel model,
extracted from [17]






1 LoS/NLoS 0 -6.0 0.56
2 NLoS 0.1094 -8.0 0.56
3 NLoS 0.2188 -10 0.56
4 NLoS 0.6094 -11 0.56
5 NLoS 1.109 -16 0.56
6 NLoS 2.109 -20 0.56
7 NLoS 4.109 -20 0.56
8 NLoS 8.109 -26 0.56
For the NGH-PO and NGH-mobile the first tap is complete LoS component,
while for the NGH-PI the first tap is Rice distributed - i.e., NLoS and LoS
component - with factor K = 1 . The rest of the taps is the NGH models
are NLoS with Rayleigh distribution. The model of the LoS term of the NGH
channel models uses the expression in (A.4) and does not exhibit log-normal
fading component as for the MGM channel.





1 .06 .06 .05
.06 .25 .03 .05
.06 .03 .25 .06
.05 .05 .06 1
 , (A.11)





1 .15 .1 .15
.15 .56 .06 .04
.10 .06 .56 .15
.15 .04 .15 1
 . (A.12)
As it can be observed by the previous spatial correlation matrices, NGH models
is have a low degree of spatial correlation having higher correlation for NGH-PI
model.
Doppler effect and power spectral density Generally, in mobile environ-
ments the channel realizations is a time variant function which depends on the
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relative speed of the transmit and receive pair. The time dependent variation of
the channel realizations produce frequency shifts in the received signal known
as Doppler effect. The maximum frequency shift fD in the received signal due





where v is the receiver velocity1 c is the speed of light, fc is the carrier frequency
of the signal, and α is the angle between directions of the receiver velocity and
the arriving signal.
The pdf for Doppler frequency shifts depends on maximum Doppler fre-
quency and the angular probability distribution of the received components.
Under certain assumption such as signals propagate between the transmitter
and the receiver in horizontal plane, the angles of arrival at the receive antenna
are uniformly distributed, and a circular symmetric radiation pattern for the
receive antenna, the power spectral distribution follows so-called Jakes power
spectral density or the Clarke power spectral density. The Jakes power spectral







∀f ∈]− fD, fD[
0 elsewhere
(A.14)
where the frequency shift components are distributed between −fD, and fD.
A tap with Jakes power spectral density can be obtained by method of exact
Doppler spread (MEDS) [125].
The tap spectral characteristic for the NGH-PO and NGH-mobile are:{
S(f − 3fD/4, fD/4) for p = 2, 3
S(f + 3fD/4, fD/4) for p = 4, 5, 6, 7, 8
(A.15)
where the tap p = 1 is LoS with no Doppler shift and the tap spectral charac-
teristics for the NGH-PI model are: S(f, fD) for p = 1S(f − 3fD/4, fD/4) for p = 2, 3
S(f + 3fD/4, fD/4) for p = 4, 5, 6, 7, 8
(A.16)
where for tap p = 1 the Doppler shifts are applied to the NLoS of the tap.
1The velocity v corresponds to the relative velocity between the transmitter and receiver
pair, where the transmitter and/or receiver can be in motion. The Doppler effect can be
also observed in the received signal components from reflected objects that are in motion. In
DTT systems the transmitters are normally static, therefore we assume in this thesis Doppler
effect caused by mobile receivers.
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Rotation and imbalance matrices Additional matrices in the NGH mod-
els includes the effects of antenna alignment mismatch and transmit power
imbalance in the NGH models.
The mismatch antenna matrix typically occurs in handset receivers where
the orientation of the receive antenna depends on how the user holds the ter-
minal. This mismatch is reduced in the case of rooftop reception since a pro-
fessional installer aligns the receive antenna to the direction of the received
signal. The mismatch matrix has the form of a rotation matrix:
W =
[
cos Ω − sin Ω
sin Ω cos Ω
]
, (A.17)
where Ω is the rotation angle and takes the values from the set {−45, 0,+45}.
The imbalance matrix models the case where there exists a power imbalance
between the two transmit vertical and horizontal polarizations. This situation







where Γ11 and Γ22 can take the following values: [Γ11 = 1.1074,Γ22 = 0.8796],
[Γ11 = 1,Γ22 = 1] and [Γ11 = 0.8796,Γ22 = 1.1074]. This transmit power imbal-
ance model could also be included in the MGM channel model although it is
not initially defined in the reference documents.
Signal model The basic signal model (without matrices Ω and W) for the
NGH channels follow the expressions (A.7) and (A.8), but for the NGH-PO
and NGH-mobile models the summation excludes the tap p= 1 since the first
tap is only LoS for those channels. When the matrices Ω and W are included,
expression (A.7) is replaced by:
WH(t , τ)Γ =
[
cos Ω − sin Ω
sin Ω cos Ω
] [
h11(t , τ) h12(t , τ)






Due to the more static nature of the rotation and power imbalance matrices,
they may affect multiple frames. The reinitialization of these variables may
occur after various seconds, e.g., reference documents recommend five seconds.
A.1.4 Extension to Four Transmit Antennas
MIMO 4×2 channel models considered in thesis are composed at the transmitter
side of 4 transmit cross-polar antennas (two horizontal and two vertical) and
two cross-polar antennas at the receiver side. The case where the transmit
antennas are co-located in the site is considered. The extension to 4 transmit
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antennas is achieved with two correlated independent instances of 2×2 MIMO
channels previously described. For the second 2×2 MIMO NLoS and LoS
components, the terms H̃w and H̄w are replaced with Ḣw and Ḧw where
vec(Ḣw) = βvec(H̃w) +
√
1− β2vec(Ĥw),




where Ĥw and Ȟw are independent instances of i.i.d zero-mean complex Gaus-
sian random matrices. The MGM model in [123] suggests a β = 0.5 value for
the NLOS. Chapter 3 of this thesis studies different correlation values γ for the
LOS in the [0, 1] range. Although the correlation between channel components
from different polarizations is low [121], higher correlation values are observed
between channel components with the same polarization [126]. Furthermore,
strong LOS scenarios produces high correlated channels components [127, 128].
Specific values need to be confirmed with data extracted from measurement
campaigns of cross-polar 4×2 MIMO in the UHF band.
A.2 Ergodic Capacity with Asymptotic SNR
For the performance analysis of the MIMO gains over SISO it will be conve-
nient to use approximate ergodic capacity expressions in the high and low SNR
regime.
Low SNR regime At low SNR values the ergodic capacity expression can
approximated by [13]:








































where nmin is the minimum number of Nt transmit and Nr receive antennas
in a i.i.d. Rayleigh channel with no spatial correlation and using the following
approximation: log(1 + x) ≈ x log(e) when x→ 0.
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≈ nmin log SNR
(A.22)
where the following approximation: log(1 + x)≈ log(x) when x 1 has been
used.
A.3 Performance Evaluation
A.3.1 Performance evaluation in basic channels
Co-polar MIMO ergodic capacity without spatial correlation Fig. A.1
presents the ergodic capacity results under de i.i.d. Rayleigh channel with
fast fading, XPD=1 (co-polar antennas arrangement) and no correlation be-
tween antennas. This channel is described in section A.1.1. At the top, the
figure shows ergodic capacity in bits/s/Hz vs. the SNR, and at the bottom it
shows the gain ratio between the MIMO schemes over SISO, i.e., CMIMO/CSISO.
As it can be observed at the top figure, the use of multiple receive antennas
(SIMO) improves the SISO performance at all SNRs due to diversity and ar-
ray gains. Compared to SISO, the SIMO capacity curve is shifted towards
lower SNR values but maintains the same slope as the SISO curve. On the
other hand, increasing only the number of transmit antennas to two (curved
labelled with MISO 2×1) has the same performance as SISO at low SNRs but
improves slightly the performance at higher SNRs. It also has the same slope
as SISO/SIMO schemes. A significant improvement can be observed in the
case of multiple antennas at the transmitter and receiver side (curve labelled
with MIMO 2×2). Here, the slope of the capacity curve changes providing
an increasing gain with increasing SNR. This change in the slope is due to
the additional multiplexing gain. Further increasing the number of transmit
antennas to four, provides and additional improvement over MIMO 2×2 but
maintaining the same slope.
Additional channel state information at the transmitter (CTSI) makes, as
expected, the performance of MISO 2×1 exactly equal to SIMO. On the other
hand for MIMO 2× 2 one can observe an improvement at low SNR which
converges to the performance of MIMO 2×2 with CRSI only. For the MIMO
4×2 improvement is achieved at all SNR values compared to the unprecoded
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Figure A.1: i.i.d. Rayleigh fading with XPD= 1 and no correlation between
antennas. Ergodic capacity vs. the SNR at the top and MIMO gain at the
bottom.
case. While the gains for MIMO systems with the same number of transmit and
receive antennas converges to an unprecoded system as the SNR increase, for
MIMO systems with more transmit than receive antennas the gains is achieved
at all SNRs [103].
The bottom of figure Fig. A.1 shows the gain ratio between the the er-
godic capacity achieved with multi-antenna schemes and the ergodic capacity
164
A.3 Performance Evaluation
Table A.4: Summary ergodic MIMO capacity gains over ergodic SISO capaity
in the high and low SNR limits for i.i.d. Rayleigh channel.
Nt Nr
||H||2F CMIMO/CSISO when SNR→ 0 CMIMO/CSISO when SNR 1
XPD=1 XPD=∞ XPD=1 XPD=∞ XPD=1 XPD=∞
SISO 1 1 0.5 1.0 - - - -
SIMO 1 2 1.0 1.0 2.0 1.0 1.0 1.0
MISO2×1 2 1 1.0 1.0 1.0 0.5 1.0 1.0
MIMO2×2 2 2 2.0 2.0 2.0 1.0 2.0 2.0
MIMO4×2 4 2 4.0 4.0 2.0 1.0 2.0 2.0
achieved with SISO. SIMO multiplies the SISO ergodic capacity by a factor
2 at low SNRs but the gain decreases towards a factor 1 at increasing SNR.
MIMO 2×2 on the other hand doubles the ergodic SISO capacity at all SNRs.
At low SNR values, the gain comes from the fact of using multiple receive an-
tennas, while the gain at high SNR values comes from the multiplexing gain
by using multiple antennas at both the transmitter and receiver. Similarly to
previous case, MIMO 4×2 doubles the ergodic SISO capacity at all SNR values,
although we can observe an additional improvement compared to MIMO 2×2.
The MIMO gains over SISO in the high and low SNR limits for i.i.d. Rayleigh
channel are summarized in Table A.4. Here, one can observe how the approxi-
mate ergodic capacity values for CRSI at the high and low SNR regimes agree
with the simulation results of the bottom of Fig. A.1.
Additional information about the channel at the transmitter (i.e., curves
labelled with CTSI) makes the performance of MISO 2×1 equal to SIMO. At
low SNR, 2×2 and 4×2 MIMO schemes multiply the SISO ergodic capacity by
up to 3 and 4.5 respectively. At higher SNR values, although the performance
of MIMO 2×2 with CTSI approaches the performance with CRSI only, MIMO
4×2 with CTSI shows an improvement compared with CRSI only at all SNRs.
Co-polar MIMO outage capacity without spatial correlation Fig. A.2
presents the same analysis as in Fig. A.1 but for 5% outage capacity. With
outage capacity the gains over SISO are higher at all SNRs. In this channel
with uncorrelated antenna paths, increasing the number of antennas reduces
significantly the probability that the channel is in outage.
Co-polar MIMO gains with spatial correlation Fig. A.3 shows the ef-
fect of antenna correlation in the ergodic and outage capacity of a i.i.d Rayleigh
channel with XPD=1. High and low correlation between antennas is included
in the figure to study the effects of correlation in the MIMO capacity. In the
case of low correlation the matrix R=I, i.e., no correlation between antennas.
For the case of high correlation the matrix R=RHigh where the matrix RHigh,
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Figure A.2: i.i.d. Rayleigh fading with XPD= 1 and no correlation between
antennas. 5% outage capacity vs. the SNR at the top and MIMO gain at the
bottom.
extracted from reference [129] has the following coefficients:
RHigh =

1 .9 .9 .81
.9 1 .81 .9
.9 .81 1 .9





































MIMO 2x2 CRSI (low corr)
MIMO 4x2 CRSI (low corr))
MIMO 2x2 CTSI (low corr)
MIMO 4x2 CRSI (low corr)
SIMO (high corr)
MIMO 2x2 CRSI (high corr)
MIMO 4x2 CRSI (high corr)
MIMO 2x2 CTSI (high corr)
MIMO 4x2 CTSI (high corr)






























MIMO 2x2 CRSI (low corr)
MIMO 4x2 CRSI (low corr)
MIMO 2x2 CTSI (low corr)
MIMO 4x2 CTSI (low corr)
SIMO (high corr)
MIMO 2x2 CRSI (high corr)
MIMO 4x2 CRSI (high corr)
MIMO 2x2 CTSI (high corr)
MIMO 4x2 CTSI (high corr)
Figure A.3: i.i.d. Rayleigh fading with XPD= 1, and with two types of
correlation between antennas: low correlation (i.e., R=I) and high
correlation (i.e., R=RHigh). MIMO gain vs. SNR with ergodic capacity at
the top and 5% outage capacity at the bottom.
For the ergodic capacity results at the top of Fig. A.3 correlation reduces
the MIMO gain for all the antenna schemes. This reduction is more significant
for the schemes that have multiplexing gain, as discussed in section 2.2. A
MIMO channel matrix with correlated components makes the channel matrix
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singular which decreases the multiplexing gain. For SIMO, only a marginal
reduction is observed since the power gain is retained and only the diversity
gain is lost due to correlated fading. With CTSI, same performance loss is
observed at high SNRs. However, at low SNRs, higher ergodic capacity can be
achieved with correlated antennas than with un-correlated antennas. Similar
results is observed in references [103, 96].
For the 5% outage capacity results at the bottom of Fig. A.3 presents similar
behaviour to the ergodic capacity plot, i.e., the MIMO gain reduces due to
correlated antennas. However, with CTSI also reduces the available gain at
the low SNR regime. Here, the loss of SIMO is also significant, specially at low
SNRs. With correlated antennas the probability that all channel paths are in
outages increases, reducing the outage capacity.
Co-polar vs. Cross-polar MIMO with spatial correlation Fig. A.4
shows the same results as in Fig. A.3 but for high spatial correlation and two
types XPD values, XPD= 1 (full inter-antenna interference - co-polar antennas)
and XPD= ∞ (no inter-antenna interference - perfect cross-polar antennas).
First the ergodic capacity results at the top of Fig. A.4 for the MIMO schemes
with XPD =∞ are studied. With cross-polar antennas, SIMO provides the
same performance than SISO at all SNRs, and MISO 2×1 provides a perfor-
mance loss compared to SISO at low SNRs (towards a 0.5 ratio) but this loss
is reduced with increasing SNR towards a value of 1. On the other hand, the
gains of 2×2 and 4×2 MIMO schemes tend to 1 at low SNRs, but increase with
increasing SNR asymptotically to a gain of 2. These gains can also be predicted
by expressions (A.21) and (A.22) and summarized in Table A.4. The perfor-
mance of MIMO schemes with XPD =∞ compares with the case of XPD = 1
in the following way. For SIMO, the gains achieved with XPD = 1 are higher
than XPD=∞ at all SNRs. The same comparison can be done for MISO 2×1,
but here XPD=∞ always performs worse than SISO, that discourages its use.
In the case of 2× 2 and 4× 2 MIMO, although XPD =∞ does not provide a
benefit compared to XPD = 1 at low SNRs, it can overcome the performance
degradation due to spatial correlation at high SNRs.
In terms of outage capacity results at the bottom of Fig. A.4 for all the
schemes, XPD=∞ always provides lower or equal performance than XPD=1
at all SNRs. This performance difference is specially significant at low SNR
values. It is interesting to note that for 2× 2 and 4× 2 MIMO with either
XPD=1 or XPD=∞ reach the same value at high SNRs. This is not the case
for SIMO and MISO 2× 1 with XPD = 1 which still obtain higher gain than
XPD=∞ at high SNR values.
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MISO 2x1 CRSI (XPD=1)
MIMO 2x2 CRSI (XPD=1)
MIMO 4x2 CRSI (XPD=1)
SIMO (XPD=∞)
MISO 2x1 CRSI (XPD=∞)
MIMO 2x2 CRSI (XPD=∞)
MIMO 4x2 CRSI (XPD=∞)
Figure A.4: i.i.d. Rayleigh fading with high correlation (i.e., R=RHigh) with
XPD= 1 (co-polar) and XPD=∞ (cross-polar). MIMO gain vs. SNR with
ergodic capacity at the top and 5% outage capacity at the bottom.
A.3.2 Performance evaluation in Terrestrial broadcast chan-
nels
Outage Capacity of MGM channel model Fig. A.5 presents for the
MGM channel described in section A.1.2 the 5% outage capacity the capacity
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vs. the SNR at the top, and the MIMO gain at the bottom, i.e., CMIMO/CSISO.
It includes the same MIMO schemes as in previous figures but discard MISO
2× 1 due to the poor performance in cross-polar channels. Since the channel
realizations of the MGM channel are block fading type, outage capacity metric
is selected. Due to cross-polar nature of the MGM channel with low inter-
antenna interference the gain of SIMO over SISO is low. On the other hand
MIMO 2× 2 due to multiplexing gain provides an increasing improvement at
increasing SNRs. Similarly MIMO 4× 2 also exploits the multiplexing gain
but an additional diversity is exploit due to the increased number or transmit
antennas which provide and additional improvement.
As in previous analysis additional CTSI introduces a gain at low SNRs for
MIMO 2× 2 an also introduces a gain at high SNRs for MIMO 4× 2.
The bottom of Fig. A.5 shows the corresponding MIMO gains of the schemes
at the top of the same figure. The MIMO gains at some representative SNRs
are summarized in Table A.5.
Due to the log-normal fading term of the MGM channel, the mean SNRs
in Fig. A.5 are 9 dB higher than the required SNR for the system modulation
and coding [15]. For instance, SNR values of 24 and 27 dB correspond to SNR
thresholds of 15 dB and 18 dB, respectively.
Table A.5 shows the MIMO gains at some representative SNR values: 4,
9, 27 and 30 dB which correspond to -5, 0, 18 and 21 dB without the log-
normal fading term. Due to received signal strength levels at rooftop reception
antennas, mean SNR values of 20 dB are realistic [17]. At 30 dBs (i..e, 21 dB
mean SNR + 9 dB d) as presented in Table A.5 SIMO can only multiply the
SISO capacity by 1.1. Implementing multiple antennas at the transmitter (and
without CTSI) the SISO gain can be multiplied by 2 and 2.4 with 2× 2 and
4× 2 MIMO respectively. With additional CTSI, the same gain is obtained for
2× 2 MIMO and a 2.7 gain factor for 4× 2 MIMO. In this rooftop reception
scenario, SIMO only provides gains compared to SISO between 10% (at high
SNRs) and 40% (at low SNRs), which may not justify the economical cost
carried by the upgrade of the rooftop antennas of the receiving population.
However, multiple transmit and receive antennas at least doubles the capacity
in all cases of Table A.5, which may be justify the economical expenses carried
by the upgrade in the transmitters and receivers.
Outage Capacity of NGH-PI channel model Fig. A.6 presents the same
analysis as in the Fig. A.5 but for the NGH-PI channel described in sec-
tion A.1.3. Due to the block fading nature of portable channels, here for the
NGH-PI channel outage capacity is also selected as representative metric. At
the top of Fig. A.6 it can be observed higher gains of the MIMO schemes over
SISO than for the MGM channel. Specially for SIMO, the gains are visible
higher at all SNRs. The gain of MIMO schemes over SISO is represented at
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Figure A.5: Outage capacity at the 5% outage probability for the MGM
channel. 5% outage capacity vs. the SNR at the top, and MIMO gains vs.
the SNR at the bottom.
the bottom of Fig. A.6 and a summary table in some representative SNR val-
ues is presented in Table A.6. Assuming signal strength levels for a network
designed for fixed rooftop reception (antenna height 10 m), the SNR for a re-
ceiver in an indoor environment can attain values around −4 dB [17]. With a
receive SNR of −5 dB as presented in Table A.6 SIMO multiplies the SISO by
a factor of 3.2, MIMO 2× 2 by a factor of 4.4 and MIMO 4× 2 by a factor of
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Table A.5: 5% outage capacity MIMO gains over SISO in MGM channel for
representative SNRs.
SNR \Scheme SIMO MIMO 2×2 MIMO 4×2
CRSI CTSI CRSI CTSI
4 dB 1.4 2.8 4.1 3.9 7.9
9 dB 1.4 2.7 3.3 3.6 6.0
27 dB 1.1 2.0 2.0 2.43 2.9
30 dB 1.1 2.0 2.0 2.4 2.7
5.0. Additional CTSI increases these factors to 7.0 and to 12.2 for 2× 2 and
4× 2 MIMO, respectively. Gains in the same order are achieved for a SNR of
0 dB (without CTSI).
Table A.6: 5% outage capacity MIMO gains over SISO in NGH-PI channel
for representative SNRs.
SNR \Scheme SIMO MIMO 2×2 MIMO 4×2
CRSI CTSI CRSI CTSI
−5 dB 3.2 4.4 7.0 5.0 12.2
0 dB 3.0 4.0 5.8 4.7 8.9
18 dB 1.6 2.5 2.4 2.9 3.6
21 dB 1.5 2.4 2.4 2.8 3.32
Outage Capacity of NGH-PO channel model Fig. A.7 presents the
same analysis as in the Fig. A.6 but for the NGH-PO channel described in
section A.1.3. As for the NGH-PI channel outage capacity as representative
metric for portable channels is selected. Overall, it is noted that similar ten-
dency for the MIMO schemes in the NGH-PO as in the NGH-PI channel at the
top of Fig. A.7 . However, lower gains are achieved this channel as presented
at the bottom of the Fig. A.7. A summary of table of the MIMO gains over
SISO in some representative SNR values is presented in Table A.7. Following
a similar argument as for the NGH-PI channel analysis,the received SNR for
a terminal in an outdoor environment in a network planned for fixed rooftop
reception, can reach values around 16 dB [17]. With a receive SNR of 18 dB
as presented in Table A.7 SIMO multiplies the SISO by a factor of 1.4, MIMO
2× 2 by a factor of 2.2 and MIMO 4× 2 by a factor of 2.4. Additional CTSI
does not provide additional case for MIMO 2× 2 but increases the gain to a
factor 3.0 for MIMO 4× 2.
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Figure A.6: Outage capacity at the 5% outage probability for the NGH-PI
channel. 5% outage capacity vs. the SNR at the top, and MIMO gains vs.
the SNR at the bottom.
A closer look at the MIMO gains presented in Table A.6 and Table A.7
shows that the gains are higher for NGH-PI channel. Although both channels
include rotation and imbalance matrices described in section A.1.3 and share
other similarities such as the delay spread of the power delay profile, differ in
other characteristics such as: amplitudes of the power delay profile, distribution
of the first tap (LoS for NGH-PO and NLoS+LoS for NGH-PI), and the XPD
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factor. The X factor for the NGH-PI channel is lower than the X factor of
the NGH-PO channel (higher coupling between polarizations for the NGH-
PI). This has a direct impact in the performance results with outage capacity,
since MIMO cross-polar channels with low X factors (low coupling between
polarizations) are detrimental for spatial diversity [130]. Since low X factor
reduce the number of effective channel paths, it increases the outage probability
that all channel paths are in deep fade.
Table A.7: 5% outage capacity MIMO gains over SISO in NGH-PO channel
for representative SNRs.
SNR \Scheme SIMO MIMO 2×2 MIMO 4×2
CRSI CTSI CRSI CTSI
−5 dB 2.3 3.0 4.5 3.2 7.2
0 dB 2.1 2.8 3.7 3.1 5.6
18 dB 1.4 2.2 2.2 2.4 3.0
21 dB 1.3 2.1 2.1 2.4 2.8
Ergodic Capacity of NGH-mobile channel model Fig. A.8 presents for
the NGH-mobile channel described in section A.1.3 the ergodic capacity vs. the
SNR at the top, and the MIMO gain at the bottom. The same MIMO schemes
as in previous figures are included. In this case ergodic capacity is selected
as representative measure, since within a code word the channel realizations
vary due to the motion of the receiver terminals. The MIMO gains at the
bottom of Fig. A.8 show a behaviour between the bottom of Fig. A.1 and the
top of Fig. A.4. The MIMO gains in the NGH-mobile channel are shown at
the bottom of Fig. A.8 and a summary of some representative SNRs is given
in Table A.15. As for the NGH-PO channel, realistic received SNR values for
a vehicular terminal in a broadcast network designed for rooftop reception can
take values around 18 dB. In this case the SIMO multiplies the SISO by a
factor of 1.2, MIMO 2× 2 by a factor of 1.8 and MIMO 4× 2 by a factor of
2.0. Additional CTSI provides almost no additional gain for MIMO 2× 2 but
increases the gain to a factor 2.4 for MIMO 4× 2.
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Figure A.7: Outage capacity at the 5% outage probability for the NGH-PO
channel. 5% outage capacity vs. the SNR at the top, and MIMO gains vs.
the SNR at the bottom.
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Figure A.8: Ergodic capacity for the NGH-mobile channel.Ergodic capacity
vs. the SNR at the top, and MIMO gains vs. the SNR at the bottom.
Table A.8: Ergodic capacity MIMO gains over SISO in NGH-mobile channel
for representative SNRs.
SNR \Scheme SIMO MIMO 2×2 MIMO 4×2
CRSI CTSI CRSI CTSI
−5 dB 1.6 1.7 2.5 1.8 3.9
0 dB 1.5 1.7 2.3 1.8 3.2
18 dB 1.2 1.8 1.9 2.0 2.4
21 dB 1.2 1.9 1.9 2.0 2.4
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Appendix B
DVB-NGH and ATSC 3.0
MIMO Physical Layers
This appendix presents the MIMO physical layers adopted for DVB-NGHand ATSC 3.0 specifications. Both specifications share similar architecture
for the implementation of MIMO. First, a common transmit block diagram for
the two specifications is presented. Then, specific differences and commonalities
for each of the transmitting blocks are detailed.
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B.1 Generic Transmit MIMO DVB-NGH & ATSC
3.0 Physical layer
MIMO has been adopted in DVB-NGH and ATSC 3.0 specifications as optional
technologies, i.e., its implementation is not mandatory for the transmitters and
receivers.
The implementation of MIMO for the optional MIMO profile in DVB-NGH
and ATSC 3.0 requires additional elements compared to the base profile with
single transmit and receive antenna architecture such an extra cross-polarized
antenna with the inferred hardware (i.e. cooling systems, RF feedings, power
combiners, amplifiers, etc.), as well as a modified transmission chain. Fig. B.1
depicts basic building blocks of a transmit MIMO physical layer: forward error
correction (FEC), bit-interleavers (BIL), bit demultiplexer to multiple streams
(DEMUX), mapper (MAP), MIMO precoder, interleavers (IL) and framing,
and waveform. Chapter 2 of this dissertation describes the wireless fundamen-
tals for each of the transmitting blocks.
B.2 Overview of DVB-NGH and ATSC 3.0 Trans-
mitting blocks
Forward Error Correction
Both DVB-NGH and ATSC 3.0 use FEC based on a concatenation of BCH
codes and LDPC codes. Both specifications use the same LDPC codes as the
ones adopted for the baseline SISO profiles. The LDPC codes included in ATSC
3.0 optimize the performance of the LDPC codes included in DVB-NGH and
therefore provide better performance [78]. ATSC 3.0 specifies code sizes of
16200 bits (short codes) and 64800 bits (long codes), however for the MIMO
profile the long code is only specified. DVB-NGH targeting mobile devices
with limited hardware requirements specifies up to 16200 bits code size. The
MIMO profile of DVB-NGH defines 7 code-rates from 5/15 to 11/15 with equal
spacing. ATSC 3.0 widens this set with a total of 13 code-rates from 2/15 to
13/15.
Bit-Interleavers
In DVB-NGH the bit-interleaver, different from the one for the basic SISO
profile, has been optimized for MIMO transmissions exploiting the quasi-cyclic
structure of the LDPC codes. The bit-interleaver for MIMO consists of two
components: a parity interleaver and a parallel bit interleaver. The parity in-
terleaver is the same as for the base profile and the parallel interleaver in turn
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Figure B.1: Generic transmit MIMO block diagram for DVB-NGH and ATSC
3.0 specifications.
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Table B.1: Physical layer parameters comparison of DVB-NGH and ATSC 3.0
using MIMO
PHY parameters DVB-NGH ATSC 3.0
Nr ×Nt 2× 2 2× 2
LDPC code size 16200 64800









comprises two stages: an adjacent quasi-cyclic block interleaver and a section
interleaver and presented in Fig. B.2. It exhibits a low complexity, low latency,
and fully parallel design that ease the implementation of iterative structures
which provide significant gains on the top of the significant MIMO gain. The
quasi-cyclic block interleaving is based on permutation sequences that have
been optimized for all combinations of bpc and transmit power imbalance. De-
liberate transmit power imbalance of 6 and 9 dB is allowed in DVB-NGH to
ease the integration of MIMO networks. When intentional transmit power im-
balance is applied it provides a reasonable coverage reduction for single antenna
terminals while MIMO precoders are optimized to maintain good performance
in this situation. Furthermore, these permutations optimize the gain achieved
by iterative decoding receivers.
ATSC 3.0 uses the same bit-interleaver structure as DVB-NGH but with the
quasi-cyclic block interleaving permutations have been designed to optimize the
performance of the SISO profile employing non-uniform constellations. MIMO
in ATSC 3.0 reuses the bit-interleavers from the SISO baseline and have not
been specifically optimized for MIMO transmissions. Additional transmission
parameters are specified in Table B.2.
Demultiplexers
The antenna stream demultiplex distributes the output bits from the bit-
interleaver into two constellation mappers, one for each transmit antenna.
DVB-NGH applies a different permutation sequence for each of the bpc in
Table B.2. In ATSC 3.0 the demultiplex permutation does not depend on the
number of bpc, instead, the code-word stream is divided in groups of bpc bits
and the first bpc/2 bits are mapped to the first transmit antenna, and the
second bpc/2 bits are mapped to the second transmit antenna.
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Parallel Bit Interleaver
b1 b360 b1 b360 b1 b360 b1 b360









Figure B.2: Parallel Bit-Interleaver used in DVB-NGH.
Mappers
After the demultiplexer, the groups of bits in each antenna stream are mapped
to complex constellation symbols (cf. Chapter 2).
Three steps of spectral efficiency are defined in DVB-NGH for MIMO (cf.
Table B.2) with 6 bpc, 8 bpc and 10 bpc. Asymmetric constellations are
employed for each transmit antenna to provide higher granularity. The defined
constellation for the first/second antenna are QPSK+16QAM for the case of
6 bpc, 16QAM+16QAM for the case of 8 bpc, and 16QAM+64QAM for the
case of 10 bpc.
The MIMO scheme adopted in ATSC 3.0 re-uses the SISO antenna base-
line constellations, and hence it introduces the use of MIMO with non-uniform
constellations. In addition to QPSK, ATSC 3.0 has adopted two-dimensional
non-uniform constellations for cardinalities of 16, 64 and 256 points, and one-
dimensional non-uniform constellations for cardinalities of 1024 and 4096 points [78].
No asymmetric constellations are employed in the MIMO scheme adopted in
ATSC 3.0 since enough granularity in spectral efficiency is provided with all
the combinations of bpc and available code-rates.
Precoder
The MIMO precoding adopted in DVB-NGH and ATSC 3.0 is described in
detail in Chapter 3 in subsection 3.2.3 of this dissertation.
Interleavers & Framing
Time interleaver In DVB-NGH the precoded constellation symbols of each
antenna stream are time interleaved. The time interleaver is composed of two
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stages, i.e. inter-frame convolutional interleaver and intra-frame block inter-
leaver [47]. However, for MIMO the time interleaver process is implemented to
each transmit layer. Due to the same memory constrains apply for all DVB-
NGH transmission schemes, i.e. MIMO and non-MIMO, the time interleaving
depth for MIMO is halved compared to non-MIMO transmissions [44].
In ATSC 3.0 for single physical layer pipe mode a sheer convolutional time
interleaving is used, whereas for the multiple physical layer pipe mode a hybrid
time interleaving composed of cell interleaver, twisted block interleaver, and a
convolutional delay-line is used. Optionally, the convolutional time interleaving
and the hybrid time interleaving can be used in conjunction with extended time
interleaving and a cell interleaver (only for hybrid time interleaving) to further
improve robustness over long burst error lengths at the expense of latency [131].
Frequency interleaver For MIMO scheme, both MIMO branches, i.e. the
signal generation for both transmit antennas, shall use the same frequency in-
terleaver configuration. In addition, since MIMO services can be multiplexed
with MISO services into one NGH frame, pair-wise interleaving scheme is nec-
essary. As described in [44], this latter condition comes from the use of Alam-
outi encoding for MISO in NGH system as Alamouti-encoded output pair cells
should experience similar channel realizations to avoid the loss of the code
orthogonality. In OFDM system, the cells are mapped to frequency carriers,
hence, to output of the Alamouti code is mapped to adjacent carriers to maxi-
mize the probability of similar channel realizations. For simplicity, NGH system
re-uses the frequency interleaving scheme already adopted for SISO transmis-
sion. That is, the frequency interleaver in a given FFT mode only generates
half of the interleaver addresses compared to the addresses generated in SISO
transmissions. The cells pair always shares the address and interleaved together
into adjacent carrier positions.
The frequency interleaver adopted in ATSC 3.0 has similar structure to the
DVB-NGH frequency interleaver and is described in [132].
Pilot Paterns For MIMO orthogonal pilot patterns among the transmit an-
tennas allow at the receiver estimation of the channel response from each trans-
mit antenna. DVB-NGH inherits the pilot patten scheme from MISO DVB-T2
which is based on the Walsh-Hadamard encoding algorithm [17, 133]. With
Walsh-Hadamard MIMO pilot encoding, the pilots from the second transmit
antenna are inverted compared to the first transmit antenna on alternate scat-
tered pilot bearing carriers. Both antennas shall transmit in all pilot positions.
In the case of intentional transmit power imbalance between transmit anten-
nas, the power of the pilots has to be modified accordingly to have the same
power imbalance as the data. This is because the transmit power imbalance
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is included as part of the precoder (cf. Section 3.2.3) affecting only the data
carriers.
ATSC 3.0 in addition to the Walsh-Hadamard encoding algorithm, it also
includes null pilots encoding algorithm. However only one pilot algorithm may
be used in a given frame. With MIMO null pilot encoding, in opposition to
Walsh-Hadamard encoding, two orthogonal pilot patterns are defined where
each pattern does not share common pilot carrier positions with the other.
Here, the pilots in each transmit antenna have 3 dB increased transmit power
to compensate for the null pilots not transmitted in the other group.
The null pilots encoding might be more suited for static channel conditions
(e.g., for fixed roof-top reception) while the Walsh-Hadamard pilot encoding
might be more suited for mobile channels. The reason is that the pilot spac-
ing in time direction is higher for the null pilots encoding compared to a pilot
spacing of the Walsh-Hadamard pilot encoding. For fast varying channel con-
ditions, it is more challenging for the channel estimation to follow these channel
variations if the pilot spacing in time direction is increased.
Waveform
The OFDM modulator is the same as for the SISO profile, i.e. IFFT operation
plus guard interval insertion. For the MIMO rate-2 profile it is duplicated
to process the information of each transmit layer. The same IFFT operation
process is applied for DVB-NGH and ATSC 3.0.
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