Influence Maximization (IM), that seeks a small set of key users who spread the influence widely into the network, is a core problem in multiple domains. It finds applications in viral marketing, epidemic control, and assessing cascading failures within complex systems. Despite the huge amount of effort, IM in billion-scale networks such as Facebook, Twitter, and World Wide Web has not been satisfactorily solved. Even the state-of-the-art methods such as TIM+ and IMM may take days on those networks.
INTRODUCTION
Viral Marketing, in which brand-awareness information is widely spread via the word-of-mouth effect, has emerged as one of the most effective marketing channels. It is becoming even more attractive with the explosion of social networking services such as Facebook 1 with 1.5 billion monthly active 1 http://newsroom.fb.com/company-info/ Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. users or Instagram 2 with more than 3.5 billion daily like connections. To create a successful viral marketing campaign, one needs to seed the content with a set of individuals with high social networking influence. Finding such a set of users is known as the Influence Maximization problem.
Given a network and a budget k, Influence Maximization (IM) asks for k influential users who can spread the influence widely into the network. Kempe et al. [1] were the first to formulate IM as a combinatorial optimization problem on the two pioneering diffusion models, namely, Independent Cascade (IC) and Linear Threshold (LT). They prove IM to be NP-hard and provide a natural greedy algorithm that yields (1 − 1/e − )-approximate solutions for any > 0. This celebrated work has motivated a vast amount of work on IM in the past decade [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] . However, most of the existing methods either too slow for billion-scale networks [1, 2, 4, 5, 6, 7] or ad-hoc heuristics without performance guarantees [13, 3, 14, 15] .
The most scalable methods with performance guarantee for IM are TIM/TIM+ [8] and latter IMM [16] . They utilize a novel RIS sampling technique introduced by Borgs et al. in [17] . All these methods attempt to generate a (1 − 1/e − ) approximate solution with minimal numbers of RIS samples. They use highly sophisticated estimating methods to make the number of RIS samples close to some theoretical thresholds θ [8, 16] . However, they all share two shortcomings: 1) the number of generated samples can be arbitrarily larger than θ, and 2) the thresholds θ are not shown to be the minimum among their kinds.
In this paper, we 1) unify the approaches in [17, 8, 16 ] to characterize the necessary number of RIS samples to achieve (1 − 1/e − )-approximation guarantee; 2) design two novel sampling algorithms SSA and D-SSA aiming towards achieving minimum number of RIS samples. In the first part, we begin with defining RIS framework which consists of two necessary conditions to achieve the (1 − 1/e − ) factor and classes of RIS thresholds on the sufficient numbers of RIS samples, generalizing θ thresholds in [8, 16] . The minimum threshold in each class is then termed type-1 minimum threshold, and the minimum among all type-1 minimum thresholds is termed type-2 minimum threshold.
In the second part, we develop the Stop-and-Stare Algorithm (SSA) and its dynamic version D-SSA that guarantee to achieve, within constant factors, the two minimum thresholds, respectively. Both SSA and D-SSA follow the stop-and-stare strategy which can be efficiently applied to many optimization problems over the samples and guaran-tee some constant times the minimum number of samples required. In short, the algorithms keep generating samples and stop at exponential check points to verify (stare) if there is adequate statistical evidence on the solution quality for termination. This strategy will be shown to address both of the shortcomings in [8, 16] : 1) guarantee to be close to the theoretical thresholds and 2) the thresholds are minimal by definitions. The dynamic algorithm, D-SSA, improves over SSA by automatically and dynamically selecting the best parameters for the RIS framework. We note that the Stop-and-Stare strategy combined with RIS framework enables SSA and D-SSA to meet the minimum thresholds without explicitly computing/looking for these thresholds. That is in contrast to previous approaches [17, 8, 16] which all find some explicit unreachable thresholds and then probe for them with unbounded or huge gaps.
Our experiments show that both SSA and D-SSA outperform the best existing methods up to several orders of magnitudes w.r.t running time while returning comparable seed set quality. More specifically, on Friendster network with roughly 65.6 million nodes and 1.8 billion edges, SSA and D-SSA, taking 3.5 seconds when k = 500, are up to 1200 times faster than IMM. We also run CELF++ (the fastest greedy algorithm for IM with guarantees) on Twitter network with k = 1000 and observe that D-SSA is 2 · 10 9 times faster. Our contributions are summarized as follows.
• We generalize the RIS sampling methods in [17, 8, 16] into a general framework which characterizes the necessary conditions to guarantee the (1 − 1/e − )approximation factor. Based on the framework, we define classes of RIS thresholds and two types of minimum thresholds, namely, type-1 and type-2.
• We propose the Stop-and-Stare Algorithm (SSA) and its dynamic version, D-SSA, which both guarantee a (1 − 1/e − )-approximate solution and are the first algorithms to achieve, within constant factors, the type-1 and type-2 minimum thresholds, respectively. Our proposed methods are not limited to solve influence maximization problem but also can be generalized for an important class of hard optimization problems over samples/sketches.
• Our framework and approaches are generic and can be applied in principle to sample-based optimization problems to design high-confidence approximation algorithm using (asymptotically) minimum number of samples.
• We carry extensive experiments on various real networks with up to several billion edges to show the superiority in performance and comparable solution quality. To test the applicability of the proposed algorithms, we apply our methods on an IM-application, namely, Targeted Viral Marketing (TVM). The results show that our algorithms are up to 1200 times faster than the current best method on IM problem and, for TVM, the speedup is up to 500 times.
Note that this paper does not focus on distributed/parallel computation, however our algorithms are amenable to a distributed implementation which is one of our future works.
Related works. Kempe et al. [1] formulated the influence maximization problem as an optimization problem.
They show the problem to be NP-complete and devise an (1 − 1/e − ) greedy algorithm. Later, computing the exact influence is shown to be #P-hard [3] . Leskovec et al. [2] study the influence propagation in a different perspective in which they aim to find a set of nodes in networks to detect the spread of virus as soon as possible. They improve the simple greedy method with the lazy-forward heuristic (CELF), which is originally proposed to optimize submodular functions in [18] , obtaining an (up to) 700-fold speedup.
Several heuristics are developed to find solutions in large networks. While those heuristics are often faster in practice, they fail to retain the (1 − 1/e − )-approximation guarantee and produce lower quality seed sets. Chen et al. [19] obtain a speedup by using an influence estimation for the IC model. For the LT model, Chen et al. [3] propose to use local directed acyclic graphs (LDAG) to approximate the influence regions of nodes. In a complement direction, there are recent works on learning the parameters of influence propagation models [20, 21] . The influence maximization is also studied in other diffusion models including the majority threshold model [22] or when both positive and negative influences are considered [23] and when the propagation terminates after a predefined time [22, 24] . Recently, IM across multiple OSNs have been studied in [11] and [25] studies the IM problem on continuous-time diffusion models.
Recently, Borgs et al. [17] make a theoretical breakthrough and present an O(kl 2 (m+n) log 2 n/ 3 ) time algorithm for IM under IC model. Their algorithm (RIS) returns a (1 − 1/e − )-approximate solution with probability at least 1 − n −l . In practice, the proposed algorithm is, however, less than satisfactory due to the rather large hidden constants. In sequential works, Tang et al. [8, 16] reduce the running time to O((k + l)(m + n) log n/ 2 ) and show that their algorithm is also very efficient in large networks with billions of edges. Nevertheless, Tang's algorithms have two weaknesses: 1) intractable estimation of maximum influence and 2) taking union bounds over all possible seed sets in order to guarantee a single returned set.
Organization. The rest of the paper is organized as follows: In Section 2, we introduce two fundamental models, i.e., LT and IC, and the IM problem definition. We, subsequently, devise the unified RIS framework, RIS threshold and two types of RIS minimum thresholds in Section 3. Section 4 and 5 will present the SSA algorithm and prove the approximation factor as well as the achievement of type-1 minimum threshold. In Section 6, we propose the dynamic algorithm, D-SSA and prove the approximation together with type-2 minimum threshold property. Finally, we show experimental results in Section 7 and draw some conclusion in Section 8.
MODELS AND PROBLEM DEFINITION
This section will formally define two most essential propagation models, e.i., Linear Threshold (LT) and Independent Cascade (IC), that we consider in this work and followed by the problem statement of the Influence Maximization (IM).
We abstract a network using a weighted graph G = (V, E, w) with |V | = n nodes and |E| = m directed edges. Each edge (u, v) ∈ E is associated with a weight w(u, v) ∈ [0, 1] which indicates the probability that u influences v.
Propagation Models
In this paper, we study two fundamental diffusion models, namely, Linear Threshold (LT) and Independent Cascade (IC). Assume that we have a set of seed nodes S, the propagation processes under these two models happen in rounds. At round 0, all nodes in S are activated and the others are not activated. In the subsequent rounds, the newly activated nodes will try to activate their neighbors. Once a node v becomes active, it will remain active till the end. The process stops when no more nodes get activated. The distinctions of the two models are described as follows:
Linear Threshold (LT) model. The edge weights in LT model must satisfy the condition u∈V w(u, v) ≤ 1. At the beginning of the propagation process, each node v selects a random threshold λv uniformly at random in range [0, 1]. In round t ≥ 1, an inactivated node v becomes activated if activated neighbors u w(u, v) ≥ λv. Let I(S) denote the expected number of activated nodes given the seed set S, where the expectation is taken over all λv values from their uniform distribution. We call I(S) the influence spread of S under the LT model.
Independent Cascade (IC) model. In IC, when a node u gets activated, initially or by another node, it has a single chance to activate each inactive neighbor v with the probability proportional to the edge weight w(u, v). After that moment, the activated nodes remain its active state but they have no contribution in later activations. 
The maximum I(S) for any size-k seed set S.
S k
The returned size-k seed set of SSA/D-SSA. S * k An optimal size-k seed set, i.e., I(S * k ) = OP T k .
Problem Definition
Given the propagation models defined previously, we formally state the Influence Maximization (IM) problem as in the following definition, Definition 1 (Influence Maximization (IM)). Given a graph G = (V, E, w), k ∈ Z + and a propagation model, the Influence Maximization problem asks for a seed setŜ k ⊂ V of k nodes that maximizes its influence spread, I(Ŝ k ).
UNIFIED RIS FRAMEWORK
This section will present the unified RIS framework which generalizes the methods of using RIS sampling for IM problem. The unified framework characterizes the sufficient conditions to guarantee an (1 − 1/e − )-approximation in the framework. Subsequently, we will introduce the concept of RIS threshold in terms of the number of necessary samples to guarantee the solution quality and two types of minimum RIS thresholds, i.e., type-1 and type-2.
Preliminaries

RIS sampling
The major bottle-neck in the traditional methods for IM [1, 2, 4, 26] is the inefficiency in estimating the influence spread. To address that, Borgs et al. [17] introduced a novel sampling approach for IM, called Reverse Influence Sampling (in short, RIS), which is the foundation for TIM/TIM+ [8] and IMM [16] , the state-of-the-art methods. Figure 1 : An example of generating random RR sets under the LT model. Three random RR sets R1, R2 and R3 are generated. Node a has the highest influence and is also the most frequent element across the RR sets.
Given a graph G = (V, E, w), RIS captures the influence landscape of G through generating a set R of random Reverse Reachable (RR) sets. The term 'RR set' is also used in TIM/TIM+ [8, 16] and referred to as 'hyperedge' in [17] . Each RR set Rj is a subset of V and constructed as follows, Definition 2 (Reverse Reachable (RR) set). Given G = (V, E, w), a random RR set Rj is generated from G by 1) selecting a random node v ∈ V 2) generating a sample graph g from G and 3) returning Rj as the set of nodes that can reach v in g.
Node v in the above definition is called the source of Rj. Observe that Rj contains the nodes that can influence its source v. If we generate multiple random RR sets, influential nodes will likely appear frequently in the RR sets. Thus a seed set S that covers most of the RR sets will likely maximize the influence spread I(S). Here a seed set S covers an RR set Rj, if S ∩ Rj = ∅. For convenience, we denote the coverage of set S as CovR(S) = R j ∈R min{|S ∩Rj|, 1}. An illustration of this intuition and how to generate RR sets is given in Fig. 1 . In the figure, three random RR sets are generated following the LT model with sources b, d and c, respectively. The influence of node a is the highest among all the nodes in the original graph and also is the most frequent node across the RR sets. This observation is rigorously captured in the following lemma in [17] . Lemma 1. Given G = (V, E, w) and a random RR set Rj generated from G. For each seed set S ⊂ V ,
Lemma 1 says that the influence of a node set S is proportional to the probability that S intersects with a random RR set. Thus, to find S that optimizes I(S), we can alternatively optimize over the proportional probability which can be approximated by sampling many Rj. This relation is the soul of the RIS-based approaches on IM problem.
( , δ)-approximation
We recall the ( , δ)-approximation and two criteria of achieving such approximation in [27] that will be used in our framework and later proofs. 
is said to be an ( , δ)-approximation of µZ if
Having defined the ( , δ)-approximation, the first inherent question is how (when) we can achieve that approximation. We investigate two criteria in Lems. 2 and 3. Define Υ( , δ/2) = 2c ln(2/δ)/ 2 with c = 2(e − 2) and
Zi. The following lemma is called Zero-One Estimator Theorem [27] stating the first criterion.
Lemma 2 ([27]
). Let θ * be the optimal number samples that guarantee an ( , δ)-approximation of µZ , if T =
where c1 is a constant.
Based also on [27] , we have the second criterion to guarantee ( , δ)-approximation as stated below.
Lemma 3 ([27]
). Let θ * , µZ be defined as in Lem. 2 and T be the number of samples at which Cov(Z)
Note that if only one side of the event in Eq. 3 is required,
RIS Framework and Thresholds
Based on Lem. 1, the IM problem can be solved by the following two step algorithm.
• Generate a collection of RR sets, R, from G.
• Use the greedy algorithm for the Max-coverage problem [28] to find a seed setŜ k that covers the maximum number of RR sets and returnŜ k as the solution. This two-step algorithm is actually an instance of a general class of methods illustrated in Fig. 2 . The original problem is an maximization problem of f (.) over ΩS which is usually very hard to solve/approximate directly. Instead, we find an estimatefT (.) of f (.). The estimation functionfT (.) is constructed by generating T = θ( , δ) samples where θ( , δ) is an explicit threshold. The threshold θ( , δ) decides the estimation quality offT (.) compared to f (.) and usually is the most critical point in the methods. After having the functionfT (.), an α−approximation algorithm A which is easier and efficient to find the final solution SA offT (.) as well as f (.). The function f (.) that characterizes our maximization objective covers a wide range of important problems, e.g., targeted viral marketing [29] , densest subgraph [30] , which have very high complexity to approximate and hence, need to rely on sampling algorithms. Thus, our proposed stop-and-stare methods can be modified to address many other optimization problems under this category. We illustrate this ability by extending SSA and D-SSA to solve the targeted viral marketing in our experiments section. Similar to determining θ, the core question in applying the above algorithm for influence maximization problem is that: How many RR sets are sufficient to provide a good approximate solution? In this case, the function f (S) is the influence function I(S) and the samples are generated by RIS sampling. [8, 16] propose two such theoretical thresholds and two probing techniques to realistically estimate those thresholds. However, their thresholds are not known to be any kind of minimum and the probing method is ad hoc in [8] or far from the proposed threshold in [16] . Thus, they cannot provide any guarantee on the optimality of the number of samples generated.
Since the probing for an explicit threshold is seen to admit certain limitations, we propose a new approach. Instead of explicitly expressing a theoretical threshold and trying to probe for it, we characterize the conditions that all the RIS-based algorithms need to attain and state the sufficient number of samples to satisfy those conditions. Thus, we can define the minimum samples according to the necessary conditions and further, propose SSA and D-SSA to achieve the minimum. We will first define our RIS framework as enforcing the necessary conditions to guarantee the best known solution quality and then propose two minimum thresholds based on the precision parameters in our framework.
Suppose that there is an optimal seed set, S * k , which has the maximum influence in the network. If there are multiple optimal sets with influence, OP T k , we choose the first one alphabetically to be S * k . Given 0 ≤ , δ ≤ 1, our unified RIS framework enforces two conditions:
and
where δa + δ b ≤ δ and a + (1 − 1/e) b ≤ . Based on the above conditions, we define the RIS threshold as the following.
of random RR sets generated from G is sufficient to guarantee both Eqs. 6 and 7.
With the two above conditions, we now prove that any N ≥ N ( a, b , δa, δ b ) RR sets are sufficient to guarantee (1−1/e− )-approximation ratio.
, then the two-step algorithm in our RIS framework returnsŜ k satisfying
For brevity, the proof is presented in the appendix. Existing RIS thresholds. For any , δ ∈ (0, 1), Tang et al. established in [8] an RIS threshold,
In a later study [16] , they reduced this number to another RIS threshold,
Unfortunately, computing OP T k is intractable, thus, the proposed algorithms have to generate θ OP T k KP T + RR sets, where KP T + is the expected influence of a node set obtained by sampling k nodes with replacement from G and the ratio
That is they may generate many times more RR sets than needed.
Two Types of Minimum Thresholds
Based on the definition of RIS threshold, we now define two strong theoretical limits, i.e. type-1 minimum and type-2 minimum thresholds. In Section 5, we will prove that our first proposed algorithm, SSA, achieves, within a constant factor, a type-1 minimum threshold and later, in Section 6, our dynamic algorithm, D-SSA, is shown to obtain, within a constant factor, the strongest type-2 minimum threshold.
is the smallest number of RR sets that satisfies both Eq. 6 and Eq. 7.
If N ( a, b , δa, δ b ) is an RIS threshold, then any N such that N ≥ N ( a, b , δa, δ b ) is also an RIS threshold. We choose the smallest number over all the RIS thresholds to be type-1 minimum as defined in Def. 5. All the previous methods [17, 8, 16] try to approximate N 1 min ( a, b , δa, δ b ) for some setting of a, b , δa, δ b , however, they fail to provide any guarantee on how close their numbers are to that threshold. In contrast, we show that SSA achieves, within a constant factor, an type-1 minimum threshold in Sec. 5. Next, we give the definition of the strongest type-2 minimum threshold which is achieved by D-SSA as shown in Sec. 6.
Definition 6 (type-2 minimum threshold). Given
where a + (1 − 1/e) b = and δa + δ b = δ.
From Def. 6, it follows that type-2 minimum is the strongest possible threshold that we can achieve in the RIS-framework.
Achieving the Minimum Thresholds
In the following sections, we propose two approximation algorithms, namely, Stop-and-Stare (SSA) and the dynamic version D-SSA, which respectively achieve the two theoretical minimum thresholds as well as the best known worstcase approximation ratio. In more details, both SSA and D-SSA employ the stop-and-stare strategy that doubles the number of RIS samples and checks the quality of current solution by an independent influence estimation step. This strategy guarantees that we do not oversample, i.e., doubling the necessary number in the worst case. On a specific setting of the tuple { a, b , δa, δ b }, SSA guarantees a type-1 minimum threshold corresponding to that configuration.
By specifically setting the parameters, SSA algorithm is simpler than the dynamic D-SSA. D-SSA achieves the type-2 minimum threshold through dynamically finding the best set of parameter values at each exponential checking points. Thus, { a, b , δa, δ b } are not specified in advance but automatically detected by D-SSA. Further, D-SSA can reuse the RR sets generated in the independent influence estimation without changing the independence property of RR sets in subsequent iterations.
STOP-AND-STARE ALGORITHM (SSA)
In this section, we describe our first Stop-and-Stare Algorithm (SSA) in details. SSA keeps generating RR sets until doubling the current number and stops to check the solution obtained from the total RR sets generated. It uses Max-Coverage (Alg. 2) to find the solution,Ŝ k . Since the influence ofŜ k calculated from those RR sets is biased, SSA independently generates another collection of RR sets in Estimate-Inf procedure (Alg. 3) to obtain an unbiased estimation ofŜ k influence. Then it stares at the two influences and if they are close enough (satisfying SSA's stopping conditions), it halts and returns the found solution.
Algorithm 1 SSA Algorithm
Input: Graph G, 0 ≤ , δ ≤ 1, and a budget k. Output: An (1 − 1/e − )-optimal solution,Ŝ k with at least (1 − δ)-probability. 1: Compute 1, 2, 3 according to Eq. 18 2: 
SSA Algorithm
This subsection will detail the main procedure of SSA where Max-Coverage (described in Alg. 2) and Estimate-Inf (described in Alg. 3) are incorporated. The precision parameters 1, 2, 3, δ1, δ2 are specified in Eq. 18 and discussed in Subsection 5.2.1. An illustration of those precision parameters in SSA (and also later for D-SSA) is provided in Fig. 3 . This figure also demonstrate our bounding technique in our framework (Fig. 2) : The overall error is accumulated from the sampling errors to estimate of I(S * k ) and I(Ŝ k ) and the approximation error of Max-Coverage to find the setŜ k .
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Confidence: Figure 3 : Illustration of precision parameters 1, 2, 3, δ1, δ2 (I(.) denotes the true influence function,Î(.), Ic(.) are the estimates of I(.) by the collection R of RR sets in the main algorithm and by another independent collection R of the Estimate-Inf, S * k is an optimal solution). The SSA algorithm is presented in Alg. 1. SSA starts with initializing the values of three variables 1, 2 and 3 which are critical in deciding the stopping conditions and will be specified in our analysis (Eq. 18) where we prove the type-1 minimum threshold of SSA. Having obtained those values, the algorithm, then, computes Λ1 (Line 2) which determines the lower bound for the degree of the selected seed set,Ŝ k . The central part of our algorithm iterates round by round: at round 0, SSA generates Λ1 random RR sets (Line 3) simply because that is the lowest number we can expect to meet the first condition at Line 6; at round i ≥ 1, it doubles the number of random RR sets by introducing |R| more sets (Line 12). In each round, a candidate seed setŜ k is selected by Max-Coverage together with its estimated influence. SSA obtains another estimated influence which is returned by the Estimate-Inf (Line 7) and denoted by Ic(Ŝ k ). The two influences are used in the second condition (Line 8). Thus, SSA contains two stopping conditions:
(C1) The first condition CovR(Ŝ k ) ≥ Λ1 (Line 6) ensures that the coverage of the returned solution is at least Λ1 which is important to guarantee the approximability of S k and S * k as shown in Lem.5 and 6. This condition remains true after the first time it is established.
compares estimates of I(Ŝ k ) obtained by Max-Coverage and by the Estimate-Inf procedure. This comparison is only active after the first stopping condition is met and the number of RR sets is large enough to trigger the Estimate-Inf. If these two estimates are close enough (within a multiplicative factor of 1 + 1), we confirm the approximability ofŜ k (Lem. 5).
As we will prove in Sec. 5, the two stopping conditions are sufficient to guarantee the (1 −1/e− )-approximation ofŜ k .
Note that we use a threshold (8 + 2 )n
which is taken from TIM+ [8] when considering OP T k = 1 to stop SSA in cases of bad events.
Algorithm 2 Max-Coverage procedure Input: RR sets (R), k and number of nodes (n). Output: An (1 − 1/e)-optimal solution,Ŝ k and its estimated influence Ic(Ŝ k ).
Addv toŜ k 5: end for 6: return <Ŝ k , CovR(Ŝ k ) · n/|R|>
Finding Max-Coverage
We describe the Max-Coverage procedure to find a (1 − 1/e)-coverage set. This algorithm plays the role of the αapproximation algorithm in Fig. 2 where α = 1 −1/e. Alg. 2 illustrates the greedy Max-Coverage algorithm to select a size-k seed set. The whole procedure goes through k iterations in which, at each step, a node with maximum relative coverage, with respect to the previously chosen ones, is selected into the seed setŜ k . As a well-known result [31] , we have the following lemma. This algorithm can be implemented in linear time in terms of the total size of all the RR sets as in [17, 8, 16] and, as a result, the complexity is upper-bounded by the generating RR sets. Thus, the complexity of the whole algorithm actually depends only on that for generating RR sets.
Influence Estimation
Estimating influence of a given seed set S is a key component in our method and is used in the places where we have a candidate seed set and need to check whether the estimate of that set in the main algorithm is good enough. Our goal is to obtain a good approximation (within a certain multiplicative-error) of the given seed set influence. 2: Cov = 0 3: for T from 1 to Tmax 4:
Generate Rj ←RIS(G) 5:
if Cov ≥ Λ2 then 7:
return n × Cov/T {n: number of nodes} 8:
end if 9: end for 10: return -1 {Exceeding Tmax RR sets}
The estimating procedure is called Estimate-Inf and detailed in Alg. 3. Given a node set S and two parameters, 2, δ2, Estimate-Inf returns an estimate Ic(S) of I(S) such that Ic(S) ≤ (1 + 2)I(S) with at least (1 − 2)-probability. The most crucial point in the procedure is determining Λ2 (Line 1) and the related condition (Line 6) which compares the coverage of S with Λ2. In our analysis, we show that the condition is sufficient to guarantee Ic(S) ≤ (1 + 2)I(S) with at least (1 − 2)-probability. The main step in this procedure is the for loop in which random RR sets are drawn one at a time until satisfying the condition. The loop iterates through the maximum of Tmax iterations where, as described in Alg. 1, Tmax is a constant multiply of the total number of RR sets generated in the main algorithm at that point. Choosing Tmax is a crucial point of this algorithm since we run this at every iteration in SSA. At the beginning when the solutionŜ is not
We define a random variable X = min{|Rj ∩ S|, 1}, where Rj is a random RR set and µX = I(S)/n (Lem. 1). From Lem. 3 of the ( , δ)-approximation criteria, we obtain a direct corollary as stated below, Corollary 1. The Estimate-Inf procedure of SSA returns an estimate, Ic(S), of I(S) such that
SSA GUARANTEE AND PERFORMANCE ANALYSIS
In this section, we will prove that SSA returns a (1−1/e− )-approximate solution with at least (1 − δ)-probability in Subsec. 5.1. Subsequently, SSA is shown to require no more than a constant factor of a type-1 minimum threshold of RR sets with the same probability in Subsec. 5.2.
Approximation Guarantee
In this subsection, we will prove that SSA achieves the approximation factor of (1 − 1/e − ) with at least (1 − δ)probability. The proof essentially contains two core components which are two conditions in our RIS framework (Subsection 3.2): 1) prove that at termination SSA achieves a good approximation of the selected solution,Ŝ k , (Lem. 5) and 2) the hidden optimal solution, S * k , is also well-estimated (Lem. 6). Thus, combining these with Theo. 1 (Subsection 3.2) gives us the approximation factor (1 − 1/e − ) stated in Theo. 2.
The first component states the quality of the estimated influence of the returned solution,Î(Ŝ k ), that SSA has at termination is shown in Lem. 5.
Lemma 5. SSA returns a seed set,Ŝ k , with
The proof is presented in the appendix. Based on Lem. 5, we prove the second component which also contains the influence estimation of the optimal solution, S * k . Lemma 6. SSA terminates with
Lem. 5 and 6 are sufficient to prove the approximation quality of SSA as stated by the following theorem.
Theorem 2. Given 0 ≤ , δ ≤ 1 and 1, 2, 3 satisfying 1 + 2 + 1 2 + (1 − 1/e) 3 ≤ , SSA returns a seed set,Ŝ k , such that
Proof. To prove the theorem, we will show that |R| is an RIS threshold and then apply Theo. 1 to obtain the (1 − 1/e − )-approximation property of SSA. Actually, we will later prove in Sec. 5 that |R| is not just RIS threshold but, to within a constant factor, a type-1 minimum threshold.
The first condition to become an RIS threshold is taken from Lem. 5,
The second condition is obtained from Lem. 6,
From Eq. 14 and Eq. 15, we conclude that |R| is an RIS threshold with a = (1+ 1)(1 + 2) −1, b = 3, δa = δ/3 and δ b = 2δ/3. Notice that a + (1 − 1/e) b = and δa + δ b = δ. By Theo. 1, we have
which completes the proof of Theo. 2.
Achieving Type-1 Minimum Threshold
We will analyze the number of RR sets generated in both the main and Estimate-Inf procedures and show that SSA requires no more than a constant times a type-1 minimum RR sets. That makes SSA the first method to achieve a type-1 minimum threshold.
Parameter Settings
In Theo. 2, we rely on the assumptions that 1, 2, 3 are given such that
Determining their values plays an important role in the algorithm. Ideally, we want to generate just enough RR sets in the main algorithm to have a good estimate ofŜ k and then check the influence by Estimate-Inf procedure. That is because we will discard all the RR sets in the Estimate-Inf after running and, thus, if we start checking too early, we will waste a wealth of RR sets. On the other hand, because of the doubling scheme in the main algorithm, if starting checking way latter, we will generate a lot of unnecessary RR sets in the main procedure. In SSA, we determine the values of 1, 2, 3 based on experiments and prove in next subsection that SSA generates only a constant times the type-1 threshold w.r.t these settings. In Sect. 6, we propose a dynamic algorithm, D-SSA, to tune and find the best values during the execution and it requires, within a constant factor, the strongest type-2 minimum threshold RR sets.
We carried experiments on various values of 1, 2 and 3 which satisfy Eq. 17 and found the following values robustly giving low number of RR sets,
Number of RR sets in the main algorithm
Here, we will analyze the number of RR sets generated in the main algorithm and show that this number is at most constant times N 1 min ( a, b , δa, δ b ) where a = 12 = 1 + 2 + 1 2, b = 3 and δa = δ/3, δ b = 2δ/3. From Subsec. 5.1,
are obtained by enforcing two stopping conditions:
Now, to determine the number of RR sets generated in SSA, we will start from N 1 min ( a, b , δa, δ b ) RR sets where Eq. 19 and Eq. 20 are satisfied and determine how many more RR sets needed to meet (C1) and (C2). More specifically, we prove that in the cases that the inequalities in Eq. 19 and Eq. 20 hold with N 1 min ( a, b , δa, δ b ) RR sets, SSA needs at most
min ( a, b , δa, δ b ) RR sets, where c1 is a constant defined in Lem. 2. Thus, SSA will need no more than
min ( a, b , δa, δ b ) RR sets with the same probability that two inequalities in Eq. 19 and Eq. 20 hold which is at least 1 − δ. The satisfaction of (C1) is stated as follows.
Then SSA needs at most
The proof is presented in the appendix. The following lemma states that condition (C2) is also satisfied with the same number of RR sets. From Lem. 7 and Lem. 8 and the fact that SSA stops when two stopping conditions, i.e., (C1) and (C2), are satisfied, we have the following lemma.
Lemma 9. The main algorithm of SSA generates, within a constant factor, N 1 min ( a, b , δa, δ b ) RR sets with at least (1 − δ)-probability.
Proof. From Lems. 7 and 8, we obtain that the number of RR sets |R| ≥
min ( a, b , δa, δ b ) is the necessary condition to satisfy both (C1) and (C2) with the probability accumulated from Eq. 19, Eq. 20 and Lem. 8 that is 1 − δ b − δ/3 = 1 − δ (follows from Lem. 6 that the inequalities in Eq. 19 and 20 are both satisfied with probability 1 − δ b ). Therefore, due to the doubling scheme, SSA will generate at most
min ( a, b , δa, δ b ) which remains to be a constant times N 1 min ( a, b , δa, δ b ).
Number of RR sets in Estimate-Inf procedure
As presented in Alg. 3, the number of RR sets generated in Estimate-Inf procedure is always smaller than 1+ 2 1− 2 2 3 2 2 times the number of RR sets currently in the main algorithm. Therefore, the total number of RR sets generated during the running of SSA is smaller than 1+ 2
times the sum of RR sets present at each iteration in the main algorithm. In turn, due to the doubling behavior, the sum of RR sets is smaller than twice that number at the last iteration. Thus, based on Lem. 9, we have the following lemma. times that in Lem. 9 that makes it
Combining Lems. 9 and 10, we conclude the overall number of RR sets by the following theorem.
Theorem 3. SSA generates, to within a constant factor, N 1 min ( a, b , δa, δ b ) RR sets with at least (1 − δ)-probability. The total number in this theorem is the sum of those in Lems. 9 and 10,
DYNAMIC ALGORITHM
In this section, we propose the dynamic algorithm, named D-SSA, that automatically selects 1, 2, 3, δ1, δ2 during its execution. While maintaining the (1 − 1/e − )-approximate solution as in SSA, D-SSA requires, to within a constant factor, the type-2 minimum threshold. This is the strongest result over all IM methods following the RIS framework.
D-SSA Algorithm
In Section 4, SSA can be seen as generating two independent collections of RR sets: one is in the main algorithm to find the maximum seed set and the another is for estimating the influence of the seed set found in the main procedure. Recall from Section 5 that we want to start checking the influence ofŜ k at the moment of having generated just enough RR sets so that the RR sets for checking are not wasted. However, detecting that moment is challenging since it depends not only on the networks but also the particular execution of generating RR sets.
The dynamic algorithm D-SSA, described in Alg. 4, addresses thoroughly these issue by dynamically computing the values of 1, 2, 3, δ1, δ2 along its execution and stops whenever the success probability meets the requirement (Line 12). D-SSA also reuses the checking RR sets for finding seed set without affecting the independence of RR sets in subsequent iterations (Line 16). More specifically, D-SSA uses the newly generated RR sets to estimates the influence of the seed set found in the previous iteration and obtain the current value of 1 (Line 7) . From the value of 1, 2 and 3 can be computed accordingly (Line 8). The formula for computing 2 and 3 are based on the condition that
and considering 2 + 1 2 and 3(1−1/e) having similar roles. After that it relies on the two stopping conditions mentioned in SSA to calculate δ1 and δ2. D-SSA stops when sum of δ1 and δ2 is less than or equal to θ which signifies that the success probability meets the requirement.
D-SSA Analysis
We will sequentially show that D-SSA achieves (1 − 1/e − )-approximation factor in Subsec. 6.2.1 and requires only, to within a constant factor, the strongest type-2 minimum threshold of the RR sets in Subsec. 6.2.2.
Algorithm 4 D-SSA Algorithm
Input: Graph G, 0 ≤ , δ ≤ 1, and k. Output: An (1 − 1/e − )-optimal solution,Ŝ k . 1: Λ ← 2c(1 + ) 2 ln 2 δ 1 2 2: R ← Generate Λ random RR sets by RIS 3: <Ŝ k ,Î(Ŝ k )>← Max-Coverage(R, k) 4: repeat 5:
R ← Generate |R| random RR sets by RIS 6:
12:
if δ1 + δ2 ≤ δ then 13:
returnŜ k 14:
end if 15:
: returnŜ k
Approximation Guarantee
We show that D-SSA preserve the (1−1/e− )-approximation factor of SSA by the following theorem. Proof. we prove that the two stopping conditions in SSA are still hold in D-SSA and thus D-SSA has the same approximation factor as SSA does.
Directly from the Alg. 4, when D-SSA terminates, the following conditions are satisfied, CovR(Ŝ k ) = 2c(1 + 1)(1 + 2) ln 1 δ1 Eq. 26 is the first stopping conditions in SSA. Eq. 27 is the checking condition in the Estimate-Inf procedure in SSA and, together with the setting of 1, we obtain the second stopping condition in SSA.
Thus, the (1−1/e− )-approximation factor is followed from SSA which completes the proof.
Achieving the Type-2 Minimum Threshold
Here, we will prove a much stronger result than that of SSA that D-SSA requires only, to within a constant factor, the type-2 minimum of RR sets N 2 min ( , δ). Since * a ≤ and δ * b ≤ δ, let denote the constant
Alternatively speaking, for a given graph G, we will show that D-SSA terminates when the number of RR sets in R is larger than or equal to M c1N 2 min ( , δ), where c1 is a constant defined in Lem. 2, with at least (1 − δ)-probability. Due to the doubling scheme, D-SSA will generate no more than twice that number. More specifically, we will prove that the stopping condition (Line 11) is satisfied. Recall N 2 min ( , δ) RR sets implies
Apply Theo. 1, we have
First, we show that the value of 1 is upper bounded by the following lemma.
Lemma 11. Given 0 ≤ ≤ 1 − 2/e and 0 ≤ δ ≤ 1, if |R| ≥ M c1N 2 min ( , δ), then,
where c1 is a constant defined in Lem. 2.
The proof is presented in the appendix. Based on the result of Lem. 11, we next prove that D-SSA will terminate when |R| ≥ M c1N 2 min ( , δ) with at least (1 − δ)-probability.
Therefore, D-SSA needs at most a constant times the type-2 minimum with the probability of Pr[ 1 ≤ * a + * b /2 1− * b /2 ] which is at least 1 − δ. Since we double the RR sets every round, the actual number of RR sets is at most twice the necessary one. Thus, we conclude that D-SSA generates at most a constant times the type-2 minimum with probability of at least 1 − δ.
Theorem 5. Given a graph G, 0 ≤ ≤ 1 − 2/e and 0 ≤ δ ≤ 1, let N 2 min ( , δ) be the type-2 minimum threshold of RR sets. D-SSA generates no more than, to within a constant factor, N 2 min ( , δ) RR sets with the probability of at least (1 − δ).
The Theo. 5 follows directly from Lems. 11 and 12.
EXPERIMENTS
Backing by the strong theoretical results, we will experimentally show that SSA and D-SSA outperform the existing state-of-the-art IM methods by a large margin. Specifically, SSA and D-SSA are several orders of magnitudes faster than IMM and TIM+, the best existing IM methods with approximation guarantee, while having the same level of solution quality. SSA and D-SSA also require several times less memory than the other algorithms. To demonstrate the applicability of the proposed algorithms, we apply our methods on a critical application of IM, i.e., Targeted Viral Marketing (TVM) introduced in [29] and show the significant improvements in terms of performance over the existing methods. 
Experimental Settings
All the experiments are run on a Linux machine with 2.2Ghz Xeon 8 core processor and 100GB of RAM. We carry experiments under both LT and IC models on the following algorithms and datasets.
Algorithms compared. On IM experiments, we compare SSA and D-SSA with the group of top algorithms that provide the same (1 − 1/e − )-approximation guarantee. More specifically, CELF++ [33] , one of the fastest greedy algorithms, and IMM [16] , TIM/TIM+ [8] , the best current RIS-based algorithms, are selected. For experimenting with TVM problem, we apply our Stop-and-Stare algorithms on this context and compare with the most efficient method for the problem, termed KB-TIM, in [29] .
Datasets. For experimental purposes, we choose a set of 8 datasets from various disciplines: NetHEPT, NetPHY, DBLP are citation networks, Email-Enron is communication network, Epinions, Orkut, Twitter and Friendster are online social networks. The description summary of those datasets is in Table 2 . On Twitter network, we also have the actual tweet/retweet dataset and we use these data to extract the target users whose tweets/retweets are relevant to a certain set of keywords. The experiments on TVM are run on the Twitter network with the extracted targeted groups of users.
Parameter Settings. For computing the edge weights, we follow the conventional computation as in [8, 13, 4, 26] ,
where din(v) denotes the in-degree of node v.
In all the experiments, we keep = 0.1 and δ = 1/n as a general setting or explicitly stated otherwise. For the other parameters defined for particular algorithms, we take the recommended values in the corresponding papers if available. We also limit the running time of each algorithm in a run to be within 24 hours.
Experiments with IM problem
To show the superior performance of the proposed algorithms on IM task, we ran the first set of experiments on four real-world networks, i.e., NetHEPT, NetPHY, DBLP, Twitter. We also test on a wide spectrum of the value of k, typically, from 1 to 20000, except on NetHEPT network since it has only 15233 nodes. The solution quality, running time, memory usage are reported sequentially in the following. We also present the actual number of RR sets generated by SSA, D-SSA and IMM when testing on four other datasets, i.e., Enron, Epinions, Orkut and Friendster.
Solution Quality
We first compare the quality of the solution returned by all the algorithms on LT and IC models. The results are presented in Fig. 4 and Fig. 5 , respectively. The CELF++ algorithm is only able to run on NetHEPT due to time limit. From those figures, all the methods return comparable seed set quality with no significant difference. The results directly give us a better viewpoint on the basic network property that a small fraction of nodes can influence a very large portion of the networks. Most of the previous researches only find up to 50 seed nodes and provide a limited view of this phenomenon. Here, we see that after around 2000 nodes have been selected, the influence gains of selecting more seeds become very slim.
Running time
We next examine the performance in terms of running time of the tested algorithms. The results are shown in Fig. 6 and Fig. 7 . Both SSA and D-SSA significantly outper- form the other competitors by a huge margin. Comparing to IMM, the best known algorithm, SSA and D-SSA run up to several orders of magnitudes faster. TIM+ and IMM show similar running time since they operate on the same philosophy of estimating optimal influence first and then calculating the necessary samples to guarantee the approximation for all possible seed sets. However, each of the two steps displays its own weakness. In contrast, SSA and D-SSA follows the Stop-and-Stare mechanism to thoroughly address those weaknesses and thus exhibit remarkable improvements.
Comparing between SSA and D-SSA, since D-SSApossesses the type-2 minimum threshold compared to the weaker type-1 threshold of SSA with the same precision settings , δ, D-SSA achieves considerably better performance and commits up to an order of magnitudes speedup.
Memory Usage and Number of RR sets
This experiment is divided into two parts: 1) we report the memory usage in the previous experiments and 2) since the gain in influence peaks at the selection of 1 to 1000 nodes, we carry new experiments on four other datasets, i.e., Enron, Epinion, Orkut and Friendster, with k ∈ {1, 500, 1000} to show the view across datasets of SSA, D-SSA and IMM.
Memory Usage. The results on memory usage of all the algorithms are shown in Fig. 8 and Fig. 9 . We can see that there is a strong correlation between running time and memory usage. It is not a surprise that SSA and D-SSA require much less memory, up to orders of magnitude, than the other methods since the complexity is represented by the number of RR sets and these methods achieve type-1 and type-2 minimum thresholds of RR sets.
Across datasets view. We ran SSA, D-SSA and IMM on four other datasets, i.e., Enron, Epinions, Orkut and Friendster, with k ∈ {1, 500, 1000} under LT model. The results are presented in Table 3 . In terms of running time, the table reflects our previous results that SSA and D-SSA largely outperform IMM, up to several orders of magnitudes. In particular, for Friendster -the largest network in our testbed with more than 65 million nodes, D-SSA is 1200-fold faster than IMM in case of k = 500. The same pattern happens in terms of the number of RR sets generated. As shown, even in the most extreme cases of selecting a single node, SSA and D-SSA require several times fewer RR sets than IMM.
Experiments with TVM problem
In this experiments, we will modify our Stop-and-Stare algorithms to work on Targeted Viral Marketing (TVM) problem and compare with the best existing method, i.e., KB-TIM in [29] to show the drastic improvements when applying our methods. In short, we will describe how we select the targeted groups from actual tweet/retweet datasets of Twitter and how to modify D-SSA and SSA for TVM problem. Then, we will report the experimental results.
TVM problem and methods
Targeted Viral Marketing (TVM) is a central problem in economics in which, instead of maximizing the influence over all the nodes in a network as in IM, it targets a specific group whose users are relevant to a certain topic and aims at optimizing the influence to that group only. Each node in the targeted group is associated with a weight which indicates the relevance of that user to the topic. The best current method for solving TVM is proposed in [29] in which the authors introduce weighted RIS sampling (called WRIS) and integrate it into TIM+ method [8] to derive an approximation algorithm, termed KB-TIM. WRIS only differs from the original RIS at the point of selecting the sampling root. More specifically, WRIS selects the root node proportional to the node weights instead of uniform selection as in RIS.
In the same way, we incorporate WRIS into D-SSA and SSA for solving TVM problem. By combining the analysis of WRIS in [29] and our previous proofs, it follows that the modified D-SSA and SSA preserve the (1 − 1/e − )approximation property as in IM problem.
Extracting the targeted groups
We use tweet/retweet dataset to extract the users' interests on two political topics as described in [32] . We choose two groups of most popular keywords as listed in Table 4 , and mine from the tweet data who posted tweets/reweets containing at least one of those keywords in each group and how many times. We consider those users to be the targeted groups in TVM experiments with the relevance/interest of each user on the topic proportional to the frequency of having those keywords in their tweets. We run SSA, D-SSA and KB-TIM on Twitter network under LT model with the targeted groups extracted from tweet dataset as described previously. Since all the algorithms have the same guarantee on the returned solution, we only measure the performance of these methods in terms of running time and the results are depicted in Fig. 10 . In both cases, D-SSA and SSA consistently witness at least two order of magnitude improvements (up to 500 times) in running time compared to KB-TIM. D-SSA is also consistently faster than SSA due to the more optimal type-2 threshold.
Experimental results
CONCLUSION
In this paper, we make several significant contributions in solving the fundamental influence maximization (IM) problem. We provide the unified RIS framework which generalizes the best existing technique of using RIS sampling to find an (1 − 1/e − )-approximate solution in billion-scale networks. We introduce the RIS threshold that all the algorithms following the framework need to satisfy and two minimum thresholds, i.e., type-1 and type-2. Interestingly, we are able to develop two novel algorithms, SSA and D-SSA, which are the first methods meeting the two minimum thresholds. Since IM plays a central roles in a wide range of practical applications, e.g., viral marketing, controlling diseases, virus/worms, detecting contamination and so on, the developments of SSA and D-SSA will immediately result in a burst in performance and allow their applications to work in billion-scale domains.
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APPENDIX
In our proof, we utilize the following version of Chernoff-Hoeffding's inequality, Remark : As shown in [8] , the number of RR sets represent the complexity of an RIS based method. Let KP T be the expected time to generate an RR set, then |R|KP T is the complexity of generating all the RR sets. Moreover, the finding Max-coverage step can be done in linear time w.r.t the total size of RR sets which is upper-bounded by the generating RR sets.
Proof of Lemma 5
Recall that SSA terminates when the selected seed set,Ŝ k , satisfies two conditions, 
Proof of Lemma 6
To prove the lemma, we first find a lower-bound of the number of RR sets, |R|, generated and, thus, show that |R| ≥ 
Proof of Lemma 7
From Lem. 2, to achieve the approximation described in Eq. 20, we need at least Υ( b ,δ b )n
Since θ * is the sufficient number of RR sets to achieve Eq. 19 only and N 1 min ( a, b , δa, δ b ) is enough to obtain both Eq. 19 and Eq 20, we get θ * ≤ N 1 min ( a, b , δa, δ b ) and, thus,
Multiply both sides by . Thus, the condition CovR(Ŝ k ) ≥ Λ1 is equivalent to |R| ≥ Λ1n
SinceÎ(Ŝ k ) ≤ (1 + a)I(Ŝk ), we also have 
