In this paper, we propose a novel hybrid metaheuristic algorithm, which integrates a Threshold Accepting algorithm (TA) with a traditional Particle Swarm Optimization (PSO) algorithm. We used the TA as a catalyst in speeding up convergence of PSO towards the optimal solution. In this hybrid, at the end of every iteration of PSO, the TA is invoked probabilistically to refine the worst particle that lags in the race of finding the solution for that iteration. Consequently the worst particle will be refined in the next iteration. The robustness of the proposed approach has been tested on 34 unconstrained optimization problems taken from the literature. The proposed hybrid demonstrates superior preference in terms of functional evaluations and success rate for 30 simulations conducted.
Introduction
Optimization is as ageless as time and is omnipresent, existing in every realm. Optimization in general refers to finding a best solution out of all feasible solutions. A feasible solution for which the optimization function has the best possible value is called an optimal solution. Optimization problems in several realms are formulated into mathematical formulation and many approaches are proposed in literature to solve optimization problems. Metaheuristics are one of the best approaches followed to solve optimization problems which are flexible and easy to implement. These metaheuristics are developed by basing on the natural phenomenon like the way in which swarm of birds move, how human generation has evolved, how ants search for their food, etc. Some of them are Particle Swarm Optimization (PSO) [1] , Genetic Algorithms (GA) [2, 3] , Ant Colony Optimization (ACO) [4, 5, 6] , Simulated Annealing (SA) [7] , Threshold Accepting (TA) [8] , Great Deluge Algorithm (GDA) [9] , Modified Great Deluge Algorithm (MGDA) [10] , Differential Evolution (DE) [11] , and Tabu Search (TS) [12, 13] .
In optimization, a local optimal solution is a point in the search space where all neighboring solutions are worse than the current solution, and a global optimum is a point in the search space where all other points are worse than (or equal to) the current one. Globally optimizing a function in a given search domain consists of finding its global minima without getting trapped into one of its local minima. To localize a "promising area", an area where a global minimum is likely to be present, it is necessary to well "explore" the whole domain. When a promising area is detected, appropriate tools must be used to "exploit" this area and obtain the optimum as quickly as possible.
Many researchers use metaheuristics as an efficient way of solving optimization problems. Differential Evolution, a global optimization metaheuristic proposed by Storn and Price [11] , is a simple and efficient algorithm. Threshold Accepting, proposed by Dueck and Scheur [8] , is a local search technique that works on an individual solution to search for the optimal state. Global search techniques like PSO, DE, ACO, etc., are highly efficient in searching for "promising regions", while exploitation could be very well done through local search techniques like NelderMead Simplex Search (NMSS), Threshold Accepting (TA).
The process of hybridization of the existing metaheurstics has been followed by researchers for more than last 15 years. The hybrid optimization algorithms benefit from the advantages of the component metaheuristic algorithms. To start with, Ravi et al. [14] hybridized the Non-Equilibrium Simulated Annealing (NESA) with a simplex-like heuristic to develop a new algorithm called Improved NonEquilibrium Simulated Annealing (INESA). This is one of the earliest hybrid algorithm proposed in the literature. In their paper, the authors improved the NonEquilibrium Simulated Annealing (NESA) by taking the solutions at regular intervals of the progress of NESA and then combining them with the best solutions obtained before the termination of NESA part of algorithm. At this stage they applied a simplex-like heuristic to obtain the global optimum. Chauhan and Ravi [20] hybridized the Differential Evolution (DE) with Threshold Accepting (TA), which takes the advantage of efficient exploration of DE and exploitation of TA. They reported spectacular reduction function evaluations when tested on test problems. Schmidt and Thierauf [16] hybridized the TA and DE where the TA was first applied to all solutions of solution space and the resultant was passed to the DE to move towards global optimal solution. Bhat et. al. [17] hybridized the DE by employing reflection property of the simplex method for fast convergence to global optima. Trafalis et. al. [18] hybridized 3 heuristics namely scatter search, GA and TS. They introduced the notion of memory to explore the solution space more extensively. It used the scatter search by combining the concepts of trajectory and clustering methods. The later stages of the algorithm combined the characteristics of TS and GA to test the status of new solutions and to direct the search towards global optima. Srinivas and Rangaiah [19] developed a hybrid employing the DE by using tabu lists for solving global optimization problems. Chelouah et al. [16] hybridized the GA and NMSS search method. They used the GA to do detect promising regions where we can find the optimal solution and used the NMSS for intensification i.e., to search locally for global optimum in this promising region.
Many hybrid metaheuristics using the PSO have been proposed in the literature. Deep and Bansal [21] hybridized the PSO with Quadratic Approximation, where the whole swarm was split into two sub-swarms and the PSO was applied to one sub-swarm and QA to the other, ensuring that sub-swarms were updated using the global best particle of the whole swarm. Milie et al. [22] improved the PSO by including a cross-over operator to maintain diversity in the PSO. Li et al. [23] hybridized the PSO with Improved Genetic Algorithm (IGA). where the worst solutions in every iteration particles providing worst solutions were passed to the IGA and the remaining ones were modified using PSO. Shelokar et al. [24] hybridized the PSO with Ant Colony Optimization (ACO) for solving highly nonconvex optimization problems. First, the PSO explores the search space thoroughly and when reaches the promising area, the solutions are passed to ACO that does the exploitation part by performing local search. The concepts of diversification and intensification used in this solution were first introduced by Glover [12] . Diversification refers to finding the promising regions that have the most probable solution by considering the entire search space. Intensification is to search locally for global optimum in the promising regions. Jiang et al. [25] proposed Improved PSO by dividing the whole swarm into several sub-swarms; the PSO was applied on each sub-swarm individually and at periodic stages of evolution the population was shuffled to ensure information sharing. Fan and Zahara [26] hybridized the Nelder-Mead Simplex Search (NMSS) with the PSO where, at every stage of evolution, the particles providing elite solutions were passed to the NMSS, and the worst ones were passed to the PSO. Kulakarni and Moorthy [27] proposed an estimation of distribution improved PSO where they restricted the particles to best solutions by probabilistic modeling of an archive of best solutions. Zhang and Xie [28] hybridized the PSO with Differential Evolution Operator (DEPSO), which provided the bell-shaped mutations with consensus on the population diversity along with the evolution, while keeping the self-organized particle swarm dynamics. Ben and Li [29] developed a hybrid metaheuristic using the PSO and DE where they divided the entire swarm into two in which the PSO and DE were applied on two sub-swarms and move towards optimal solution ensuring that they both share same global best particle.
In the proposed hybrid algorithm we tightly coupled PSO and TA so that the PSO is the main optimizer, and the TA is the fine tuner. It starts with the PSO applied on all particles which move towards the optimal solution, and every time after the end of iteration we invoke the TA probabilistically to update the particle that provides the worst solution for that iteration. The TA is a robust local search algorithm that helps the particle in moving towards the optimal solution. The modified particle will join the group for the next iteration. In this way every time by the end of iteration, this probability based calls are made to the TA, which speeds up the algorithm in approaching the solution and the algorithm terminates on convergence criterion. Comparison with other evolutionary algorithms is outside the scope of the paper.
The rest of the paper is organized as follows: The PSOTA HYBRID section describes the traditional PSO and TA and then our proposed algorithm is described. The RESULTS and DISCUSSION section discusses the results obtained on various benchmark problems, and then finally conclusion is drawn.
Psota Hybrid

Overview of PSO
A novel population-based metaheuristic named PSO, developed by Kennedy and Eberhart [1] , is very efficient in solving optimization problems. It was developed based on the idea of how a swarm of birds or a school of fish moves in search for their food. A swarm is a set of disorganized moving individuals that tend to cluster, whereas each individual is moving in random direction. The choreography of these swarms inspired Kennedy and Eberhart to formulate it into a powerful metaheuristic.
PSO is very simple to implement and efficacious. It has very few parameters to tweak, which makes it simpler, and also, with the absence of greediness in the algorithmic design, it makes it faster. PSO progresses towards the solution by mutual sharing of knowledge of every particle collectively.
PSO consists of a swarm of particles where each particle has its own position and velocity. Each particle is initialized randomly at the beginning of the algorithm and the heuristics update the position and velocity in the latter stages of algorithm. The change in position of the particle is influenced by the particle's own experience and that of the best particle in the swarm, i.e. the particle that provides a better optimal solution than any other particle in the swarm. Each particle is evaluated using fitness function that indicates the closeness to the optimal solution. Every particle has a memory variable that stores the best position obtained by the particle so far; it is termed as p i best -the best position for i th particle. The particle that provides the best fitness value in the swarm is stored as gbest. At each iteration, the position of the particle in each dimension is updated by adding velocity to its position making it move towards gbest and p i best.
The pseudo code of PSO for global minimization problems is as follows: 
updating particles position end for end for END
Where c1, c2 are acceleration coefficients; rand: random number between 0, 1; and w is the inertia weight.
The quantities p i best d and g i best d share the knowledge of particles previous experience and experience of the whole swarm. The way in which birds in a flock move towards their food by considering their experience and taking the help of their neighbors to move further, each particle in the PSO, like a bird in the flock, moves towards the optimal solution.
Overview of TA
Threshold Accepting algorithm was proposed by Deuck and Sheur in 1990 [8] . It is a point-based search technique. It is a variation of Simulated Annealing (SA) algorithm; however, while in the SA new solutions are accepted probabilistically, in the TA they are accepted based on a deterministic criterion. In the TA, any new solution that is not much worse than the previous solution is accepted.
The pseudo code of TA is as follows:
Initialize the solution and set global iteration counter itr=0, old=99999, thresh=2 
If thresh < thrtol, set del2 = (new -old) / old Report current solution as the optimal one if abs (del2) < acc and exit if itr < gitr Else old ← new thresh = thresh * (1-eps) END
TA is applied to a single solution. It is run for gitr number of global iterations, and at every iteration, we generate a candidate solution for every inner iteration ii. The fitness value is calculated for each candidate solution and the solutions that are not much worse than the previous one are selected for exploring. The algorithm terminates when the difference between the previous and present objective function values is very small. This is determined by the parameter acc which is set to 10 −6 to obtain highly accurate solution. The parameter thresh is used to determine the acceptance of candidate solution and is generally set to 2 at the beginning; however, it is gradually decreased in a geometric progression based on an epsilon value that is generally set to 0.01. limit is the number of inner iterations. max, min are the boundaries of the decision variables, and pindex is generally an odd integer between 3 and 33 that is used to generate a value that is added to the old solution to generate a neighborhood solution.
Proposed PSOTA hybrid algorithm
We proposed a new hybrid algorithm by tightly coupling the PSO with the TA. In our approach we initially started the searching procedure with the PSO and then fine tuned the worst solutions using the TA probabilistically. After the swarm initialization, the particles are updated as in the traditional PSO, and at the end of every iteration we generate a random number between 0 and 1. If the random number ≥ 0.9, then we invoke the TA to update the worst solution-. The worst solution is the solution or particle that gives the worst fitness value of all the particles. Here we set the PSO as the main optimizer and use the TA to tweak the worst solution. This is made with an idea that the worst solution that fails to provide a better fitness value is helped by TA to move towards the optimal solution. The TA, which is a powerful local search technique, ushers the particle in moving towards the global optimal solution. Here we are not using the TA for the whole particles to provide the global optimal solution, but we apply it finely so that it helps in reenergizing the particle towards optimal solution; then the updated particle is made to rejoin the swarm for the next round of the PSO. In this way the process is repeated until convergence criteria are met.
The step wise description of PSOTA hybrid for global minimization problems is as follows:
Initialize the particle swarm
Here every particle is initialized randomly within the range of the decision variables in the problem and initialize the velocities of the particles within the range [0, 1]. The acceleration constants c1, c2 are set to 2 and the inertia is set to 1. Coming to TA parameters epsilon 'eps' is set to 0.01, acc set to 0.0000012, thrtol to 0.000001, pindex is set to 29. 
While the convergence criteria is not met
END
We invoke the TA whenever the random number generated ≥ 0.9 i.e., with 10% probability. This sort of biased sampling helps in reducing the overhead of TA on the PSO. Here every particle is of 'd' dimensions; the values of limit and gitr are set differently for lower and higher dimensional problems which are specified in the experimental settings. The sequence of event flow is presented in the form of flow chart denoted as Fig. 1 .
By incorporating the TA, the performance of PSO is considerably enhanced. The main intention of invoking the TA probabilistically is to enhance the traditional PSO without having any overload of TA. This approach pushes up the particle that lags behind other particles in that iteration, rejoins the swarm and continues to search the global optimal solution. We use the TA to update only the worst particle because we find that at every iteration, the worst particle is the particle that gains least knowledge from the other particles in the swarm; thus, invoking the TA will help to reenergize the particle so that it will certainly move towards the near optimal solution in the next iteration. The use of TA probabilistically causes that we have less functional evaluations, but on the other hand, it ensures that the robustness of PSO is preserved. This approach really helped reduce functional evaluations without any compromise in the accuracy, which is described below.
The success rate of our hybrid is higher when compared to the normal PSO. Our proposed approach utilizes the best features of both the PSO and TA in a very balanced manner. The schematic representation of our proposed approach is presented in Fig. 2 . A fixed number of functional evaluations was set for both the PSO and PSOTA. Both algorithms were set to terminate upon completion of complete number of iterations or if the present best -previous best < epsilon. 
Results and Discussion
The proposed algorithm is tested on 34 unconstrained optimization problems. The most of the problems are taken from Ali et al. [30] , others from the Web. The algorithm is run for 30 simulations for different random seeds. The average, standard deviations of the objective functions over 30 simulations are computed. The experimental settings for the proposed hybrid are presented in Tab. II. The algorithms PSO, PSOTA are implemented in ANSI C using C-Free 4.0. The tests are made on a system with Intel Pentium 4 processor with 2.39 GHz clock speed and 1.99 GB of RAM. Both PSO and PSOTA hybrid are run on 34 unconstrained optimization problems (26 lower dimensional and 8 higher dimensional). The performance of PSO and PSOTA is presented in Tabs. III, IV, V and VI. The results indicate the performance of PSOTA in terms of accuracy and consistency. Our proposed algorithm provides high accuracy in some cases and at least the same accuracy as that of PSO with less functional evaluations. The use of TA to refine the particle helped us in reducing the functional evaluations and also improved accuracy.
Tab. III presents comparativeness of PSO and PSOTA in terms of accuracy and functional evaluations for lower dimensional problems. The result shows that for most of the specified optimization problems, the PSOTA provides efficient re- difference of the reported value. So the success rate is defined as number of successful results / total number of simulations *100. Tab. V indicates that the success rate of PSOTA is better and more consistent than that of PSO. The consistency of PSOTA is its main asset. The standard deviations of PSOTA and PSO are also presented, and as can be seen, our hybrid outperformed the PSO in many functions. Tab. VI presents the success rate and standard deviation values for higher dimensional problems by the PSO and PSOTA. The success rate of our hybrid is better than that of PSO, and when it comes to standard deviation values, our hybrid outperformed the PSO in all functions.
T-test has been applied to find out whether the obtained results are statistically significant or not. It was found that for functions: Sphere, Goldstein, Salomon5d, Kowalik, Shekel5, Powells, Sphere-30d, Levy and Montalvo1-30d, Levy and Montalvo2-30d, Axis Parallel Hyper Ellipsoidal-30d, Rosenbrock-20d, the results of PSOTA hybrid are statistically significant with 95 percent level of confidence.
The proposed experimental setup is made for Un-Constrained optimization problems only, as this experimental work is meant to be. PSOTA can also be applied to solve Constrained optimization problems.
Visual presentation of the results
The performance of PSO and PSOTA is depicted in Figs. 3-10 , where the dark line denotes our proposed PSOTA hybrid and the dotted line denotes the PSO. The optimal objective function values obtained by both algorithms for lower and higher dimensional problems are depicted in Figs. 3 and 4 , respectively. The average functional evaluations consumed by the PSO and PSOTA for lower and higher dimensions are depicted in Figs. 5 and 6, respectively. For the sake of convenience, we depicted the function evaluations consumed in case of Shekel 5, 7 and 10 functions in Fig. 6 because both algorithms consumed a very high number of function evaluations there. The success rate obtained by the PSO and PSOTA for both lower and higher dimensional problems is depicted in Figs. 7 and 8 , respectively, whereas the standard deviation values obtained by the PSO and PSOTA for lower and higher dimensional problems are depicted in Figs. 9 and 10, respectively. Here X-axis represents optimization functions and Y-axis represents measuring parameter. The performance of PSO and PSOTA on individual functions is depicted in the rest of the figures. Out of 30 simulations run for each function, the results of the best simulation are plotted in these figures. Figs. 11-36 depict the performance of PSO and PSOTA on lower dimensional functions, and Figs. 37-44 depicts the performance of PSO and PSOTA on higher dimensional problems. Evidently, all the above mentioned plots demonstrate the superiority of PSOTA over PSO not only in the success rate but also in function evaluations. Fig. 11 and the following ones represent how the algorithms PSO and PSOTA performs on every individual function for the first 100 iterations: X-axis represents functional evaluations and Y-axis represents fitness values. 
Conclusions
A novel PSOTA hybrid is presented in this paper. The proposed hybrid metaheuristic is compared with the traditional PSO by testing it on a set of 34 unconstrained problems. The results show that our hybrid provides consistent and efficient fitness values with less functional evaluations. The process of invoking TA at the end of each iteration probabilistically helped the PSO approach the optimal solution faster. By using the TA we are enabling the PSO to do local search that it never does as per original algorithm. This process really helps improvise the PSO; and also, with the biased sampling aspect of invocation of TA, we do not increase the complexity of the algorithm, but reduce functional evaluations taken to solve the objective function, as presented in the results section. Here the TA acts like a catalyst that speeds up the PSO in moving towards the global optimal solution by enhancing the performance of the worst particle and also increasing its experience by making it do local search. The success rate and standard deviation of PSO and our hybrid are compared in several graphs which demonstrate the robustness of our algorithm. Based on numerical results it is concluded that our proposed hybrid is more promising in providing global optimal solutions. 1 + 0.001(x 2 1 + x 2 2 ) 2 Subject to −100 ≤ x 1 , x 2 ≤ 100, the number of local minima is not known but global minima is located at x * = (0, 0) with f (x * ) = 0.
Schaffer2 Problem (SF2) (Michalewicz, 1996)
Subject to −100 ≤ x 1 ,x 2 ≤ 100, the number of local minima is not known but global minima is located at x* = (0,0) with f(x*) = 0.
Ackley's Problem (ACK) (Storn and Price, 1997)
The number of local minima is not known. The global minimum is located at the origin with f (x * ) = 0. Tests were performed for n = 10. 
Kowalik Problem (KL) (Jansson and Knuppel, 1995)
min x f (x) = 11 ∑ i=1 ( a i − x 1 (1 + x 2 b i 1 + x 3 b i + x 4 b 2 i ) 2 subject to 0 ≤ x i ≤ 0.
Levy and Montalvo1 Problem (LM1) (Levy and Montalvo, 1985)
There are approximately 15n local minima and global optimum is f(x * )=0 at x * = (1, 1, . . . 1). Here 'n' is the number of variables. 
Meyer and Roth Problem (MR) (Wolfe, 1978)
min x f (x) = 5 ∑ i=1 ( x 1 x 3 t i (1 + x 1 t 1 + x 2 v i ) − y i ) 2 Subject to −10 ≤ x i ≤ 10, i ∈ {1, 2, . . . ,
Miele and Cantrell Problem (MCP) (Wolfe, 1978)
The number of local minima is unknown but the global optimizer is located at x * = {0, 1, 1, 1} with f (x * ) = 0. 
Neumaier2 Problem (NF2) (Neumaier, 2003b)
min x f (x) = n ∑ k=1 ( b k − n ∑ i=1 x k i ) 2 Subject to 0 ≤ x i ≤ n, i ∈ {1,
Shekel10 Problem (S10) (Dixon and Szegö, 1978)
Subject to 0 ≤ x j ≤ 10, j ∈ {1, 2, 3, 4} with constants a ij and c j given in Tab. VII. There are 10 local minima and the global minimiser is located at x * = (4.00, 4.00, 4.00, 4.00) with f (x * ) ≈ −10.5319.
