This paper investigates empirically the impact of real exchange-rate volatility on the export flows of eight Latin American countries over the quarterly period 1973-1997. Estimates of the cointegrating relations are obtained using Johansen's multivariate procedure. Estimates of the short-run dynamics are obtained utilizing the error-correction technique. The major results show that increases in the volatility of the real effective exchange rate, approximating exchange-rate uncertainty, exert a significant negative effect upon export demand in both the short-run and the long-run in each of the eight Latin American countries. These effects may result in significant reallocation of resources by market participants.
INTRODUCTION
The impact of increased exchange rate variability on foreign trade has been investigated in a large number of empirical and theoretical studies 1 . The issue is particularly important for countries that switched from a fixed to a flexible exchange rate regime due to the higher degree of variability associated with flexible exchange rates. While many Latin American countries have moved to a flexible exchange rate regime at some point in the recent past 2 , it is surprising that there are very few studies that analyze the relationship between exchange rate variability and foreign trade for Latin American countries 3 . The purpose of this paper is to close this gap and provide estimates of the short-and long-run impact of exchange rate variability on export flows for eight Latin American economies.
In estimating these effects, we follow the approach introduced by Arize et al. (2000) who examine the impact of exchange-rate volatility on the export flows for thirteen LDCs using both cointegration and error-correction techniques. Based on that approach, we find that the variability of the real exchange rate had a negative effect on export demand for all Latin American countries in our sample, both in the short and the long run. This result is quite surprising given that most countries in this study are middle-income economies according to World Bank classification and 1 Empirical papers on the issue include, among many others, Kenen and Rodrik (1986) , Cushman (1988), Qian and Varangis (1994) , Lee (1999) , Doyle (2001) , and Baum et al (2004) , while examples of theoretical contributions are Ethier (1973), Hooper and Kohlhagen (1978) , De Grauwe (1988), Baldwin and Krugman (1989) , Viane and de Vries (1992) , and Barkoulas et al (2002) . Surveys of the literature can be found in Côté (1994) and McKenzie (1999) . 2 The fact that some Latin American countries pegged their currency against the U.S. dollar for certain periods, such as Argentina from 1991 to 2001, does not invalidate the above statement since the real effective exchange rate used in this study continues to vary due to the fact that other Latin American countries have chosen to float their currencies against the dollar. 3 Seabra (1995) provides estimates of the expected short-run exchange rate uncertainty for 11 Latin American countries, but does not apply his measure to the question of trade and exchange rate variability. thus should have forward markets that would allow traders to hedge exchange rate risk. But, as our results show, even fairly developed economies may not be able to completely insulate real economic flows from the fluctuations in international financial markets, and, as a result, these countries have to bear the negative consequences of such fluctuations.
Our results are on the whole consistent with the scant evidence on the relationship between exchange rate variability and export behavior of Latin American countries obtained by previous studies. Coes (1981) uses a log-level specification to examine Brazilian exports (annual data for 1965 -1974) and concludes that a significant reduction in exchange-rate uncertainty in the country's economy during the crawling-peg era had a positive effect on the country's exports after the crawling peg was adopted in 1968. The study by Brada and Mendez (1988) includes 15 Latin American countries and covers the 1973 to 1977 period. While their conclusion is similar to ours, namely that exchange rate uncertainty inhibits bilateral exports, they do not use a measure of exchange-rate volatility, but instead rely on a various dummy variables to account for the effects fixed versus flexible exchange rate regimes. Caballero and Corbo (1989) use a Koyck-type model and real bilateral exchange-rate volatility measure to estimate an export demand equation for six countries, among them Chile, Colombia, and Peru. They conclude that there is a strong negative effect of real exchange rate uncertainty on the exports of all these countries. Furthermore, the empirical results derived in this paper are also consistent with recent studies showing a significant negative (long-run) impact of exchange rate volatility on export flows for developing countries outside of Latin America (e.g., Arize et al., 2000; Bahmani-Oskooee, 2002). 4 The remainder of the paper is organized as follows. In section 2, we examine the 4 The evidence for industrialized countries is mixed. Chowdhury (1993), Arize (1995) , and Choudhry (2005) report a negative impact, while Qian and Varangis (1994) and Baum et al (2004) find a negative effect for some countries and a positive for others. Doyle (2001) finds that in the case specification of our empirical model followed by a discussion of econometric methodology issues.
Data sources and variable definitions are described in section 3. In section 4, we discuss the empirical results for the eight countries. Conclusions are drawn in the last section.
MODEL SPECIFICATION
A common specification of export demand in the flexible exchange-rate environment is 5 :
where t Q denotes the logarithm of a country's exported goods, w t is the logarithm of a scale variable which captures world demand conditions; p t is the logarithm of relative prices and is measured by the ratio of that country's export price in U.S. dollars to the world export price in U.S. dollars; σ t is the logarithm of a moving-sample standard deviation (J t+m ); and EC t is a disturbance term. It is expected that τ 1 > 0; τ 2 < 0; and τ 3 < or > 0.
Before presentation of the empirical results, it is necessary to derive an operational measure of exchange-rate uncertainty. In this paper we use a time-varying measure of exchange-rate volatility in order to account for periods of low and high exchange-rate uncertainty. This proxy is constructed by the moving-sample standard deviation expressed as of Irish-UK trade positive effects predominate. 5 To conserve space, no theoretical discussions on the relationship between higher exchange rate variability and foreign trade are presented here. See Viane and de Vries (1992) and Barkoulas et al (2002) for a detailed discussion of this topic. For the same reason, we do not discuss the theoretical effects of foreign income or relative price variables. A treatment of this issue can be found in Arize (1990) .
where R is the natural logarithm of real effective exchange rate, and m=7 is the order of the moving average. Work by Baba, Hendry, and Starr (1992, pp. 34-36) gives the advantages of employing this measure which is used by most of the previous research on exchange-rate volatility and trade (e.g., Kenen and Rodrik (1986) , Koray and Lastrapes (1989) , Chowdhury (1993), Arize et al. (2000) , and
Bahmani-Oskooee (2002)).
Finally, in order to establish whether there is a long-run equilibrium relationship among the variables in equation (1), we must employ the concept of cointegration. Cointegration tests in this paper are conducted by means of the Johansen method introduced in Johansen (1988) and extended in Johansen and Juselius (1990) . The method uses two likelihood-ratio (LR) test statistics: namely, the trace and the maximal eigenvalue (λ-max) statistics to test for the number of cointegrating vectors in non-stationary time series. The number of lags applied in each cointegration test is based on information provided by the Sims' likelihood ratio test, the Akaike Information Criterion, and the Ljung-Box test.
Data and Variable Definitions
The eight Latin American countries examined in this study are: Argentina, Bolivia, Columbia, Costa Rica, The Dominican Republic, Honduras, Peru, and Venezuela. Brazil and Chile are left out due to the non-availability of aggregate export price indices, while Mexico is included in a previous study (Arize et al., 2000) . Data were obtained from the IMF's International We proxy foreign economic activity by real "world" income expressed as an index (1980=100) and construct a geometric average of the real income index of 17 countries: Australia, Belgium, Canada, Denmark, Finland, France, Germany, Ireland, Italy, Japan, New Zealand, the Netherlands, Norway, Sweden, Switzerland, the United Kingdom, and the United States.
Following Goldstein and Khan (1978:285) , this series was calculated first as an annual series (due to lack of quarterly data on real income in a large number of countries) and then converted to a quarterly basis by using a quadratic interpolation method they recommended.
Data for individual country's export volume and unit values were taken from IFS, while the world export price index, PW t , is a geometric trade-weighted average of export prices. The weights are w ji , and the base period is 1980=100. The relative price ratio was calculated as P t = lnPX t -lnE t -lnPW t where PX is the export price in local currency and E is the exchange-rate index. To compute measures for exchange-rate volatility, trade-weighted effective exchange rate 
EMPIRICAL RESULTS

Cointegration Analysis
The first step in testing for cointegration in a set of variables is to test for stochastic trends in the autoregressive representation of each individual time series using augmented Dickey and Fuller and Johansen tests. For space consideration, the empirical results are not presented here, but they suggest that all the variables in equation (1) are integrated of order one.
In applying the Johansen procedure, we allow for a deterministic trend because the null hypothesis of an intercept in the cointegrating vectors against the alternative of a linear trend in the variables was rejected. Table 1 presents the cointegration tests results, where r denotes the number of cointegrating vectors.
[ Table 1 Here] For λ-max and trace statistics, the null hypothesis is that there are, at most, r cointegrating vectors, whereas the alternative hypotheses are r+1 and at least r+1 for the λ-max and trace statistics, respectively.
Starting with the λ-max test results, the null hypothesis r = 0 (no cointegration ) is rejected in For the trace test results, we obtain similar conclusions when the null hypothesis of r = 0 is tested against the alternative hypothesis of r ≥ 1 in each country. While the null hypotheses r ≤ 2, r ≤ 3 cannot be rejected in all countries, the null hypothesis of r ≤ 1 cannot be rejected for all countries but Peru. This leaves the possibility that in the case of Peru the variables in equation (1) exhibit two cointegrating relationships. Nevertheless, from here on we assume the presence of one cointegrating vector for each country in our sample. This finding suggests that there is a long-run equilibrium relationship among real exports, foreign economic activity, relative price, and exchangerate volatility for all countries in our sample. Table 2 provides parameter estimates that represent long-run elasticities, together with their respective t-values. These elasticities are obtained by normalizing the estimates of the unconstrained cointegrating vectors on real exports. Without exception, the L c test for parameter constancy in the cointegration relationship proposed by Hansen (1992a) indicates that each normalized equation captures a stable relationship. Except for Argentina, Costa Rica, and the Dominican Republic, this result is confirmed for MeanF and SupF statistics as well.
[ Table 2 Here]
As can be seen in Table 2 , the estimated foreign economic activity (w t ) elasticity carries the expected positive sign and is significantly different from zero (at the 5% level) in all the countries in our sample. The long-run income elasticity is greater than unity in all countries except for Bolivia and Honduras, greater than two in five countries, and greater than three in three countries. There are several explanations for the relatively high income elasticities. First, and foremost, it must be noted that the values for the income elasticities are consistent with estimates found in other studies. As noted by Riedel (1988) most estimates of income elasticities in export demand equations, "whether for developed or developing countries, or for country aggregates or in individual countries, generally lie in the range between 2.0 and 4.0" (p. 140). Of the six studies surveilled in Marquez and McNeilly (1988 , Table 1 , p.307) four report income elasticities greater than two and three report elasticities greater than three. Riedel (1988) estimates the income elasticity for Hong Kong's exports of manufactures to be greater than four. Riedel (1988 Riedel ( , 1989 conjectures that the high elasticities found in the literature reflect the inadequate treatment of both the supply side of exports and the normalization issue. His estimate of a simultaneous equation model with export demand normalized as a price equation yields a lower income elasticity. For a critique of Riedel's approach, see Nguyen (1989) . A different explanation for high income elasticities has been given in Arize (1990) . He argues that an increased penetration of world markets over the sample period can, in part, be attributed to the income elasticities of LDCs being some function of the income elasticities of the exports of the importing countries. This is plausible if exports are largely composed of semi-finished products which are used to produce final products in other countries. Finally, Adler (1970) has suggested that different income elasticities reflect the extent to which exports have been adapted to the importing country's local tastes, with higher elasticity providing evidence of greater adaptation.
The estimated price (p t ) elasticity has the expected negative sign in five of the eight countries studied. For Costa Rica, we obtain a positive price elasticity that is statistically insignificant. For Peru the positive price elasticity is significant but very small.
The elasticity estimates of the exchange-rate volatility (σ t ) have negative signs throughout and are statistically significant for each country. The long-run elasticities range from a low of 0.10 in the Dominican Republic to a high of 0.69 in Venezuela, implying that exchange-rate volatility exerts a significant adverse long-run effect on export volume.
As an alternative to the Johansen procedure we also derived estimates of the long-run cointegrating relationship using Stock and Watson's (1993) dynamic ordinary least squares (DOLS) procedure, in which OLS is applied to equation (1) augmented with current and two leads and lagged differences of all regressors.
[ Table 3 Here]
The results, presented in Table 3 , confirm the findings from the previous table. With two exceptions, all estimates are significant at the 5% level and, with the exception of the price elasticity estimates for Costa Rica, the Dominican Republic, and Peru, all estimates have the expected sign. In comparison, the estimates for σ t are somewhat lower in absolute values ranging from a low of .07 for the Dominican Republic and Honduras to a high of .35 for Venezuela. The fact that the DOLS coefficient estimates are very similar to those reported in Table 2 let us conclude that the coefficient estimates in Table 2 are not driven by our choice of the method of estimation.
Error-correction Model
The Granger representation theorem proves that, if a cointegrating relationship exists among a set of I(1) series, then a dynamic error-correction representation of the data also exists. The methodology used to find this representation follows the "general-to-specific" paradigm (see Hendry, 1987) . Initially, four lags of the first-difference of each variable in equation (1), a constant term and one-lagged error-correction term (EC t-1 ) generated from the Johansen procedure were used.
Then the dimensions of the parameter space were reduced to a final parsimonious specification by sequentially imposing statistically insignificant restrictions or eliminating insignificant coefficients.
Given the presence of the volatility variable in the error-correction model (ECM) and the endogeneity of some of the regressors, we use the instrumental variables procedure suggested by Pagan and Ullah (1988) . The list of instrumental variables consists of the constant term, the lagged EC term, and four lags in the differences of all variables included in the long-run solution. In their paper, Pagan and Ullah recommend the use of a heteroskedasticity and serial correlation consistent estimator of the covariance matrix. To ensure that the covariance is positive semi-definite, we adjust Pagan and Ullah's covariance estimator as suggested by Newey and West (1987) . The results are summarized in Table 4. [ Table 4 Here]
Considering that each regressand in Table 4 is cast in first-difference, the empirical results suggest that, except for Peru, the statistical fit of each model to the data is satisfactory, as indicated by the values of adjusted R 2 , which range from a low of 0.29 in Colombia to a high of 0.73 in Velenzuela. Moreover, the statistical appropriateness of the equations is supported by the diagnostic tests. In particular, the stability of each estimated error-correction model is confirmed by Hansen's (1992b) joint parameter nonconstancy and variance nonconstancy (Jt and Var) tests for stationary data. Also, each estimated model fulfills the conditions of serial noncorrelation, homoskedasticity, zero disturbance mean (i.e., no specification errors), and normality of residuals. In addition, we correct for potential endogeneity of the right-hand side variables by using an IV estimation approach.
Having provided evidence supporting the adequacy of the estimated equations, we can make the following observations regarding the obtained estimates:
First, the error-correction term's coefficient is statistically significant in each of the eight cases and is always negative, as expected. These findings support the validity of an equilibrium relationship among the variables in each cointegrating equation. This implies that overlooking the cointegrating relationships among the variables would have introduced misspecification in the underlying dynamic structure.
Second, the change in real exports per quarter that is attributed to the disequilibrium between the actual and the long-run equilibrium levels is measured by the absolute values of the errorcorrection term of each equation. There is substantial inter-country variation in the adjustment speed to the last period's disequilibrium, with Argentina having the largest value and Venezuela the smallest. This implies that the adjustment of export volume to changes in the regressors may take about four quarters in Argentina to more than seventeen quarters in Venezuela. The results point to the existence of market forces in the export market that operate to restore long-run equilibrium after a short-run disturbance.
Third, and foremost, since the sum of the estimates on current and lagged values of Δ σ t is negative for all countries, we conclude that exchange rate volatility has a negative short-run effect on foreign trade in addition to its adverse long-run effect established earlier.
Finally, the dynamics of the equation show that changes in foreign economic activity, relative price, and exchange rate volatility have short-run effects on exports with can last for more than 40 quarters for certain variables and countries. Results regarding the mean time lag for the adjustment of exports are summarized in Table 5 .
[ Table 5 Here] The evidence shows that, for seven of the eight countries in the sample, export volume responds faster to exchange rate volatility changes than to relative price changes. But Table 5 also shows that for half of the countries in the sample exports react faster to changes in foreign income than to changes in exchange rate volatility. Therefore, ignoring the short-and long-run impact of exchange-rate volatility, as several previous studies on export demand have done, can produce biased results due to misspecification error.
SUMMARY AND CONCLUSIONS
Our results concerning the effects of exchange-rate volatility on export flows suggest that there is a negative and statistically significant long-run relationship between export flows and exchange-rate volatility in each of the eight Latin American countries. In addition, we also find evidence for a negative short-run effect of exchange-rate volatility on export flows in all Latin American countries studied.
Our results have several policy implications. First, and foremost, economic policies that aim to stabilize the exchange rate (of which the establishment of a common currency area would be the most pronounced) are likely to increase the volume of trade among Latin American countries.
Second, attempts to extend the North American Free Trade Agreement southward may find little support from Latin American countries, if the potential welfare gains through trade expansion are called into question through reduction in trade due to increased exchange rate variability. Finally, the intended positive effect of a trade liberalization policy may not only be doomed by a variable exchange rate but could also precipitate a balance-of-payments crisis.
It is worth noting that the approach we have used here to investigate the relationship between export flows and exchange-rate volatility for eight Latin American countries is characterized by a number of important econometric features typically not found in other empirical studies on this topic. First, the data set for each country covers the current floating exchange-rate era and thus allows us to address the stability over time of the estimated dynamic models during this period. This is essential for appropriate policy conclusions to be inferred from the estimated results. Second, by considering an error correction model, this study provides estimates of the speed of adjustment or 
