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Abstract
Off-policy evaluation (OPE) is the problem of evaluating new policies using histor-
ical data obtained from a different policy. Off-policy learning (OPL), on the other
hand, is the problem of finding an optimal policy using historical data. In recent
OPE and OPL contexts, most of the studies have focused on one-player cases, and
not on more than two-player cases. In this study, we propose methods for OPE and
OPL in two-player zero-sum Markov games. For OPE, we estimate exploitability
that is often used as a metric for determining how close a strategy profile is to a
Nash equilibrium in two-player zero-sum games. For OPL, we calculate maximin
policies as Nash equilibrium strategies over the historical data. We prove the
exploitability estimation error bounds for OPE and regret bounds for OPL based
on the doubly robust and double reinforcement learning estimators. Finally, we
demonstrate the effectiveness and performance of the proposed methods through
experiments.
1 Introduction
Off-policy evaluation (OPE) is the problem of evaluating new policies using historical data obtained
from a different policy. Off-policy learning (OPL), on the other hand, is the problem of finding
an optimal policy using historical data. Because online policy evaluation and learning are usually
expensive or risky in various applications of reinforcement learning (RL), such as medicine [22] and
education [21], OPE and OPL are attracting considerable interest [1, 14, 15, 19, 31, 32, 36]. In recent
OPE and OPL contexts, most of the studies have focused on one-player cases, and not on more than
two-player cases.
Multi-Agent Reinforcement Learning (MARL) is a generalization of single-agent RL for multi-agent
environments. It is widely applicable to situations where there are multi-agent interactions, such as
security games, auctions, and negotiations. In recent years, MARL has achieved many successes
in Go [28, 29] and poker [3, 4]. MARL is a field with potential applications in society, such as
automated driving [27].
In this study, we propose methods for OPE and OPL in two-player zero-sum Markov games (TZMG),
which is one of the problems dealt with in MARL. In general, existing OPE methods in RL estimate
the discounted value of a new policy. Unlike these methods, for OPE in MARL, we evaluate a strategy
profile by estimating exploitability, which is a metric for determining how close a strategy profile
is to a Nash equilibrium in TZMG because estimating the discounted value is ineffective when the
policy of the other player is unknown. For OPL, we estimate equilibrium policies as optimal policies
by computing the maximin policies over the historical data. We prove exploitability estimation error
bounds for OPE and exploitability bounds for the estimated strategy profiles for OPL based on the
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following representative estimators: importance sampling (IS), marginalized importance sampling
(MIS), doubly robust (DR), and double reinforcement learning (DRL) estimators. All the proofs are
shown in Appendix B. To demonstrate the effectiveness of our methods, we experiment using these
methods on benchmark problems. In both OPE and OPL, the results show that the methods based on
DRL generally outperform the other estimator-based methods.
Related work: In the context of OPE, there are many previous focusing on the theoretical properties
of estimators, such as IS [9], MIS [35], DR [5–7, 11, 20, 25, 32], and DRL [12, 13] estimators. In
particular, DRL has the crucial advantage of using Markov properties to avoid the curse of horizon.
The main difference between these studies and this study is that we propose a method for OPE in
MARL. There are several studies on OPL in bandit problems or RL [1, 15, 31, 36]. This study
proposes the OPL method in multi-agent settings. Nash-Q learning [10] and Minimax-Q learning
[17, 18] are learning algorithms, with a proven convergence, that can calculate equilibrium even in
offline environments. Unlike these studies, we derive the bounds of the exploitability of learned
strategy profiles, depending on the number of trajectories. Some studies assume situations in which
the historical data is obtained in multi-agent environments [16, 24, 34]. However, these studies focus
on inverse RL.
2 Preliminary
2.1 Two-player zero-sum Markov game
A two-player zero-sum Markov game (TZMG) is defined as a tuple 〈S,A1,A2, PI , PT , PR, γ〉,
where S represents a finite state space, Ai represents an action space for player i (∈ {1, 2}),
PI : S → [0, 1] represents an initial state distribution, PT : S ×A1 ×A2 × S → [0, 1] represents a
transition probability function, PR represents a reward distribution with R : S×A1×A2 → R being
a mean reward function, and γ ∈ [0, 1) represents a discount factor. We define r ∼ PR(s, a1, a2) as
a player 1’s reward for taking actions a1 and a2 at state s, and define −r as a player 2’s reward. Let
pii : S × Ai → [0, 1] be a stationary policy for player i and let pi = (pi1, pi2) be a strategy profile
or a policy profile. The T -step discounted value of the policy profile (pi1, pi2) for each player is
represented as follows:
v1(pi1, pi2) = Epi1,pi2 [
T∑
t=1
γt−1rt], v2(pi1, pi2) = −v1(pi1, pi2).
We further define the state value function of state st at step t (1 ≤ t ≤ T ) as follows:
V1,t(st) = Epi1,pi2 [
T∑
k=t
γk−trk|st], V2,t(st) = −V1,t(st).
Based on the state value function, we define the state-action value function of taking actions a1t and
a2t at state st as follows:
Q1,t(st, a
1
t , a
2
t ) = R(st, a
1
t , a
2
t ) + EPT [γV1,t+1(st+1)|st, a1t , a2t ],
Q2,t(st, a
1
t , a
2
t ) = −Q1,t(st, a1t , a2t ).
2.2 Nash equilibrium and exploitability
In this study, we define optimal policies as Nash equilibria [23]. In TZMGs, a Nash equilibrium
pi? = (pi?1 , pi
?
2) ensures the following condition:
∀pi1 ∈ Ω1, ∀pi2 ∈ Ω2, v1(pi?1 , pi2) ≥ v1(pi?1 , pi?2) ≥ v1(pi1, pi?2), (1)
where Ω1 and Ω2 are the whole policy sets, i.e., the sets of all possible policies for players 1 and
2, respectively. The best response is a policy for player i that is optimal against pi−i, where pi−i
is a policy for a player other than i. Here, we introduce the value known as exploitability, which
is a metric for measuring how close a policy profile pi is to a Nash equilibrium pi? = (pi?1 , pi
?
2) in
two-player zero-sum games. Formally, the exploitability of pi1, pi2 is represented as follows:
vexp(pi1, pi2) = (v1(pi
?
1 , pi
?
2)− min
pi′2∈Ω2
v1(pi1, pi
′
2)) + (v2(pi
?
2 , pi
?
2)− min
pi′1∈Ω1
v2(pi
′
1, pi2))
2
= max
pi′1∈Ω1
v1(pi
′
1, pi2) + max
pi′2∈Ω2
v2(pi1, pi
′
2).
Note that when we calculate the exploitability vexp(pi1, pi2), we only need to calculate the best re-
sponse values maxpi1∈Ω1 v1(pi1, pi
e
2),maxpi2∈Ω2 v2(pi
e
1, pi2) without calculating the discounted values
of the Nash equilibrium v1(pi?1 , pi
?
2), v2(pi
?
1 , pi
?
2).
3 Off-policy evaluation and learning in two-player zero-sum Markov games
3.1 Data generating process
In this study, we assume that we can observe the historical data
D = {(si,1, a1i,1, a2i,1, ri,1, · · · , si,T , a1i,T , a2i,T , ri,T , si,T+1)}ni=1,
where n ∈ N denotes the number of sampled trajectories. The data is sampled using a fixed policy
profile pib = (pib1, pi
b
2). We refer to this policy profile as a behavior policy profile. The data generating
process is then defined as follows:
D ∼ PI(s1)
T∏
t=1
pib1(a
1
t |st)pib2(a2t |st)PR(rt|st, a1t , a2t )PT (st+1|st, a1t , a2t ).
In most of the studies related to OPE, the goal is to estimate the discounted value of a given target
policy from the historical data. However, this goal is not appropriate for multi-agent environments
because, in general, in TZMGs, the policy of the opponent player is unknown, and one may play a
game against a different policy than the target policy. In this case, the discounted value of the target
policy depends critically on the opponent player’s policy. Therefore, when the opponent policy is
unknown, it is not worth estimating the discounted value against a specific policy. In this study, for
OPE in TZMGs, we estimate the exploitability of a given target policy profile pie = (pie1, pi
e
2) from
the historical data instead of estimating the discounted value. In other words, we estimate the value
against the worst opponent policy. For the same reason as in OPE, maximizing the discounted value
against a specific policy is not an appropriate goal for OPL in TZMGs. For OPL in TZMGs, we
estimate maximin policies as follows:
pi∗1 = arg max
pi1∈Π1
min
pi2∈Π2
v1(pi1, pi2), pi
∗
2 = arg max
pi2∈Π2
min
pi1∈Π1
v2(pi1, pi2),
where Π1 ⊂ Ω1,Π2 ⊂ Ω2 are the policy classes for players 1 and 2, respectively. According to
Equation (1), when Π1 = Ω1 and Π2 = Ω2, the policy profile (pi∗1 , pi
∗
2) is a Nash equilibrium. We
also define Π = Π1 ×Π2 and vexpΠ (pi1, pi2) = maxpi′1∈Π1 v1(pi′1, pi2) + maxpi′2∈Π2 v2(pi1, pi′2).
Notation: We abbreviate terms like V1(st) as V1,t. For pi ∈ Π, we recursively define the marginal
state-action distribution ppit (st, a
1
t , a
2
t ) at step t as follows:
ppit (st, a
1
t , a
2
t )=pi1(a
1
t |st)pi2(a2t |st)
∑
st−1∈S
∑
a1t−1∈A1
∑
a2t−1∈A2
PT (st|st−1, a1t−1, a2t−1)ppit (st−1, a1t−1, a2t−1),
where ppi1 (s1, a
1
1, a
2
1) = pi1(a
1
1|s1)pi2(a21|s1)PI(s1). We define the density ratio as ηk =
pie1(a
1
k|sk)pie2(a2k|sk)
pib1(a
1
k|sk)pib2(a2k|sk)
, cumulative density ratio as ρt =
∏t
k=1 ηk, and marginal density ratio as
µt =
ppi
e
t (st,a
1
t ,a
2
t )
ppi
b
t (st,a
1
t ,a
2
t )
. We denote the estimators of pib1, pi
b
2, µt, and Q1,t as pˆi
b
1, pˆi
b
2, µˆt and Qˆ1,t,
respectively. By using pˆib1 and pˆi
b
2, we define ρˆt =
∏t
k=1
pie1(a
1
k|sk)pie2(a2k|sk)
pˆib1(a
1
k|sk)pˆib2(a2k|sk)
. Finally, we use the
notation En[f(X)] = 1n
∑n
i=1 f(Xi) as an empirical average. In the proofs presented in this study,
we make the following assumptions regarding the overlaps of the policies and bounds of rewards and
estimators:
Assumption 1. 0 ≤ ηt ≤ C, |rt| ≤ Rmax for all 1 ≤ t ≤ T .
Assumption 2. 0 ≤ ρˆt ≤ Ct, 0 ≤ µˆt ≤ Ct, 0 ≤ |Qˆ1,t| ≤ (T + 1− t)Rmax for all 1 ≤ t ≤ T .
3
3.2 Efficiency bound in two-player zero-sum Markov games
In this subsection, we discuss the (semiparametric) efficiency bound, which is the lower bound of the
asymptotic mean squared error (MSE) of OPE, among regular
√
n-consistent estimators. Following
the general literature [33], we discuss the efficiency bound of OPE in TZMGs. An efficiency bound
is defined for estimators under several conjectured models of the data generating process. If the
conjectured model is parametric, the efficiency bound is equal to the Cramér-Rao lower bound. Even
if the conjectured model is non-parametric or semi-parametric, we can still define a corresponding
Cramér-Rao lower bound. Here, we introduce the following theorem from [12].
Theorem 1 (Efficiency bound in TZMGs). The efficiency bound of v1(pie1, pie2) in TZMGs is
ΥEB = V[V1,1] +
T∑
t=1
E[γ2(t−1)µ2tV[rt + γV1,t+1|st, a1t , a2t ]],
where V1,T+1 = 0.
3.3 Representative off-policy value estimators and properties
In this study, we propose methods for OPE and OPL based on the IS, MIS, DM, DR, and DRL esti-
mators. For simplicity, we refer to these estimators as off-policy value estimators. In this subsection,
we summarize each estimator and the asymptotic properties of the DR and DRL estimators.
Importance sampling estimator: An IS estimator is represented as follows:
vˆIS1 (pi
e
1, pi
e
2) = En
[
T∑
t=1
γt−1ρˆtrt
]
, vˆIS2 (pi
e
1, pi
e
2) = −vˆIS1 (pie1, pie2).
When the behavior policy profile is known, i.e., ρˆt = ρt, the IS estimator is an unbiased and consistent
estimator of v1(pie1, pi
e
2) and v2(pi
e
1, pi
e
2). However, in general, the variance of the IS estimator grows
exponentially with respect to the horizon T [11].
Marginalized importance sampling estimator: A MIS estimator is represented as follows:
vˆMIS1 (pi
e
1, pi
e
2) = En
[
T∑
t=1
γt−1µˆtrt
]
, vˆMIS2 (pi
e
1, pi
e
2) = −vˆMIS1 (pie1, pie2).
The MIS estimator can be regarded as one of the IS-type estimators. Although the MIS estimator
addresses the curse of horizon by exploiting the Markov decision process (MDP) structure, it is
inefficient [12, 35].
Direct method estimator: A DM estimator is represented as follows:
vˆDM1 (pi
e
1, pi
e
2) = En
[
Epie [Qˆ1,1(s1, a
1
1, a
2
1)|s1]
]
, vˆDM2 (pi
e
1, pi
e
2) = −vˆDM1 (pie1, pie2).
The DM estimator is not consistent if Qˆ1,1 is not consistent, and it is not unbiased if Qˆ1,1 is not
correct.
Doubly robust estimator: In this study, we extend a DR estimator for the MDPs proposed by [11]
to one for TZMGs. For the theoretical guarantees, we consider the cross-fitting version of the DR
estimator. We split the historical data into K evenly-sized folds. Next, for each fold k, we construct
estimators ρ−kt and Qˆ
−k
1,t based on all the data except fold k. We define the DR estimator as follows:
vˆDR1 (pi
e
1, pi
e
2) = En
[
T∑
t=1
γt−1
(
ρˆ
−k(i)
t
(
rt − Qˆ−k(i)1,t (st, a1t , a2t )
)
+ ρˆ
−k(i)
t−1 Vˆ
−k(i)
t (st)
)]
,
vˆDR2 (pi
e
1, pi
e
2) = −vDR1 (pie1, pie2),
where Vˆ −k(i)t (st) = Epie [Qˆ
−k(i)
1,t (st, a
1
t , a
2
t )|st] and k(i) denotes the fold that contains the i-th data.
By extending the proof of Theorem 4 in [12] to the TZMG case, we can easily show the asymptotic
property of the DR estimator.
4
Theorem 2 (Asymptotic property of the DR estimator). Suppose 1 ≤ t ≤ T, 1 ≤ k ≤ K, ‖Qˆ−k1,t −
Q1,t‖2 = op(n−α1), ‖ρˆ−kt − ρt‖2 = op(n−α2), where α1 > 0, α2 > 0, α1 + α2 ≥ 1/2. Then,√
n(vˆDR1 (pi
e
1, pi
e
2)− v1(pie1, pie2)) d−→ N (0,ΥDR) and
√
n(vˆDR2 (pi
e
1, pi
e
2)− v2(pie1, pie2)) d−→ N (0,ΥDR),
where ΥDR =V[V1,1]+
∑T
t=1 E[γ
2(t−1)ρ2tV[rt+γV1,t+1|s1, a11, a21, · · · , st, a1t , a2t ]] and V1,T+1 =0.
Double reinforcement learning estimator: In addition to the DR estimator, we extend a DRL
estimator with cross-fitting for MDPs proposed by [12] to one for TZMGs. The DRL estimator is
defined as follows:
vˆDRL1 (pi
e
1, pi
e
2) = En
[
T∑
t=1
γt−1
(
µˆ
−k(i)
t
(
rt − Qˆ−k(i)1,t (st, a1t , a2t )
)
+ µˆ
−k(i)
t−1 Vˆ
−k(i)
1,t (st)
)]
,
vˆDRL2 (pi
e
1, pi
e
2) = −vˆDRL1 (pie1, pie2).
By extending the proof of Theorem 10 in [12] to the TZMG case, we can again show the asymptotic
property of the DRL estimator.
Theorem 3 (Efficiency of the DRL estimator). Suppose 1 ≤ t ≤ T, 1 ≤ k ≤ K, ‖Qˆ−k1,t −
Q1,t‖2 = op(n−α1), ‖µˆ−kt − µt‖2 = op(n−α2), where α1 > 0, α2 > 0, α1 + α2 ≥ 1/2. Then,√
n(vˆDRL1 (pi
e
1, pi
e
2)−v1(pie1, pie2)) d−→ N (0,ΥEB) and
√
n(vˆDRL2 (pi
e
1, pi
e
2)−v1(pie1, pie2)) d−→ N (0,ΥEB)
where ΥEB is an efficiency bound in Theorem 1.
According to this result, the DRL estimator is efficient under mild assumptions, whereas the IS, MIS,
DM, and DR estimators may be inefficient.
4 Exploitability evaluation
For OPE in TZMGs, by applying the DRL off-policy value estimator, we define the following
estimator of the exploitability of pie:
vˆexpDRL(pi
e
1, pi
e
2) = max
pi1∈Π1
vˆDRL1 (pi1, pi
e
2) + max
pi2∈Π2
vˆDRL2 (pi
e
1, pi2).
Similarly, we define vˆexpIS , vˆ
exp
MIS, vˆ
exp
DM, and vˆ
exp
DR as the estimators based on the IS, MIS, DM, and
DR off-policy value estimators, respectively. In this section, we demonstrate the exploitability
estimation error bounds of vˆexpDR (pi
e
1, pi
e
2) and vˆ
exp
DRL(pi
e
1, pi
e
2). To obtain theoretical implications, we
define the -Hamming covering number NH(,Π) under the Hamming distance Hn(pia, pib) =
1
n
∑n
i=1 1({
∨T
t=1 pi
a
1 (si,t) 6= pib1(si,t)} ∨ {
∨T
t=1 pi
a
2 (si,t) 6= pib2(si,t)}) and its entropy integral
κ(Π) =
∫∞
0
√
logNH(2,Π). To establish uniform error bounds on Qˆ1,t and µˆt, in the remaining
theorems, we assume that Qˆ1,t and µˆt are computed using the estimated MDP model Rˆ, PˆT , and pˆpi
b
t .
The estimation error bounds of vˆexpDR and vˆ
exp
DRL are then obtained as follows:
Theorem 4 (Estimation error bound of vˆexpDR (pi
e
1, pi
e
2)). Assume that (4a) for any
0 <  < 1, NH(,Π) ≤ D1 exp(D2( 1 )ω) for some constants D1, D2 > 0, 0 ≤ ω < 0.5,
(4b) κ(Π) <∞, (4c) 1 ≤ t ≤ T and t ≤ t′ ≤ T ,
E

Rˆ−k(st′ , a1t′ , a2t′) t′−1∏
l=t
Pˆ−kT (sl+1|sl, a1l , a2l )−R(st′ , a1t′ , a2t′)
t′−1∏
l=t
PT (sl+1|sl, a1l , a2l )
2
 = o(n−2α1),
and (4d) 1 ≤ t ≤ T , E
[(∏t
l=1
1
pˆib,−k1 (a
1
l |sl)pˆib,−k2 (a2l |sl)
−∏tl=1 1pib1(a1l |sl)pib2(a2l |sl))2
]
= op(n
−2α2),
where α1 > 0, α2 > 0 and α1 + α2 ≥ 1/2. Then, for any δ > 0, there exists C > 0, Nδ > 0, such
that with probability at least 1− 2δ and for all n ≥ Nδ:
|vexpΠ (pie1, pie2)− vˆexpDR (pie1, pie2)| ≤ C
(
κ(Π) +
√
log(1/δ)
)√
Υ∗DR/n,
where Υ∗DR = sup
pi1,pi2∈Π
E
[(∑T
t=1 γ
t−1 (ρt(rt −Q1,t) + ρt−1V1,t)
)2]
.
5
Theorem 5 (Estimation error bound of vˆexpDRL(pi
e
1, pi
e
2)). Assume (4a)-(4c) and (5a) 1 ≤ t ≤ T ,
E
[(∏t
t′=1 Pˆ
−k
T (st′ |st′−1,a1t′−1,a2t′−1)
pˆ−kb,t (st,a
1
t ,a
2
t )
−
∏t
t′=1 PT (st′ |st′−1,a1t′−1,a2t′−1)
pb,t(st,a1t ,a
2
t )
)2]
= op(n
−2α2), where α1 >
0, α2 > 0 and α1 + α2 ≥ 1/2. Then, for any δ > 0, there exists C > 0, Nδ > 0, such that with
probability at least 1− 2δ and for all n ≥ Nδ:
|vexpΠ (pie1, pie2)− vˆexpDRL(pie1, pie2)| ≤ C
(
κ(Π) +
√
log(1/δ)
)√
Υ∗DRL/n,
where Υ∗DRL = sup
pi1,pi2∈Π
E
[(∑T
t=1 γ
t−1 (µt(rt −Q1,t) + µt−1V1,t)
)2]
.
In the proofs of these theorems, we mainly show the regret bounds of the estimated best responses
to pie1 and pi
e
2. We show these regret bounds following the proof of [36]. Note that we do not
assume that the behavior policy profile is known. Because Υ∗DR = sup
pi1,pi2∈Π
(ΥDR + v
2
1(pi1, pi2)) and
Υ∗DRL = sup
pi1,pi2∈Π
(ΥEB + v
2
1(pi1, pi2)), it is necessary to use the off-policy value estimator with a
small variance in order to reduce the exploitability estimation error. the exploitability estimation error
would be small by using the off-policy value estimator with a small variance. Therefore, vˆexpDRL using
the efficient off-policy value estimator would result in a small error. Note that when Π 6= Ω1×Ω2, the
error between the estimated exploitability and the true exploitability vexp(pie1, pi
e
2) may not converge
to 0. This is because the policy profile class may not contain the true best response.
5 Equilibrium learning
In this section, we propose an algorithm for OPL based on each off-policy value estimator to calculate
maximin policies as Nash equilibrium policies over the historical data. By applying the DR off-policy
value estimator, we define the following estimator for the maximin policies:
pˆiDRL1 = arg max
pi1∈Π1
min
pi2∈Π2
vˆDRL1 (pi1, pi2), pˆi
DRL
2 = arg max
pi2∈Π2
min
pi1∈Π1
vˆDRL2 (pi1, pi2).
Similarly, we define pˆiIS, pˆiMIS, pˆiDM, and pˆiDR as the estimators based on the IS, MIS, DM, and DR
off-policy value estimators, respectively. We can derive the exploitability bounds of pˆiDR and pˆiDRL
similarly as in the proofs of Theorems 4 and 5.
Theorem 6 (Exploitability bound of pˆiDR). Assume (4a)-(4d). Then, for any δ > 0, there exists
C > 0, Nδ > 0, such that with probability at least 1− 2δ and for all n ≥ Nδ:
vexp(pˆiDR1 , pˆi
DR
2 )− vexp(pi∗1 , pi∗2) ≤ C
(
κ(Π) +
√
log(1/δ)
)√
Υ∗DR/n,
where pi∗1 = arg max
pi1∈Π1
minpi2∈Π2 v1(pi1, pi2) and pi
∗
2 = arg max
pi2∈Π2
minpi1∈Π1 v2(pi1, pi2).
Theorem 7 (Exploitability bound of pˆiDRL). Assume (4a)-(4c) and (5a). Then, for any δ > 0, there
exists C > 0, Nδ > 0, such that with probability at least 1− 2δ and for all n ≥ Nδ:
vexp(pˆiDRL1 , pˆi
DRL
2 )− vexp(pi∗1 , pi∗2) ≤ C
(
κ(Π) +
√
log(1/δ)
)√
Υ∗DRL/n,
where pi∗1 = arg max
pi1∈Π1
minpi2∈Π2 v1(pi1, pi2) and pi
∗
2 = arg max
pi2∈Π2
minpi1∈Π1 v2(pi1, pi2).
According to the minimax theorem, if Π1 = Ω1 and Π2 = Ω2, then vexp(pi∗1 , pi
∗
2) = 0. Therefore, in
this case, the exploitability of the estimated policy profile asymptotically converges to 0. This means
that the estimated policy profile asymptotically converges to a Nash equilibrium when Π1 = Ω1 and
Π2 = Ω2.
6 Experiments
In this section, we conduct experiments to analyze and evaluate the proposed exploitability estimators
and the equilibrium learning methods. We conduct our experiments in two environments: Repeated
biased rock-paper-scissors (RBRPS) and Markov soccer [17].
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R P S
R 0 -80/3 80/3
P 80/3 0 -80/3
S -80/3 80/3 0
R P S
R 0 -25 50
P 25 0 -5
S -50 5 0
R P S
R 0 -1 1
P 1 0 -1
S -1 1 0
R P S
R 0 -50 5
P 50 0 -25
S -5 25 0
R P S
R 0 -5 25
P 5 0 -50
S -25 50 0
Step 1
Step 2
1 2 3 4 5
6 7 8 9 10
11 12 13 14 15
16 17 18 19 20A
B
(b)(a)
Figure 1: (a) Payoff matrices and a state transition graph in repeated biased rock-paper-scissors.
When the result at the first step is a draw, the payoff matrix at the second step will be the gray
one. When either player wins by rock/paper/scissors, the payoff matrix at the next step will be the
blue/red/green one. (b) An initial board in Markov soccer.
In all the experiments, we first prepare a policy profile pid as a Nash equilibrium using Minimax-Q
learning [17], after which we construct the behavior and target policy profiles using pid. We use an
off-policy temporal difference learning [30] to construct a Q-function model, and we use a histogram
estimator for µ, as in Section 5.2 in [12]. In our experiments, we assume that the behavior policy
profile is known and fixed.
6.1 Environments
RBRPS is a simple TZMG where two players play a one-shot biased rock-paper-scissors game [26]
multiple times. We refer to a game that is repeated once as RBRPS1 and a game that is repeated two
times as RBRPS2. Note that RBRPS1 is precisely the same as the conventiional rock-paper-scissors
game. Figure 1 (a) shows the payoff matrices and the state transition graph of RBRPS2. In the first
step, the payoff matrix is the same as in the conventional rock-paper-scissors game. Depending on
the result of the one-shot game, the next state and the payoff matrix transition. Thus, there are five
states in RBRPS2.
Markov soccer is a 1 vs 1 soccer game on a 4× 5 grid , as shown in Figure 1 (b). A and B denote
players 1 and 2, respectively, and the circle in the figure represents the ball. In each turn, each player
can move to one of the neighboring cells or stay in place, and the actions of the two players are
executed in random order. When a player tries to move to the cell occupied by the other player,
the possession of the ball goes to the stationary player, and the positions of both players remain
unchanged. When the player with the ball reaches the goal (right of cell 10 or 15 for A, left of cell 6
or 11 for B), the player receives a reward of +1 and the opponent receives a reward of −1, and the
game is over. The positions of the players and the possession of the ball are initialized as shown in
Figure 1 (b).
6.2 Exploitability evaluation
In the first experiment, we compare the performance of vˆexpIS , vˆ
exp
MIS, vˆ
exp
DM, vˆ
exp
DR , and vˆ
exp
DRL in RBRPS1
and RBRPS2. We define the behavior policy profile as pib1 = 0.7pi
d
1 + 0.3pi
r and pib2 = 0.7pi
d
2 + 0.3pi
p,
where pir is a deterministic policy that always chooses rock and pip is one that always chooses paper.
Similarly, we define the target policy profile as pib1 = 0.9pi
d
1 + 0.1pi
r and pib2 = 0.5pi
d
2 + 0.5pi
p. We
conduct ten trials using varying historical data sizes.
Tables 1 and 2 show the root-mean-squared error (RMSE) of each exploitability estimator in RBRPS1
and RBRPS2, where we highlight in bold the best estimator in each case. For further details on the
results, see Appdendix D. We find that vˆexpDR and vˆ
exp
DRL generally outperform the other estimators.
Note that vˆexpDRL has no advantage over vˆ
exp
DR because a trajectory is uniquely determined by a current
state. Because the exploitability evaluation requires the estimation of the best response value using
the historical data, the estimation error of the discounted value must be small. Therefore, vˆexpDR and
vˆexpDRL with a small estimation error of the discounted value would perform better than the other
estimators.
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Table 1: Off-policy exploitability evaluation in RBRPS1: RMSE.
N vˆexpIS vˆ
exp
MIS vˆ
exp
DM vˆ
exp
DR vˆ
exp
DRL
250 0.162 0.217 2.0× 10−3 1.0× 10−3 1.8× 10−3
500 0.057 0.225 1.1× 10−4 6.0× 10−5 9.7× 10−5
1000 0.053 0.222 1.2× 10−8 4.7× 10−9 9.9× 10−9
Table 2: Off-policy exploitability evaluation in RBRPS2: RMSE.
N vˆexpIS vˆ
exp
MIS vˆ
exp
DM vˆ
exp
DR vˆ
exp
DRL
250 48.2 9.80 7.39 10.8 6.02
500 16.0 10.6 6.00 5.23 5.20
1000 10.2 10.7 4.45 3.49 4.06
Table 3: Off-policy equilibrium learning in RBRPS: Exploitability (and standard errors).
pib pˆiIS pˆiMIS pˆiDM pˆiDR pˆiDRL
RBRPS1 1.00 0.236(0.04) 0.738(0.05) 0.058(0.01) 0.036(0.01) 0.054(0.01)
RBRPS2 39.6 29.2(5.12) 37.4(4.33) 22.5(2.49) 20.5(0.66) 19.4(0.45)
Table 4: Off-policy equilibrium learning in Markov soccer: Win rate ×100 (and standard errors).
Player 2
pib2 pˆi
IS
2 pˆi
MIS
2 pˆi
DM
2 pˆi
DR
2 pˆi
DRL
2
Pl
ay
er
1
pib1 48.9(0.52) 31.7(9.5) 54.2(10.7) 18.2(3.4) 22.6(3.6) 15.6(0.9)
pˆiIS1 81.2(3.0) 54.9(7.9) 74.9(8.0) 46.8(6.0) 53.5(5.3) 44.7(4.7)
pˆiMIS1 88.1(1.6) 65.5(6.2) 79.7(6.4) 57.8(3.7) 63.2(5.0) 55.5(3.0)
pˆiDM1 88.8(3.1) 65.5(6.7) 81.3(6.2) 58.3(6.0) 67.0(4.5) 56.7(4.9)
pˆiDR1 89.0(3.0) 70.0(5.5) 82.0(5.6) 60.8(5.8) 66.2(6.0) 57.5(4.1)
pˆiDRL1 92.2(1.5) 69.8(5.9) 82.5(5.8) 63.6(4.5) 71.0(5.1) 62.4(3.2)
6.3 Equilibrium learning
In the second experiment, we analyze the performance of our OPL methods in RBRPS1, RBRPS2,
and Markov soccer. We compare the five policy profiles pˆiIS, pˆiMIS, pˆiDM, pˆiDR, and pˆiDRL.
In the experiments on RBRPS1 and RBRPS2, we define the behavior policy profile as pib1 = 0.5pi
d
1 +
0.5pir and pib2 = 0.5pi
d
2 + 0.5pi
p. We define the policy classes as Π1 = Ω1,Π2 = Ω2 in RBRPS1, and
set them to Π1 = {{α1(s)pid1(s)+(1−α1(s))pir(s)}s∈S |0 ≤ α1(s) ≤ 1} and Π2 = {{α2(s)pid2(s)+
(1− α2(s))pip(s)}s∈S |0 ≤ α2(s) ≤ 1} in RBRPS2. Note that the number of policy parameters is
reduced to simplify minimax optimization in RBRPS2. We conduct ten trials in each experiment with
a historical data size of 250.
Table 3 shows the exploitability of each learned policy in RBRPS1 and RBRPS2. We find that
all learned policies are better than the behavior policy profile, where we highlight in bold the best
estimator in each case. Notably, pˆiDR and pˆiDRL outperform the policy profiles obtained by the other
estimators.
In the experiment on Markov soccer, we define the behavior policy profile as pib1 = 0.3pi
d
1 + 0.7pi
u
and pib2 = 0.5pi
d
2 + 0.5pi
u, where piu is an uniform random policy. We set the policy classes to
Π1 = {α1pid1 + (1 − α1)piu|0 ≤ α1 ≤ 1}, Π2 = {α2pid2 + (1 − α2)piu|0 ≤ α1 ≤ 1}. We conduct
ten trials in each experiment with a historical data size of 250. Because it is difficult to calculate the
exploitability accurately in Markov soccer accurately, we compare the winning rates of the learned
policy against other policies. Here, we approximate the winning rate using the rate of reaching the
goal in 10, 000 games. Note that player 1 has an advantage over player 2 because the possession of
the ball always goes to player 1 at the initial state.
Table 4 shows the winning rates of each learned policy in Markov soccer. In this table, we show the
winning rate of player 1. We find that the winning rates of pˆiDRL1 and pˆi
DRL
2 are generally higher than
those of the other policies. Unlike the results in RBRPS, the policy profile obtained by using the
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DRL estimator is more robust and better than that obtained using the DR estimator. These results
suggest that we can learn a policy profile closest to the Nash equilibrium policies when using the
DRL estimator.
7 Conclusion
In this study, we proposed the methods for OPE and OPL for TZMGs. We proved the exploitability
estimation error bounds for OPE and the regret bounds for OPL. In future studies, we shall explore
the application of our methods in more general settings, such as large extensive-form games.
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A Notations
In this section, we summarize the notation we use in Table 5. We abbreviate terms like Q1,t(si,t, a1i,t, a
2
i,t) as Q1,i,t. For simplicity,
in our proofs, we assume that |A1| = |A2| = d.
Table 5: Notation
d Number of possible actions |A1| and |A2| for each player
at Tuple of actions (a1t , a
2
t ) at step t
pi(at|st) Instantaneous density pi1(a1t |st)pi2(a2t |st)
R(st, at) Mean reward function R(st, a1t , a
2
t )
Q1,t(st, at) Q-function Q1,t(st, a1t , a
2
t ) at step t
P (st+1|st, at) Transition probability P (st+1|st, a1t , a2t )
ppi
b
t (st, at), pb,t(st, at) Marginal state-action density p
pib
t (st, a
1
t , a
2
t )
D Historical data
Dk Historical data in fold k
A⊗B Kronecker product
(
a11B · · · a1nB
am1B · · · amnB
)
,
where A is a m× n matrix and B is a p× q matrix.
A1t
d-dimensional vectors A1t = (0, · · · , 1, · · · , 0)T where 1 appears and
only appears in the a1i,t-th component and the rest are all zeros
A2t
d-dimensional vectors A2t = (0, · · · , 1, · · · , 0)T where 1 appears and
only appears in the a2i,t-th component and the rest are all zeros
At A
1
t ⊗A2t
Q1,t(st)
Q-function vector at step t
Q1,t(st, a
1
1, a
2
t ) = (Q1,t(st, a
1
1, a
2
1), Q1,t(st, a
1
1, a
2
2), · · · , Q1,t(st, ad1, ad1))T
pi(st)
Policy vector
pi(st) = (pi1(a
1
1|st)pi2(a21|st), pi1(a11|st)pi2(a22|st), · · · , pi1(a1d|st)pi2(a2d|st))T
pi(st′:t) pi(st′:t) = pi(st′)⊗ pi(st′+1)⊗ · · · ⊗ pi(st)
1α α-dimensional vector (1, · · · , 1)T where all components are 1
ED[f(X)] Empirical average 1|D|
∑
X∈D f(X)
GD[f(X)] Empirical process
√|D|(ED[f(X)]− E[f(X)])∨T
t=1 et Logical disjunction e1 ∨ e2 ∨ · · · ∨ et.
B Main Proofs
B.1 Proof of Theorem 1
Proof. We omit the proof since it is almost the same as Theorem 2 in [12].
B.2 Proof of Theorem 2
Proof. We prove the statement following in [12]. We define
ψ({ρˆt}, {Qˆ1,t}) =
T∑
t=1
γt−1
(
ρˆtrt − ρˆtQˆ1,t + ρˆt−1Vˆt
)
.
Then , vˆDR1 (pie1, pie2) is given by
K∑
k=1
nk
n
EDk [ψ({ρˆ−kt }, {Qˆ−k1,t })],
where nk = |Dk|.
Then, we have
√
n(EDk [ψ({ρˆ−kt }, {Qˆ−k1,t })]− v1(pie1, pie2)) =
√
n/nkGDk [ψ({ρˆ−kt }, {Qˆ−k1,t })− ψ({ρt}, {Q1,t})]
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+
√
n/nkGDk [ψ({ρt}, {Q1,t})]
+
√
n(E[ψ({ρˆ−kt }, {Qˆ−k1,t })|{ρˆ−kt }, {Qˆ−k1,t }]− v1(pie1, pie2)).
We analyze each term. First , we prove that
√
n/nkGDk [ψ({ρˆ−kt }, {Qˆ−k1,t })− ψ({ρt}, {Q1,t})] = op(1). If for any  > 0 ,
lim
nk→∞
√
nkP [EDk [ψ({ρˆ−kt }, {Qˆ−k1,t })− ψ({ρt}, {Q1,t})]
− E[ψ({ρˆ−kt }, {Qˆ−k1,t })− ψ({ρt}, {Q1,t})|{ρˆ−kt }, {Qˆ−k1,t }] > |D−k] = 0.
(2)
Then, from bounded convergence theorem,
lim
nk→∞
√
nkP [EDk [ψ({ρˆ−kt }, {Qˆ−k1,t })− ψ({ρt}, {Q1,t})]
− E[ψ({ρˆ−kt }, {Qˆ−k1,t })− ψ({ρt}, {Q1,t})|{ρˆ−kt }, {Qˆ−k1,t }] > ] = 0.
To show Equation (2), we show that this conditional mean is 0 and conditional variance is op(1). The conditional mean part is
E[EDk [ψ({ρˆ−kt }, {Qˆ−k1,t })− ψ({ρt}, {Q1,t})]− E[ψ({ρˆ−kt }, {Qˆ−k1,t })− ψ({ρt}, {Q1,t})|{ρˆ−kt }, {Qˆ−k1,t }]|D−k] = 0,
because {ρˆ−kt }, {Qˆ−k1,t } only depend on D−k and Dk, D−k are independent. The conditional variance part is
V[
√
nkEDk [ψ({ρˆ−kt }, {Qˆ−k1,t })− ψ({ρt}, {Q1,t})]|D−k] = V[
1√
nk
∑
Dk
ψ({ρˆ−kt }, {Qˆ−k1,t })− ψ({ρt}, {Q1,t})|D−k]
=
1
nk
∑
Dk
V[ψ({ρˆ−kt }, {Qˆ−k1,t })− ψ({ρt}, {Q1,t})|D−k] = V[ψ({ρˆ−kt }, {Qˆ−k1,t })− ψ({ρt}, {Q1,t})|D−k]
≤ E[D21 +D22 +D23 + 2D1D2 + 2D1D2 + 2D2D3|D−k] = T 2 max{op(n−2α1), op(n−2α2), op(n−α1−α2)}
= op(1),
where
D1 =
T∑
t=1
γt−1
(
(ρˆ−kt − ρt)(−Qˆ−k1,t +Q1,t) + (ρˆ−kt−1 − ρt−1)(Vˆ −kt − V1,t)
)
,
D2 =
T∑
t=1
γt−1
(
ρt(−Qˆ−k1,t +Q1,t) + ρt−1(Vˆ −kt − V1,t)
)
,
D3 =
T∑
t=1
γt−1
(
(ρˆ−kt − ρt)(rt −Q1,t + γV1,t+1)
)
.
Here, we used the convergence rate assumption. Then , from Chebyshev’s inequality ,
√
nkP [EDk [ψ({ρˆ−kt }, {Qˆ−k1,t })− ψ({ρt}, {Q1,t})]
− E[ψ({ρˆ−kt }, {Qˆ−k1,t })− ψ({ρt}, {Q1,t})|{ρˆ−kt }, {Qˆ−k1,t }] > |D−k]
≤ 1
2
V[
√
nkEDk [ψ({ρˆ−kt }, {Qˆ−k1,t })− ψ({ρt}, {Q1,t})]|D−k] = op(1).
Next, We prove that
√
n(E[ψ({ρˆ−kt }, {Qˆ−k1,t })|{ρˆ−kt }, {Qˆ−k1,t }]− v1(pie1, pie2)) is op(1). We have:
√
n(E[ψ({ρˆ−kt }, {Qˆ−k1,t })|{ρˆ−kt }, {Qˆ−k1,t }]− E[ψ({ρt}, {Q1,t})|{ρˆ−kt }, {Qˆ−k1,t }])
=
√
nE[
T∑
t=1
γt−1
(
(ρˆ−kt − ρt)(−Qˆ−k1,t +Q1,t) + (ρˆ−kt−1 − ρt−1)(Vˆ −kt − V1,t)
)
|{ρˆ−kt }, {Qˆ−k1,t }]
+
√
nE[
T∑
t=1
γt−1
(
ρt(−Qˆ−k1,t +Q1,t) + ρt−1(Vˆ −kt − V1,t)
)
|{ρˆ−kt }, {Qˆ−k1,t }]
+
√
nE[
T∑
t=1
γt−1
(
(ρˆ−kt − ρt)(rt −Q1,t + γV1,t+1)
)
|{ρˆ−kt }, {Qˆ−k1,t }]
=
√
nE[
T∑
t=1
γt−1
(
(ρˆ−kt − ρt)(−Qˆ−k1,t +Q1,t) + (ρˆ−kt−1 − ρt−1)(Vˆ −kt − V1,t)
)
|{ρˆ−kt }, {Qˆ−k1,t }]
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=
√
n
T∑
t=1
O
(
‖ρˆ−kt − ρt‖2‖Qˆ−k1,t −Q1,t‖2
)
=
√
n
T∑
t=1
op(n
−α1−α2) = op(1).
From above results, for 1 ≤ k ≤ K,
√
n(EDk [ψ({ρˆ−kt }, {Qˆ−k1,t })]− v1(pie1, pie2)) =
√
n/nkGDk [ψ({ρt}, {Q1,t})] + op(1).
Therefore,
√
n(vˆDR1 (pi
e
1, pi
e
2)− v1(pie1, pie2))
=
K∑
k=1
nk
n
√
n(EDk [ψ({ρˆ−kt }, {Qˆ−k1,t })]− v1(pie1, pie2)) =
K∑
k=1
√
nk
n
GDk [ψ({ρt}, {Q1,t})] + op(1)
≤ GD[ψ({ρt}, {Q1,t})] + op(1).
Here, we can easily show that
V[ψ({ρt}, {Q1,t})] = V[V1,1] +
T∑
t=1
E[γ2(t−1)ρ2tV[rt + γV1,t+1|s1, a11, a21, · · · , st, a1t , a2t ]].
Then, from Assumption 1 and central limit theorem, this statement is concluded.
B.3 Proof of Theorem 3
Proof. The proof is similar to that of Theorem 2.
B.4 Proof of Theorem 4
Proof. Let define
∆(piα, piβ) = v1(pi
α
1 , pi
α
2 )− v1(piβ1 , piβ2 ),
∆ˆDR(piα, piβ) = vˆDR1 (pi
α
1 , pi
α
2 )− vˆDR1 (piβ1 , piβ2 ),
∆˜DR(piα, piβ) = vDR1 (pi
α
1 , pi
α
2 )− vDR1 (piβ1 , piβ2 ),
and
pi†1 = arg max
pi1∈Π1
v1(pi1, pi
e
2), pi
†
2 = arg max
pi2∈Π2
v2(pi
e
1, pi2),
pˆi†1 = arg max
pi1∈Π1
vˆDR1 (pi1, pi
e
2), pˆi
†
2 = arg max
pi2∈Π2
vˆDR2 (pi
e
1, pi2).
We have:
vexpΠ (pi
e
1, pi
e
2)− vˆexpDR (pie1, pie2) = v1(pi†1, pie2)− vˆDR1 (pˆi†1, pie2) + v2(pie1, pi†2)− vˆDR2 (pie1, pˆi†2)
= ∆((pi†1, pi
e
2), (pˆi
†
1, pi
e
2))− ∆ˆDR((pi†1, pie2), (pˆi†1, pie2)) + v1(pˆi†1, pie2)− vˆDR1 (pˆi†1, pie2) + ∆ˆDR((pi†1, pie2), (pˆi†1, pie2))
−∆((pie1, pi†2), (pie1, pˆi†2)) + ∆ˆDR((pie1, pi†2), (pie1, pˆi†2))− v1(pie1, pˆi†2) + vˆDR1 (pie1, pˆi†2)− ∆ˆDR((pie1, pi†2), (pie1, pˆi†2))
≤ ∆((pi†1, pie2), (pˆi†1, pie2))− ∆ˆDR((pi†1, pie2), (pˆi†1, pie2)) + v1(pˆi†1, pie2)− vˆDR1 (pˆi†1, pie2)
−∆((pie1, pi†2), (pie1, pˆi†2)) + ∆ˆDR((pie1, pi†2), (pie1, pˆi†2))− v1(pie1, pˆi†2) + vˆDR1 (pie1, pˆi†2)
≤ ∆((pi†1, pie2), (pˆi†1, pie2))− ∆ˆDR((pi†1, pie2), (pˆi†1, pie2)) + ∆((pˆi†1, pie2)), (pie1, pˆi†2))−∆DR((pˆi†1, pie2)), (pie1, pˆi†2))
−∆((pie1, pi†2), (pie1, pˆi†2)) + ∆ˆDR((pie1, pi†2), (pie1, pˆi†2))
≤ 3 sup
piα∈Π,piβ∈Π
|∆((piα1 , piα2 ), (piβ1 , piβ2 ))− ∆ˆDR((piα1 , piα2 ), (piβ1 , piβ2 ))|,
and
vexpΠ (pi
e
1, pi
e
2)− vˆexpDR (pie1, pie2) = v1(pi†1, pie2)− vˆDR1 (pˆi†1, pie2) + v2(pie1, pi†2)− vˆDR2 (pie1, pˆi†2)
= −∆((pi†1, pie2), (pˆi†1, pie2)) + ∆ˆDR((pi†1, pie2), (pˆi†1, pie2)) + v1(pi†1, pie2)− vˆDR1 (pi†1, pie2) + ∆((pi†1, pie2), (pˆi†1, pie2))
+ ∆((pie1, pi
†
2), (pi
e
1, pˆi
†
2))− ∆ˆDR((pie1, pi†2), (pie1, pˆi†2))− v1(pie1, pi†2) + vˆDR1 (pie1, pi†2)−∆((pie1, pi†2), (pie1, pˆi†2))
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≥ −∆((pi†1, pie2), (pˆi†1, pie2)) + ∆ˆDR((pi†1, pie2), (pˆi†1, pie2)) + v1(pi†1, pie2)− vˆDR1 (pi†1, pie2)
+ ∆((pie1, pi
†
2), (pi
e
1, pˆi
†
2))− ∆ˆDR((pie1, pi†2), (pie1, pˆi†2))− v1(pie1, pi†2) + vˆDR1 (pie1, pi†2)
≥ −∆((pi†1, pie2), (pˆi†1, pie2)) + ∆ˆDR((pi†1, pie2), (pˆi†1, pie2)) + ∆((pi†1, pie2), (pie1, pi†2))− ∆ˆDR((pi†1, pie2), (pie1, pi†2))
+ ∆((pie1, pi
†
2), (pi
e
1, pˆi
†
2))− ∆ˆDR((pie1, pi†2), (pie1, pˆi†2))
≥ −3 sup
piα∈Π,piβ∈Π
|∆((piα1 , piα2 ), (piβ1 , piβ2 ))− ∆ˆDR((piα1 , piα2 ), (piβ1 , piβ2 ))|.
Therefore, we have:
|vexpΠ (pie1, pie2)− vˆexpDR (pie1, pie2)| ≤ 3 sup
piα∈Π,piβ∈Π
|∆((piα1 , piα2 ), (piβ1 , piβ2 ))− ∆ˆDR((piα1 , piα2 ), (piβ1 , piβ2 ))|.
Here, we introduce the following lemma.
Lemma 1. Assume Assumptions 1 and (4a)-(4b). Then, for any δ > 0, there exists C > 0, Nδ > 0, such that with probability at
least 1− 2δ and for all n ≥ Nδ:
sup
piα,piβ∈Π
∣∣∣∆ˆDR(piα, piβ)−∆(piα, piβ)∣∣∣ ≤ C (κ(Π) +√log(1/δ))√Υ∗DR/n.
The proof of this lemma is shown in Section C.1. Based on Lemma 1, for δ > 0, there exists C > 0, Nδ > 0, such that with
probability at least 1− 2δ and for all n ≥ Nδ:
|vexpΠ (pie1, pie2)− vˆexpDR (pie1, pie2)| ≤ C
((
κ(Π) +
√
log
1
δ
)√
Υ∗DR
n
)
.
B.5 Proof of Theorem 5
Proof. Let define
∆(piα, piβ) = v1(pi
α
1 , pi
α
2 )− v1(piβ1 , piβ2 ),
∆ˆDRL(piα, piβ) = vˆDRL1 (pi
α
1 , pi
α
2 )− vˆDRL1 (piβ1 , piβ2 ),
∆˜DRL(piα, piβ) = vDRL1 (pi
α
1 , pi
α
2 )− vDRL1 (piβ1 , piβ2 ).
As in the proof of Theorem 4, we have:
|vexpΠ (pie1, pie2)− vˆexpDRL(pie1, pie2)| ≤ 3 sup
piα,piβ∈Π
|∆((piα1 , piα2 ), (piβ1 , piβ2 ))− ∆ˆDRL((piα1 , piα2 ), (piβ1 , piβ2 ))|.
Here, we introduce the following lemma.
Lemma 2. Assume Assumptions 1 and (4a)-(4b). Then, for any δ > 0, there exists C > 0, Nδ > 0, such that with probability at
least 1− 2δ and for all n ≥ Nδ:
sup
piα,piβ∈Π
∣∣∣∆ˆDRL(piα, piβ)−∆(piα, piβ)∣∣∣ ≤ C (κ(Π) +√log(1/δ))√Υ∗DRL/n.
The proof of this lemma is shown in Section C.2. Based on Lemma 2, for δ > 0, there exists C > 0, Nδ > 0, such that with
probability at least 1− 2δ and for all n ≥ Nδ:
|vexpΠ (pie1, pie2)− vˆexpDRL(pie1, pie2)| ≤ C
((
κ(Π) +
√
log
1
δ
)√
Υ∗DRL
n
)
.
B.6 Proof of Theorem 6
Proof. We have:
vexp(pˆiDR1 , pˆi
DR
2 )− vexp(pi∗1 , pi∗2) = v1(BR(pˆiDR2 ), pˆiDR2 ) + v2(pˆiDR1 , BR(pˆiDR1 ))− v1(BR(pi∗2), pi∗2)− v2(pi∗1 , BR(pi∗1))
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= ∆((BR(pˆiDR2 ), pˆi
DR
2 ), (pˆi
DR
1 , BR(pˆi
DR
1 )))−∆((BR(pi∗2), pi∗2), (pi∗1 , BR(pi∗1)))
= ∆((BR(pˆiDR2 ), pˆi
DR
2 ), (pˆi
DR
1 , BR(pˆi
DR
1 )))− ∆ˆDR((BR(pˆiDR2 ), pˆiDR2 ), (pˆiDR1 , BR(pˆiDR1 )))
−∆((BR(pi∗2), pi∗2), (pi∗1 , BR(pi∗1))) + ∆ˆDR((BR(pi∗2), pi∗2), (pi∗1 , BR(pi∗1)))
+ vˆDR1 (BR(pˆi
DR
2 ), pˆi
DR
2 )− vˆDR1 (pˆiDR1 , BR(pˆiDR1 ))− vˆDR1 (BR(pi∗2), pi∗2) + vˆDR1 (pi∗1 , BR(pi∗1)),
where BR(pˆiDR1 ) = arg max
pi2∈Ω2
v2(pˆi
DR
1 , pi
e
2) and BR(pˆiDR2 ) = arg max
pi1∈Ω1
v1(pi1, pˆi
DR
2 ). Let define BˆR(pi1) = arg max
pi2∈Π2
vˆDR2 (pi1, pi2)
and BˆR(pi2) = arg max
pi1∈Π1
vˆDR1 (pi1, pi2). Then, we have:
vˆDR1 (BR(pˆi
DR
2 ), pˆi
DR
2 ) ≤ vˆDR1 (BˆR(pˆiDR2 ), pˆiDR2 ) ≤ vˆDR1 (BˆR(pi∗2), pi∗2)
vˆDR1 (pˆi
DR
1 , BR(pˆi
DR
1 )) ≥ vˆDR1 (pˆiDR1 , BˆR(pˆiDR1 )) ≥ vˆDR1 (pi∗1 , BˆR(pi∗1))
Therefore, we have:
vexp(pˆiDR1 , pˆi
DR
2 )− vexp(pi∗1 , pi∗2)
≤ ∆((BR(pˆiDR2 ), pˆiDR2 ), (pˆiDR1 , BR(pˆiDR1 )))− ∆ˆDR((BR(pˆiDR2 ), pˆiDR2 ), (pˆiDR1 , BR(pˆiDR1 )))
−∆((BR(pi∗2), pi∗2), (pi∗1 , BR(pi∗1))) + ∆ˆDR((BR(pi∗2), pi∗2), (pi∗1 , BR(pi∗1)))
+ vˆDR1 (BˆR(pi
∗
2), pi
∗
2)− vˆDR1 (BR(pi∗2), pi∗2)− vˆDR1 (pi∗1 , BˆR(pi∗1)) + vˆDR1 (pi∗1 , BR(pi∗1)),
≤ ∆((BR(pˆiDR2 ), pˆiDR2 ), (pˆiDR1 , BR(pˆiDR1 )))− ∆ˆDR((BR(pˆiDR2 ), pˆiDR2 ), (pˆiDR1 , BR(pˆiDR1 )))
−∆((BR(pi∗2), pi∗2), (pi∗1 , BR(pi∗1))) + ∆ˆDR((BR(pi∗2), pi∗2), (pi∗1 , BR(pi∗1)))
+ vˆDR1 (BˆR(pi
∗
2), pi
∗
2)− vˆDR1 (BR(pi∗2), pi∗2)− v1(BˆR(pi∗2), pi∗2) + v1(BR(pi∗2), pi∗2)
− vˆDR1 (pi∗1 , BˆR(pi∗1)) + vˆDR1 (pi∗1 , BR(pi∗1)) + v1(pi∗1 , BˆR(pi∗1))− v1(pi∗1 , BR(pi∗1))
= ∆((BR(pˆiDR2 ), pˆi
DR
2 ), (pˆi
DR
1 , BR(pˆi
DR
1 )))− ∆ˆDR((BR(pˆiDR2 ), pˆiDR2 ), (pˆiDR1 , BR(pˆiDR1 )))
−∆((BR(pi∗2), pi∗2), (pi∗1 , BR(pi∗1))) + ∆ˆDR((BR(pi∗2), pi∗2), (pi∗1 , BR(pi∗1)))
+ ∆ˆDR((BˆR(pi∗2), pi
∗
2), (BR(pi
∗
2), pi
∗
2))−∆((BˆR(pi∗2), pi∗2), (BR(pi∗2), pi∗2))
− ∆ˆDR((pi∗1 , BˆR(pi∗1)), (pi∗1 , BR(pi∗1))) + ∆((pi∗1 , BˆR(pi∗1)), (pi∗1 , BR(pi∗1)))
≤ 4 sup
piα∈Π,piβ∈Π
|∆((piα1 , piα2 ), (piβ1 , piβ2 ))− ∆ˆDR((piα1 , piα2 ), (piβ1 , piβ2 ))|,
Therefore, based on Lemma 1, for δ > 0, there exists C > 0, Nδ > 0, such that with probability at least 1− 2δ and for all n ≥ Nδ:
vexp(pˆiDR1 , pˆi
DR
2 )− vexp(pi∗1 , pi∗2) ≤ C
((
κ(Π) +
√
log
1
δ
)√
Υ∗DR
n
)
.
B.7 Proof of Theorem 7
Proof. As in the proof of Theorem 6, we have:
vexp(pˆiDRL1 , pˆi
DRL
2 )− vexp(pi∗1 , pi∗2) ≤ 4 sup
piα∈Π,piβ∈Π
|∆((piα1 , piα2 ), (piβ1 , piβ2 ))− ∆ˆDRL((piα1 , piα2 ), (piβ1 , piβ2 ))|,
Therefore, based on Lemma 2, for δ > 0, there exists C > 0, Nδ > 0, such that with probability at least 1− 2δ and for all n ≥ Nδ:
vexp(pˆiDRL1 , pˆi
DRL
2 )− vexp(pi∗1 , pi∗2) ≤ C
((
κ(Π) +
√
log
1
δ
)√
Υ∗DRL
n
)
.
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C Additional Proofs
C.1 Proofs of Lemma 1
Proof. We can rewrite vDR1 (pie1, pie2) as
vDR1 (pi
e
1, pi
e
2) =
1
n
n∑
i=1
(∏t
t′=1 pi
e(ai,t′ |si,t′)∏t
t′=1 pi
b(ai,t′ |si,t′)
Ri,t
−
∏t
t′=1 pi
e(ai,t′ |si,t′)∏t
t′=1 pi
b(ai,t′ |si,t′)
∑
st+1∈S
PT (st+1|si,t, ai,t)
T∑
t′=t+1
γt
′−t ∑
τt+1:t′
 t′∏
l=t+1
pie(al|sl)
Rt′ t′−1∏
l=t+1
PT (sl+1|sl, al)

+
∏t−1
t′=1 pi
e(at′ |st′)∏t−1
t′=1 pi
b(at′ |st′)
∑
a∈A
pie(a|st)
∑
st+1∈S
PT (st+1|si,t, a)
T∑
t′=t+1
γt
′−t ∑
τt+1:t′
 t′∏
l=t+1
pie(al|sl)
Rt′ t′−1∏
l=t+1
PT (sl+1|sl, al)
,
(3)
where τt:t′ = (st, a1t , a2t , · · · , st′ , a1t′ , a2t′). Therefore, we can write
vDR1 (pi
e
1, pi
e
2) =
1
n
n∑
i=1
∑
s1:T
〈pie(s1:T ),Γi,s1:T 〉
where s1:T = (s1, · · · , sT ) and Γi,s1:T is a random variable that is independent of pie. By using this form, we can write
vDR1 (pi
α
1 , pi
α
2 )− vDR1 (piβ1 , piβ2 ) as
vDR1 (pi
α
1 , pi
α
2 )− vDR1 (piβ1 , piβ2 ) =
1
n
n∑
i=1
∑
s1:T
〈piα(s1:T )− piβ(s1:T ),Γi,s1:T 〉,
because Γi,s1:T is independent of pi
α and piβ .
Hereafter, we prove the statement following [36]. We extend the proofs of [36] to TZMG cases.
Step 1: First, we bound the Rademacher complexity. We introduce the following definitions of the Rademacher complexity.
Definition 1. Let ΠD = {∑s1:T 〈piα(·)−piβ(·), ·〉} and Zi’s be iid Rademacher random variables: P (Zi = 1) = P (Zi = −1) =
1
2
.
1. The empirical Rademacher complexityRn(ΠD) of the functon class ΠD is defined as:
Rn(ΠD; {{si,t}, {Γi,s1:T }}ni=1)
= E
 sup
piα,piβ∈Π
1
n
|
n∑
i=1
Zi
∑
s1:T
〈piα(s1:T )− piβ(s1:T ),Γi,s1:T 〉|
∣∣∣∣∣∣{{si,t}, {Γi,s1:T }}ni=1
 ,
where the expectation is take with respect to Z1, · · · , Zn.
2. The Rademacher complexity Rn(ΠD) of the function class ΠD is the expected value (taken with respect to the sample
{{si,t}, {Γi,s1:T }}ni=1) of the empirical Rademacher complexity: Rn(ΠD) = E[Rn(ΠD; {{si,t}, {Γi,s1:T }}ni=1)].
Using these definitions, we can derive the following Lemma.
Lemma 3. Let {{Γi,t}}ni=1 be iid set of weights with bounded support. Then under Assumption 1:
Rn(ΠD) = O
κ(Π)
√√√√√ suppiα,piβ∈ΠE
[(∑
s1:T
〈piα(s1:T )− piβ(s1:T ),Γi,s1:T 〉
)2]
n
+ o( 1√n ). (4)
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Step 2: Next, we characterize the uniform concentration of the difference of influence functions.
Lemma 4. Under Assumptions 1 and (4a)-(4b), the influence difference function concentrates uniformly around its mean: for any
δ > 0, with probability at least 1− 2δ,
sup
piα,piβ∈Π
∣∣∣∆˜DR(piα, piβ)−∆(piα, piβ)∣∣∣ ≤ O((κ(Π) +√log 1
δ
)√
Υ∗DR
n
)
+ o(
1√
n
),
Step 3: Next, we prove that with high probability, ∆˜DR(·, ·) concentrates around ∆ˆDR(·, ·) uniformly at a rate strictly faster than
O( 1√
n
).
Lemma 5. Under Assumptions 1 and 2, (4a)-(4d):
sup
piα,piβ∈Π
∣∣∣∆ˆDR(piα, piβ)− ∆˜DR(piα, piβ)∣∣∣ = op( 1√
n
).
Step 4: Finally, we have:
sup
piα,piβ∈Π
∣∣∣∆ˆDR(piα, piβ)−∆(piα, piβ)∣∣∣
≤ sup
piα,piβ∈Π
∣∣∣∆ˆDR(piα, piβ)− ∆˜DR(piα, piβ)−∆(piα, piβ) + ∆˜DR(piα, piβ)∣∣∣
≤ sup
piα,piβ∈Π
∣∣∣∆ˆDR(piα, piβ)− ∆˜DR(piα, piβ)∣∣∣+ sup
piα,piβ∈Π
∣∣∣∆˜DR(piα, piβ)−∆(piα, piβ)∣∣∣ .
Therefore, based on Lemmas 4 and 1, for δ > 0, there exists C > 0, Nδ > 0, such that with probability at least 1− 2δ and for all
n ≥ Nδ:
sup
piα,piβ∈Π
∣∣∣∆˜DR(piα, piβ)−∆(piα, piβ)∣∣∣ ≤ C((κ(Π) +√log 1
δ
)√
Υ∗DR
n
)
. (5)
C.1.1 Proof of Lemma 3
Proof. First, we introduce the following definitions:
Definition 2. Given the state space S, a policy profile class Π, a set of n state trajectories {{s1,t}, · · · , {sn,t}}, define:
1. Hamming distance between any two policy profiles piα and piβ in Π: Hn(piα, piβ) = 1n
∑n
i=1 1({
∨T
t=1 pi
α
1 (si,t) 6=
piβ1 (si,t)} ∨ {
∨T
t=1 pi
α
2 (si,t) 6= piβ2 (si,t)}).
2. -Hamming covering number of the set {{s1,t}, · · · , {sn,t}}}: NH(,Π, {{s1,t}, · · · , {sn,t}}}) is the smallest number
K of policy profiles {pi1, · · · , piK} in Π, such that ∀pi ∈ Π,∃pii, Hn(pi, pii) ≤ .
3. -Hamming covering number of Π: NH(,Π) = sup{NH(,Π, {{s1,t}, · · · , {sm,t}}}) |m ≥ 1, {s1,t}, · · · , {sm,t}}.
4. Entropy integral: κ(Π) =
∫∞
0
√
logNH(2,Π)d.
Definition 3. Given a set of n state trajectories {{s1,t}, · · · , {sn,t}}}, and a set of n weights Γ = {{Γ1,t}Tt=1, · · · , {Γn,t}Tt=1},
we define the following distances IΓ(pi1, pi2) between two policy profiles pi1 and pi2 in Π and the corresponding covering number
NIΓ(,Π, {{s1,t}, · · · , {sn,t}}}) as follows:
1. IΓ(pi1, pi2) =
√ ∑n
i=1 |
∑
s1:T
〈pi1(s1:T )−pi2(s1:T ),Γi,s1:T 〉|2
sup
piα,piβ∈Π
∑n
i=1 |
∑
s1:T
〈piα(s1:T )−piβ(s1:T ),Γi,s1:T 〉|2
, where we set 0 , 0
0
.
2. NIΓ(,Π, {{s1,t}, · · · , {sn,t}}}): the minimum number of policy profiles needed to -cover Π under IΓ.
Based on these definitions, we introduce the following lemma.
Lemma 6. For any n, any Γ = {{Γ1,t}Tt , · · · , {Γn,t}Tt } and any {{s1,t}, · · · , {sn,t}}}:
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1. Triangle inequality holds for sum of inner productdistance: IΓ(pi1, pi2) ≤ IΓ(pi1, pi3) + IΓ(pi3, pi2).
2. NIΓ(,Π, {{s1,t}, · · · , {sn,t}}}) ≤ NH(2,Π).
Here, we break the proof into four main components.
Step 1: Policy profile approximations. Set j = 12j and let S0, S1, S2, · · · , SJ be a sequence of policy profile classes such
that Sj j-cover Π under the sum of inner product distance:
∀pi ∈ Π,∃pi′ ∈ Sj , IΓ(pi, pi′) ≤ j ,
where J = dlog2(n)(1 − ω)e. Note that by definition of the covering number under the sum of inner productdistance, we can
choose the j-th policy profile class Sj such that |Sj | = NIΓ(2−j ,Π, {{s1,t}, · · · , {sn,t}}}). Additionally, we define refining
approximation operators Aj : Π→ Π (j = 0, · · · , J) as follows:
Aj(pi) =

arg min
pi′∈SJ
IΓ(pi, pi
′) (j = J)
arg min
pi′∈Sj
IΓ(Aj+1(pi), pi
′) (j 6= J) .
By these definitions, we can obtain the following properties:
1. maxpi∈Π IΓ(pi,AJ(pi)) ≤ 2−J :
Pick any pi ∈ Π. By the definition of SJ , ∃pi′ ∈ SJ , IΓ(pi, pi′) ≤ J . By the definition of AJ , we have IΓ(pi,AJ(pi)) ≤
IΓ(pi, pi
′) ≤ J = 2−J . Taking maximum over all pi ∈ Π verifies this property.
2. |{Aj(pi)|pi ∈ Π}| ≤ NIΓ(2−j ,Π, {{s1,t}, · · · , {sn,t}}}), for every j = 0, · · · , J :
Since Aj(pi) = arg min
pi′∈Sj
IΓ(Aj+1(pi), pi
′), Aj(pi) ∈ Sj for every pi ∈ Π. Consequently, |{Aj(pi)|pi ∈ Π}| ≤ |Sj | =
NIΓ(2
−j ,Π, {{s1,t}, · · · , {sn,t}}}).
3. maxpi∈Π IΓ(Aj(pi), Aj+1(pi)) ≤ 2−(j−1), for very j = 0, · · · , J − 1:
From Lemma 6, since IΓ satisfies the triangle inequality, we have:
max
pi∈Π
IΓ(Aj(pi), Aj+1(pi)) ≤ max
pi∈Π
(IΓ(Aj(pi), pi) + IΓ(Aj+1(pi), pi))
≤ max
pi∈Π
IΓ(Aj(pi), pi) + max
pi∈Π
IΓ(Aj+1(pi), pi)
≤ 2−j + 2−(j+1) ≤ 2−(j−1).
4. For any J ≥ j′ ≥ j ≥ 0, |{(Aj(pi), Aj′(pi))|pi ∈ Π}| ≤ NIΓ(2−j
′
,Π, {{s1,t}, · · · , {sn,t}}}):
If Aj′(pi) = Aj′(p˜i), then by the definition of Aj , we have:
Aj′−1(pi) = arg min
pi′∈Sj′
IΓ(Aj′(pi), pi
′) = arg min
pi′∈Sj′
IΓ(Aj′(p˜i), pi
′) = Aj′−1(p˜i).
Consequently, by backward induction, it then follows that Aj(pi) = Aj(p˜i). Therefore,
|{(Aj(pi), Aj′(pi))|pi ∈ Π}| = |{Aj′(pi)|pi ∈ Π}| ≤ NIΓ(2−j
′
,Π, {{s1,t}, · · · , {sn,t}}})
Step 2: Chaining with concentration inequalities in the negligible regime. For each policy profile pi ∈ Π, we can write
it in term of the approximation policy profiles as: pi = A0(pi) +
∑J
j=1(Aj(pi)−Aj−1(pi)) + (AJ(pi)−AJ(pi)) + (pi −AJ(pi)),
where J = b 1
2
(1− ω) log2(n)c. Therefore, we have:
piα − piβ =
(
A0(pi
α) +
J∑
j=1
(Aj(pi
α)−Aj−1(piα)) + (AJ(piα)−AJ(piα)) + (piα −AJ(piα))
)
−
(
A0(pi
β) +
J∑
j=1
(Aj(pi
β)−Aj−1(piβ)) + (AJ(piβ)−AJ(piβ)) + (piβ −AJ(piβ))
)
=
(
(piα −AJ(piα))− (piβ −AJ(piβ))
)
+
(
(AJ(pi
α)−AJ(piα)) + (AJ(piβ)−AJ(piβ))
)
+
(
J∑
j=1
(Aj(pi
α)−Aj−1(piα))−
J∑
j=1
(Aj(pi
β)−Aj−1(piβ))
)
,
(6)
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where the second equality follows from that {A0(pi)} is a singleton set. Hereafter, for simplicity, we define
M(piα, piβ , {si,t}, {Γi,s1:T }) =
∑
s1:T
〈piα(s1:T )− piβ(s1:T ),Γi,s1:T 〉 In this step, we establish two claims, for any pi ∈ Π:
1. limn→∞
√
nE
[
suppi∈Π
∣∣∣ 1n∑ni=1 Zi∑s1:T 〈pi(s1:T )−AJ(pi)(s1:T ),Γi,s1:T 〉∣∣∣] = 0:
By Cauchy-Schwartz inequality and IΓ(pi,AJ(pi)) ≤ 2−J , ∀pi ∈ Π, we have:
sup
pi∈Π
∣∣∣∣∣ 1n
n∑
i=1
ZiM(pi,AJ(pi), {si,t}, {Γi,s1:T })
∣∣∣∣∣
≤ sup
pi∈Π
√√√√ 1
n
(
n∑
i=1
|M(pi,AJ(pi), {si,t}, {Γi,s1:T })|2
)
= sup
pi∈Π
√ ∑n
i=1 |M(pi,AJ(pi), {si,t}, {Γi,s1:T })|2
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
√
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
n
= sup
pi∈Π
IΓ(pi,AJ(pi))
√
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
n
≤ sup
pi∈Π
IΓ(pi,AJ(pi))
√√√√ suppiα,piβ∑ni=1 (∑s1:T |〈piα(s1:T )− piβ(s1:T ),Γi,s1:T 〉|)2
n
≤ sup
pi∈Π
IΓ(pi,AJ(pi))
√√√√ suppiα,piβ∑ni=1 (∑s1:T ‖piα(s1:T )− piβ(s1:T )‖2 ‖Γi,s1:T ‖2)2
n
≤
√
2 sup
pi∈Π
IΓ(pi,AJ(pi))
√√√√∑ni=1 (∑s1:T ‖Γi,s1:T ‖2)2
n
≤
√
2
(
|S|2T max
i,s1:T
‖Γi,s1:T ‖∞
)
sup
pi∈Π
IΓ(pi,AJ(pi)) ≤
√
2
(
|S|2T max
i,s1:T
‖Γi,s1:T ‖∞
)
2−J
=
√
2
(
|S|2T max
i,s1:T
‖Γi,s1:T ‖∞
)
2−dlog2(n)(1−ω)e ≤
√
2
n1−ω
(
|S|2T max
i,s1:T
‖Γi,s1:T ‖∞
)
.
Consequently, we have:
√
n sup
pi∈Π
∣∣∣∣∣ 1n
n∑
i=1
ZiM(pi,AJ(pi), {si,t}, {Γi,s1:T })
∣∣∣∣∣ ≤
√
2
n0.5−ω
(
|S|2T max
i,s1:T
‖Γi,s1:T ‖∞
)
.
Since Γi,s1:T is bounded, consequently,
√
nE
[
suppi∈Π
∣∣ 1
n
∑n
i=1 ZiM(pi,AJ(pi), {si,t}, {Γi,s1:T })
∣∣] = O( 1
n0.5−ω ),
which then immediately implies limn→∞
√
nE
[
suppi∈Π
∣∣ 1
n
∑n
i=1 ZiM(pi,AJ(pi), {si,t}, {Γi,s1:T })
∣∣] = 0.
2. limn→∞
√
nE
[
suppi∈Π
∣∣ 1
n
∑n
i=1 ZiM(AJ(pi), AJ(pi), {si,t}, {Γi,s1:T })
∣∣] = 0:
Conditioned on {{si,t}, {Γi,s1:T }}ni=1, the random variables ZiM(AJ(pi), AJ(pi), {si,t}, {Γi,s1:T }) are independent
and zero-mean (since Zi’s are Rademacher random variables). Further, each ZiM(AJ(pi), AJ(pi), {si,t}, {Γi,s1:T }) is
bounded between ai = − |M(AJ(pi), AJ(pi), {si,t}, {Γi,s1:T })| and bi = |M(AJ(pi), AJ(pi), {si,t}, {Γi,s1:T })|.
By the definition, we have: IΓ(AJ(pi), AJ(pi)) =
√ ∑n
i=1 |M(AJ (pi),AJ (pi),{si,t},{Γi,s1:T })|2
sup
piα,piβ∈Π
∑n
i=1 |M(piα,piβ ,{si,t},{Γi,s1:T })|2
. Therefore, we have:
IΓ(AJ(pi), AJ(pi))
2 sup
piα,piβ∈Π
n∑
i=1
|M(piα, piβ , {si,t}, {Γi,s1:T })|2 =
n∑
i=1
|M(AJ(pi), AJ(pi), {si,t}, {Γi,s1:T })|2.
By Hoeffding’s inequality:
P
[∣∣∣∣∣
n∑
i=1
ZiM(AJ(pi), AJ(pi), {si,t}, {Γi,s1:T })
∣∣∣∣∣ ≥ t
]
≤ 2 exp
(
− 2t
2∑n
i=1(bi − ai)2
)
= 2 exp
(
− t
2
2
∑n
i=1 |M(AJ(pi), AJ(pi), {si,t}, {Γi,s1:T })|2
)
.
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Let t = a23−J
√
n
(|S|2T maxi,s1:T ‖Γi,s1:T ‖∞)2, we have:
P
∣∣∣∣∣ 1√n
n∑
i=1
ZiM(AJ(pi), AJ(pi), {si,t}, {Γi,s1:T })
∣∣∣∣∣ ≥ a23−J
√(
|S|2T max
i,s1:T
‖Γi,s1:T ‖∞
)2
= P
[∣∣∣∣∣
n∑
i=1
ZiM(AJ(pi), AJ(pi), {si,t}, {Γi,s1:T })
∣∣∣∣∣ ≥ t
]
≤ 2 exp
(
− t
2
2
∑n
i=1 |M(AJ(pi), AJ(pi), {si,t}, {Γi,s1:T })|2
)
= 2 exp
− t2
2
∑n
i=1|M(AJ (pi),AJ (pi),{si,t},{Γi,s1:T })|2
sup
piα,piβ
∑n
i=1 |M(piα,piβ ,{si,t},{Γi,s1:T })|2
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2

≤ 2 exp
− t2
2
∑n
i=1|M(AJ (pi),AJ (pi),{si,t},{Γi,s1:T })|2
sup
piα,piβ
∑n
i=1 |M(piα,piβ ,{si,t},{Γi,s1:T })|2
2
(|S|2T maxi,s1:T ‖Γi,s1:T ‖∞)2 n

= 2 exp
− a243−J
4
∑n
i=1|M(AJ (pi),AJ (pi),{si,t},{Γi,s1:T })|2
sup
piα,piβ
∑n
i=1 |M(piα,piβ ,{si,t},{Γi,s1:T })|2
 = 2 exp(− a243−J4IΓ(AJ(pi), AJ(pi))2
)
≤ 2 exp
− a243−J
4
(∑J−1
j=J IΓ(Aj(pi), Aj+1(pi))
)2
 ≤ 2 exp
− a243−J
4
(∑J−1
j=J 2
−(j−1)
)2

= 2 exp
− a243−J
4
(
2−(J−1)(1−2−J+J )
1−2−1
)2
 = 2 exp(− a243−J
4 (2−J+2(1− 2−J+J))2
)
≤ 2 exp
(
− a
243−J
4 (2−J+2)2
)
= 2 exp
(
−a
243−J
43−J
)
= 2 exp(−a2).
Since this equation holds for any pi ∈ Π, by a union bound, we have:
P
sup
pi∈Π
∣∣∣∣∣ 1√n
n∑
i=1
ZiM(AJ(pi), AJ(pi), {si,t}, {Γi,s1:T })
∣∣∣∣∣ ≥ a23−J
√(
|S|2T max
i,s1:T
‖Γi,s1:T ‖∞
)2
≤ 2 |{(AJ(pi), AJ(pi))|pi ∈ Π}| exp
(−a2) ≤ 2NIΓ(2−J ,Π, {{s1,t}, · · · , {sn,t}}}) exp(−a2)
≤ 2NH(2−2J ,Π) exp(−a2) ≤ 2C exp(D22Jω) exp(−a2) ≤ 2C exp(D22ω(1−ω) log2(n) − a2),
where the second inequality follows from Property 4 in Step 1, the third inequality follows from Lemma 6, the fourth
inequality follows from Assumption (4a) and the last inequality follows from J = d(1−ω) log2(n)e ≤ (1−ω) log2(n)+1
(and the term 22ω is absorbed into the constant D). Next, set a = 2
J√
logn
(
|S|2T maxi,s1:T ‖Γi,s1:T ‖∞
)2 , we have:
P
[
sup
pi∈Π
∣∣∣∣∣ 1√n
n∑
i=1
ZiM(AJ(pi), AJ(pi), {si,t}, {Γi,s1:T })
∣∣∣∣∣ ≥ 8√logn
]
≤ 2C exp(D22ω(1−ω) log2(n) − a2)
= 2C exp
(
D22ω(1−ω) log2(n) − 2
(1−ω) log2(n)
logn
(|S|2T maxi,s1:T ‖Γi,s1:T ‖∞)2
)
= 2C exp
(
D22ω(1−ω) log2(n) − 2
(1−2ω+2ω)(1−ω) log2(n)
U2 logn
)
= 2C exp
(
22ω(1−ω) log2(n)
(
D − 2
(1−2ω)(1−ω) log2(n)
U2 logn
))
= 2C exp
(
−n2ω(1−ω)
(
n(1−2ω)(1−ω)
U2 logn
−D
))
,
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where U =
(|S|2T maxi,s1:T ‖Γi,s1:T ‖∞). Since ω < 12 by Assumption (4a), limn→∞ n(1−2ω)(1−ω)U2 logn =
∞. This mean for all large n, with probability at least 1 − 2C exp(−n2ω(1−ω)),
suppi∈Π
∣∣∣ 1√n∑ni=1 ZiM(AJ(pi), AJ(pi), {si,t}, {Γi,s1:T })∣∣∣ ≤ 8√logn , therefore immediately implying:
limn→∞
√
nE
[
suppi∈Π
∣∣ 1
n
∑n
i=1 ZiM(AJ(pi), AJ(pi), {si,t}, {Γi,s1:T })
∣∣] = 0.
Step 3: Chaining with concentration inequalities in the effective regime. By expanding the Rademacher complexity
using the approximation policy profiles, we can show:
Rn(ΠD) = E
[
sup
piα,piβ∈Π
1
n
∣∣∣∣∣
n∑
i=1
ZiM(piα, piβ , {si,t}, {Γi,s1:T })
∣∣∣∣∣
]
,
≤2E
[
sup
pi∈Π
1
n
∣∣∣∣∣
n∑
i=1
ZiM(pi,AJ(pi), {si,t}, {Γi,s1:T })
∣∣∣∣∣
]
+ 2E
[
sup
pi∈Π
1
n
∣∣∣∣∣
n∑
i=1
ZiM(AJ(pi), AJ(pi), {si,t}, {Γi,s1:T })
∣∣∣∣∣
]
+ 2E
sup
pi∈Π
1
n
∣∣∣∣∣∣
n∑
i=1
Zi
∑
s1:T
〈
J∑
j=1
(Aj(pi)(s1:T )−Aj−1(pi)(s1:T )) ,Γi,s1:T
〉∣∣∣∣∣∣

=2E
sup
pi∈Π
1
n
∣∣∣∣∣∣
n∑
i=1
Zi
∑
s1:T
〈
J∑
j=1
(Aj(pi)(s1:T )−Aj−1(pi)(s1:T )) ,Γi,s1:T
〉∣∣∣∣∣∣
+ o( 1√
n
).
(7)
Consequently, it now remains to bound E
[
suppi∈Π
1
n
∣∣∣∑ni=1 Zi∑s1:T 〈∑Jj=1 (Aj(pi)(s1:T )−Aj−1(pi)(s1:T )) ,Γi,s1:T 〉∣∣∣]. For
each j ∈ {1, · · · , J}, setting tj = aj22−j
√
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2 and applying Hoeffding’s inequality:
P
∣∣∣∣∣ 1√n
n∑
i=1
ZiM(Aj(pi), Aj−1(pi), {si,t}, {Γi,s1:T })
∣∣∣∣∣ ≥ aj22−j
√
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
n

= P
[∣∣∣∣∣
n∑
i=1
ZiM(Aj(pi), Aj−1(pi), {si,t}, {Γi,s1:T })
∣∣∣∣∣ ≥ tj
]
≤ 2 exp
(
− t
2
j
2
∑n
i=1 |M(Aj(pi), Aj−1(pi), {si,t}, {Γi,s1:T })|2
)
= 2 exp
− a2j42−j
2
∑n
i=1|M(Aj(pi),Aj−1(pi),{si,t},{Γi,s1:T })|2
sup
piα,piβ
∑n
i=1 |M(piα,piβ ,{si,t},{Γi,s1:T })|2
 = 2 exp(− a2j42−j2IΓ(Aj(pi), Aj−1(pi))2
)
≤ 2 exp
(
− a
2
j4
2−j
2 · 4−(j−2)
)
= 2 exp
(
−a
2
j
2
)
,
where the last inequality follows from Property 3 in Step 1. For the rest of this step, we denote for notational convenience M(Π) ,
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2, as this term will be repeatedly used. Setting a2j = 2 log
(
2j2
δ
NH(4
−j ,Π)
)
, we
then apply a union bound to obtain:
P
[
sup
pi∈Π
∣∣∣∣∣ 1√n
n∑
i=1
ZiM(Aj(pi), Aj−1(pi), {si,t}, {Γi,s1:T })
∣∣∣∣∣ ≥ aj22−j
√
M(Π)
n
]
≤ 2 |{(Aj(pi), Aj−1(pi))|pi ∈ Π}| exp
(
−a
2
j
2
)
≤ 2NIΓ(2−j ,Π, {{s1,t}, · · · , {sn,t}}}) exp
(
−a
2
j
2
)
≤ 2NH(4−j ,Π) exp
(
−a
2
j
2
)
= 2NH(4
−j ,Π) exp
(
− log
(
2j2
δ
NH(4
−j ,Π)
))
=
δ
j2
.
Consequently, by a further union bound:
P
sup
pi∈Π
∣∣∣∣∣∣ 1√n
n∑
i=1
Zi
∑
s1:T
〈
J∑
j=1
(Aj(pi)(s1:T )−Aj−1(pi)(s1:T )) ,Γi,s1:T
〉∣∣∣∣∣∣ ≥
J∑
j=1
aj2
2−j
√
M(Π)
n

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≤ P
[
J∑
j=1
sup
pi∈Π
∣∣∣∣∣ 1√n
n∑
i=1
ZiM(Aj(pi), Aj−1(pi), {si,t}, {Γi,s1:T })
∣∣∣∣∣ ≥
J∑
j=1
aj2
2−j
√
M(Π)
n
]
≤
J∑
j=1
P
[
sup
pi∈Π
∣∣∣∣∣ 1√n
n∑
i=1
ZiM(Aj(pi), Aj−1(pi), {si,t}, {Γi,s1:T })
∣∣∣∣∣ ≥ aj22−j
√
M(Π)
n
]
≤
J∑
j=1
δ
j2
<
∞∑
j=1
δ
j2
< 1.7δ.
Take δk = 12k and apply the above bound to each δk yields that with probability at least 1− 1.72k ,
sup
pi∈Π
∣∣∣∣∣∣ 1√n
n∑
i=1
Zi
∑
s1:T
〈
J∑
j=1
(Aj(pi)(s1:T )−Aj−1(pi)(s1:T )) ,Γi,s1:T
〉∣∣∣∣∣∣ ≤
J∑
j=1
aj2
2−j
√
M(Π)
n
= 4
√
2
J∑
j=1
√
log (2k+1j2NH(4−j ,Π))2
−j
√
M(Π)
n
= 4
√
2
√
M(Π)
n
J∑
j=1
2−j
√
log (2k+1j2NH(4−j ,Π))
≤ 4
√
2
√
M(Π)
n
J∑
j=1
2−j
(√
k + 1 +
√
2 log j +
√
logNH(4−j ,Π)
)
≤ 4
√
2
√
M(Π)
n
(√
k + 1
∞∑
j=1
2−j
(
1 +
√
2 log j
)
+
J∑
j=1
2−j
√
logNH(4−j ,Π)
)
≤ 4
√
2
√
M(Π)
n
(√
k + 1
∞∑
j=1
2j
2j
+
1
2
J∑
j=1
2−j
√
logNH(4−j ,Π)
)
= 4
√
2
√
M(Π)
n
(√
k + 1
2 · 2−1
(1− 2−1)2 +
1
2
J∑
j=1
2−j
(√
logNH(4−j ,Π) +
√
logNH(1,Π)
))
= 4
√
2
√
M(Π)
n
(
4
√
k + 1 +
J∑
j=0
2−j−1
√
logNH(4−j ,Π)
)
< 4
√
2
√
M(Π)
n
(
4
√
k + 1 +
∫ 1
0
√
logNH(2,Π)d
)
= 4
√
2
√
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
n
(
4
√
k + 1 + κ(Π)
)
,
where the last inequality follows from setting  = 2−j and upper bounding the sum using the integral. Consequently, for each
k = 0, 1, · · · , we have:
P
sup
pi∈Π
∣∣∣∣∣∣ 1√n
n∑
i=1
Zi
∑
s1:T
〈
J∑
j=1
(Aj(pi)(s1:T )−Aj−1(pi)(s1:T )) ,Γi,s1:T
〉∣∣∣∣∣∣
≥ 4
√
2
√
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
n
(
4
√
k + 1 + κ(Π)
) ≤ 1.7
2k
We next turn the probability bound given in this equation into a bound on its (conditional) expectation. Specifically, define the
(non-negative) random variable R = suppi∈Π
∣∣∣ 1√n∑ni=1 Zi∑s1:T 〈∑Jj=1 (Aj(pi)(s1:T )−Aj−1(pi)(s1:T )) ,Γi,s1:T 〉∣∣∣ and let
FR(·) be its cumulative distribution function (conditioned on {{si,t}, {Γi,s1:T }}ni=1). Per its definition, we have:
1− FR
4√2
√
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
n
(
4
√
k + 1 + κ(Π)
) ≤ 1.7
2k
.
Consequently, we have:
E [R | {{si,t}, {Γi,s1:T }}ni=1] =
∫ ∞
0
(1− FR(r))dr
≤
∞∑
k=0
1.7
2k
4
√
2
√
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
n
(
4
√
k + 1 + κ(Π)
)
= 6.8
√
2
√
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
n
( ∞∑
k=0
1
2k
4
√
k + 1 +
∞∑
k=0
1
2k
κ(Π)
)
22
≤ 6.8
√
2
√
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
n
( ∞∑
k=0
4(k + 1)
2k
+ 2κ(Π)
)
= 6.8
√
2
√
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
n
(16 + 2κ(Π)) .
Taking expectation with respect to {{si,t}, {Γi,s1:T }}ni=1, we obtain:
E
sup
pi∈Π
∣∣∣∣∣∣ 1√n
n∑
i=1
Zi
∑
s1:T
〈
J∑
j=1
(Aj(pi)(s1:T )−Aj−1(pi)(s1:T )) ,Γi,s1:T
〉∣∣∣∣∣∣

≤ 6.8
√
2 (16 + 2κ(Π))E
√ suppiα,piβ∑ni=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
n

≤ 13.6
√
2 (8 + κ(Π))
√
E
[
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
n
]
(8)
Step 4: Refining the lower range bound using Talagrand’s inequality. In this step, we obtain a bound on
E
[
sup
piα,piβ
∑n
i=1 |M(piα,piβ ,{si,t},{Γi,s1:T })|
2
n
]
in terms of suppiα,piβ E
[(M(piα, piβ , {si,t}, {Γi,s1:T }))2]. To this end, we use
the following version of Talagrand’s concentration inequality in [8, 36]:
Lemma 7. Let X1, · · · , Xn be independent X -valued random variables and F be a class of functions where supx∈X |f(x)| ≤ U
for some U > 0, and let Zi be iid Rademacher random variables: P (Zi = 1) = P (Zi = −1) = 12 . We have:
E
[
sup
f∈F
n∑
i=1
f2(Xi)
]
≤ n sup
f∈F
E[f2(Xi)] + 8UE
[
sup
f∈F
∣∣∣∣∣
n∑
i=1
Zif(Xi)
∣∣∣∣∣
]
We apply Lemma 7 to the current context: we identify Xi in Lemma 7 with ({si,t}, {Γi,s1:T }) here and f({si,t}, {Γi,s1:T }) =
M(piα, piβ , {si,t}, {Γi,s1:T }). Since Γi,s1:T is bounded, |f({si,t}, {Γi,s1:T })| ≤
∑
s1:T
‖piα(s1:T ) − piβ(s1:T )‖2‖Γi,s1:T ‖2 ≤√
2
∑
s1:T
‖Γi,s1:T ‖2 ≤ U , ∀piα, piβ ∈ Π for some constant U . Consequently, we have:
E
[
sup
piα,piβ
n∑
i=1
(
M(piα, piβ , {si,t}, {Γi,s1:T })
)2]
≤ n sup
piα,piβ
E
[(
M(piα, piβ , {si,t}, {Γi,s1:T })
)2]
+ 8UE
[
sup
piα,piβ
n∑
i=1
∣∣∣Zi (M(piα, piβ , {si,t}, {Γi,s1:T }))∣∣∣
]
.
Dividing both sides by n then yields:
E
[
suppiα,piβ
∑n
i=1
(M(piα, piβ , {si,t}, {Γi,s1:T }))2
n
]
≤ sup
piα,piβ
E
[(
M(piα, piβ , {si,t}, {Γi,s1:T })
)2]
+ 8UE
[
sup
piα,piβ
1
n
n∑
i=1
∣∣∣Zi (M(piα, piβ , {si,t}, {Γi,s1:T }))∣∣∣
]
= sup
piα,piβ
E
[(
M(piα, piβ , {si,t}, {Γi,s1:T })
)2]
+ 8URn(ΠD).
(9)
Therefore, by combining Equation (8) with Equation (9), we have:
E
sup
pi∈Π
∣∣∣∣∣∣ 1√n
n∑
i=1
Zi
∑
s1:T
〈
J∑
j=1
(Aj(pi)(s1:T )−Aj−1(pi)(s1:T )) ,Γi,s1:T
〉∣∣∣∣∣∣

≤ 13.6
√
2 (8 + κ(Π))
√
sup
piα,piβ
E
[
(M(piα, piβ , {si,t}, {Γi,s1:T }))2
]
+ 8URn(ΠD).
Finally, combining Equation (7), we have:
√
nRn(ΠD) = E
[
sup
piα,piβ∈Π
1√
n
∣∣∣∣∣
n∑
i=1
ZiM(piα, piβ , {si,t}, {Γi,s1:T })
∣∣∣∣∣
]
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≤ 2E
sup
pi∈Π
1√
n
∣∣∣∣∣∣
n∑
i=1
Zi
∑
s1:T
〈
J∑
j=1
(Aj(pi)(s1:T )−Aj−1(pi)(s1:T )) ,Γi,s1:T
〉∣∣∣∣∣∣
+ o(1)
≤ 27.2
√
2 (8 + κ(Π))
√
sup
piα,piβ
E
[
(M(piα, piβ , {si,t}, {Γi,s1:T }))2
]
+ 8URn(ΠD) + o(1).
Dividing both sided of the above inequality by
√
n yields:
Rn(ΠD) ≤ 27.2
√
2 (8 + κ(Π))
√
suppiα,piβ E
[
(M(piα, piβ , {si,t}, {Γi,s1:T }))2
]
+ 8URn(ΠD)
n
+ o(
1√
n
)
≤ 27.2
√
2 (8 + κ(Π))
√ suppiα,piβ E [(M(piα, piβ , {si,t}, {Γi,s1:T }))2]
n
+
√
8URn(ΠD)
n
+ o( 1√
n
).
(10)
The above equation immediately implies Rn(Π) = O(
√
1
n
) + O(
√
Rn(Π)
n
), which one can solve to obtain Rn(Π) = O(
√
1
n
).
Plugging it into Equation (10) then results:
Rn(ΠD) ≤ 27.2
√
2 (8 + κ(Π))

√
suppiα,piβ E
[
(M(piα, piβ , {si,t}, {Γi,s1:T }))2
]
n
+
√√√√O(√ 1n )
n
+ o( 1√n )
≤ 27.2
√
2 (8 + κ(Π))
√
suppiα,piβ E
[
(M(piα, piβ , {si,t}, {Γi,s1:T }))2
]
n
+ o(
1√
n
)
≤ O
κ(Π)
√
suppiα,piβ E
[
(M(piα, piβ , {si,t}, {Γi,s1:T }))2
]
n
+ o( 1√
n
)
C.1.2 Proof of Lemma 4
Proof. The proof divides into two main components.
Step 1: Expected uniform bound on maximum deviation. Since vDR1 (pi1, pi2) is consistent, classical results on
Rademacher complexity [2] give:
E
[
sup
piα,piβ∈Π
∣∣∣∆˜DR(piα, piβ)−∆(piα, piβ)∣∣∣] ≤ 2Rn(ΠD).
Therefore, from Lemma 3, we have:
E
[
sup
piα,piβ∈Π
∣∣∣∆˜DR(piα, piβ)−∆(piα, piβ)∣∣∣] ≤ O
κ(Π)
√
suppiα,piβ E
[
(M(piα, piβ , {si,t}, {Γi,s1:T }))2
]
n
+ o( 1√
n
)
≤ 4 ·O
(
κ(Π)
√
Υ∗DR
n
)
+ o(
1√
n
)
(11)
Step 2: High probability bound on maximum deviation via Talagrand inequality. From the previous step, it remains
to bound the difference between suppiα,piβ∈Π
∣∣∣∆˜DR(piα, piβ)−∆(piα, piβ)∣∣∣ and E [suppiα,piβ∈Π ∣∣∣∆˜DR(piα, piβ)−∆(piα, piβ)∣∣∣].
Here, we introduce the following version of Talagrand’s concentration inequality in [8, 36]:
Lemma 8. Let X1, · · · , Xn be independent X -valued random variables and F be a class of functions where each f : X → R in F
satisfies supx∈X |f(x)| ≤ 1. Then:
P
(∣∣∣∣∣supf∈F |
n∑
i=1
f(Xi)| − E
[
sup
f∈F
|
n∑
i=1
f(Xi)|
]∣∣∣∣∣ ≥ t
)
≤ 2 exp
(
−1
2
t log(1 +
t
V
)
)
, ∀ > 0,
where V is any number satisfying V ≥ E [supf∈F∑ni=1 f2(Xi)].
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We apply Lemma 8 to the current context: we identify Xi in Lemma 8 with ({si,t}, {Γi,s1:T }) here and f({si,t}, {Γi,s1:T }) =
M(pi1,pi2,{si,t},{Γi,s1:T })−E[M(pi1,pi2,{si,t},{Γi,s1:T })]
2U
, where U satisfies |M(pi1, pi2, {si,t}, {Γi,s1:T })| ≤ U . Consequently, we
have:
P
(∣∣∣∣∣ suppi1,pi2∈Π
∣∣∣∣∣
n∑
i=1
M(pi1, pi2, {si,t}, {Γi,s1:T })− E[M(pi1, pi2, {si,t}, {Γi,s1:T })]
2U
∣∣∣∣∣
−E
[
sup
pi1,pi2∈Π
∣∣∣∣∣
n∑
i=1
M(pi1, pi2, {si,t}, {Γi,s1:T })− E[M(pi1, pi2, {si,t}, {Γi,s1:T })]
2U
∣∣∣∣∣
]∣∣∣∣∣ ≥ t
)
= P
(∣∣∣∣ sup
pi1,pi2∈Π
n
2U
∣∣∣∆˜DR(pi1, pi2)−∆(pi1, pi2)∣∣∣− E [ sup
pi1,pi2∈Π
n
2U
∣∣∣∆˜DR(pi1, pi2)−∆(pi1, pi2)∣∣∣]∣∣∣∣ ≥ t)
≤ 2 exp
(
−1
2
t log(1 +
t
V
)
)
.
Here, let t = 2
√
2
(
log 1
δ
)
V + 2 log 1
δ
, we have:
exp
(
−1
2
t log(1 +
t
V
)
)
= exp
−2
√
2
(
log 1
δ
)
V + 2 log 1
δ
2
log(1 +
2
√
2
(
log 1
δ
)
V + 2 log 1
δ
V
)

≤ exp
−2
√
2
(
log 1
δ
)
V + 2 log 1
δ
2
2
√
2(log 1δ )V+2 log
1
δ
V
1 +
2
√
2(log 1δ )V+2 log
1
δ
V
)
 = exp
−1
2
(2
√
2
(
log 1
δ
)
V + 2 log 1
δ
)2
V + 2
√
2
(
log 1
δ
)
V + 2 log 1
δ

= exp
−1
2
2
√
2
(
log 1
δ
)
V + 2 log 1
δ
√
V +
√
2 log 1
δ
2
 ≤ exp(−1
2
(√
2 log
1
δ
)2)
= exp
(
− log 1
δ
)
= δ
Therefore,
P
(∣∣∣∣ sup
pi1,pi2∈Π
n
2U
∣∣∣∆˜DR(pi1, pi2)−∆(pi1, pi2)∣∣∣− E [ sup
pi1,pi2∈Π
n
2U
∣∣∣∆˜DR(pi1, pi2)−∆(pi1, pi2)∣∣∣]∣∣∣∣ ≥ 2
√
2
(
log
1
δ
)
V + 2 log
1
δ
)
≤ 2 exp
(
−1
2
t log(1 +
t
V
)
)
≤ 2δ.
This means that with probability at least 1− 2δ:
sup
pi1,pi2∈Π
n
2U
∣∣∣∆˜DR(pi1, pi2)−∆(pi1, pi2)∣∣∣ ≤ E [ sup
pi1,pi2∈Π
n
2U
∣∣∣∆˜DR(pi1, pi2)−∆(pi1, pi2)∣∣∣]+ 2
√
2
(
log
1
δ
)
V + 2 log
1
δ
.
Now multiplying both sides by 2U and dividing both sides by n:
sup
pi1,pi2∈Π
∣∣∣∆˜DR(pi1, pi2)−∆(pi1, pi2)∣∣∣ ≤ E [ sup
pi1,pi2∈Π
∣∣∣∆˜DR(pi1, pi2)−∆(pi1, pi2)∣∣∣]+ 4
n
√
2U2
(
log
1
δ
)
V +
2U
n
log
1
δ
. (12)
Here, from Lemma 7, we have:
E
[
sup
pi1,pi2
n∑
i=1
(M(pi1, pi2, {si,t}, {Γi,s1:T })− E[M(pi1, pi2, {si,t}, {Γi,s1:T })])2
]
≤ n sup
pi1,pi2∈Π
V [(M(pi1, pi2, {si,t}, {Γi,s1:T }))]
+ 8UE
[
sup
piα,piβ
∣∣∣∣∣
n∑
i=1
Zi (M(pi1, pi2, {si,t}, {Γi,s1:T })− E [M(pi1, pi2, {si,t}, {Γi,s1:T })])
∣∣∣∣∣
]
≤ n sup
pi1,pi2∈Π
E
[
(M(pi1, pi2, {si,t}, {Γi,s1:T }))2
]
+ 8UE
[
sup
piα,piβ
∣∣∣∣∣
n∑
i=1
Zi (M(pi1, pi2, {si,t}, {Γi,s1:T }))
∣∣∣∣∣
]
+ 8UE
[
sup
piα,piβ
∣∣∣∣∣
n∑
i=1
Zi (E [M(pi1, pi2, {si,t}, {Γi,s1:T })])
∣∣∣∣∣
]
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≤ n sup
pi1,pi2∈Π
E
[
(M(pi1, pi2, {si,t}, {Γi,s1:T }))2
]
+ 8UE
[
sup
piα,piβ
∣∣∣∣∣
n∑
i=1
Zi (M(pi1, pi2, {si,t}, {Γi,s1:T }))
∣∣∣∣∣
]
+ 8UE
[
sup
piα,piβ
∣∣∣∣∣
n∑
i=1
Zi (M(pi1, pi2, {si,t}, {Γi,s1:T }))
∣∣∣∣∣
]
= n sup
pi1,pi2∈Π
E
[
(M(pi1, pi2, {si,t}, {Γi,s1:T }))2
]
+ 16UE
[
sup
piα,piβ
∣∣∣∣∣
n∑
i=1
Zi (M(pi1, pi2, {si,t}, {Γi,s1:T }))
∣∣∣∣∣
]
,
where the last inequality follows from Jensen by noting that:
E
[
sup
piα,piβ
∣∣∣∣∣
n∑
i=1
Zi (E [M(pi1, pi2, {si,t}, {Γi,s1:T })])
∣∣∣∣∣
]
≤ E
[
sup
piα,piβ
E
∣∣∣∣∣
n∑
i=1
Zi (M(pi1, pi2, {si,t}, {Γi,s1:T }))
∣∣∣∣∣
]
≤ E
[
sup
piα,piβ
∣∣∣∣∣
n∑
i=1
Zi (M(pi1, pi2, {si,t}, {Γi,s1:T }))
∣∣∣∣∣
]
.
Consequently, we have:
E
[
sup
pi1,pi2
n∑
i=1
(M(pi1, pi2, {si,t}, {Γi,s1:T })− E[M(pi1, pi2, {si,t}, {Γi,s1:T })]
2U
)2]
≤ n
4U2
sup
pi1,pi2∈Π
E
[
(M(pi1, pi2, {si,t}, {Γi,s1:T }))2
]
+
8
U
E
[
sup
piα,piβ
∣∣∣∣∣
n∑
i=1
Zi (M(pi1, pi2, {si,t}, {Γi,s1:T }))
∣∣∣∣∣
]
Therefore, we can plug the following V value into Equation (12):
V =
n
4U2
sup
pi1,pi2∈Π
E
[
(M(pi1, pi2, {si,t}, {Γi,s1:T }))2
]
+
8
U
E
[
sup
piα,piβ
∣∣∣∣∣
n∑
i=1
Zi (M(pi1, pi2, {si,t}, {Γi,s1:T }))
∣∣∣∣∣
]
,
it follows that with probability at least 1− 2δ:
sup
pi1,pi2∈Π
∣∣∣∆˜DR(pi1, pi2)−∆(pi1, pi2)∣∣∣ ≤ E [ sup
pi1,pi2∈Π
∣∣∣∆˜DR(pi1, pi2)−∆(pi1, pi2)∣∣∣]+ 4
n
√
2U2
(
log
1
δ
)
V +
2U
n
log
1
δ
≤ E
[
sup
pi1,pi2∈Π
∣∣∣∆˜DR(pi1, pi2)−∆(pi1, pi2)∣∣∣]+ 2U
n
log
1
δ
+
4
n
√(
log
1
δ
)
n
2
sup
pi1,pi2∈Π
E
[
(M(pi1, pi2, {si,t}, {Γi,s1:T }))2
]
+
4
n
√√√√(log 1
δ
)
16UE
[
sup
pi1,pi2∈Π
∣∣∣∣∣
n∑
i=1
Zi (M(pi1, pi2, {si,t}, {Γi,s1:T }))
∣∣∣∣∣
]
= E
[
sup
pi1,pi2∈Π
∣∣∣∆˜DR(pi1, pi2)−∆(pi1, pi2)∣∣∣]+ 2U
n
log
1
δ
+ 2
√
2 log
1
δ
√
suppi1,pi2∈Π E
[
(M(pi1, pi2, {si,t}, {Γi,s1:T }))2
]
n
+ 16
√√√√(log 1
δ
)
U
n
E
[
sup
piα,piβ
1
n
∣∣∣∣∣
n∑
i=1
Zi (M(pi1, pi2, {si,t}, {Γi,s1:T }))
∣∣∣∣∣
]
= E
[
sup
pi1,pi2∈Π
∣∣∣∆˜DR(pi1, pi2)−∆(pi1, pi2)∣∣∣]+ 2√2 log 1
δ
√
suppi1,pi2∈Π E
[
(M(pi1, pi2, {si,t}, {Γi,s1:T }))2
]
n
+
√
O( 1√
n
)
n
+O(
1
n
)
= E
[
sup
pi1,pi2∈Π
∣∣∣∆˜DR(pi1, pi2)−∆(pi1, pi2)∣∣∣]+ 2√2 log 1
δ
√
suppi1,pi2∈Π E
[
(M(pi1, pi2, {si,t}, {Γi,s1:T }))2
]
n
+O(
1
n0.75
).
Combining this observation with Equation (11), we have that with probability at least 1− 2δ:
sup
pi1,pi2∈Π
∣∣∣∆˜DR(pi1, pi2)−∆(pi1, pi2)∣∣∣
≤ E
[
sup
pi1,pi2∈Π
∣∣∣∆˜DR(pi1, pi2)−∆(pi1, pi2)∣∣∣]+ 2√2 log 1
δ
√
suppi1,pi2∈Π E
[
(M(pi1, pi2, {si,t}, {Γi,s1:T }))2
]
n
+O(
1
n0.75
)
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≤ O
(
κ(Π)
√
Υ∗DR
n
)
+ o(
1√
n
) + 2
√
2 log
1
δ
√
suppi1,pi2∈Π E
[
(M(pi1, pi2, {si,t}, {Γi,s1:T }))2
]
n
+O(
1
n0.75
)
= O
((
κ(Π) +
√
log
1
δ
)√
Υ∗DR
n
)
+ o(
1√
n
)
C.1.3 Proof of Lemma 5
Proof. First, we prove that suppi∈Π E[(Qˆ
−k
1,t − Q1,t)2] = o(n−2α1) under Assumption (4c). Let define τt:t′ =
(st, a
1
t , a
2
t , · · · , st′ , a1t′ , a2t′) and ρpit:t′ =
∏t′
l=t pi(al|sl). From Cauchy-Schwartz inequality, we have:
sup
pi∈Π
E[(Qˆ−k1,t −Q1,t)2] = E[sup
pi∈Π
(Qˆ−k1,t −Q1,t)2]
= E
sup
pi∈Π
 T∑
t′=t
γt
′−t ∑
τt+1:t′
ρpit+1:t′
Rˆ−kt′ t′−1∏
l=t
Pˆ−kT (sl+1|sl, al)−Rt′
t′−1∏
l=t
PT (sl+1|sl, al)
2
≤
(
T∑
t′=t
γ2(t
′−t)
)
E
sup
pi∈Π
 T∑
t′=t
 ∑
τt+1:t′
ρpit+1:t′
Rˆ−kt′ t′−1∏
l=t
Pˆ−kT (sl+1|sl, al)−Rt′
t′−1∏
l=t
PT (sl+1|sl, al)
2
≤
(
T∑
t′=t
γ2(t
′−t)
)
T∑
t′=t
 ∑
τt+1:t′
1
 ∑
τt+1:t′
E
Rˆ−kt′ t′−1∏
l=t
Pˆ−kT (sl+1|sl, al)−Rt′
t′−1∏
l=t
PT (sl+1|sl, al)
2
=
(
T∑
t′=t
γ2(t
′−t)
)
T∑
t′=t
∑
τt+1:t′
o(n−2α1) = o(n−2α1),
(13)
where
∑
τt+1:t
ρpit+1:tRt
∏t−1
l=t PT (sl+1|sl, al) = Rt and
∑
τt+1:t
ρpit+1:tRˆ
−k
t
∏t−1
l=t Pˆ
−k
T (sl+1|sl, al) = Rˆ−kt .
Taking any policy profile pi ∈ Π. We start by rewriting the DR value estimator as follows:
vˆDR1 (pi1, pi2) =
1
n
n∑
i=1
T∑
t=1
γt−1
(
ρˆ
−k(i)
i,t
(
ri,t − Qˆ−k(i)1,i,t
)
+ ρˆ
−k(i)
i,t−1 Vˆ
−k(i)
1,i,t
)
=
1
n
n∑
i=1
(
T∑
t=1
γt−1ρˆ−k(i)i,t
(
ri,t − Qˆ−k(i)1,i,t + γVˆ −k(i)1,i,t+1
))
+
1
n
n∑
i=1
Vˆ
−k(i)
1,i,1 .
Similarly, we have the oracle double robust estimator as follows:
vDR1 (pi1, pi2) =
1
n
n∑
i=1
(
T∑
t=1
γt−1ρi,t (ri,t −Q1,i,t + γV1,i,t+1)
)
+
1
n
n∑
i=1
V1,i,1.
Therefore, we can decompose the difference function vˆDR1 (pi1, pi2)− vDR1 (pi1, pi2) as follows:
vˆDR1 (pi1, pi2)− vDR1 (pi1, pi2) = 1
n
n∑
i=1
(
T∑
t=1
γt−1ρˆ−k(i)i,t
(
ri,t − Qˆ−k(i)1,i,t + γVˆ −k(i)1,i,t+1
))
+
1
n
n∑
i=1
Vˆ
−k(i)
1,i,1
− 1
n
n∑
i=1
(
T∑
t=1
γt−1ρi,t (ri,t −Q1,i,t + γV1,i,t+1)
)
+
1
n
n∑
i=1
V1,i,1
=
T∑
t=1
γt−1
(
1
n
n∑
i=1
(
ρi,t
(
−Qˆ−k(i)1,i,t +Q1,i,t
)
+ ρi,t−1
(
Vˆ
−k(i)
1,i,t − V1,i,t
)))
+
T∑
t=1
γt−1
(
1
n
n∑
i=1
(
ρˆ
−k(i)
i,t − ρi,t
)
(ri,t −Q1,i,t + γV1,i,t+1)
)
+
T∑
t=1
γt−1
(
1
n
n∑
i=1
(
ρˆ
−k(i)
i,t − ρi,t
)(
−Qˆ−k(i)1,i,t +Q1,i,t
))
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+T∑
t=1
γt−1
(
1
n
n∑
i=1
(
ρˆ
−k(i)
i,t−1 − ρi,t−1
)(
Vˆ
−k(i)
1,i,t − V1,i,t
))
.
For each of reference, denote:
1. St1(pi) , 1n
∑n
i=1
(
ρi,t
(
−Qˆ−k(i)1,i,t +Q1,i,t
)
+ ρi,t−1
(
Vˆ
−k(i)
1,i,t − V1,i,t
))
.
2. St2(pi) , 1n
∑n
i=1
(
ρˆ
−k(i)
i,t − ρi,t
)
(ri,t −Q1,i,t + γV1,i,t+1).
3. St3(pi) , 1n
∑n
i=1
(
ρˆ
−k(i)
i,t − ρi,t
)(
−Qˆ−k(i)1,i,t +Q1,i,t
)
.
4. St4(pi) , 1n
∑n
i=1
(
ρˆ
−k(i)
i,t−1 − ρi,t−1
)(
Vˆ
−k(i)
1,i,t − V1,i,t
)
.
Hereafter, we bound sup
piα,piβ∈Π
|St1(piα) − St1(piβ)|, sup
piα,piβ∈Π
|St2(piα) − St2(piβ)|, sup
pi∈Π
|St3(pi)|, and sup
pi∈Π
|St4(pi)| in turn. Define
further:
1. St,k1 (pi) , 1n
∑
{i|k(i)=k}
(
ρi,t
(
−Qˆ−k(i)1,i,t +Q1,i,t
)
+ ρi,t−1
(
Vˆ
−k(i)
1,i,t − V1,i,t
))
.
2. St,k2 (pi) , 1n
∑
{i|k(i)=k}
(
ρˆ
−k(i)
i,t − ρi,t
)
(ri,t −Q1,i,t + γV1,i,t+1).
Clearly, St1(pi) =
∑K
k=1 S
t,k
1 (pi), S
t
2(pi) =
∑K
k=1 S
t,k
2 (pi).
Now since Qˆ−k(i)1,t is computed using the rest K − 1 folds, when we condition on the data in the rest K − 1 folds, Qˆ−k(i)1,t is fixed
estimator. Consequently, conditioned on Qˆ−k(i)1,t , S
t,k
1 (pi) is a sum of iid bounded random variables with zero mean, because:
E
[
ρi,t
(
−Qˆ−k(i)1,i,t +Q1,i,t
)
+ ρi,t−1
(
Vˆ
−k(i)
1,i,t − V1,i,t
)]
= E
[
ρi,t−1
(
E
[
ηi,t
(
−Qˆ−k(i)1,i,t +Q1,i,t
)
+
(
Vˆ
−k(i)
1,i,t − V1,i,t
)
|s1, a11, a21, · · · , st−1, a1t−1, a2t−1, st
])]
= 0.
In addition, as in Equation (13), we can decompose Qˆ−k1,t into pi and other terms that are independent of pi. Therefore, defining
St1,i(pi) = ρi,t
(
−Qˆ−k(i)1,i,t +Q1,i,t
)
+ ρi,t−1
(
Vˆ
−k(i)
1,i,t − V1,i,t
)
, we can obtain the bound on suppiα,piβ∈Π |St,k1 (piα)− St,k1 (piβ)|
as in Lemma 4: ∀δ > 0, with probability at least 1− 2δ,
K sup
piα,piβ∈Π
|St,k1 (piα)− St,k1 (piβ)|
≤O

(
κ(Π) +
√
log
1
δ
)√√√√√ suppiα,piβ∈ΠE
[(
St1,i(pi
α)− St1,i(piβ)
)2 |Qˆ−k(i)1,t ]
n
K
+ o( 1√n )
≤4 ·O

(
κ(Π) +
√
log
1
δ
)√√√√√ suppi∈ΠE
[
‖Γi‖22 |Qˆ−k(i)1,t
]
n
K
+ o( 1√n )
where Γi =
−Qˆ−k(i)1,i,t +Q1,i,t∏t
t′=1 pi
b(ai,t′ |si,t′ )
Ai,1:t+
Ai,1:t−1⊗(Qˆ−k(i)1,t (si,t)−Q1,t(si,t))∏t−1
t′=1 pi
b(ai,t′ |si,t′ )
, and the second inequality follows from Cauchy-Schwartz.
Thus, from Assumption 1, for any a1 ∈ A1, a2 ∈ A2:
K sup
piα,piβ∈Π
|St,k1 (piα)− St,k1 (piβ)|
≤8Ct
√
d ·O

(
κ(Π) +
√
log
1
δ
)√√√√√KE
[
sup
pi∈Π
|Qˆ−k(i)1,t (si,t, a1, a2)−Q1,t(si,t, a1, a2)|2|Qˆ−k(i)1,t
]
n
+ o( 1√n ).
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From Equation (13), it follows that E
[
suppi∈Π
(
Qˆ
−k(i)
1,t (si,t, a)−Q1,t(si,t, a)
)2]
= o(n−2α1). Consequently, Markov’s inequal-
ity immediately implies that suppi∈Π E
[(
Qˆ
−k(i)
1,t (si,t, a)−Q1,t(si,t, a)
)2
|Qˆ−k(i)1,t
]
= op(n
−2α1). Therefore, from α1 > 0, we
immediately have: suppiα,piβ∈Π |St,k1 (piα)− St,k1 (piβ)| = op(n−0.5−α1) + op( 1√n ) = op( 1√n ). Consequently,
sup
piα,piβ∈Π
|St1(piα)− St1(piβ)| = sup
piα,piβ∈Π
|
K∑
k=1
(
St,k1 (pi
α)− St,k1 (piβ)
)
|
≤
K∑
k=1
sup
piα,piβ∈Π
|St,k1 (piα)− St,k1 (piβ)| = op(
1√
n
).
By exactly the same argument, we have suppiα,piβ∈Π |St2(piα)− St2(piβ)| = op( 1√n ).
Next, we bound the contribution from St3(pi) as follow:
sup
pi∈Π
|St3(pi)| = sup
piα,piβ∈Π
1
n
∣∣∣∣∣
n∑
i=1
(
ρˆ
−k(i)
i,t − ρi,t
)(
−Qˆ−k(i)1,i,t +Q1,i,t
)∣∣∣∣∣
≤ 1
n
n∑
i=1
sup
piα,piβ∈Π
∣∣∣ρˆ−k(i)i,t − ρi,t∣∣∣ · sup
piα,piβ∈Π
∣∣∣Qˆ−k(i)1,i,t −Q1,i,t∣∣∣
≤
√√√√ 1
n
n∑
i=1
sup
piα,piβ∈Π
(
ρˆ
−k(i)
i,t − ρi,t
)2√√√√ 1
n
n∑
i=1
sup
piα,piβ∈Π
(
Qˆ
−k(i)
1,i,t −Q1,i,t
)2
,
where the last inequality follows from Cauchy-Schwartz. Taking expectation of both sides yields:
E
[
sup
pi∈Π
|St3(pi)|
]
≤ E
√√√√ 1
n
n∑
i=1
sup
piα,piβ∈Π
(
ρˆ
−k(i)
i,t − ρi,t
)2√√√√ 1
n
n∑
i=1
sup
piα,piβ∈Π
(
Qˆ
−k(i)
1,i,t −Q1,i,t
)2
≤
√√√√E[ 1
n
n∑
i=1
sup
piα,piβ∈Π
(
ρˆ
−k(i)
i,t − ρi,t
)2]√√√√E[ 1
n
n∑
i=1
sup
piα,piβ∈Π
(
−Qˆ−k(i)1,i,t +Q1,i,t
)2]
=
√√√√ 1
n
n∑
i=1
E
[
sup
piα,piβ∈Π
(
ρˆ
−k(i)
i,t − ρi,t
)2]√√√√ 1
n
n∑
i=1
E
[
sup
piα,piβ∈Π
(
−Qˆ−k(i)1,i,t +Q1,i,t
)2]
≤
√√√√ 1
n
n∑
i=1
s(K−1
K
n)(
K−1
K
n
)2α2
√√√√ 1
n
n∑
i=1
s(K−1
K
n)(
K−1
K
n
)2α1 ≤
√√√√ s(K−1K n)(
K−1
K
n
)2α2
√√√√ s(K−1K n)(
K−1
K
n
)2α1 ≤ s(K−1K n)√(
K−1
K
n
)2(α1+α2) = o( 1√n ),
where the second inequality again follows from Cauchy-Schwartz and the last equality follows from s(n) = o(1). Consequently,
by Markov’s inequality, this equation immediately implies suppi∈Π |St3(pi)| = op( 1√n ). By exactly the same argument, we have
suppi∈Π |St4(pi)| = op( 1√n ). Putting the above bound for suppi∈Π |St1(pi)|, suppi∈Π |St2(pi)|, suppi∈Π |St3(pi)| and suppi∈Π |St4(pi)|
together, we therefore have the claim established:
sup
piα,piβ∈Π
∣∣∣∆ˆDR(piα, piβ)− ∆˜DR(piα, piβ)∣∣∣
= sup
piα,piβ∈Π
∣∣∣∣∣
T∑
t=1
γt−1
(
St1(pi
α)− St1(piβ) + St2(piα)− St2(piβ) + St3(piα)− St3(piβ) + St4(piα)− St4(piβ)
)∣∣∣∣∣
≤
T∑
t=1
γt−1 sup
piα,piβ∈Π
∣∣∣St1(piα)− St1(piβ) + St2(piα)− St2(piβ) + St3(piα)− St3(piβ) + St4(piα)− St4(piβ)∣∣∣
≤
T∑
t=1
γt−1
(
sup
piα,piβ∈Π
|St1(piα)− St1(piβ)|+ sup
piα,piβ∈Π
|St2(piα)− St2(piβ)|+ 2 sup
pi∈Π
|St3(pi)|+ 2 sup
pi∈Π
|St4(pi)|
)
= op(
1√
n
).
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C.1.4 Proof of Lemma 6
Proof. ∀pi1, pi2, pi3 ∈ Π:
IΓ(pi1, pi2)
2 =
∑n
i=1 |
∑
s1:T
〈pi1(s1:T )− pi3(s1:T ) + pi3(s1:T )− pi2(s1:T ),Γi,s1:T 〉 |2
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
=
∑n
i=1 |M(pi1, pi3, {si,t}, {Γi,s1:T }) +M(pi3, pi2, {si,t}, {Γi,s1:T })|2
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
≤
∑n
i=1
(|M(pi1, pi3, {si,t}, {Γi,s1:T })|2 + |M(pi3, pi2, {si,t}, {Γi,s1:T })|2)
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
+
2
∑n
i=1 |M(pi1, pi3, {si,t}, {Γi,s1:T })| |M(pi3, pi2, {si,t}, {Γi,s1:T })|
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
≤
∑n
i=1
(|M(pi1, pi3, {si,t}, {Γi,s1:T })|2 + |M(pi3, pi2, {si,t}, {Γi,s1:T })|2)
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
+
2
√(∑n
i=1 |M(pi1, pi3, {si,t}, {Γi,s1:T })|2
) (∑n
i=1 |M(pi3, pi2, {si,t}, {Γi,s1:T })|2
)
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
=
(√ ∑n
i=1 |M(pi1, pi3, {si,t}, {Γi,s1:T })|2
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
+
√ ∑n
i=1 |M(pi3, pi2, {si,t}, {Γi,s1:T })|2
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
)2
= (IΓ(pi1, pi3) + IΓ(pi3, pi2))
2 .
Thus, we get IΓ(pi1, pi2) ≤ IΓ(pi1, pi3) + IΓ(pi3, pi2).
Next, to prove the second statement, let K = NH(2,Π). Without loss of generality, we can assume K <∞, otherwise, the above
inequality automatically holds. Fix any n state trajectories {{s1,t}, · · · , {sn,t}}}. Denote by {pi1, · · · , piK} the set of K policy
profiles that 2-cover Π. This means that for any pi ∈ Π, there exists pij , such that:
∀M > 0, ∀{{s˜1,t}, · · · , {s˜M,t}}, HM (pi, pij) = 1
M
M∑
i=1
1({
T∨
t=1
pi1(si,t) 6= pij,1(si,t)} ∨ {
T∨
t=1
pi2(si,t) 6= pij,2(si,t)} ≤ 2.
Pick M = m
∑n
i=1d
m|M(pi,pij ,{si,t},{Γi,s1:T })|
2
sup
piα,piβ
∑n
i=1 |M(piα,piβ ,{si,t},{Γi,s1:T })|2
e+∑ni=1d m|M(pi,pij ,{si,t},{Γi,s1:T })|2sup
piα,piβ
∑n
i=1 |M(piα,piβ ,{si,t},{Γi,s1:T })|2
e (where m
is some positive integer) and
{{s˜1,t}, · · · , {s˜M,t}} = {{s1,t}, · · · , {s1,t}, {s2,t}, · · · , {s2,t}, · · · , {sn,t}, · · · , {sn,t}, {s∗,t}, · · · , {s∗,t}},
where {si,t} (1 ≤ i ≤ n) appears d m|M(pi,pij ,{si,t},{Γi,s1:T })|
2
sup
piα,piβ
∑n
i=1 |M(piα,piβ ,{si,t},{Γi,s1:T })|2
e times and {s∗,t} appears
m
∑n
i=1d
m|M(pi,pij ,{si,t},{Γi,s1:T })|
2
sup
piα,piβ
∑n
i=1 |M(piα,piβ ,{si,t},{Γi,s1:T })|2
e times. Here, we pick {s∗,t} such that 1({∨Tt=1 pi1(s∗,t) 6= pij,1(s∗,t)} ∨
{∨Tt=1 pi2(s∗,t) 6= pij,2(s∗,t)} = 1. Per the definition of M , we have:
M = (m+ 1)
n∑
i=1
d m|M(pi, pij , {si,t}, {Γi,s1:T })|
2
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
e
≤ (m+ 1)
n∑
i=1
(
m|M(pi, pij , {si,t}, {Γi,s1:T })|2
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
+ 1
)
= (m+ 1)
m
∑n
i=1 |M(pi, pij , {si,t}, {Γi,s1:T })|2
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
+ n ≤ (m+ 1)(m+ n).
Further, since each {si,t} (1 ≤ i ≤ n) appears d m|M(pi,pij ,{si,t},{Γi,s1:T })|
2
sup
piα,piβ
∑n
i=1 |M(piα,piβ ,{si,t},{Γi,s1:T })|2
e times and {s∗,t} appears
m
∑n
i=1d
m|M(pi,pij ,{si,t},{Γi,s1:T })|
2
sup
piα,piβ
∑n
i=1 |M(piα,piβ ,{si,t},{Γi,s1:T })|2
e times, we have:
HM (pi, pij) =
1
M
M∑
i=1
1({
T∨
t=1
pi1(si,t) 6= pij,1(si,t)} ∨ {
T∨
t=1
pi2(si,t) 6= pij,2(si,t)}
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=
1
M
n∑
i=1
d m|M(pi, pij , {si,t}, {Γi,s1:T })|
2
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
e1({
T∨
t=1
pi1(si,t) 6= pij,1(si,t)} ∨ {
T∨
t=1
pi2(si,t) 6= pij,2(si,t)}
+
m
M
n∑
i=1
d m|M(pi, pij , {si,t}, {Γi,s1:T })|
2
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
e
≥ m
(m+ 1)(m+ n)
n∑
i=1
m|M(pi, pij , {si,t}, {Γi,s1:T })|2
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
=
m2
(m+ 1)(m+ n)
∑n
i=1 |M(pi, pij , {si,t}, {Γi,s1:T })|2
suppiα,piβ
∑n
i=1 |M(piα, piβ , {si,t}, {Γi,s1:T })|2
=
m2
(m+ 1)(m+ n)
IΓ(pi, pij)
2
Letting m→∞ yields: limm→∞HM (pi, pij) ≥ IΓ(pi, pij)2. Therefore, we have:
IΓ(pi, pij) ≤ .
Consequently, the above argument establishes that for any pi ∈ Π, there exists pij ∈ {pi1, · · · , piK}, such that IΓ(pi, pij) ≤ , and
therefore NIΓ(,Π, {{s1,t}, · · · , {sn,t}}}) ≤ K = NH(2,Π)
C.2 Proofs of Lemma 2
Proof. Since the proof of Lemma 2 is almost same as Lemma 1, we omit the proof.
D Additional results of Experiment
Tables 6, 7 show the results in the experiments in Section 6.2. We provide additional results from the experiment in Section
Table 6: Off-policy exploitability evaluation in RBRPS1: RMSE (and standard errors).
N vˆexpIS vˆ
exp
MIS vˆ
exp
DM vˆ
exp
DR vˆ
exp
DRL
250
0.162
(0.049)
0.217
(0.020)
2.0× 10−3
(5.6× 10−4)
1.0× 10−3
(3.1× 10−4)
1.8× 10−3
(5.0× 10−4)
500
0.057
(0.018)
0.225
(8.7× 10−3)
1.1× 10−4
(3.4× 10−5)
6.0× 10−5
(1.9× 10−5)
9.7× 10−5
(3.0× 10−5)
1000
0.053
(0.016)
0.222
(6.9× 10−3)
1.2× 10−8
(3.6× 10−9)
4.7× 10−9
(1.5× 10−9)
9.9× 10−9
(3.1× 10−9)
Table 7: Off-policy exploitability evaluation in RBRPS2: RMSE (and standard errors).
N vˆexpIS vˆ
exp
MIS vˆ
exp
DM vˆ
exp
DR vˆ
exp
DRL
250
48.2
(10.9)
9.80
(2.60)
7.39
(0.43)
10.8
(3.40)
6.02
(1.01)
500
16.0
(2.98)
10.6
(1.43)
6.00
(0.71)
5.23
(1.71)
5.20
(1.09)
1000
10.2
(1.97)
10.7
(1.36)
4.45
(1.04)
3.49
(1.15)
4.06
(1.12)
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