Due to the disadvantages that complex network structure, time-consuming training process and the insufficient feature extraction ability existing in deep structures and broad structures, Reinforce Cycle Cascade Model (RCCM) is proposed to offer a novel algorithm for image recognition. In RCCM, the cycle cascade model is used to extract the discriminative features with a small amount of time consumption, where the multi-layer cascade is used to extract low-level and advanced features layer by layer, which provides conditions for features evolution as well. In addition, the cycle mechanism is introduced to reinforce features gradually, which also lighten model complexity by adopting time update instead of space stack. Visualization maps prove the feasibility of RCCM, and the discussion of cascade layers shows the extension of our proposed algorithm. To demonstrate the performance of RCCM, we have conducted extensive experiments on some benchmark image datasets, and the results show that RCCM is significantly better than several state-of-the-art algorithms. Specially, no matter in the training process of testing phase, our method can achieve recognition in real-time even on common PC without GPU, and the maximum testing speed reaches 31073 samples per second. RCCM improves the efficiency and accuracy of image recognition significantly.
I. INTRODUCTION
Recently, with the revitalizing of the research on computer vision, many machine learning models have been proposed to support this development. One of major contributors is the deep neural network, such as Convolutional Neural Networks (CNNs) [1] . These deep networks have achieved excellent performance in objective recognition [2] - [4] , target detection [5] - [7] , time series prediction [8] - [10] . In addition to the above feed forward neural networks, Recurrent Neural Networks (RNNs) [11] with cyclical connections are employed to solve the temporal tasks. Some improved RNNs with memory block, such as LSTM [12] and GRU [13] are widely applied to natural language processing [14] and machine The associate editor coordinating the review of this manuscript and approving it for publication was Shadi Alawneh . translation [15] . Another main contributor is the broad networks, for example broad learning system (BLS) [16] , and its variants [17] , [18] . Some algorithms based on BLS have applied in many fields. A multiple empirical kernel mapping based on BLS [19] has been proposed for classification of Parkinson's disease with transcranial sonography, which uses multiple empirical kernels to transform the feature nodes to enhancement nodes in order to increase the nonlinearity among features. A recurrent BLS model [20] has been proposed to predict air quality, the enhancement nodes of the BLS are recurrently connected, for the purpose of capturing the dynamic characteristics of time series.
However, most deep networks are multi-layer neural networks with convolution and pooling functions as feature mapping that is considered to have the similar feature extraction property with properly adjusted weights. By increasing the VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ depth of network and the number of convolution kernels, the deep structure has been so powerful in recognition accuracy, but the time consumption for training increases as well because of the complicated structures involved. Moreover, the complication makes it so difficult to analyze the deep structure theoretically that most works span in turning the parameters or stacking more layers for better accuracy. Without stacking the layer-structure, the broad networks designed neural networks to expand the feature and enhancement nodes broadly and update the weights of the neural networks incrementally when additional nodes are needed and the input data enters the neural networks continuously. Therefore, the structure of broad network is flexible to remodel in an incremental way without the entire retraining, which results in fast training process. However, many networks face the issue that the capability of feature extraction is insufficient to explore the discriminate features of objective.
To overcome the drawbacks mentioned above, this paper proposes reinforce cycle cascade model to improve the ability of network for feature extraction and reduce the network training duration. The multi-layer cascade structure is first used to extract features layer by layer, in which the advanced features can be transformed from low-level. Thanks to the cycle mechanism, the network parameters are verified to further reinforce features during each cycle iteration. Then the extracted features are nonlinearly mapped and directly connected to the target output for the final output weights, in which fast calculation for pseudo-inverse speeds up the model optimization.
Overall, the main contributions of this paper includes: 1) We propose a novel algorithm named Reinforce Cycle Cascade Model (RCCM) for effective and efficient image recognition, which has merits of less training time and high recognition accuracy.
2) A cycle cascade model is innovatively presented to extract discriminative features at the cost of less time. It contains the multi-layer cascade structure for feature extraction and the cycle mechanism for reinforcing features.
3) The multi-layer cascade structure composed of several layers is designed to transform the features from lower to semantically stronger layer by layer, which provides conditions for features evolution.
4) The cycle mechanism is smartly introduced into the process of feature extraction, which reinforces useful features, and reduces the complexity of model instead of increasing the network depth blindly.
The remainder of this paper is organized as follows: the related work is briefly introduced in Section 2. Section 3 illustrates the proposed method. In Section 4, we describe experiments and results, while Section 5 ends this paper with our conclusion. And the main mathematical symbols of our work are shown in Table 1 .
II. RELATED WORKS
The rapid development of computer vision is inextricably related to the network models proposed in recent years, which can be divided into two categories in terms of the network structure, of which we will briefly introduce the representative network structure.
A. DEEP NEURAL NETWORKS
CNN is an important example of deep neural networks and its variants are widely used in various fields of computer vision. The basic structure of CNN is composed of convolution layer, activation layer, pooling layer and fully connected layer. With the property of local perception and weights sharing, the convolution layer is used to extract various features by feedforward strategy. The activation layer is motivated by the nervous system of the human brain, and only few neurons respond to the input, in which the nonlinear activation function can improve the incoherence of features. The pooling layer can reduce dimension of features, lower the parameters and calculations of the next layer, prevent over-fitting, and maintain the invariance of translation, rotation and scale of the features. The fully connected layer is used to combine the extracted features after multiple convolutions, then normalize them and import them into the classifier to obtain the output probability. RNN as another deep neural network is designed to solve the problems with complex time correlation. Compared with the traditional multi-layer perceptrons, the current moment input of the hidden layer in RNN contains the input data as well as the previous moment output of hidden layer, which results in endowing the network the ability of memory.
In most deep neural networks, the strategy to improve network performance has become an increase in the network depth and the number of convolution kernels. However, the back propagation based on gradient information [21] often leads to a slow optimization process and gradient disappearance or explosion due to the complexity of the network structure [22] .
B. BROAD NEURAL NETWORKS
BLS is the representative of broad neural networks and it can be considered as a flat neural network, which only consists of one hidden layer. The basic structure of BLS can be divided into: Firstly, the original input vectors are first mapped into random features in feature nodes by some pre-set feature mappings. Secondly, the random features are sent into the ''enhancement nodes'' for nonlinear transformation, which is used to expand the network architecture in a broad sense. Last but not least, the random features together with the outputs of the enhancement nodes are connected to the output layer, and the connection weights are the model parameters which are calculated rapidly by ridge regression of the pseudoinverse.
The key merit of BLS is that the network expands neurons broadly and updates the weights of the neural networks incrementally when additional nodes are needed and when the input data entering to the neural networks continuously. Hence lightweight structure and sparse parameters make the training procedure of BLS rapid and less time-consuming, especially compared with the other deep architecture networks.
III. PROPOSED METHODOLOGY
In order to improve the performance of the network, deep networks try to extract the high-level features by increasing the depth of the network, which is at the cost of complex structures and time-consuming for training. Broad networks have succeeded in reducing the complexity of network and training time by expanding the width of network, but the simple method for feature extraction results in lacking enough discriminate features for effective recognition.
To address the issues existing in the above algorithms, a novel reinforce cycle cascade model has been proposed. As shown in Fig. 1 , the framework of our model is composed of three components: 1) Cycle cascade model is designed to acquire discriminative features from raw samples, in which the multi-layer cascade structure can gradually transform features from lower to semantically stronger. In addition, the cycle mechanism can reinforce features, and effectively reduce the network complexity and training time compared with deep networks. 2) Nonlinear mapping is used for converting the extracted features into a larger orthogonal space to obtain nonlinear features. 3) The output weights are fast calculated by supervised features learning without iterative manner for final recognition decision.
A. CYCLE CASCADE MODEL
In this section, the details of cycle cascade model are described. Single layer for feature extraction is not sufficient to explore high-level features that represent the discriminate attribute of samples. A multi-layer cascade structure is designed to extract multi-level features, in which the advanced features can be transformed from low-level ones layer by layer. To avoid increasing layers roughly, the cycle mechanism is introduced, which can not only reinforce features during each cycle iteration, but also reduce the complexity of the model in the manner of updating time instead of stacking space.
Assume there are K cycle iterations in total. As for the k th cycle iteration, k = 1, . . . , K , X k are the input of the multi-layer cascade structure, specially, X 1 are the raw samples, i.e., X 1 ∈ R N ×M , N and M are respectively the number and dimension of raw samples. Suppose that the multi-layer cascade model is composed of L layers for feature extraction, and each layer l consists of n l feature maps, l = 1, . . . , L. Each feature map Z l i can be represented as
where Z l i are the i th feature map in the l th layer, i = 1, . . . , n l , ϕ l (·) is the activation function, W l i are the i th weights for the i th feature map in layer l, which can be optimized by Eq. (2) .
in which · 2 2 minimize the sum of squared errors, · 1 denotes L1 regularization constraint, β represents the sparse coefficient, which is used to obtain more sparse and compact latent weights. To ease Eq. (2), it can be equivalently regarded as the following optimization problem:
and W l i 1 can be defined as g(W l i ). The optimization problem of W l i can be solved by the alternating direction method of multipliers [23] whose implementation can be described as following iterative steps:
where O l i are the dual matrix of W l i , U l i are the residual between W l i and O l i , I are identity matrix, ρ > 0 and S is the soft threshold operator and defined as
We denote Z l = [Z l 1 , . . . , Z l n l ] as the output of the l th layer after n l feature maps extracted. Therefore, the output of the last layer Z L = [Z L 1 , . . . Z L n L ] can be obtained similarly. Although there is an iterative step in the optimization weights W l i , we take use of the integration of multiple small-sized features maps as the output of each layer, which consumes less time due to small amount of data and sparse parameters.
After a round of feature extraction, we defined X k+1 = [X k |(Z L ) k ] as the new input of the multi-layer cascade model in the (k + 1) th cycle iteration, which will go through the same process as above.
Moreover, we set an error function to supervise the convergence of cycle cascade model.
where F(X k ) and E k respectively indicate the output and error of the cycle cascade model in the k th cycle iteration. When the error tends to be stable, the cycle cascade model converges and W l i are optimized. Finally, we can extract the discriminative features Z = [Z 1 , . . . , Z L ], when all cycle iterations are completed. In summary, the feature extraction of cycle cascade model can be represented as
Eq. (7) and Eq. (8) respectively represent the feature extraction phase in each layer and each cycle iteration. Actually, the combination of the input X k and the output of the last layer Z L are taken as the new input of the multi-layer cascade structure in each cycle iteration, which not only remains the completeness of the original samples, but also continuously refines more discriminative features, reinforcing features gradually. In contrast, the deep networks extract abstract features for recognition by vertically deepening network, while the cycle cascade model provides conditions for features evolution within appropriate layers, and introduces the cycle mechanism, which can reduce the complexity of model by smartly choosing the time update instead of the space stack blindly.
B. NONLINERA MAPPING AND OUTPUT WEIGHTS
Though the discriminative features Z have capability of representing raw samples, these features inside it are correlated. In order to enhance the nonlinearity among them, we directly use an orthogonal matrix W h to map the features into a large orthogonal space, which allows each dimension feature can be represented by the basis vector in the orthogonal space, i.e., the features in Z are re-encoded, and the encoded features are nonlinear features H.
where s is shrinkage scale, ξ (·) is a nonlinear activation function. Though W h is an orthogonal matrix generated randomly, it is first used to produce the shared parameter µ. Both of them are shared in the training and testing phase of model.
After nonlinear mapping, we can obtain the nonlinear features H, which are combined with Z as [Z|H]. Suppose the target output Y ∈ R N ×C , where C is the number of category. To acquire the output weights W for recognition, we consider it as an optimization problem.
The value λ denotes the further constraints on the sum of the squared weights. This solution is equivalent with the ridge regression theory. Theoretically, if λ = 0, the inverse problem degenerates into the least square problem and leads the solution to original pesuedoinverse. On the other hand, if λ → ∞, the solution is heavily constrained and tends to 0. We can consequently get Eq. (12) after the derivation of W .
Therefore, we have For l = 1 : L 5:
For i = 1 : n l 6:
Extract each feature map Z l i by Eq. (1); 7:
End 8:
Obtain the output of each layer
. . , Z l n l ]; 9:
End 10: Regard the output of the last layer Z L as (Z L ) k ; 11: 
IV. SIMULATION RESULTS
All experiments are conducted on a Windows 10 PC laptop Intel Core i7-8700 3.20 GHz CPU, 8GB RAM and MATLAB R2016a 64-bit. In order to analyze the feasibility of RCCM, the visualization analyses of CNN, RNN, BLS and RCCM have been compared. In addition, we have discussed the impact of number of cascade layers on the performance of RCCM. Comprehensive experiments are simulated to demonstrate the efficiency and effectiveness of our model, which is compared with several state-of-the-art algorithms on some benchmark databases: 1) Extend YaleB (EYaleB) [24] consists of 2414 cropped grayscale images of 38 people with size of 32 × 32, where each person randomly selects 30 images for training and the other for testing. The images of everyone with large variations in terms of illumination conditions and expressions.
2) The ORL Database of Faces (ORL) [25] is composed of 400 grayscale images of 40 different persons with size of 32×32 pixels. There are 6 images of each person for training and the remain 160 images for testing. 3) The University of Manchester Institute of Science and Technology (UMIST) [26] comprises 1012 pictures of 20 distinctive people with resolution 56 × 46, and 15 images of each objective are randomly chosen as the training set, the rest are used to test, in which there are large variations between the images of the same face in viewing direction than regular image variations in face identity. 4) Fashion-MNIST (F-mnist) [27] is made up of 60000 training samples and 10000 testing samples, in which each sample is a gray-level image with size of 28 × 28 belongs to ten categories: Ankle boot, Bag, Coat, Dress, Pullover, Sandal, Shirt, Sneaker, Trouser, T-shirtis. 5) BIT-Vehicle (BIT) [28] contains 9850 vehicle images, which can be divided into 6 categories: bus, minivan, microbus, truck, sedan and SUV. Since the number of images for each type of vehicle is different, we randomly choose 60% of each category for training, and the remainder of samples are used to test. 6) NORB [29] contains 48600 images totally, each has 2×32×32 pixels. Images of 50 different 3-D objects belonging to five distinct categories: animals, humans, airplanes, trucks and cars. Among them, 24300 images are selected for training and the others are used for testing. Some examples of samples are shown in Fig. 2 .
A. FEASIBILITY ANALYSIS OF RCCM
The visualization experiments have been conducted on F-mnist to prove the feasibility of RCCM. As shown in Fig. 3 . Considering the size of image, we choose visualization maps in the first 3 layers of CNN [30] , RNN [11] and RCCM except for BLS [16] .
Since CNN and RNN both utilize convolution kernels to extract features that are abstract due to the hierarchical structure, the visualization maps of them are similar as shown in Fig. 3 (a) and (b). As shown in Fig. 3 (c) , the visualization maps of BLS are intuitively superior, but some features are lost, and the high-level features are insufficient compared with the visualization maps of Fig. 3 (d) . In comparison with the visualization maps of CNN and RNN, the visualization maps of RCCM with more detailed information have multiple levels features, and the features in the same level are richer, which can represent samples better. The reason for that is the network structure between them, i.e., CNN and RNN pay more attention to the vertical depth of the network, resulting in extracting more abstract features to recognize samples, while RCCM is more concerned about the diverse information which can reflect original samples omnibearingly, trying to avoid blindly increasing the depth of the network.
B. IMPACT OF CASCADE LAYERS ON NETWORK PERFORMANCE
The number of cascade layers is important to the performance of RCCM. In this section, we first have explored the relation about the recognition accuracy, training time and the number of cascade layers on EYaleB, NORB, F-mnist, and BIT. As shown in Fig. 4 , we can see that on each dataset, the number of cascade layers is positive to the recognition accuracy until the maximum is reached, (i.e., the maximum recognition rate of EYaleB, NORB, F-mnist, and BIT are respectively 98.47%, 91.56%, 87.15%, and 94.35%), after that, it will slide down to be stable with increasing the number of cascade layers. However, the positive relation always exists in the training time and the number of cascade layers, which is easy to understand that the increase in the number of network layers tends to increase the training time. It also shows that according to different learning tasks, we can choose the appropriate number of cascade layers with compromising training time and recognition accuracy.
Moreover, we select several derived structures of RCCM, such as 1 layer cascade, 2 layers cascade, 3 layers cascade, and 10 layers cascade, to conduct comparative experiments with BLS, CNN, and RNN. As shown in Fig. 5 , the experimental results show that the features of the 3rd layer are transformed gradually by those of the 1st and 2nd layer and more discriminate. While, more cascade layers make the network over-fitting, resulting in lower recognition rate and massive training time. The experimental results also show that RCCM under the best cascade model has higher recognition accuracy than the deep and broad networks, (e.g., on EYaleB, NORB, F-mnist, and BIT datasets, the recognition accuracy of ours are respectively higher than BLS by 2.01%, 3.05%, 1.67%, 5.12%, and greater than CNN by 1.34%, 2.13%, 1.03%, 1.46%). Table 2 shows that those derived structures of RCCM still follow the relation that the training time is positive to the number of cascade layers, and the best structure of RCCM is slightly higher than BLS on some datasets, but far less than CNN and RNN.
C. COMPARISON BETWEEN OUR MODEL AND OTHER ALGORITHMS
As the results shown in Table 3 , the performance of our model is indeed better than the state-of-the-art algorithms in terms of recognition accuracy, and the experimental results also show that our model outperforms other algorithms on training time, except for the comparison with BLS on some datasets due to its lightweight network structure with one hidden layer (where 'Acc.' and 'time' represent recognition accuracy of testing and time consumption for training). In addition, RCCM can achieve real-time effects in both training phase and testing process (where 'Tr_sp' and 'Te_sp' respectively indicate the speed of recognizing samples in training phase and testing process), specially, the fastest testing speed can reach 31073 samples per second. These comparison results indicate that our proposed model is effective and efficient, especially the features extracted by cycle cascade model are more distinctive and robust than those extracted by other algorithms, and devote to a better performance. Furthermore, the cycle mechanism can effectively reduce the network complexity and the time-consuming for extracting features.
V. CONCLUSION
Considering the recognition accuracy and training time, a novel algorithm for image recognition named RCCM algorithm has been proposed in this paper. The multi-layer cascade structure can be used to extract multiple level features and provide conditions for features evolution. The cycle mechanism introduced has capability of reinforcing features and reducing the network complexity by time update replacing space stack. Cycle cascade model has the merits of extracting the discriminative features and reducing the model complexity within the help of the organic combination of the multi-layer cascade structure and the cycle mechanism. The visualization maps of RCCM and the experimental results comparison with other algorithms in the training time and recognition accuracy show that RCCM has significant advantages in terms of effectiveness and efficiency. Moreover, The discussion of cascade depth provides direction for further research, and we will further study on the network structure, optimization algorithms and apply model in a huge database.
