Abstract: A novel iterative receiver is proposed for relay-assisted multiuser communications in which multiple users transmit to a destination with the help of a relay and using fast frequency-hopping modulation. Each user employs a channel encoder to protect its information and facilitate interference cancellation at the receiver. The signal received at the relay is either amplified, or partially decoded with a simple energy detector, before being forwarded to the destination. The proposed iterative receiver exploits the soft outputs of a channel decoder to successively extract the maximum-likelihood symbols of the users and perform interference cancellation. Under the same spectral efficiency, simulation results demonstrate superior performance of the proposed receiver when compared to the performance of an interference cancellation scheme that was previously proposed for multiuser communications and is extended to multiuser amplify-and-forward relaying considered in this study, as well as performance of the maximum-likelihood multiuser detection for uncoded transmission.
Introduction
Fast frequency-hopping (FFH) modulation has many good features and has been studied by many researchers (see e.g. [1] [2] [3] [4] [5] [6] [7] ). The main advantage of FFH modulation is that it is highly tolerant to narrow-band interference as well as burst noise. Using a simple interference avoidance technique which provides time-frequency diversity, a FFH system can share the same frequency bands with another system using different modulation type [8] . Such a feature also makes FFH modulation technique suitable for multiple-access (MA) communications. Furthermore, in combination with non-coherent detection, the FFH demodulator can be well resistant to phase noise and simple to implement. The analysis of FFH modulation in a MA system was first performed in [9] , which takes into account many factors such as bandwidth, transmission rate, number of users, noise and interference issues. The authors also proposed an optimal design under the assumption of random user address assignment. Later on, Einarsson [10] investigated an optimal address assignment to minimise the interference in a FFH-MA system. An upper bound on the bit-error-rate (BER) against the number of users in the system was also provided.
The existence of multiple-access interference (MAI), caused by the non-orthogonality of frequency-hopping (FH) addresses, is an inherent issue of a FFH-MA system. The MAI cannot be completely suppressed by the receiver and is the main source of performance degradation. In general, the level of MAI can be reduced by increasing hopping rate at the expense of a reduced data rate. Different approaches have also been developed to cope up with the MAI issue without sacrificing the data rate. One approach was initially presented in [11] , in which the author developed an iterative multiuser detector (MUD) that exploits the prior knowledge of FH addresses and energies of the user signals for interference cancellation (IC). This idea was later extended in [12] with an introduction of a multistage MUD. When channel coding is used, references [4, 5] investigated different strategies to deal with MAI by incorporating outputs of the channel decoders in the IC process. It is pointed out that the iterative detection algorithms for FFH systems in [4, 11] are based on the same principle of step-by-step erasing interference elements corresponding to the detected signals. On the other hand, performing partial erasing of interference elements was considered in [5] to give a more flexible soft IC process.
Although most of research contributions in the area of FFH modulation focus on point-to-point transmission, only a few consider relay-assisted transmission framework. Recently a multiuser relaying communication scheme based on FFH-MA was presented in [13] . Making use of the half-duplex two-phase communication protocol, it was shown that a relay can help improving the channel quality at the expense of reducing transmission rate by half. An optimal maximum-likelihood multiuser detector (ML-MUD) was obtained and shown to achieve a good performance. However, the complexity of the ML-MUD grows exponentially with the numbers of users and frequency tones [7] , thus making it very expensive, if not impossible, for practical implementation. This paper also adopts the technique of FFH-MA for multiuser relaying systems as investigated in [13] . However, different from [13] , the system model in the current paper includes channel encoding and decoding operations that are standard in most of modern wireless communication systems. By exploiting channel coding, a novel iterative IC technique is developed for the receiver at the destination. The technique is considered for both cases of conventional amplify-and-forward (AF) relaying as well as the partial decode-and-forward (PDAF) relaying [13] . In both cases, complexity of the iterative receiver is only proportional to the number of frequency tones and quadratic in the number of users. The key operation of the developed receiver is to successively extract the maximum-likelihood symbols of the users and use that information for IC. For the case of AF relaying, the proposed iterative IC is different and shown to perform better than the one in [5] when applied to the multiuser AF relaying system under consideration. For the case of PDAF relaying, simulation results demonstrate performance improvement with iterations and the superiority of the proposed receiver when compared with the detection method in [13] under the same spectral efficiency.
The rest of this paper is organised as follows. Section 2 describes the system model under consideration. Detailed calculations needed for IC in the proposed iterative receiver are provided in Section 3. Section 4 presents and discusses simulation results. Section 5 concludes the paper.
System model
Consider a wireless network in which K users wish to send their information to a destination with the help of a relay. The relay operates in a half-duplex mode, that is, it can only transmit or receive at any given time. As such, transmission of information from users to the destination happens in two phases. In the first phase, all users send their information to the relay. The relay performs some form of signal processing on the received signal before sending a new signal to the destination in the second phase. Upon receiving the signal from the relay, the destination needs to detect information for all the K users. Note that such a relay network is closely related to the multiway relaying considered in [13] . Compared to multiuser one-way relaying, the major difference of multiuser multiway relaying is that, instead of a single receiver, there are K receivers, one at each user to detect information from the K-1 other users. Naturally, the receiver developed in this paper for one-way relaying can be readily applied for each user in multiway relaying by subtracting out its own information. , is encoded into a codeword v (k) . An interleaver ∏ k , specific to each user, is performed on v (k) to produce the interleaved codewordv (k) .
Information transmission of users
The interleaved codewordv (k) is then modulated into a frame of N symbols,
N −1 . Here, N = N i R c /q, where R c is the code rate and q = log 2 M is the number of bits per M-ary frequency shift keying (M-FSK) symbol. For transmission with FFH, the symbol period T s is split into L chip times, each with a duration of T c = T s /L. Each user is assigned a unique FH address,
is formed to determine which frequency (i.e. sub-band) is activated at a particular chip time. The entries of matrix S (k) n are determined as
where
is a binary matrix, whose columns correspond to chip times and whose rows correspond to the sub-band frequencies.
In the first phase, that is, the MA phase, all users transmit 'simultaneously' to the relay over the same frequency band. In general, the FH addresses of different users are not orthogonal, hence interference among users exists. For example, it is always possible to have S
n,m,l for certain values of m and l with i ≠ j. The amount of interference depends on how the FH address codes are designed. Although, randomly-generated FH addresses can be used, it is known that Einarsson's design method [10] minimises the chance of having frequency collision among multiple users. This method shall also be used to assign FH addresses of users in this paper.
The complex baseband-equivalent transmitted signal from the kth user over one frame duration (i.e. N symbol durations) can be expressed as follows
where E c is transmitted energy per chip, c(t) is a rectangular pulse shaping function of unit amplitude over 0 ≤ t ≤ T c and zero otherwise. The set of frequency tones f (k) n,l is determined by the non-zero entries in S (k) n . Since it is desired to maintain orthogonality across multiple tones within a chip time duration, two adjacent sub-bands need to be separated by at least 1/T c . Specifically, if S (k) n,m,l = 1, then the frequency tone of the kth user during the interval lT c + nT s ≤ t < (l + 1)T c + nT s is f n,l , are treated as independent uniform random variables over (0, 2π). Note that the transmitted power of the signal in (2) is
The channels are assumed to be a fast frequency non-selective Rayleigh fading channels, which is appropriate when the signal bandwidth is smaller than the channel's coherence bandwidth and the transmitter, receivers and reflectors are moving fast in relation to the hopping rate. To simplify the analysis, perfect timing and frequency synchronisation are assumed. It is pointed out that the asynchronous case can be viewed as an equivalent synchronous case with more users supported and the performance of synchronous case tracks that of asynchronous case closely [14] . The complex baseband-equivalent signal received at the relay during the MA phase therefore can be written as
In (3), the phase term u
n,l has been absorbed into the channel gain h (k) n,l , which is modelled as a zero-mean, unit-variance circularly symmetric complex Gaussian random variable, that is, h
n,l are independent across users and over different chip times [13] . The term w (t) is complex additive white Gaussian noise (AWGN) with one-sided power spectrum density (PSD) N 0 per dimension. Note that, with the above signal model, the 'received' signal-to-noise ratio (SNR) per information bit is
As mentioned before, after receiving R(t), the relay performs some form of signal processing on R(t) to extract useful information, re-modulates and forwards a new signal to the destination, so that the destination can detect information bits of all K users. The following subsections consider two relaying options, namely amplify-and-forward (Fig. 2a) , and partially decode-and-forward (Fig. 2b ).
Amplify-and-forward relaying
Fig . 2a shows the structure of amplify-and-forward relaying in complex baseband-equivalent model. As the name suggests, the relay node simply filters and amplifies the received signal in the first transmission phase and forwards the amplified version to the destination in the second phase. The purpose of the low-pass filter (LPF) in Fig. 2a is to limit the bandwidth of AWGN to the bandwidth of users' transmitted signals, which is approximately W = M/T c . Let R(t) be the received signal after the LPF. ThenR(t) is composed of the same signal component, that is, the first term in (3) , and the complex band-limited noisew(t), which has an average power of 2MN 0 /T c . Without loss of generality, let us focus on the received signal at the relay over one arbitrary chip duration in order to determine the amplification factor β (AF) . Specifically, the received signal after the LPF during the lth chip interval of nth symbol can be written as
where X n, l (t) is the superimposed signal of all users. In order to maintain the transmitted power of the relay to be P
tx , the 
rx is power of the signal portion received at the relay. Under the assumption that all channel gains are i.i.d. CN (0, 1), the quantity P (R) rx is formally calculated as
Note that with the FFH-MA scheme, there is a chance of having frequency collision, that is, f
On the other hand, since different carrier frequencies are made orthogonal over chip interval T c , all the cross-term components involving two or more carrier frequencies in (7) would evaluate to zero. Let I and K denote the sets of interfered users and non-interfered users, respectively, and let I [i] and K[i] refer to the ith elements in these respective sets. It can be seen that, for any j ≠ j,
. It then follows that (7) can be written as (see (8)) where I, 0 ≤ I ≤ K is number of elements in the set I . Substituting (8) into (6) gives
For the case that the power of the relay is constrained to be the sum of all transmitted powers at the user nodes, that is, P
Once β (AF) is determined, the relay transmits signal S (AF)
(AF)R (t) to the destination. The structure of the receiver at the destination is described in Section 2.4.
Partially decode-and-forward relaying
As an alternative to the simple AF relaying, a PDAF relaying scheme is illustrated in Fig. 2b , in which an energy detector and a FSK modulator are introduced at the relay. The name 'PDAF relaying' is used since the users' information bits are not fully decoded at the relay. The details of the PDAF relaying are described next.
First, a LPF is applied to received signal R(t) in (3) to obtain band-limited signalR(t). Over the nth symbol duration, n = 0, 1, …, N − 1, the relay performs energy detection onR(t) to obtain a M × L normalised time-frequency matrix R n . The (m, l )th entry of R n can be expressed as [13] (see (10) 
andw n,m,l are complex Gaussian random variables, it follows that R n,m,l obeys the exponential distribution with mean K n,m,l + s 2 w , where K n,m,l ∈ {0, 1, …, K} is the number of users who activate the mth frequency tone during the lth chip time of the nth symbol duration.
In preparation for information forwarding to the destination, the relay compares the energy level at each TF location with a threshold l th to obtain a binary TF matrix T n . Thus, the (m, l )th entry of T n is
The bits contained in matrix T n are then sent to the destination to indicate which sub-band was active in a given chip time of a symbol duration during the MA phase (which could be because of one or multiple users). Using M-FSK modulation, the baseband-equivalent signal transmitted by the relay over one frame duration (N symbols) can be expressed as (see (12)) where the amplification factor β (DF) is determined to maintain the relay's transmitted power to be P (R) tx . In general, the value of β (DF) depends on system parameters K, M, L, as well as the choice of threshold l th at the relay. It is obvious that if l th is increased, the number of locations with
www.ietdl.org value 1 in T n reduces; hence, more transmit power is spent on each activated chip duration. Assuming that the values of the TF matrix T n are independent, the average transmitted power at the relay can be obtained as follows (see (13)) Recall that R n,m,l has an exponential distribution with a mean value determined by the number of users who activate the mth frequency tone. For a given chip duration, there is a total of K users, each can activate a particular frequency tone with equal probability 1/M. Therefore, by applying the law of total probability, one has
where B(·) is a binomial distribution, given as
Finally, substituting (14) into (13) gives
Before closing this section, it is relevant to discuss the choice of threshold l th used at the PDAF relay. First, consider the case of no interference (i.e. K n,m,l = 0 or 1). In this situation, each entry R n,m,l has an exponential distribution with mean value of 1 + s 2 w or s 2 w , depending on whether there is a signal component at the (m, l )th location. The error probability of the squared-law detector using the threshold l th is
It is simple to see that the threshold that minimises P e is l th = s Now, using the above threshold for the general case (i.e. with multiuser interference), it is readily seen that
Thus, having two or more users transmitting in one chip time is more likely to yield a non-zero entry in T n . In general, there is an optimal threshold for each set of system parameters M , K, L, s 2 w , which can be found by simulation [13] . However the sub-optimal threshold in (18) is more computation-friendly, while providing good performance. As such, the threshold defined in (18) is also used in this paper.
Receiver at the destination
The general structure of the proposed receiver at the destination is shown in Fig. 3 , which applies for both the AF and the PDAF relaying schemes. Such a receiver makes use of the iterative (i.e. turbo) signal processing technique to handle the multiuser interference. The iteration is between the channel decoders and the interference cancellers. Let Y(t) be the complex baseband-equivalent received signal at the destination over one frame duration, that is, 0 ≤ t ≤ NT s . The front-end of the receiver first performs energy detection in the same way as what done in the relay (see Fig. 2b ) to obtain a set of normalised observation matrices Y = {Y 1 , Y 2 , . . . , Y N }. Next, the set Y is fed to a bank of K parallel detectors. Each detector is responsible for the decoding of one user. It is pointed out that the interference canceller tries to remove one interferer's signal after each iteration. Therefore, the maximum number of iterations is equal to number of active users in the system. Without loss of generality, the main operations of the kth detector are described next.
In each iteration, the IC block carries out its computations on symbol-by-symbol basis. For the nth symbol duration, it makes use of the observation matrix Y n together with the feedback information from the previous iteration to generate the probabilities (or likelihood values) for the nth symbol of the kth user. Let U [n] n be the M × L matrix that contains the feedback information from the νth iteration. Then the output of the kth interference canceller at the (ν + 1)th iteration is denoted by
n . Applying Bayes' theorem gives
Under the assumption that all the entries of Y n are independent random variables, one has
The computation of (21) depends on whether the AF or PADF relaying is used and it is presented in detail in Section 3.
After each iteration of the whole receiver, the kth detector gives out N sets of soft likelihood values, one set having M values for each of the kth user's symbols. The feedback information is updated at the end of the νth iteration as follows. Over the nth symbol duration, the soft values of the K − ν + 1 users (i.e. detectors) who have not been decoded in any of the previous iterations are compared and the most likelihood symbol together with the user it belongs to are decided. That is, the additional feedback information over the nth symbol duration at the end of the νth iteration is of the formŝ (v n ) n for some user index v n . The update of the information feedback matrix, U
n , is as follows
Therefore, at the beginning of the (ν + 1)th iteration, individual locations of feedback matrix U
on how many users transmit over a specific time-frequency location. Such information is used by the interference canceller to refine the computation of the symbol likelihood values in the next iteration. It should also be noted that in the first iteration (ν = 1), no feedback information is available, hence U n . Considering the binary to M-ary mapping rule b
where ⌊·⌋ denotes the truncation function. Furthermore, the bit LLR can be written as
n,i , which can be used as the soft input for the SISO channel decoder. The decoder then computes the a posteriori LLR L c
for each coded bit. That information is then interleaved and used to compute the log-likelihood values of the decoded symbol, Lŝ Under the assumption that the bits associated with a given symbol are independent, the log-likelihood values of a detected symbol can be computed from the LLR values of
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The above outputs of the K detectors are used in the interference cancellers as follows. After each decoding stage, the output of one detector consists of N hard-decision symbols,ŝ (k) =ŝ . The 'Max' module compares these outputs from all the detectors to find one set of the N most reliable detected symbols aŝ
where the maximisation is over the set of users whose nth symbols have not been detected in the (ν − 1) previous decoding stages, denoted as K
n . The symbolsŝ
are then used to update matrix U
[n] n as in (22), while the log-likelihood values Lŝ
remain unchanged for the next iteration.
A simple example to illustrate how the proposed iterative receiver works is provided in Fig. 4 where the symbol likelihood values are shown. For this example, there are K = 3 users communicating to a destination using M = 8 frequency tones and L = 4 chip times. The frame length is taken to be N = 5, while the users' FH addresses are indicated in the figure. Focusing on the first symbol duration, given the numerical values provided in the figure, it can be readily seen that K 
Proposed interference cancellation
This section describes in more detail the operation of the IC block in the proposed iterative receiver. As pointed out before, the main task of this block is to compute (20), which requires to calculate p Y n,m,l |s
for (21). It is also relevant to point out that, as far as the general iterative receiver at the destination in Fig. 3 is concerned, one can extend the IC algorithm in [4] to the multiuser relaying system in the case of AF relaying. However, as will be shown in Section 4, our proposed IC performs much better than the one suggested in [4] , albeit with slightly higher complexity. For the case of PDAF relaying, there is no existing IC scheme to compare with our proposed scheme.
AF relaying
When AF is used at the relay, the received complex baseband-equivalent signal at the destination over the lth chip interval of nth symbol can be written as
where the coefficient g n,l CN (0, 1) represents the effect of the flat-fading channel between the relay and the destination and η(t) is complex AWGN at the destination, whose one-sided power spectral density is N 0 per dimension. As in the MA phase, g n,l 's are assumed to be independent over different chip durations [13] . With the above input signal, the normalised output of the energy detector can be computed as Y n,m,l = |y n,m,l | 2 , where (see (29) at the bottom of next page)
In (29) the noise termsw n,m,l and η n,m,l are zero-mean circularly symmetric complex Gaussian random variables with variances s 2 w = N 0 /E c and s
As shall be seen later, to calculate p Y n,m,l |s
n,m,l , it is useful to determine the distribution of y n,m,l given that there are k users who concurrently transmit with the same carrier frequency f m during the time slot lT c + nT s < t < (l + 1)T c + nT s . Denote this distribution as p(y n, m, l |k). Given k, the first term in (29), namely 
n,l , f m +w n,m,l , is a complex Gaussian random variable of zero-mean and variance s 2 x = k + s 2 w . Using the distribution of a product of two independent complex Gaussian random variables in [15] , the probability distribution function (pdf) of y n,m,l conditioned on k and η n,m,l is
where K 0 (·) is the zero-order modified Bessel function of the second kind. In order to obtain p(y n,m,l |k), one has to take the expectation of (30) over η n,m,l . Unfortunately, there is no closed-form expression for such expectation. To overcome this difficulty, the following approximation, similar to what used in [15] , is proposed
Correspondingly, the following approximation is used for p (Y n,m,l |k)
Next, the pdf p Y n,m,l |s
is calculated as follows (see (33)) Since all the K users transmit their signals simultaneously in the MA phase, there exists interference from a number of users at each chip time. At the νth iteration, there are (ν − 1) symbols decoded over each symbol duration that are determined for (ν − 1) users in the previous iterations. The symbol information from other (K − ν) users remains unknown and should be treated as interference. After each iteration, one more symbol is decoded and the number of interferers reduces by one. Specifically, the distribution of Y n,m,l at a single TF location depends on three factors: (i) the transmitted symbol s (k) n , (ii) the ν − 1 decoded symbols from previous iterations, which can be seen from U
n,m,l , and (iii) the random interference from the remaining K − ν users.
Let J, 0 ≤ J ≤ (K − ν), be the number of interferers in one particular TF location. Then one has
As pointed out before, the probability P(J = j) is determined by the binomial distribution B(K − ν, j, 1/M ). On the other hand, p Y n,m,l |U [n] n,m,l , S (k) n,m,l = 1, J = j is concerned with the distribution of the energy measured at the (n, m, l ) TF location under the hypothesis that there are U [n] n,m,l decoded users (coming from the feedback information), one user of interest and j interferers who are active in that TF location. It then follows from (32) that
Substituting (35) into (34) yields
Similarly, one has
Then substituting (36) and (37) into (33) gives (see (38) at the bottom of next page)
In the above expression, the quantity P S
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n . It should also be pointed out that, although the AF is a simple operation at the relay, computing p Y n,m,l |s
in (38) is quite involved because of the presence of the modified Bessel function. In practical implementation, one would pre-compute the modified Bessel function for a large set of its argument, store the values in the memory and use them to approximate the true values.
Partial decode-and-forward relaying
For the case of PDAF relaying, the received complex baseband-equivalent signal at the destination is given as (see (39)) The normalised output of the energy detector is given by [13] (see (40)) As in the AF relaying case, the noise term η n,m,l is a zero-mean circularly symmetric complex Gaussian random variable with variance s
n,m,l can be done by taking into account the decision made at the relay. Specifically, one has
and
On the other hand, since T n is obtained by comparing the entries of R n with threshold l th as in (11), one has P T n,m,l = 0|s
n,m,l = 1 − P T n,m,l = 1|s
To determine probability P R n,m,l , l th |s
n,m,l , the conditional pdf of R n,m,l is needed. It is computed as follows
where, similar to the expression in (38) for the case of AF relaying, the two probabilities P S n,m,l , S
n,m,l = 0 can be found by considering the number of unknown interferers at the νth iteration, which can take any value p Y n,m,l |s between 0 and (K − ν). Specifically
and (see (47)) Finally, by substituting (47) and (46) into (45) and performing integration, one obtains (see (48)) It should be pointed out that, for fixed parameters M, K, l th , the above probability can be computed once at the beginning of each iteration. Moreover, since P S
n,m,l takes on integer values ranging from 0 to (ν − 1), at the νth iteration one can pre-compute and store 2ν quantities instead of repeating the calculation for every (m, l ) location.
To avoid the numerical instability issue in implementation, instead of computing the probability values P s
n , it is possible to perform all the related calculations in the log-domain and compute the L-values L s
n . The details are given in the Appendix. Before closing this section, a brief complexity comparison of different interference cancellation algorithms is made. The core operation of an FFH receiver is the computation of the pdf of the received signal, conditioned on a test symbol (e.g. (7) in [13] , (4) in [4] and (21) in this paper). Since this is the most complicated operation performed within the receiver, the receiver's complexity is roughly quantified by how many times this operation is called to successfully extract one symbol from all users.
For the ML-MUD method in [13] , the total number of operations required is M K . On the other hand, the complexity of the Sub-MUD method in [13] is difficult to quantity as the algorithm does not have a fixed number of operations. In fact, the number of operations ranges from 1 to M K , depending on the selection of the threshold, SNR and other system parameters. For the proposed algorithm, the maximum number of iterations is K and its complexity order is O(MK 2 ). The interference cancellation algorithm in [4] processes only 3 iterations (as further iterations do not give significant further performance improvement) and its complexity order is about O(3MK), which is lower than the complexity of our proposed algorithm. As pointed out before, for the more important and interesting case of PDAF relaying, there is no existing interference cancellation scheme to compare with our proposed scheme.
Simulation results
This section presents the simulation results of the BER performance of the proposed multiuser relaying system. First, a constraint-length 7, rate-1/2 convolutional code with generator polynomials g (0) = [2, 4, 7] and g (1) = [3, 7, 1] (in octal form) is employed. This is the best convolutional code for given constraint length and code rate and its free Euclidean distance is d free = 10 [16] . The information block length is set to be 1920 bits. Thus for a system with M = 16 or M = 32 frequency tones, one code block contains 480 or 384 M-FSK symbols, respectively. Each user is assigned a different S-random interleaver with the spreading factor of 25. The power allocated for the relay is set to be P
tx . This setup results in the same average SNR in all transmission links, that is, from users to relay, and from relay to destination. The SNR shown in all figures of this section is the average SNR per information bit, given as in (4) . On the other hand, given the similar channel condition experienced by each user, all users are expected to have similar BER performance and the BER curves plotted in all figures are over all users (when plotted separately, the BER curves of individual users essentially overlap each other). Also note that since the use of coding reduces the transmission rate, in order to have a fair comparison with the uncoded transmission in [13] , our system only uses half the number of chip times that would be used in the uncoded system. The spectral efficiency is measured as μ = R c Klog 2 (M)/LM (bit/s/Hz).
First, the performance of the AF relaying system is shown in Fig. 5 for system parameters of M = 16, K = 5 and L = 4. It can be seen that remarkable performance improvements with iterations of the proposed receiver are achieved. Moreover, the proposed system (with channel coding) is able to provide a huge performance boost over the uncoded system (which uses L = 8) that employs the maximum-likelihood multiuser detection (MUD) as studied in [13] .
n,m,l + j + s 2
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Next, performance of the iterative interference cancellation scheme suggested in [4] is examined in the context of multiuser AF relaying as considered in this paper. For a fair comparison, all system parameters are set to be the same as those used for obtaining the results in Fig. 5 . The main difference between the interference cancellation scheme in [4] and our proposed algorithm concerns how the soft information is exchanged from the SISO decoder and how it is taken into account in the interference cancellation block. It is pointed out that, the value of the reliable test threshold ε T for the scheme in [4] is not explicitly given. Our own simulation investigation indicates that ε T = 0.03 gives the best BER performance for the considered scenario. As can be seen in Fig. 6 , the method proposed in [4] gives the most-improved performance after three iterations and has a BER floor around 10
. Such an error floor is because of the large residual interference that is not successfully removed by the algorithm in [4] . After five iterations, the performance of the interference cancellation in [4] is about 1 dB worse than our proposed algorithm (see Fig. 5 ). Moreover, there is no apparent error floor down to the BER level of 10 −8 in Fig. 5 . Of particular interest is the performance of the PDAF relaying system, which is shown in Fig. 7 for a system configured with M = 16, K = 5 and L = 4, and in Fig. 8 for a system with M = 32, K = 6 and L = 3. Note that the spectral efficiency of these two systems is μ = 0.1563 (bit/s/Hz). Compared to Figs. 5 and 7 clearly confirms that the PDAF relaying scheme proposed in [13] outperforms the conventional AF relaying. At the last stage of decoding, the PDAF relaying achieves a coding gain of 3 dB (measured at the BER level of 10 ) when compared to the performance of the first-state decoding (i.e. decoding with no feedback for interference cancellation) and 6 dB better than the uncoded system using the optimal ML-MUD. There is only 1 dB gap when compared to the single-user performance (i.e. when there is no interference).
Also included for comparison in Fig. 7 is the BER of a PDAF system with channel coding, but instead of the proposed iterative receiver, the destination employs a sub-optimal-MUD (Sub-MUD) [13] , which feeds hard decisions to the K channel decoders. It is pointed out that, although the complexity of the Sub-MUD is significant lower than that of the ML-MUD, detection with Sub-MUD still involves searching multiuser symbols, whose complexity grows quickly with the number of users. As can be seen from Fig. 7 , such a coded PDAF system (which uses L = 4 and rate-1/2 convolutional code) outperforms the uncoded PDAF system (which uses the ML-MUD) only in a fairly high SNR region (>20 dB), but its performance is significant worse than the performance of the proposed iterative receiver for the whole range of SNR.
Similar observations hold for Fig. 8 . For example, assuming that the target BER level is 10 −4 , the performance at the last iteration delivers a coding gain of 4 dB over the performance at the first iteration, and less than 2 dB away from the performance of a single-user system. The proposed system is able to provide a performance boost of about 11 dB over the uncoded system (which uses L = 6) that employs a Sub-MUD proposed in [13] (the optimal ML-MUD is simply not possible for the considered system parameters). Likewise, there is about 5.5 dB SNR gain achieved by the proposed system over a coded system whose destination uses the Sub-MUD and hard-input Viterbi decoding without successive interference cancellation.
Finally, Fig. 9 illustrates the ability of the novel receiver with PDAF relaying system in supporting multiple users under various system setups. In particular, shown in the figure are the BER curves against the number of users when the spectral efficiency is maintained at μ = 0.1563 (bit/s/Hz), while different combinations of number of time slots and code rate are investigated. The other system parameters are M = 32 and γ b = 20 dB and all codes are the best codes (in terms of maximising the free Euclidean distance) of constraint-length 7 [16, 17] . It can be seen that, for a given BER requirement, using a higher code rate can help to support more users. For example, at the BER requirement of 10 −4
, five more users can be supported by using rate-5/6 code instead of rate-1/3 code. The main reason for this phenomenon is that in order to maintain a given spectral efficiency, using a low-rate code requires a smaller number of chip times, which means that it is more difficult to resolve interference ambiguity when the number of user increases. It should be noted, however, that a higher-rate code is in general more complicated to decode with the SISO algorithm. In general, there should be an optimal combination of code rate, number of chip times, and number of sub-carriers to maximise the system throughput and finding such an optimal combination deserves further research.
Conclusions
A novel iterative receiver has been developed for multiuser relaying communications in which each user employs FFH modulation and channel coding, while the relay is either amplify-and-forward or PDAF. In particular, an iterative signal processing scheme and related computations were devised to take advantage of the decoders' outputs for interference cancellation at the destination. Simulation results show impressive performance improvement of the proposed receiver with iterations. Under the same spectral efficiency, the proposed system is shown to significantly outperform both reference coded and uncoded systems. Although channel coding is used in our system, the complexity of the receiver is only linear in the number of frequency tones and quadratic in the number of users, whereas the complexity of the optimal ML-MUD is exponential in the numbers of users and frequency tones for the uncoded system. Also, define the log probability as L(·) = ln( p(·)). Then (41) can be written as (see (51) exp Lŝ|Y n , U
References
[n] n − L 0|Y n , U
[n] n (54) whereŝ = r + r 2 j 2 j . Finally, the log-likelihood ratio in (24) can be written as
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