In this paper we propose a uniform approach to deal with incremental problems on digraphs and with decremental problems on dags generalizing a technique used by La Poutré and van Leeuwen in [17] for updating the transitive closure and the transitive reduction of a dag. We define a propagation property on a binary relationship over the vertices of a digraph as a simple sufficient condition to apply this approach. The proposed technique is suitable for a very simple implementation which does not depend on the particular problem; in other words, the same procedures can be used to deal with different problems by simply setting appropriate boundary conditions.
Introduction
Great research efforts have been done in the last years in the field of dynamic graph problems (e.g., see [2, 4, 8, 14, 15, 16, 17, 20, 22] ), justified by theoretical motivations as well as by practical applications. In the literature, the most used dynamic model is the following: we are given a graph G and we want to answer queries on a property P of G, while the graph is changing due to insertions and deletions of edges. If the graph represents a communication network, for instance, the edge update operations reflect the real network changes as links that go up and down during the lifetime of the network. A naive approach to the above requirement consists in making fast updates, and in answering to each query by recomputing the information over P from scratch using the best known off-line algorithm. Indeed, nothing better is known for important graph problems, as in the case of network flow problems. For other problems, in order to give fast answers to queries, dynamic algorithms have been devised, that update the solution any time that a modification on the structure of the problem is required. The main goal of this kind of algorithms is to update the solution of the problem more efficiently than recomputing it from scratch after each update. If the algorithm supports both insertions and deletions of edges then we refer to the fully-dynamic problem; if only insertions (deletions) of edges are supported then we refer to the semi-dynamic incremental (decremental) problem.
Fully dynamic solutions are known for many graph problems as, for example, for connectivity [21] , planarity testing [10] , minimum spanning tree [8] , and single-source shortest path tree [9] . In some cases fully dynamic solutions have been devised by trading off between query and update operations, i.e., the solution of the problem is kept in an implicit form, and one piece of the output is built only when it is explicitly required. As an example, this kind of solution has been provided in the case of planar graphs for the reachability problem in [22] and in [16] for the shortest paths problem. For other graph problems, when the explicit maintenance of the output information is necessary, only semi-dynamic solutions have been proposed in the literature. This is the case of the transitive closure problem [14, 15] , the transitive reduction problem [17] , and the all-pairs shortest paths problem [2] .
In this paper we propose a general technique to deal with semi-dynamic problems on digraphs, and apply this technique mainly to various problems about dominance.
Dominators and their applications. The dominance relationship in a rooted digraph G = (V, E; r) with source r can be defined as follows: a vertex x dominates a vertex y if any path from r to y in G contains vertex x. The dominator tree is a concise representation of the dominance relationship, where a vertex x is an ancestor of a vertex y if and only if x dominates y; furthermore a vertex x is the immediate dominator of a vertex y if and only if x is the parent of y in the dominator tree. Dominance relationship is an important tool used in several contexts, ranging from program structure analysis, optimization and verification (e.g., see [1] ), to fault tolerant communication networks (e.g., see [6] ).
Another problem about dominance is finding the nearest common dominator d of a given set of vertices U ⊆ V of a rooted digraph G = (V, E; r). A vertex d ∈ V is the nearest common dominator of U if d dominates all vertices of U and there exists no vertex d = d that dominates all vertices of U and is dominated by d.
If G represents a communication network, or a computer program where vertices are events, edges are computations, and U is the set of relays or events that are vulnerable for failure (e.g., see [6] ), then d is the best choice for a single recovery point.
The necessity of updating the dominator tree of a rooted digraph arises in various dynamic contexts, such as the incremental data flow analysis and the incremental compilation [4, 20] . Further applications are known in the context of batch compilation, for instance in the construction of the static single assignment representation of programs [7] , that has to be updated any time that an optimizing compiler applies optimizing transformations.
Previous results.
Several algorithms have been proposed in the literature in order to compute dominators in graphs [12, 18, 23] . In detail, in [23] an algorithm for finding dominators in a digraph is given with time complexity O(m + n log n), which is optimal for m ≥ n log n. A refinement is proposed in [18] that achieves a time bound of O(m · α(m, n)), where α(m, n) is the inverse of the Ackermann function. An optimal off-line algorithm for computing the dominator tree of a rooted digraph is given in [12] , and it requires O(m + n) time and space. A parallel algorithm has been also proposed in [19] . In [5] an optimal off-line algorithm for computing the nearest common dominator of a given set of vertices in a rooted dag is provided. This algorithm takes O(m ) time, where m is the number of edges that lie on paths from d to vertices of U , and hence it requires O(m) worst case time.
As far as the dynamic maintenance of the dominance information in a graph is concerned, a fullydynamic solution is given in [20] , that maintains the single source reachability tree and the dominator tree of a reducible rooted digraph. A rooted digraph is reducible if all edges u, v such that v does not dominate u induce a dag. This solution is based on the observation that updating the dominator tree of such a dag is sufficient, with some additional considerations, to update the dominator tree of the original rooted digraph. The performances of the algorithms proposed in [20] are studied in the output complexity model (e.g., see [9] ), obtaining a time bound of O(||δ|| log n) per update, where ||δ|| is the number of vertices that change their own immediate dominator after the input modification δ, plus the number of edges outgoing from those vertices. This gives a O(m log n) worst case time bound per update.
Another dynamic solution is given in [3] , where an incremental algorithm is proposed for maintaining the dominator tree of a dag in O(n) amortized time per edge insertion, and O(1) worst case time to answer a query on the immediate dominator of a given vertex.
Results of the paper.
In this paper we propose a uniform approach to deal with incremental problems on digraphs and with decremental problems on dags, which is a generalization of the approach used by La Poutré and van Leeuwen in [17] for updating the transitive closure and the transitive reduction of a dag. We refer to this approach as the counting technique and introduce the propagation property on binary relationships defined over the vertices of a digraph as a simple sufficient condition to apply it. A remarkable example of a uniform approach to dynamic graph problems is the sparsification technique proposed in [8] .
More precisely, we provide general semi-dynamic algorithms and data structures for maintaining a binary relationship over the vertices of a digraph (dag) with n vertices and m edges, requiring O(n · max{q, m}) total time for any sequence of q insertions (deletions) of edges. This gives O(n) amortized time per operation over a sequence of Ω(m) edge insertions (deletions). Queries can be answered in constant time. The space required is O(n 2 ). The proposed technique has a very simple implementation which does not depend on the particular problem, whose peculiarities are confined in the initial boundary conditions. In fact, it consists in maintaining updated an integer matrix that contains, for each pair of vertices, a counter. Such a counter represents the number of different edges which the relationship can propagate through.
The algorithms can also handle alternated sequences of insertion and deletion of edges in a dag. From a preliminary implementation on fully dynamic random sequences of updates on a dag we have an experimental evidence that the proposed approach is far more efficient than using an off-line algorithm.
By using these techniques, the same time bounds of the best known semidynamic solutions for transitive closure and transitive reduction are obtained, both for the incremental [14, 17] and the decremental problem [15, 17] . Then we show how the same technique is used in order to achieve the following improvements with respect to previous results about dominance.
1. We give the first incremental solution for maintaining two different representations of the dominance relationship on a rooted digraph: a n × n binary matrix and the dominator tree. The achieved bound is O(n) amortized time per edge insertion. Both queries of kind (i) "is x the immediate dominator of y ?", and (ii) "does x dominate y ?", can be answered in constant time. This compares favorably with the best off-line solution of [12] that requires: O(m + n) time for computing the dominator tree, O(1) time for answering queries of kind (i), and O(n) time for answering queries of kind (ii). This also improves, at least in amortized sense, the results of [20] when only edge insertions are performed on digraphs. Furthermore, this extends the time bounds of the best known incremental solution for maintaining the dominator tree of a dag [3] to general digraphs, allowing us also to perform queries of kind (ii) in O(1) rather than O(n) time.
2. We give the first decremental solution for maintaining the same two different representations of the dominance relationship on a rooted dag, requiring O(n) amortized time per edge deletion, and O(1) time per query. This improves, at least on dags, the results of [12] and [20] in the same way of the incremental problem.
3. We give the first incremental and decremental solution for the nearest common dominator problem on digraphs and dags, respectively, working in O(n) amortized time per operation and O(1) worst case time per query. This improves on the optimal off-line solution proposed only for dags in [5] that takes O(m) worst case time per operation and O(1) time per query.
Structure of the paper. The paper is organized as follows. In Section 2 we introduce the propagation property together with some preliminary notations. In Section 3 we describe the proposed counting technique. In Section 4 we apply this technique to the transitive closure and the transitive reduction problems, while in Section 5, we deal with dominance problems. Finally, in Section 6 we provide some concluding remarks and some promising extensions of the proposed technique.
Basic concepts and Propagation Property
In the following we assume that the reader is familiar with the standard graph theoretical terminology as contained, for instance, in [11] . A directed graph (digraph) G = (V, E) consists of a finite set V of vertices and a finite set E ⊆ V × V of edges. In the remainder of this paper we denote as n and m the number of vertices and the number of edges in G, respectively. We consider an edge x, y as directed from x to y, and say that it is outgoing from x and incoming to y. A path π x,y from x to y in G is a sequence of vertices (
and whose length, denoted as length(π x,y ), is equal to k. A cycle is a path from a vertex to itself. A digraph with no cycles is called a directed acyclic graph (dag). A vertex y is reachable from a vertex x in G if there exists a path π x,y . A source is a vertex with no incoming edges. A rooted digraph G = (V, E; r) is a digraph with one source vertex r referred to as the root. A rooted digraph is a tree if every vertex but the root has exactly one incoming edge. In a tree, if vertex y is reachable from vertex x, then x is an ancestor of y; on the other hand, if there exists edge x, y then x is the parent of y in the tree.
In the following, given a digraph G = (V, E), we denote as R a binary relationship defined over the vertices of G, i.e., R ⊆ V × V . Furthermore, given a pair (x, y) ∈ V × V , we denote as R(x, y) the binary value associated to pair (x, y) by relationship R. Now, we introduce the propagation property as a generalization of the transitive property for a binary relationship. We consider the case in which a binary relationship R defined over the vertices of a digraph propagates along the edges.
The role of R 0 in the previous definition consists in defining any element of R that cannot be deduced using the propagation mechanism. This implies that R is reflexive if and only if R 0 is reflexive. Moreover, the following lemma holds.
Lemma 2.1 Let G = (V, E) be a digraph and R be a binary relationship satisfying PP over G. Then (x, y) ∈ R if and only if either (x, y) ∈ R 0 , or x = y and there exists a vertex z in G such that z = y, (x, z) ∈ R 0 and y is reachable from z.
Definition 2.2 Let G = (V, E) be a digraph, R be a binary relationship satisfying PP over G, and x, y be two distinguished vertices in
In the following we denote as C R (x, y) = { z, y ∈ E | (x, z) ∈ R}, the set of edges useful to pair (x, y), and as C R [x, y] = |C R (x, y)| its cardinality. Furthermore, we refer to C R [x, y] as the counter associated to pair (x, y). For any pair (x, y) ∈ V ×V the following basic property of the counter C R [x, y] holds.
Lemma 2.2 Let G = (V, E) be a digraph, and R be a binary relationship satisfying PP over G with boundary condition
R 0 . Then (x, y) ∈ R if and only if either (x, y) ∈ R 0 or C R [x, y] > 0.
The Counting Technique
In this section we describe a uniform approach, referred to as the counting technique, to deal with semi-dynamic problems on digraphs, based on the propagation property. In particular, we first provide basic algorithms for maintaining a binary relationship that satisfies the propagation property over the vertices of a digraph in an incremental setting, and of a dag in a decremental setting. Then, we show how these basic algorithms can also be used, together with some additional arguments, to deal with binary relationships that do not satisfy the propagation property, but that can be formulated in terms of other binary relationships satisfying the propagation property.
while Q k is not empty do 8. A straightforward solution to the problem concerning the dynamic maintenance of a binary relationship R that satisfies the propagation property over a digraph G is suggested by Lemma 2.1. In fact, given matrices R 0 and TC representing the boundary condition of R and the transitive closure of G, respectively, then Lemma 2.1 states that relationship R can be implicitly maintained by simply updating matrix TC after each input modification. Matrix TC can be maintained in O(n) amortized time per operation during sequences of edge insertions on digraphs and during sequences of edge deletions on dags, by using the solutions proposed in [14] and in [15] , respectively. Using this approach, queries of the kind "does pair (x, y) belong to relationship R ?" would require O(n) worst case time, necessary in order to verify the existence of a vertex z such that (x, z) ∈ R 0 and (z, y) ∈ TC.
In the sequel we propose an approach based on Lemma 2.2 that allows us to explicitly maintain relationship R in an incremental and a decremental fashion, and hence to answer queries in constant time. It consists in maintaining updated an integer matrix that contains, for each pair of vertices (x, y), the counter C R [x, y] of edges useful to that pair. Figures 1 and 2 show procedures Insert and Delete that update R after insertions and deletions of edges, respectively. In these procedures we use the following data structures: a set out[x] that contains, for each vertex x, all outgoing edges from x, a n × n integer matrix that contains, for any pair (x, y) of vertices, the value of counter C R [x, y], and a binary matrix that represents the boundary condition R 0 . Furthermore, a queue Q k , for any vertex k, is used in order to handle edges h, y useful to pair (k, y). After an edge insertion the number of edges useful to any pair (k, y) can only increase. Procedure Insert first finds such useful edges using queue Q k , and then properly updates counter C R [k, y]. The correctness and the complexity of procedure Insert are stated by the following theorems. Proof. Let us suppose that C R [k, h] correctly contains the number of edges useful to pair (k, h) before the insertion of edge i, j . Counter C R [k, h] is modified after the insertion of edge i, j if and only if some edge t, h becomes useful to pair (k, h) due to that edge insertion.
We prove that an edge t, h becomes useful to pair (k, h), due to the insertion of edge i, j , if and only if it is inserted in queue Q k during the execution of procedure Insert ( i, j ). On the other side, each edge t, h inserted in Q k determines an increment of counter C R [k, h] by one (see line 12).
while Q k is not empty do 8. The proof is performed by induction on the number of edges inserted in Q k . Basis. The new edge i, j is inserted into the empty queue Q k (line 6) if and only if (k, i) ∈ R (line 4) and hence it is useful to pair (k, j). Inductive step. By induction, let us suppose that an edge t, h has been inserted into queue Q k if and only if it is useful to pair (k, h) due to the insertion of edge i, j .
When an edge t, h is on the top of queue Q k , it is tested whether vertices k and h are equal (line 10). If they coincide nothing is done, because information about pairs of kind (x, x) is maintained in the boundary condition R 0 . On the other side, if they are different then edge t, h is deleted from queue Q k (line 9) and, since it is useful to (k, h) by inductive hypothesis, C R [k, h] is incremented by one (line 12). Now, two possible cases may arise: Proof. Any basic operation performed by procedure Insert requires constant time. Therefore, to prove the theorem, it is sufficient to show that the number of queue's operations performed during an incremental sequence of edge insertions is bounded by O(n · max{q, m}). An edge h, y is inserted in Q k if and only if pair (k, h) has been added for the first time to relationship R (due to test in line 13) as a consequence of an edge insertion. This implies that, during a sequence of edge insertions, edge h, y can be inserted in Q k at most once. In fact pair (k, h) can never leave relationship R due to a subsequent edge insertion. Since there are n queues, one for each vertex, and at most q + m edges in the graph, it follows that the total time necessary to handle the whole sequence of q edge insertion is O(n · {q
The behavior of procedure Delete is analogous to that of procedure Insert . When an edge is deleted, some edges could be no longer useful to a pair (k, y), and then the corresponding counter has to be properly decreased. Procedure Delete still uses queue Q k to handle edges no longer useful. The correctness of procedure Delete is stated by the following theorem. Proof
We prove that an edge t, h is no longer useful to pair (k, h), due to the deletion of edge i, j , if and only if it is inserted in queue Q k during the execution of procedure Delete ( i, j ). On the other side, each edge t, h inserted in Q k determines a decrement of counter C R [k, h] by one (see line 12).
The proof is performed by induction on the number of edges inserted in Q k . Basis. The new edge i, j is inserted into the empty queue Q k (line 6) if and only if (k, i) ∈ R (line 4) and hence it is no longer useful to pair (k, j). Inductive step. By induction, let us suppose that an edge t, h has been inserted into queue Q k if and only if it is no longer useful to pair (k, h) due to the insertion of edge i, j . When an edge t, h is on the top of queue Q k , it is tested whether vertices k and h are equal (line 10). If they coincide nothing is done, because information about pairs of kind (x, x) is maintained in the boundary condition R 0 . On the other side, if they are different then edge t, h is deleted from queue Q k (line 9) and, since it is no longer useful to (k, h) by inductive hypothesis, C R [k, h] is decremented by one (line 12). Now, two possible cases may arise: 
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The time complexity of procedure Delete is given in the following theorem. The proof is omitted since it can be obtained by analogous reasoning of the incremental case.
Theorem 3.4 Let G = (V, E) be a dag with n vertices and m edges. The total time required by procedure Delete to perform q consecutive edge deletions in G is O(n · max{q, m}).
Procedures Insert and Delete allow us to maintain binary relationships satisfying the propagation property in an incremental and a decremental fashion. Now, let us consider a relationship R that does not satisfy the propagation property. In this case, although the proposed procedures cannot be directly used to maintain R in a semi-dynamic environment, they can be fruitfully exploited when the maintenance of R is decomposable in different subproblems. In fact, if these subproblems are solvable by procedures Insert and Delete then their solutions form a kind of "building blocks" to yield a solution for R. Obviously, when R is maintained by this approach its solution is still based on the mechanism of "counting useful edges"; on the other side, it can be considered as a potential new building block for other relationships. In the following statement we define some situations where the counting technique can be applied to dynamic graph problems. As a straightforward consequence of Theorems 3.2 and 3.4 and Definition 3.1, it is possible to deduce that, to update any binary relationship R that is maintainable by counting technique, the following time bounds can be achieved: In the sequel we say that, if case 1, case 2 or case 3 of Definition 3.1 occurs, relationship R can be maintained by the counting technique in a basic fashion, implicit fashion (since the information on R is distributed over R 1 , R 2 , . . . , R k ), or in an explicit fashion, respectively. As a further generalization, we mention the case where the boundary condition R 0 is not constant, but it can be dynamically updated. In the next section we will show an example of such a situation. Of course in this case the algorithms and the corresponding time bounds must take into account the work for updating both R 0 and R.
Transitive closure and transitive reduction
In this section we give preliminary examples that show how the counting technique can be easily used in order to obtain the same results achieved in [14, 15, 17] for the semi-dynamic maintenance of the Transitive Closure (TC) and the Transitive Reduction (TR) relationships, that is O(n · max{q, m}) total time for any sequence of q edge insertions (deletions) in a digraph (dag).
Given a digraph G = (V, E) , the digraph G + = (V, E + ) such that an edge x, y belongs to E + if and only if there exists a path π x,y in G, is called the transitive closure of G. The following lemma shows how the transitive closure of a digraph can be defined as a binary relationship over the vertices of the digraph that satisfies the propagation property, therefore it can be maintained in a basic fashion by the counting technique.
Lemma 4.1 Let G = (V, E) be a digraph and G
Proof. For any pair (x, y) ∈ V × V , (x, y) ∈ TC if and only if either x = y (that is, (x, y) ∈ TC 0 ) or x = y and there exists a vertex z such that z = y, (x, z) ∈ TC, and z, y ∈ E. Hence, Definition 2.1 applies. 2
having the minimum number of edges and the same transitive closure of G. It is known that, for any dag G, the transitive reduction G − is unique and is a subgraph of G. If we call any path in a dag G whose length is greater or equal than 2 non-trivial, then an edge x, y ∈ E belongs to E − if and only if there exists no non-trivial path from x to y in G. If we denote as NTP the binary relationship over the vertices of G such that (x, y) ∈ NTP if and only if there exists a non-trivial path from x to y in G, the following property for TR can be stated. The proof of an equivalent statement can be found in [17] .
Proposition 4.2 Let G = (V, E) be a dag. The transitive reduction of G is the subgraph
It is easy to verify that relationship TR = E − in general does not satisfy the propagation property over the vertices of dag G = (V, E). Nevertheless, we are able to show that relationship TR can be maintained on G in an implicit fashion by counting technique. In fact, by Proposition 4.2 it follows that the transitive reduction of G can be formulated as:
Furthermore, if we denote as NTP 0 the set of all pairs of vertices (x, y) such that there exists a path of length 2 from x to y in G, then the following lemma holds.
Lemma 4.3 Let G = (V, E) be a dag. Relationship NTP satisfies PP over G with boundary condition
Proof. For any pair (x, y) ∈ V × V , (x, y) ∈ NTP if and only if there exists a vertex z = y such that either (x, z), (z, y) ∈ E (that is, there is a non-trivial path having length 2 between vertices x and y), or (x, z) ∈ NTP and (z, y) ∈ E (that is, there is a non-trivial path having length greater than 2 between vertices x and y). Hence Definition 2.1 applies.
2
Notice that in this case the boundary condition NTP 0 is not constant, and hence it must be updated according to its definition during insertions and deletions of edges.
Let us represent the boundary condition NTP 0 as a n × n integer matrix M that stores, for each pair of vertices (x, y), the number of paths having length 2 between x and y. Obviously 
It is not hard to adapt procedure Insert , by using a technique similar to the one applied by La Poutré and van Leeuwen in [17] , in order to extend the results regarding TR to general digraphs in the incremental case.
The following theorem summarizes the results of this section. 
Maintaining dominators
In this section we apply the counting technique to get semi-dynamic solutions to various problems about dominance. First, let us briefly review some definitions.
Given a rooted digraph G = (V, E; r) and two distinguished vertices x and y in G, vertex x is a dominator of vertex y (x dominates y) if and only if every path π r,y in G contains x. We denote as dom(x) the set of all the dominators of vertex x.
Vertex x is the immediate dominator of y, denoted as idom(y), if and only if x = y, and the following two conditions hold:
The dominator tree T D of a digraph G is a concise representation of the dominance relationship, where, for each vertex x in G, the parent of x in T D corresponds to idom(x)
If we denote the dominance relationship as the binary relationship
then it is easy to show that D in general does not satisfy the propagation property for any choice of the boundary condition D 0 . Vice versa, if we call non-dominance the complementary relationship
then the following theorem holds.
Theorem 5.1 Let G = (V, E; r) be a rooted digraph. Non-dominance relationship D satisfies PP over G with boundary condition
Proof. In order to apply Definition 2.1, we show that any pair ( (1) holds. If y = r, it follows that there exists a non-empty path π r,y from r to y not containing x. As a consequence, there exist a vertex z ∈ π r,y , with z = y and z, y ∈ E, and a (possibly empty) path from r to z not containing x. Hence x does not dominate z, and condition (2) above holds. 2
This theorem proves that dominance relationship can be maintained in a basic fashion by counting technique, and hence the following theorem holds. 
Maintenance of the dominators tree
We have already observed that the dominator tree T D of a rooted digraph G is only a concise representation of the dominance relationship D. However, a relevant difference arises when a query about dominance is performed. In fact, linear time in the number of vertices is needed to test if x dominates y using T D and constant time using relationship D; on the other hand, testing for the immediate dominator of a given vertex requires opposite bounds.
In this section we show how the dominator tree T D of a digraph G can be maintained in an explicit fashion by counting technique. In particular, this is accomplished using relationships TC and D as building blocks, and procedures T D -Insert and T D -Delete reported in Figures 3 and 4 , respectively.
In the sequel we denote as P x,y the unique path between vertices x and y (if it exists) in T D , and as lca(x, y) the least common ancestor of x and y in T D . Furthermore, let G = (V, E; r) be a rooted digraph and i, j the edge to be inserted in (deleted from) G to give the new digraph G = (V, E ; r),
The immediate dominator of a vertex x, the dominance relationship and the dominator tree in G , are denoted as idom (x), D and T D , respectively.
Before analyzing the incremental and the decremental maintenance of the dominator tree in detail, we note that there are simple arguments to deduce that some vertices do not change their own immediate dominator after an edge modification. In fact, the insertion or the deletion of edge i, j in a rooted digraph G modifies only paths from root r to any vertex x reachable from j. Hence, only the set of dominators of such vertices can be modified by inserting or deleting edge i, j . Moreover, it is straightforward to see that any vertex different from j which is dominated by j maintains its immediate dominator after that operation (provided that, in the case of an edge deletion, vertex j is still reachable from the root). This is formalized by the following observation, where we denote as interested (i,j) the set of such vertices. 
After the insertion or the deletion of edge
In the sequel we denote as change
and change
the subsets of interested (i,j) that exactly contains the vertices that change their immediate dominator after an edge insertion and an edge deletion, respectively.
The incremental problem
In this section we describe how the dominator tree T D of a rooted digraph G = (V, E; r) can be updated in an explicit fashion after each edge insertion by counting technique, using relationship TC as a building block. Let i, j be the edge inserted in E, and new = lca(i, j) be the least common ancestor of i and j in T D .
The subsequent Lemmas 5.4 and 5.5 prove that a vertex x changes its immediate dominator, due to the insertion of edge i, j , if and only if x is reachable from j and idom(x) lies on P new, idom(j) , i.e.,
After the insertion of edge i, j the number of paths from r to each vertex x in change Proof. By contradiction, let us suppose that there exists a vertex x ∈ change (i,j) ins , whose immediate dominator is z = idom (x), with z ∈ V − {new, x}. This implies that there exist:
• a path π j,x from j to x not passing through vertex z: since (j, x) ∈ TC and (z, idom(x)) ∈ D ;
• a path π r,i from the root to i not passing through z, since z = new = lca(i, j).
The composition of π r,i , the new edge i, j , and π j,x provides a path from the root to vertex x not passing through z, hence the contradiction. ins .
for each vertex y ∈ P r, idom(j) do 4.
label(y) := length(Pr,y) 5.
starting from i visit P r,i until a labeled vertex new is found {new = lca(i, j)} 6.
for each
unlabel all the labeled vertices 10. end ins , according to which of the conditions that define the set change
ins is not verified:
2. x ∈ interested (i,j) but idom(x) ∈ P new, idom(j) : in these hypothesis idom(x) dominates j, hence it must dominate vertex new, too. But the insertion of edge i, j can not introduce paths from the root to vertex x not passing through new = lca(i, j). Hence idom (x) = idom(x). 
The decremental problem
In this section we explain how the counting technique can be used in explicit fashion in order to update the dominator tree T D of a rooted dag G = (V, E; r) during a sequence of edge deletions, using relationships TC and D as building blocks.
Let i, j be the edge deleted from E giving E , and old = idom(j). In the following we do not deal with the case in which vertex j is not reachable from the root in G , the extension being straightforward. The subsequent Lemmas 5.7 and 5.8 show that a vertex x changes its immediate dominator after the deletion of edge i, j if and only if it is reachable from j and idom(x) = old, i.e.,
Unlike the incremental case, it is not true that all the vertices that change the immediate dominator after the deletion of an edge have the same new immediate dominator. In fact, let Z be the set of vertices still connected by an edge to vertex j in E , i.e., Z = {y ∈ V | y, j ∈ E }, and z the least
Concluding remarks
We have described the counting technique and how it can be successfully used in order to give semidynamic solutions to several problems on digraphs, provided that they can be formulated in terms of binary relationships satisfying the propagation property. More precisely, we have provided general semi-dynamic algorithms and data structures for maintaining a binary relationship over the vertices of a digraph (dag) with n vertices and m edges, requiring O(n · max{q, m}) total time for any sequence of q insertions (deletions) of edges. This gives O(n) amortized time per operation over a sequence of Ω(m) edge insertions (deletions). Queries can be answered in constant time. The space required is O(n 2 ). We have first applied the technique to the transitive closure and the transitive reduction problems, achieving the same results of the best known semi-dynamic algorithms for these problems, obtained in [14, 15] and in [17] , respectively. Then, we have applied the proposed technique to various problems about dominance, providing the first known solution to the problems of maintaining the dominance relationship, the dominator tree, and the nearest common dominator of a digraph in the incremental case, and of a dag in the decremental case.
A straightforward extension of the counting technique proposed in the paper can be considered, giving the following alternative formulation of the propagation property. Let G = (V, E) be a digraph, R be a binary relationship defined over V × V , and R 0 ⊂ R. We say that relationship R satisfies the extended propagation property over G with boundary condition R 0 if, for any pair (x, y) ∈ V × V , (x, y) ∈ R if and only if either (x, y) ∈ R 0 , or x = y and there exists a vertex z = y such that (x, z) ∈ R and P (z, y), where P (z, y) is any predicate computable in constant time.
It is clear that this new formulation of the propagation property represents a more general model than the old one; in this case the relationship R propagates along pair of vertices that satisfy a predicate P . Query on the predicate P has to be answered in constant time. Notice that procedures Insert and Delete are easily adaptable to cover this extended case.
As an example, we consider the case in which it is necessary to maintain a relationship R such that a pair (x, y) ∈ R when there exists a path π x,y having even length. Recalling the relationship NTP introduced in section 4, it is quite simple to see that R can be maintained by the extended counting technique.
