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Abstract
The paper is devoted to the penalty Robin–Robin domain decomposi-
tion methods (DDMs), proposed by us for the solution of unilateral multi-
body contact problems of elasticity. These DDMs are based on the penalty
method for variational inequalities and some stationary and nonstationary
iterative methods for nonlinear variational equations. The main result of
the paper is that we give the mathematical justification of proposed DDMs
and prove theorems on their convergence. We also investigate the numer-
ical efficiency of these methods using the finite element approximations.
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1 Introduction
The contact problems of elasticity are widely used in many fields of science and
engineering, especially in machine science, structural mechanics, geology and
biomechanics. The brief overview of existing numerical and analytical methods
for the solution of contact problems can be found in [1, 2].
Efficient approach for the solution of multibody contact problems is the use
of domain decomposition methods (DDMs).
DDMs are well developed for the solution of linear boundary value problems,
particularly for Poisson and linear elasticity problems [3, 4, 5, 6, 7]. A Robin–
Robin type domain decomposition algorithm for linear Poisson boundary value
problems was introduced by P. L. Lions in [8]. Further, Robin–Robin DDMs for
linear elliptic boundary value problems were investigated in works [9, 10]. An
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optimization based domain decomposition methods for linear Poisson boundary
value problems were developed in [11, 12].
The construction of DDMs for unilateral contact problems, which are non-
linear, are much more complicated. Among the domain decomposition methods
for unilateral two-body contact problems obtained on the continuous level, one
should mention Dirichlet–Neumann [13, 14, 15], Neumann–Neumann [16, 17]
and optimization based [18] iterative algorithms. A generalization of Lions’
Robin–Robin domain decomposition algorithm to a two-body contact problem
was proposed in works [19, 20, 21]. All of these methods in each iteration
require to solve a nonlinear one-sided contact problem with a rigid body (Sig-
norini problem) for one of the bodies, and a linear elasticity problem with Neu-
mann [13, 14, 15] or Dirichlet [16, 17, 18] boundary conditions on the possible
contact area for the other body, or require to solve nonlinear Signorini prob-
lems for both of the bodies [19, 20, 21]. Moreover, to increase the convergence
rate of Neumann–Neumann and Robin–Robin algorithms, it is recommended
to perform an additional iteration, in which the linear elasticity problems with
Neumann boundary conditions have to be solved for both of the bodies [16, 20].
A domain decomposition method presented in work [22] for two-body uni-
lateral contact problem, is also obtained on continuous level. It is based on
the augmented Lagrangian variational formulation and Uzawa block relaxation
method. This domain decomposition method in each iteration require to solve
linear elasticity problems with Robin boundary conditions for both of the bod-
ies.
On the contrary, DDMs can be constructed on the discrete level, after a dis-
cretization of the corresponding continuous boundary value problem. Among
the discrete DDMs for unilateral contact problems, one should mark out sub-
structuring and FETI methods [23, 24, 25, 26, 27].
In works [28, 29, 30, 31] we proposed on the continuous level a class of penalty
parallel Robin–Robin type domain decomposition methods for the solution of
unilateral multibody contact problems of elasticity. These methods are based
on the penalty method for variational inequalities and some stationary and
nonstationary iterative methods for nonlinear variational equations. In each
iteration of proposed DDMs we have to solve in a parallel some linear variational
equations in subdomains, which correspond to linear elasticity problems with
Robin boundary conditions, prescribed on some subareas of the possible contact
zones. These DDMs do not require the solution of nonlinear one-sided contact
problems in each step.
The main result of this paper is that we prove theorems on the convergence
of proposed penalty Robin–Robin domain decomposition methods. The paper
is organized as follows. In section 2 the classical formulation of the multibody
contact problem in the form of the system of second order elliptic partial dif-
ferential equations with inequality and equality constrains is given. In section 3
we consider the variational formulations of this problem in the form of convex
minimization problem and in the form of elliptic variational inequality at the
closed convex set [32, 33]. In section 4 we use the penalty method [34, 35, 36]
to reduce the variational inequality to an unconstrained minimization prob-
lem, which is equivalent to a nonlinear variational equation in the whole space.
Later, we prove a theorem on unique existence of a solution of the penalty
variational equation and a theorem on the strong convergence of this solution
to the solution of the original variational inequality. In section 5 we consider
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stationary and nonstationary iterative methods for the solution of abstract non-
linear variational equations in reflexive Banach spaces. We prove theorems on
the convergence of these methods, and show that the convergence rate of the
stationary methods in some energy norm is linear. We also formulate a theorem
on stability of the stationary iterative methods to the errors which may occur
in each iteration. In section 6 we present the parallel stationary and nonsta-
tionary penalty Robin–Robin domain decomposition methods for the solution
of nonlinear penalty variational equations of unilateral multibody contact prob-
lems. We prove a theorem on convergence of these methods, and show that
the convergence rate of the stationary Robin–Robin methods in some energy
norm is linear. In section 7 we perform the numerical analysis of proposed
domain decomposition methods using the finite element approximations. The
penalty parameter and the mesh refinement influence on the numerical solution,
as well as the dependence of the convergence rate of the domain decomposition
methods on the iterative parameters are investigated. In conclusion section we
summarize all results presented in the paper.
2 Formulation of unilateral multibody contact
problem
Introduce the Cartesian coordinate systemOx1x2x3 with basis vectors e1, e2, e3,
and consider the problem of frictionless unilateral contact between N elastic
bodies Ωα ⊂ R3 with Lipschitz boundaries Γα = ∂Ωα, α = 1, 2, ..., N (Fig. 1).
Denote Ω =
⋃N
α=1Ωα.
Fig 1. Unilateral contact between several elastic bodies
The stress-strain state in point x = (x1, x2, x3)
T of each solid Ωα is descried
by the displacement vector uα(x) = uα i(x) ei, the symmetric tensor of strains
εˆα = εα ij ei ej , and the tensor of stresses σˆα = σα ij ei ej . These quantities
satisfy Cauchy relations, Hook’s Law and the equilibrium equations:
εα ij(x) =
1
2
(
∂uαi(x)
∂xj
+
∂uα j(x)
∂xi
)
, x ∈ Ωα, i, j = 1, 2, 3, (1)
3
σα ij(x) =
3∑
k,l=1
Cα ijkl(x) εα kl(x), x ∈ Ωα, i, j = 1, 2, 3, (2)
3∑
j=1
∂σα ij(x)
∂xj
+ fα i(x) = 0, x ∈ Ωα, i = 1, 2, 3, (3)
where fα i(x) are the components of the volume forces vector fα(x) = fα i(x) ei.
The elastic coefficients Cα ijkl(x) are measurable, symmetric, and uniformly
elliptic with constants 0 < b ≤ d <∞:
b
3∑
i,j=1
ε2αij(x) ≤
3∑
i,j,k,l=1
Cαijkl(x) εαij(x) εαkl(x) ≤ d
3∑
k,l=1
ε2αkl(x). (4)
Suppose that the boundary Γα of each solid consists of three parts: Γ
u
α, Γ
σ
α,
Sα, such that Γα = Γ
u
α
⋃
Γσα
⋃
Sα, Γ
u
α
⋂
Γσα
⋂
Sα = ∅, Γuα 6= ∅, Γuα = Γuα, Sα 6= ∅.
The boundary Sα =
⋃
β∈Bα
Sαβ is the possible contact area of the body Ωα with
the other bodies, Sαβ is the possible contact area of the body Ωα with the body
Ωβ , and Bα ⊂ {1, 2, ..., N} is the set of the indices of all bodies in contact with
the body Ωα.
On each boundary Γα let us introduce a local orthonormal coordinate sys-
tem ξα, ζα, nα, where nα is an outer unit normal to Γα, and ξα, ζα are unit
tangents. Then the vectors of displacements and stresses on the boundary can
be written in the following way:
uα(x) = uαξ(x)ξα + uαζ(x)ζα + uαn(x)nα, x ∈ Γα,
σα(x) = σˆα(x) · nα = σα ξ(x)ξ α + σα ζ(x)ζα + σαn(x)nα, x ∈ Γα.
We assume that the surfaces Sαβ ⊂ Γα and Sβα ⊂ Γβ are sufficiently close
[32]. Therefore nα(x) ≈ −nβ(x′), where x′ = P (x) ∈ Sβα is an orthogonal
projection of point x ∈ Sαβ on the surface Sβα. We denote by dαβ(x) =
±‖x− x′‖2 = ±
√∑3
j=1
(
xj − x′j
)2
the distance in R3 between the bodies Ωα
and Ωβ before the deformation. The sign of dαβ(x) depends on a statement of
the specific problem.
On the part Γuα the kinematical (Dirichlet) boundary conditions are pre-
scribed:
uα(x) = zα(x), x ∈ Γuα, (5)
and on the part Γσα we consider the static (Neumann) boundary conditions
σα(x) = pα(x), x ∈ Γσα, (6)
where zα = zαξ(x)ξα+zαζ(x)ζα+zαn(x)nα and pα = pα ξ(x)ξα+pαζ(x)ζα+
pαn(x)nα are given boundary displacements and stresses.
Further, for the simplicity of variational formulations and proofs, we assume
that all of the bodies are rigidly fixed on the surface Γuα, i.e.
zα(x) = 0, x ∈ Γuα. (7)
Note, that this assumption is not critical for the process of numerical solution.
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On the possible contact areas Sαβ , α = 1, 2, ..., N , β ∈ Bα, the following
unilateral contact conditions hold:
absence of extension
σαn(x) = σβ n(x
′) ≤ 0, (8)
absence of friction
σα ξ(x) = σβ ξ(x
′) = 0, σα ζ(x) = σβ ζ(x
′) = 0, (9)
mutual nonpenetration of the bodies
uαn(x) + uβ n(x
′) ≤ dαβ(x), (10)
and contact alternative
(uαn(x) + uβ n(x
′)− dαβ(x) ) σαn(x) = 0 , (11)
where x ∈ Sαβ , x′ = P (x) ∈ Sβα.
The system of the second order partial differential equations (1) – (3) with
the boundary conditions (5) – (11) is the mathematical formulation of the fric-
tionless unilateral multibody contact problem of elasticity.
Note, that the contact problem (1) – (3), (5) – (11) is nonlinear, since the
real contact areas are unknown.
3 Variational formulation of the contact prob-
lem
Let us consider the weak formulation of the contact problem (1) – (3), (5) – (11)
in the form of variational inequality and convex minimization problem. These
variational formulations for the case of the unilateral multibody contact problem
were proposed in works [32, 33].
For each body Ωα, α = 1, 2, ..., N , consider Sobolev space Vα = [H
1(Ωα)]
3
with the scalar product (uα,vα)Vα =
∑3
i=1
∫
Ωα
(
uα ivα i +
∑3
j=1
∂uα i
∂xj
∂vα i
∂xj
)
dΩ,
uα,vα ∈ Vα and the norm ‖uα‖Vα =
√
(uα,uα)Vα , uα ∈ Vα.
Introduce the following closed subspace in Vα:
V 0α = {uα : uα ∈ Vα , Truα(uα) = 0 on Γuα } , (12)
where Truα : Vα → [H1/2(Γuα)]3 is surjective, linear and continuous trace oper-
ator [37]. Space V 0α is a Hilbert space with the same scalar product and norm
as in Vα.
Consider the space V0, which is the direct product of spaces V
0
α :
V0 = V
0
1 × ...× V 0N =
{
u = (u1, ...,uN )
T
: uα ∈ V 0α , α = 1, 2, ..., N
}
, (13)
and define the scalar product and the norm in it: (u,v)V0 =
∑N
α=1 (uα,vα)Vα ,
‖u‖V0 =
√
(u,u)V0 , u,v ∈ V0. Note, that the Hilbert space V0 is a closed
reflexive Banach space.
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Now, let us introduce the closed convex set of all displacement vectors in V0
which satisfy the nonpenetration contact conditions (10):
K = {u : u ∈ V0 , uαn + uβ n ≤ dαβ on Sαβ , {α, β} ∈ Q } , (14)
where Q = { {α, β} : α ∈ {1, 2, ..., N} , β ∈ Bα } is the set of all possible un-
ordered pairs of subscripts of the bodies in contact with each other, and dαβ ∈
H
1/2
00 (Ξα), {α, β} ∈ Q, Ξα = int (Γα\Γuα), α = 1, 2, ..., N .
The quantities uαn, α = 1, 2, ..., N , in (14) have to be understood in the
following way
uαn = nα · Tr0α(uα), uα ∈ V 0α ,
where Tr0α : V
0
α → [H1/200 (Ξα)]3 is surjective, linear and continuous trace oper-
ator onto the surface Ξα = int (Γα\Γuα) [37], and nα ∈ [L2(Ξα)]3.
Note, that all equalities and inequalities in spaces L2, H
1/2, H
1/2
00 and H
1
hold almost everywhere.
Since the set K is a closed convex subset of Hilbert space V0, it is weakly
closed [34].
In space V0 consider a bilinear form A (u,v), such that
1
2A (u,u) represents
the total deformation energy of the system of bodies:
A (u,v) =
N∑
α=1
aα(uα,vα), u,v ∈ V0, (15)
aα(uα,vα) =
∫
Ωα
σˆα(uα) : εˆα(vα) dΩ, uα,vα ∈ V 0α . (16)
Define in V0 a linear form L (v), which is equal to the external forces work:
L (v) =
N∑
α=1
lα(vα), v ∈ V0, (17)
lα(vα) =
∫
Ωα
fα · vα dΩ+
∫
Γ σα
pα · Tr0α(vα) dS, vα ∈ V 0α . (18)
where fα ∈ [L2(Ωα)]3, pα ∈ [L2(Γσα)]3, α = 1, 2, ..., N .
Lemma 1. If the boundaries Γα = ∂Ωα, α = 1, 2, ..., N , are Lipschitz, Γ
u
α 6=
∅, Γuα = Γuα, fα ∈ [L2(Ωα)]3, pα ∈ [L2(Γσα)]3, Cαijkl ∈ L∞(Ωα), i, j, k, l = 1, 2, 3,
α = 1, 2, ..., N , and condition (4) holds, then the bilinear form A is symmetric,
continuous and coercive, and the linear form L is continuous, i.e.
(∀u,v ∈ V0) {A (u,v) = A (v,u)} , (19)
(∃M > 0) (∀u,v ∈ V0)
{ |A (u,v)| ≤M ‖u‖V0 ‖v‖V0} , (20)
(∃B > 0) (∀u ∈ V0)
{
A (u,u) ≥ B ‖u‖2V0
}
, (21)
(∃T > 0) (∀v ∈ V0)
{ |L (v)| ≤ T ‖v‖V0} . (22)
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According to [32, 33], the original contact problem (1) – (3), (5) – (11)
has an alternative weak formulation as the convex minimization problem of the
quadratic functional on the set K:
F (u) =
1
2
A (u,u)− L (u)→ min
u∈K
. (23)
Using the general theory of variational inequalities [34, 35, 37] the next theorem
can be proved.
Theorem 1. Suppose that the conditions of Lemma 1 hold and dαβ ∈
H
1/2
00 (Ξα). Then the minimization problem (23) has a unique solution on the
convex set K, and this problem is equivalent to the following variational inequal-
ity:
F ′(u,v − u) = A (u,v − u)− L (v − u) ≥ 0, ∀v ∈ K. (24)
4 Penalty variational formulation of the prob-
lem
To obtain a minimization problem in the original space V0, we apply the penalty
method [34, 35] to the convex minimization problem (23).
For the violation of nonpenetration conditions (10) we use a penalty in the
following form [36]:
Jθ(u) =
1
2θ
∑
{α, β}∈Q
∫
Sαβ
[
(dαβ − uαn − uβ n)−
]2
dS, (25)
where θ > 0 is a penalty parameter, y− = min {0, y}.
Let us consider the following minimization problem with penalty in space
V0:
Fθ(u) =
1
2
A (u,u)− L(u) + Jθ(u)→ min
u∈V0
. (26)
Note, that the introduction of the penalty corresponds to the introduction of
a conditional intermediate Winkler layer between the bodies with the stiffness
coefficient 1/θ. The quantity σαβn = σαn = σβ n = (dαβ − uαn − uβ n)−/θ has
a sense of the normal contact stress between the bodies Ωα and Ωβ, and the
penalty Jθ(u) represents the total work of the normal contact stress.
Now consider the properties of the penalty term (25) in more detail. The
functional Jθ(u) is nonnegative
(∀u ∈ V0) {Jθ(u) ≥ 0} , (27)
and Gaˆteaux differentiable in V0:
J ′θ(u,v) = −
1
θ
∑
{α, β}∈Q
∫
Sαβ
(dαβ − uαn − uβ n)− (vαn + vβ n) dS, (28)
Moreover, the Gaˆteaux differential J ′θ(u,v) is linear in v and nonlinear in u.
Lemma 2. If the surfaces Sαβ , {α, β} ∈ Q, are Lipschitz and dαβ ∈
H
1/2
00 (Ξα), then J
′
θ(u,v) satisfies the following properties:
(∀u ∈ V0)
(
∃R˜ > 0
)
(∀v ∈ V0)
{
|J ′θ(u,v)| ≤ R˜ ‖v‖V0
}
, (29)
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(∀u,v ∈ V0) {J ′θ(u+ v,v) − J ′θ(u,v) ≥ 0} , (30)
(∃D > 0) (∀u,v,w ∈ V0)
{ |J ′θ(u+w,v) − J ′θ(u,v)| ≤ D ‖v‖V0 ‖w‖V0} . (31)
Proof. At first, let us show the satisfaction of property (29). Let us write
J ′θ(u,v) in the extended form: J
′
θ(u,v) =
∑
{α, β}∈Q j
′
αβ(u,v), where
j′αβ(u,v) = −
1
θ
(∫
Sαβ
gαβ(u) nα · Tr0α(vα) dS +
∫
Sαβ
gαβ(u) nβ · Tr0β(vβ) dS
)
,
(32)
and gαβ(u) = (dαβ − uαn − uβ n)−.
Taking into account the following inequality for real numbers:(
m∑
i=1
ci
)2
≤ m
m∑
i=1
c2i , ci ∈ R, i = 1, 2, ...,m, m ∈ N, (33)
and the Schwarz inequality, we obtain(∫
Sαβ
gαβ(u) nα · Tr0α(vα) dS
)2
≤ 3 qαβ(u)
∥∥Tr0α(vα)∥∥2[L2(Sαβ)]m , (34)
where qαβ(u) = ‖gαβ(u) nα‖2[L2(Sαβ)]3 + εαβ , εαβ > 0, β ∈ Bα, α = 1, 2, ..., N .
From the trace theorems in [37], it follows, that
(∃Tαβ > 0)
(∀vα ∈ V 0α ) {∥∥Tr0α(vα)∥∥2[L2(Sαβ)]3 ≤ T 2αβ ‖vα‖2Vα
}
. (35)
Substituting (35) into (34), we come to an inequality
∣∣∣∫Sαβ gαβ(u) nα · Tr0α(vα) dS
∣∣∣ ≤
s˜αβ(u) ‖vα‖Vα , where s˜αβ(u) = Tαβ
√
3qαβ(u) > 0, β ∈ Bα, α = 1, 2, ..., N .
Similarly to this, we obtain the same inequality for the second term of rela-
tionship (32). Hence
∣∣j′αβ(u,v)∣∣ ≤ 1θ
(
s˜αβ(u) ‖vα‖Vα + s˜βα(u) ‖vβ‖Vβ
)
.
As a result, we find
|J ′θ(u,v)| ≤
∑
{α, β}∈Q
∣∣j′αβ(u,v)∣∣ ≤ R˜(u) ‖v‖V0 ,
where R˜(u) = 1θ
∑
{α, β}∈Q (s˜αβ(u) + s˜βα(u)) > 0. Inequality (29) is proved.
Now, we prove that condition (30) holds. For this we use the next inequality
(∀y, z ∈ R){ [(y − z)− − y−] z ≤ 0} . (36)
Rewrite J ′θ(u+w,v)− J ′θ(u,v) in the following way:
J ′θ(u+w,v)− J ′θ(u,v) = −
1
θ
∑
{α, β}∈Q
hαβ(u,w,v), (37)
where hαβ(u,w,v) =
∫
Sαβ
rαβ(u,w) (vαn + vβ n) dS, rαβ(u,w) = gαβ(u+w)−
gαβ(u), x ∈ Sαβ .
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In view of property (36), we obtain
(∀u,v ∈ V0) {rαβ(u,v) (vαn + vβ n) ≤ 0, x ∈ Sαβ} .
Therefore, since θ > 0, we come to an inequality
J ′θ(u+v,v)−J ′θ(u,v) = −
1
θ
∑
{α, β}∈Q
∫
Sαβ
rαβ(u,v) (vαn + vβ n) dS ≥ 0, ∀u,v ∈ V0.
Finally, let us prove the satisfaction of condition (31). Using the next in-
equality for real numbers
(∀y, z ∈ R){ ∣∣y− − z−∣∣ ≤ |y − z|} , (38)
we obtain
rαβ(u,w) ≤ |wαn + wβ n| , x ∈ Sαβ . (39)
Taking into account, that the components of the outer unit normal to ∂Ωα
satisfy the property max
j=1,2,3
|nα j | ≤ 1, and using inequalities (33) and (39), we
find∫
Sαβ
r2αβ(u,w) dS ≤ 6
(∥∥Tr0α(wα)∥∥2[L2(Sαβ)]3 + ∥∥Tr0β(wβ)∥∥2[L2(Sαβ)]3
)
. (40)
Now, let us write hαβ(u,w,v) as follows:
hαβ(u,w,v) =
∫
Sαβ
rαβ(u,w) vαn dS +
∫
Sαβ
rαβ(u,w) vβ n dS.
Consider the term
∫
Sαβ
rαβ(u,w) vαn dS in more detail. Let us use inequalities
(33), (40), and the Schwarz inequality:
(∫
Sαβ
rαβ(u,w) vαn dS
)2
≤
∫
Sαβ
r2αβ(u,w) dS
∫
Sαβ
v2αn dS ≤
≤ 18
(∥∥Tr0α(wα)∥∥2[L2(Sαβ)]3 + ∥∥Tr0β(wβ)∥∥2[L2(Sαβ)]3
) ∥∥Tr0α(vα)∥∥2[L2(Sαβ)]3 .
Using inequality (35), we find further∣∣∣∣∣
∫
Sαβ
rαβ(u,w) vα n dS
∣∣∣∣∣ ≤ Tαβ1 ‖vα‖Vα
(
‖wα‖Vα + ‖wβ‖Vβ
)
,
where Tαβ1 = 3Tαβ T
∗
αβ
√
2 > 0, T ∗αβ = max {Tαβ, Tβα} > 0. In much the same
way we come to an inequality∣∣∣∣∣
∫
Sαβ
rαβ(u,w) vβ n dS
∣∣∣∣∣ ≤ Tαβ2 ‖vβ‖Vβ
(
‖wα‖Vα + ‖wβ‖Vβ
)
,
where Tαβ2 = 3Tβα T
∗
αβ
√
2 > 0.
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Taking into account the last two inequalities, we establish
|hαβ(u,w,v)| ≤
∣∣∣∣∣
∫
Sαβ
rαβ(u,w) vαn dS
∣∣∣∣∣+
∣∣∣∣∣
∫
Sαβ
rαβ(u,w) vβ n dS
∣∣∣∣∣ ≤
≤ Cαβ
(
‖vα‖Vα ‖wα‖Vα + ‖vα‖Vα ‖wβ‖Vβ + ‖vβ‖Vβ ‖wα‖Vα + ‖vβ‖Vβ ‖wβ‖Vβ
)
,
where Cαβ = max {Tαβ1, Tαβ2} > 0.
As a result, we obtain
|J ′θ(u+w,v) − J ′θ(u,v)| ≤
1
θ
N∑
α, β=1
|hαβ(u,w,v)| ≤
≤ 2C
θ

N N∑
α=1
‖vα‖Vα ‖wα‖Vα +
N∑
α=1
‖vα‖Vα
N∑
β=1
‖wβ‖Vβ

 ≤
≤ 2C (N + 1)
θ
N∑
α=1
‖vα‖Vα
N∑
β=1
‖wβ‖Vβ ≤ D ‖v‖ ‖w‖ , ∀u,v,w ∈ V0,
where D = 2C (N + 1) /θ > 0, C = max
1≤α,β≤N
Cαβ > 0. 
Theorem 2. Suppose that the conditions of Lemma 1 and Lemma 2 hold.
Then there exists a unique solution of the nonquadratic minimization problem
(26) in V0, and this problem is equivalent to the following nonlinear variational
equation:
F ′θ(u,v) = A (u,v) + J
′
θ(u,v) − L (v) = 0, ∀v ∈ V0, u ∈ V0. (41)
Proof. As shown in [29], due to properties (19) – (22), the functional F (u) is
strictly convex and coercive ( lim
‖u‖
V0
→∞
F (u) =∞), and the differential F ′(u,v)
is linear and continuous in v.
From property (30), it follows that the penalty term Jθ(u) is convex in V0
[36].
Now consider the properties of the functional
Fθ(u) = F (u) + Jθ(u), u ∈ V0.
This functional is Gaˆteaux differentiable in V0:
F ′θ(u,v) = F
′(u,v) + J ′θ(u,v), u,v ∈ V0,
and strictly convex, as the sum of the convex functional Jθ(u) and the strictly
convex functional F (u). In addition, since the functionals F ′(u,v) and J ′θ(u,v)
are linear and continuous in v, it follows that F ′θ(u,v) is also linear and con-
tinuous in v. Hence, according to [34], the functional Fθ(u) is weakly lower
semicontinuous. Due to the coercivity of F (u) and property (27), we obtain
that lim
‖u‖
V0
→∞
Fθ(u) =∞.
Since the functional Fθ(u) is weakly lower semicontinuous, coercive, strictly
convex, and Gaˆteaux differentiable in the closed reflexive Banach space V0, then
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according to theorems in [34], there exists a unique solution of the minimization
problem (26) in V0, and this problem is equivalent to the variational equation
(41). 
Now let us prove that the solution of the penalty variational equation (41)
converges strongly to the solution of the original variational inequality (24) as
θ → 0.
Let us rewrite the variational equation (41) in the following equivalent form
F ′θ(u,v) = A (u,v) − 〈L,v〉+
1
θ
〈Φ(u),v〉 = 0, ∀v ∈ V0, u ∈ V0, (42)
where 〈Y,u〉 = Y (u) is the action of a functional Y ∈ V ∗0 on an element u ∈ V0,
V ∗0 is the space dual to V0, Φ = Ψ
′ : V0 → V ∗0 is the Gaˆteaux derivative of the
functional Ψ(u) = θJθ(u), and 〈Φ(u),v〉 = 〈Ψ′(u),v〉 = θJ ′θ(u,v).
We have proved the next lemma.
Lemma 3. Suppose that the conditions of Lemma 2 hold. Then the oper-
ator Φ : V0 → V ∗0 in problem (42) is a penalty operator for the kinematically
allowable displacements set K, i.e.
1). Φ is monotone in V0:
(∀u,v ∈ V0) {〈Φ(u)− Φ(v),u − v〉 ≥ 0} ;
2). Φ satisfies the Lipschitz condition in V0:
(∃C > 0) (∀u,v ∈ V0)
{
‖Φ(u)− Φ(v)‖V ∗
0
≤ C ‖u− v‖V0
}
;
3). The kernel of operator Φ is equal to the set K:
Ker (Φ) = {u : u ∈ V0, Φ(u) = 0} = K.
Proof. The monotonicity of operator Φ follows from condition (30) and the
satisfaction of Lipschitz condition follows from property (31).
If u ∈ K, then Φ(u) ≡ 0, and, on the contrary, if Φ(u) ≡ 0, we have u ∈ K.
Hence, Ker (Φ) = K. For more details see [29]. 
Now, using the results of works [35, 38, 39], let us prove the proposition
on the strong convergence of the penalty method, applied to the variational
inequality (24).
Theorem 3. Suppose that the conditions of Lemma 1 and Lemma 2
hold, u¯ ∈ K is a unique solution of the variational inequality (24), and u¯ θ ∈ V0
is a unique solution of the penalty variational equation (42) with the penalty
parameter θ > 0. Then u¯ θ →
θ→0
u¯ strongly in V0, i.e. ‖u¯ θ − u¯‖V0 →θ→0 0.
Proof. In works [35, 38] it is proved that if conditions (20) – (22) hold, Φ
is a penalty operator for the set K, and there exist the solutions of problems
(24) and (42), then the sequence {u¯ θ} is bounded:(
∃ C˜ ∈ (0;∞)
)
(∀θ > 0)
{
‖u¯ θ‖V0 ≤ C˜
}
,
and there exists such subsequence {u¯ θ1} ⊂ {u¯ θ}, which converges weakly in V0
to some solution of variational inequality (24), i.e.
(∃ {u¯ θ1} ⊂ {u¯ θ}) (∀Y ∈ V ∗0 )
{
〈Y, u¯ θ1〉 →
θ1→0
〈Y, u¯〉
}
.
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Moreover, in [35, 38] it is shown that any weakly convergent subsequence
of the sequence {u¯ θ} converges weakly in V0 to some solution of variational
problem (24).
Now let us assume that variational problems (24) and (42) have unique
solutions. Then, as follows from above, the sequence {u¯ θ} has a unique partial
weak limit u¯ ∈ K.
Since the sequence {u¯ θ} has a unique weak limit point, and is bounded,
then according to the theorem in [34], it is weakly convergent to this point, i.e.
(∀Y ∈ V ∗0 )
{
〈Y, u¯ θ〉 →
θ→0
〈Y, u¯〉
}
, (43)
where u¯ ∈ K is a unique solution of variational inequality (24).
Further, let us show that {u¯ θ} converges strongly to u¯ ∈ K as θ → 0.
Due to (43), we get
〈L, u¯ θ − u¯〉 →
θ→0
0, A(v, u¯ θ − u¯) = 〈A′1(v), u¯ θ − u¯〉 →
θ→0
0, ∀v ∈ V0, (44)
where A′1(v) is the Gaˆteaux derivative of the functional A1(v) =
1
2A (v,v),
v ∈ V0.
Since u¯ θ is a solution of the penalty variational equation (42), it is obvious
that
〈L, u¯ θ − v〉 = A (u¯ θ, u¯ θ − v) + 1
θ
〈Φ(u¯ θ), u¯ θ − v〉 , ∀v ∈ K.
Taking into account the monotonicity of the penalty operator Φ and the
property (∀v ∈ K) {Φ(v) = 0}, we obtain
〈L, u¯ θ − v〉 = A (u¯ θ, u¯ θ−v)+1
θ
〈Φ(u¯ θ)− Φ(v), u¯ θ − v〉 ≥ A (u¯ θ, u¯ θ−v), ∀v ∈ K.
In view of this property and the nonnegativity of the bilinear form A, we get
an inequality A (u¯, u¯ θ − u¯) − 〈L, u¯ θ − u¯〉 ≤ A (u¯ θ , u¯ θ − u¯) − 〈L, u¯ θ − u¯〉 ≤ 0.
Hence
A (u¯, u¯ θ − u¯) ≤ A (u¯ θ, u¯ θ − u¯) ≤ 〈L, u¯ θ − u¯〉 . (45)
Passing to the limit in expression (45) as θ → 0, and taking into account
property (44), we obtain
A (u¯ θ, u¯ θ − u¯) →
θ→0
0.
Further, in view of the coercivity of bilinear form A, it follows that
0 ≤ B ‖u¯ θ − u¯‖2V0 ≤ A (u¯ θ, u¯ θ − u¯)−A (u¯, u¯ θ − u¯) →θ→0 0, B > 0.
As a result, we establish that ‖u¯ θ − u¯‖V0 →θ→0 0. 
Thus, using the penalty method we reduced the solution of the original
variational inequality (24) on the closed convex set K to the solution of the
nonlinear variational equation (41) in the whole space V0, which depends on the
penalty parameter θ > 0. We also proved the existence of a unique solution of
the penalty variational equation (41) and its strong convergence to a solution
of the original variational inequality (24) as the penalty parameter θ tends to
zero.
In the following section let us consider some iterative methods to solve such
nonlinear variational equations.
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5 Iterative methods for nonlinear variation equa-
tions
Consider an abstract nonquadratic minimization problem in form (26), and
equivalent nonlinear in u variational equation in form (41), where V0 is some
closed reflexive Banach space, A (u,v) is a bilinear form in V0, L (v) is a linear
functional, and the term J ′θ(u,v) is linear in v and nonlinear in u. Suppose that
conditions (19) – (22), (29) – (31) are satisfied. Hence, there exists a unique
solution of problem (41).
For the numerical solution of the nonlinear variational equation (41) let us
use the following iterative method [28, 29, 30, 31]:
G (uk+1,v) = G (uk,v) − γ [A (uk,v) + J ′θ(uk,v) − L (v)] , k = 0, 1, ... , (46)
where G (u,v) is some bilinear form assigned in V0, u
k ∈ V0, k = 1, 2, ... is the
k-th approximation to the exact solution u¯ ∈ V0 of problem (41), u0 ∈ V0 is an
initial approximation, and γ ∈ R is an iterative parameter.
This iterative method can be viewed as a descent method for the mini-
mization problem (26) with the choice of the descent direction via an auxiliary
operator [34]. On the other hand, this method can be viewed as an implicit
successive iteration method for the variational equation (41), and the bilinear
form G (u,v) can be interpreted as a preconditioner.
Using the methodology, developed in [38] for the case of linear variational
equations, we have proved the following theorem on the convergence of the
iterative method (46) for nonlinear variational equations.
Theorem 4. Suppose that the bilinear form G (u,v) is symmetric, contin-
uous and coercive:
(∀u,v ∈ V0) {G (u,v) = G (v,u)} , (47)(
∃M˜ > 0
)
(∀u,v ∈ V0)
{
|G (u,v)| ≤ M˜ ‖u‖V0 ‖v‖V0
}
, (48)(
∃B˜ > 0
)
(∀u ∈ V0)
{
G (u,u) ≥ B˜ ‖u‖2V0
}
, (49)
properties (20) – (22), (29) – (31) are satisfied, and the iterative parameter lies
in the interval γ ∈ (0; γ2), γ2 = 2BB˜
/
M2∗ , M∗ = M +D. Then the sequence
{uk}, obtained by the iterative method (46), converges strongly in V0 to the exact
solution u¯ ∈ V0 of the variational equation (41), i.e.
∥∥uk − u¯∥∥
V0
→
k→∞
0, and
the convergence rate in the energy norm ‖u‖G =
√
G (u,u) is linear:
∥∥uk+1 − u¯∥∥
G
≤ q ∥∥uk − u¯∥∥
G
, q =
√
1− γ
(
2B − γM2∗/B˜
)/
M˜ < 1. (50)
Moreover, the maximal convergence rate reaches as γ = γ¯ = BB˜
/
M2∗ .
Proof. Since the bilinear form G (u,v) is symmetric, continuous and coer-
cive, we may introduce a scalar product and a norm
(u,v)G = G (u,v), ‖u‖G =
√
G (u,u), u,v ∈ V0.
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From properties (48) and (49), it follows that the norms ‖ · ‖G and ‖ · ‖V0
are equivalent in space V0.
In each step k ∈ {0, 1, ...} of method (46), we have to solve the linear varia-
tional problem:
G (u,v) = Y k(v), ∀v ∈ V0, u ∈ V0, (51)
where Y k(v) = G (uk,v)− γ [A (uk,v) + J ′θ(uk,v)− L (v)] is linear in v, uk ∈
V0. Using properties (20), (22), (29), and (48), we obtain that Y
k(v) is contin-
uous:
(∃Zk > 0) (∀v ∈ V0)
{ ∣∣Y k(v)∣∣ ≤ Zk ‖v‖V0} , (52)
where Zk = M˜
∥∥uk∥∥
V0
+ |γ|
(
M
∥∥uk∥∥
V0
+ R˜ (uk) + T
)
+ ε > 0, ε > 0.
Since conditions (47) – (49) and (52) are satisfied, we see that problem (51)
has a unique solution u = uk+1 ∈ V0.
Now let us show, that the sequence of solutions of problems (51) converges
strongly to the solution of the original variational equation (41).
Suppose that u¯ ∈ V0 is the exact solution of problem (41). Introduce a
notation ϕk := uk − u¯ ∈ V0, k = 0, 1, ..., and rewrite (46) as follows:
G (u¯+ϕk+1,v) = G (u¯+ϕk,v)− γ [A (u¯+ϕk,v) + J ′θ(u¯+ϕk,v)− L (v)] .
Subtracting from this expression the identityG (u¯,v) ≡ G (u¯,v)−γ[A (u¯,v)+
J ′θ(u¯,v)− L (v)], we obtain
G (ϕk+1,v) = G (ϕk,v)− γ [A (ϕk,v) + J ′θ(u¯+ϕk,v)− J ′θ(u¯,v)] . (53)
Let us define the functional Hθ(u,w,v) = J
′
θ(u+w,v)−J ′θ(u,v), u,v,w ∈
V0, which is linear in v.
Due to properties (30) and (31), the following conditions hold:
(∀u,v ∈ V0) {Hθ(u,v,v) ≥ 0} , (54)
(∃D > 0) (∀u,v,w ∈ V0)
{ |Hθ(u,w,v)| ≤ D ‖w‖V0 ‖v‖V0} . (55)
Let us rewrite expression (53) in the form
G (ϕk+1 −ϕk,v) = −γ [A (ϕk,v) +Hθ(u¯, ϕk, v)] , ∀v ∈ V0. (56)
If we take v := ϕk+1 −ϕk in (56), we will have∥∥ϕk+1 −ϕk∥∥2
G
≤ |γ| (∣∣A (ϕk,ϕk+1 −ϕk)∣∣+ ∣∣Hθ(u¯,ϕk,ϕk+1 −ϕk)∣∣) .
Taking into account the continuity of bilinear form (20), and property (55),
we get∥∥ϕk+1 −ϕk∥∥2
G
≤ |γ|M∗
∥∥ϕk∥∥
V0
∥∥ϕk+1 −ϕk∥∥
V0
, M∗ =M +D > 0.
Further, in view of the relation between norms∥∥ϕk+1 −ϕk∥∥
V0
≤ ∥∥ϕk+1 −ϕk∥∥
G
/√
B˜, (57)
we come to inequalities√
B˜
∥∥ϕk+1 −ϕk∥∥
V0
≤ ∥∥ϕk+1 −ϕk∥∥
G
≤ |γ|M∗√
B˜
∥∥ϕk∥∥
V0
. (58)
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Now let us take v := ϕk+1+ϕk in expression (56). Then G (ϕk+1−ϕk,ϕk+1+
ϕk) = −γ [A (ϕk,ϕk+1 +ϕk) +Hθ(u¯,ϕk,ϕk+1 +ϕk)]. This relation can be
written as ∥∥ϕk∥∥2
G
− ∥∥ϕk+1∥∥2
G
= γ [2A (ϕk,ϕk) + 2Hθ(u¯,ϕ
k,ϕk)+
+A (ϕk,ϕk+1 −ϕk) +Hθ(u¯,ϕk,ϕk+1 −ϕk)].
In view of properties (20) and (55), we come to an inequality
A (ϕk,ϕk+1 −ϕk) +Hθ(u¯,ϕk,ϕk+1 −ϕk) ≥ −M∗
∥∥ϕk∥∥
V0
∥∥ϕk+1 −ϕk∥∥
V0
.
Suppose that γ ≥ 0. Then, taking into account the coercivity of bilinear
form (21), property (54), and the previous inequality, we obtain
∥∥ϕk∥∥2
G
− ∥∥ϕk+1∥∥2
G
≥ γ
[
2B
∥∥ϕk∥∥2
V0
−M∗
∥∥ϕk∥∥
V0
∥∥ϕk+1 −ϕk∥∥
V0
]
.
In view of inequalities (57) and (58), we find further
∥∥ϕk∥∥2
G
− ∥∥ϕk+1∥∥2
G
≥ γ
M˜
(
2B − γM2∗
/
B˜
) ∥∥ϕk∥∥2
G
. (59)
If the following inequality
γ
(
2B − γM2∗
/
B˜
)
> 0 (60)
holds, then the sequence
∥∥ϕk∥∥2
G
will be monotonically nonincreasing:
∥∥ϕk∥∥2
G
≥∥∥ϕk+1∥∥2
G
, and, hence,
∥∥ϕk∥∥2
G
→
k→∞
ω, where ω ≥ 0. Passing to the limit as
k → ∞ in expression (59), we obtain 0 ≥ γ
M˜
(
2B − γM2∗
/
B˜
)
ω, i.e. ω = 0,
and, therefore
∥∥ϕk∥∥
G
→
k→∞
0. From inequality (60) we establish the interval of
allowable values of the iterative parameter γ:
γ ∈ (0 ; γ2), γ2 = 2BB˜
/
M2∗ .
Since the norms ‖ · ‖G and ‖ · ‖V0 are equivalent, we have
∥∥ϕk∥∥
V0
→
k→∞
0, and,
hence,
∥∥uk − u¯∥∥
V0
→
k→∞
0.
Using inequality (59), we find an estimate
∥∥ϕk+1∥∥2
G
≤ q2 ∥∥ϕk∥∥2
G
, q2(γ) = 1− 2B
M˜
γ +
M2∗
M˜B˜
γ2. (61)
It is not hard to show, that q2 ∈ (0; 1) for γ ∈ (0 ; γ2). We obtain this from
the next relations:
q2(0) = q2(γ2) = 1, γ¯ = arg min
γ∈(0;γ2)
q2(γ) = γ2/2 = BB˜
/
M2∗ .
As follows from estimate (61), the convergence rate is maximal if the param-
eter q is minimal, i.e., if γ = γ¯. 
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Remark 1. Suppose that the term J ′θ(u,v) is Gaˆteaux differentiable in u.
Then conditions (29), (30) in Theorem 4 can be replaced by the following
properties
(∀u,v ∈ V0) {J ′′θ (u,v,v) ≥ 0} , (62)
(∃D > 0) (∀u,v,w ∈ V0)
{ |J ′′θ (u,v,w)| ≤ D ‖v‖V0 ‖w‖V0} . (63)
Proof. Let us apply to J ′′θ (u,v,w) the Lagrange formula of finite increments
[34]:
(∀u,v,w ∈ V0) (∃τ ∈ (0; 1)) { J ′′θ (u+ τw,w,v) = J ′θ(u+w,v) − J ′θ(u,v)} .
Then the satisfaction of conditions (62) and (63) yields the satisfaction of prop-
erties (30) and (31). 
Now let us investigate the stability of iterative method (46) to the computa-
tional errors. Let us show that this method has stability properties, which are
natural for all successive iteration methods.
Suppose that the conditions of Theorem 4 are satisfied. Then for any
uk ∈ V0, k = 0, 1, ... there exists a unique solution u = uk+1 ∈ V0 of problem
(51). Therefore, there exists an operator R : uk ∈ V0 → uk+1 ∈ V0, which
maps every element uk ∈ V0 onto the solution u = uk+1 of problem (51), and
the iterative method (46) can be written in the following form
uk+1 = R (uk), k = 0, 1, ... . (64)
Now assume that in each step k of the iterative method (64) we get some
computational errors. Then this iterative method will take the form:
u˘0 = u0 + ε0, (65)
u˘k+1 = R (u˘k) + εk+1, k = 0, 1, ... , (66)
where u˘k+1, k = 0, 1, ... is an approximate solution of problem (51), εk+1,
k = 0, 1, ... is a computational error, which occurs in each step k, and ε0 is an
error of the initial approximation.
Corollary 1. Suppose that the conditions of Theorem 4 are satisfied, and
the errors which occur in each step k of the iterative method (46) are uniformly
bounded, i.e.
(∃ε > 0) (∀k ∈ {0, 1, ...}) {∥∥εk∥∥
G
≤ ε} .
Then the following estimates hold:
∥∥u˘k − u¯∥∥
G
≤ qk ∥∥u0 − u¯∥∥
G
+
ε
1− q , (67)∥∥u˘k − u¯∥∥
G
≤ q
1− q
∥∥u˘k − u˘k−1∥∥
G
+
ε
1− q , (68)
where u¯ ∈ V0 is the exact solution of problem (41).
The proof of this proposition follows from property (50).
Thus, from inequality (67) it follows, that the errors, which occur in each step
of the iterative method (46) do not accumulate, and the number of iterations
depends linearly on the logarithm of accuracy of the initial approximation.
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Now consider a nonstationary iterative method for solution of the nonlinear
variational equation (41), where bilinear forms G (u,v) are different in each
iteration [31, 40].
In space V0 introduce a sequence of bilinear forms
{
Gk : V0 × V0 → R
}
,
k = 0, 1, ..., which satisfy the property
(∀Y ∈ V ∗0 ) (∃ ! u¯ ∈ V0) (∀v ∈ V0)
{
Gk(u¯,v)− Y (v) ≡ 0} .
For the solution of the nonlinear variational equation (41), we proposed the
following nonstationary iterative method [31, 40]:
Gk(uk+1,v) = Gk(uk,v)− γ [A (uk,v) + J ′θ(uk,v)− L (v)] , k = 0, 1, ... ,
(69)
where uk ∈ V0 is the k-th approximation to the exact solution of problem (41),
and γ ∈ R is an iterative parameter.
We have proved the next proposition on the convergence of this method.
Theorem 5. Suppose that conditions (20) – (22) and (29) – (31) hold, the
bilinear forms Gk(u,v) satisfy the following properties
(∀u,v ∈ V0)
{
Gk(u,v) = Gk(v,u)
}
, (70)(
∃M˜ > 0
)
(∀k ∈ {0, 1, ...}) (∀u,v ∈ V0)
{ ∣∣Gk(u,v)∣∣ ≤ M˜ ‖u‖V0 ‖v‖V0
}
, (71)(
∃B˜ > 0
)
(∀k ∈ {0, 1, ...}) (∀u ∈ V0)
{
Gk(u,u) ≥ B˜ ‖u‖2V0
}
, (72)
(∃k0 ∈ {0, 1, ...}) (∀k ≥ k0) (∀u ∈ V0)
{
Gk(u,u) ≥ Gk+1(u,u)} , (73)
and the iterative parameter γ lies in the interval γ ∈ (0; γ2), γ2 = 2BB˜
/
(M +D)2.
Then the sequence {uk}, obtained by the nonstationary iterative method (69),
converges strongly in V0 to the exact solution u¯ ∈ V0 of the variational equation
(41), i.e.
∥∥uk − u¯∥∥
V0
→
k→∞
0.
The proof of this theorem is similar to the proof of Theorem 4. We omit
the details.
Finally, let us say that it is possible to make a modification of iterative
methods (46) and (69) in which the iterative parameter γ is taken differently
in each iteration. The purpose of the nonstationary choice of γ might be the
improvement of the convergence rate of iterative methods (46) and (69).
6 Parallel domain decomposition schemes
Note, that in the most general case the iterative methods (46) and (69) ap-
plied to solve the nonlinear penalty variational equations (41) for multibody
contact problems do not lead to the domain decomposition. Therefore, we now
consider such variants of these methods, which lead to the domain decomposi-
tion, namely, which reduce the solution of original multibody contact problem
in Ω to the solution of a sequence of separate linear variational problems in the
subdomains Ωα, α = 1, 2, ..., N .
Let us take the bilinear formG in the iterative method (46) as follows [30, 31]:
G (u,v) = A (u,v) +X (u,v), u,v ∈ V0, (74)
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where X (u,v) : V0 × V0 → R is the next bilinear form [30, 31]:
X(u,v) =
1
θ
∑
{α, β}∈Q
∫
Sαβ
(uαnvαn ψαβ + uβ nvβ n ψβα) dS, u,v ∈ V0. (75)
Here ψαβ(x) =
{
0, x ∈ Sαβ\S1αβ
}
∨
{
1, x ∈ S1αβ
}
are the characteristic func-
tions of some given subareas S1αβ ⊆ Sαβ of the possible contact zones Sαβ ,
α = 1, 2, ..., N , β ∈ Bα.
Introduce a notation u˜k+1 = 1γ [u
k+1−(1−γ)uk]. Then the iterative method
(46) with bilinear form (75) can be written in the following equivalent way:
A
(
u˜k+1,v
)
+X
(
u˜k+1,v
)
= L (v) +X(uk,v)− J ′θ(uk,v), ∀v ∈ V0, (76)
uk+1 = γ u˜k+1 + (1− γ)uk, k = 0, 1, ... . (77)
Lemma 4. Suppose that the surfaces Sαβ , {α, β} ∈ Q, are Lipschitz. Then
the bilinear form (75) is symmetric, continuous and nonnegative, i.e.
(∀u,v ∈ V0) {X (u,v) = X (v,u)} , (78)
(∃Z > 0) (∀u,v ∈ V0)
{ |X (u,v)| ≤ Z ‖u‖V0 ‖v‖V0} , (79)
(∀u ∈ V0) {X (u,u) ≥ 0} . (80)
Proof. It is obvious that conditions (78) and (80) hold. Thus, let us show
the continuity of bilinear form (75).
We can write X (u,v) =
∑
{α, β}∈QXαβ(u,v), where
Xαβ(u,v) =
1
θ
(∫
Sαβ
ψαβ uαnvαn dS +
∫
Sαβ
ψβα uβ nvβ n dS
)
, {α, β} ∈ Q.
The first term can be written in the following way:∫
Sαβ
ψαβ uαnvαn dS =
∫
Sαβ
ψαβ
[
nα · Tr0α(uα)
] [
nα · Tr0α(vα)
]
dS.
Taking into account that the functions ψαβ and the components of unit normals
nα are bounded, and using inequality (33) and the Schwarz inequality, we obtain(∫
Sαβ
ψαβ uαnvαn dS
)2
≤ 9 ∥∥Tr0α(uα)∥∥2[L2(Sαβ)]3 ∥∥Tr0α(vα)∥∥2[L2(Sαβ)]3 .
In view of inequality (35), we find further
∣∣∣∣∣
∫
Sαβ
ψαβ uαnvαn dS
∣∣∣∣∣ ≤ 3 W˜αβ ‖uα‖Vα ‖vα‖Vα , W˜αβ = T 2αβ+ε˜αβ > 0, ε˜αβ > 0.
Similar inequality can be obtained for the second term of Xαβ. Thus,
|Xαβ(u,v)| ≤ 3Wαβ
θ
(
‖uα‖Vα ‖vα‖Vα + ‖uβ‖Vβ ‖vβ‖Vβ
)
, Wαβ = max
{
W˜αβ , W˜βα
}
.
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As a result, we establish
|X(u,v)| ≤ 3W
θ
N∑
α=1
N∑
β=1
(
‖uα‖Vα ‖vα‖Vα + ‖uβ‖Vβ ‖vβ‖Vβ
)
=
=
6WN
θ
N∑
α=1
‖uα‖Vα ‖vα‖Vα ≤ Z ‖u‖V0 ‖v‖V0 , ∀u,v ∈ V0,
where Z = 6WN/θ > 0, W = max
1≤α,β≤N
Wαβ > 0. 
From Lemma 4 and Lemma 1, it follows that the bilinear form (74) is
symmetric, continuous and coercive with constants M˜ = M + Z and B˜ = B
respectively. In addition, due to Lemmas 1, 2, and 4, the functionals L (v),
X(uk,v), and J ′θ(u
k,v) are linear and continuous in v. Therefore, there exists
a unique solution u = u˜k+1 ∈ V0 of the variational problem (76).
Thus, the conditions of Theorem 4 are satisfied, and we obtain the next
proposition.
Theorem 6. Suppose that the conditions of Lemmas 1 and 2 hold, and
γ ∈ (0; γ2), γ2 = 2B2
/
(M +D)2. Then the sequence {uk}, obtained by the
iterative method (76) – (77), which is equivalent to the iterative method (46)
with bilinear form (74), converges strongly in V0 to the exact solution u¯ ∈ V0
of the nonlinear penalty variational equation (41) for the unilateral multibody
contact problem, i.e.
∥∥uk − u¯∥∥
V0
→
k→∞
0. Moreover, the convergence rate in the
norm ‖ · ‖G is linear (50), where q =
√
1− γ (2B − γM2∗/B)
/
(M + Z) , and
the maximal rate reaches as γ = γ¯ = B2
/
M2∗ , M∗ =M +D.
Now let us show that the iterative method (76) – (77) leads to the domain
decomposition.
Due to the relationships
J ′θ(u,v) = −
1
θ
N∑
α=1
∑
β ∈Bα
∫
Sαβ
(dαβ − uαn − uβ n)− vαn dS,
X(u,v) =
1
θ
N∑
α=1
∑
β ∈Bα
∫
Sαβ
ψαβ uαn vαn dS,
method (76) – (77) rewrites as follows:
N∑
α=1
aα(u˜
k+1
α ,vα) +
1
θ
N∑
α=1
∑
β ∈Bα
∫
Sαβ
ψαβ
(
u˜k+1αn − ukαn
)
vαn dS =
=
N∑
α=1
lα(vα) +
1
θ
N∑
α=1
∑
β ∈Bα
∫
Sαβ
(
dαβ − ukαn − ukβ n
)−
vαn dS, (81)
uk+1α = γ u˜
k+1
α + (1− γ)ukα, α = 1, 2, ..., N, k = 0, 1, ... . (82)
Since the common quantities of the subdomains are known from the previous
iteration, the variational equation (81) splits into N variational equations in the
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separate subdomains Ωα. Therefore, method (81) – (82) can be written in the
following equivalent form:
aα(u˜
k+1
α , vα) +
1
θ
∑
β ∈Bα
∫
Sαβ
ψαβ u˜
k+1
αn vαn dS =
= lα(vα) +
1
θ
∑
β ∈Bα
∫
Sαβ
ψαβ u
k
αn vαn dS+
+
1
θ
∑
β ∈Bα
∫
Sαβ
(
dαβ − ukαn − ukβ n
)−
vαn dS, ∀vα ∈ V 0α , (83)
uk+1α = γ u˜
k+1
α + (1− γ)ukα, α = 1, 2, ..., N, k = 0, 1, ... . (84)
Since the bilinear forms aα(uα,vα), Xα(uα,vα) =
1
θ
∑
β ∈Bα
∫
Sαβ
ψαβ uαnvαn dS
are symmetric, continuous and coercive, and the functionals lα(vα), Xα(u
k
α,vα),
1
θ
∑
β ∈Bα
∫
Sαβ
(
dαβ − ukαn − ukβ n
)−
vαn dS are linear and continuous in vα, it
follows that there exists a unique solution u∗α = u˜
k+1
α ∈ V 0α of each varia-
tional equation (83). Furthermore, it is obvious to see that a unique solution
u∗ of the variational equation (76), i.e. (81), takes the form u∗ = u˜k+1 =
(u∗1,u
∗
2, ...,u
∗
N )
T ∈ V0. Therefore, the solution of the variational equation (76)
is equivalent to the solution of N variational equations (83) in the separate sub-
domains, and the iterative processes (76) – (77) and (83) – (84) are equivalent.
Now, consider the iterative method (83) – (84) in more detail.
In each iteration of this method we have to solve N linear variational equa-
tions (83) in parallel, which correspond to some linear elasticity problems in
subdomains with prescribed Robin boundary conditions on the possible contact
areas:
σ˜k+1αβn + ψαβ u˜
k+1
αn
/
θ =
(
dαβ − ukαn − ukβ n
)−/
θ + ψαβ u
k
αn
/
θ on Sαβ . (85)
Here σ˜k+1αβn are unknown normal stresses on the possible contact areas Sαβ .
Therefore, the iterative method (83) – (84) refers to the parallel Robin–Robin
type domain decomposition schemes.
Since the domain decomposition method (83) – (84) and the iterative method
(76) – (77) are equivalent, the convergence Theorem 6 also holds for method
(83) – (84).
Note, that from Theorem 6, it follows that the domain decomposition
method (83) – (84) is convergent for arbitrary initial approximations u0α, α =
1, 2, ..., N , and its convergence rate is linearly depended on them.
Taking different characteristic functions ψαβ in (83), i.e. different subareas
S1αβ of the possible contact zones Sαβ , we can obtain different particular cases
of the domain decomposition method (83) – (84).
Thus, taking ψαβ(x) ≡ 1, ∀α, β, i.e. S1αβ = Sαβ , we get a domain decom-
position scheme with Robin boundary conditions on the whole possible contact
areas:
σ˜k+1αβn + u˜
k+1
αn
/
θ =
(
dαβ − ukαn − ukβ n
)−/
θ + ukαn
/
θ on Sαβ .
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Therefore, we have called this domain decomposition method as full parallel
Robin–Robin domain decomposition scheme [30].
Taking ψαβ(x) ≡ 0, ∀α, β, i.e. S1αβ = ∅, we get a parallel Neumann–
Neumann domain decomposition scheme [28, 29, 30]:
aα(u˜
k+1
α , vα) = lα(vα)+
1
θ
∑
β ∈Bα
∫
Sαβ
(
dαβ − ukαn − ukβ n
)−
vαn dS, ∀vα ∈ V 0α ,
(86)
uk+1α = γ u˜
k+1
α + (1− γ)ukα, α = 1, 2, ..., N, k = 0, 1, ... . (87)
In each step k of this scheme we have to solve N variational equations (86) in
parallel, which correspond to elasticity problems in subdomains with Neumann
boundary conditions on the possible contact areas:
σ˜k+1αβn = σ
k
αβn =
(
dαβ − ukαn − ukβ n
)−/
θ on Sαβ .
Note, that in the most general case, we can choose functions ψαβ , i.e. sur-
faces S1αβ , differently for each α, β.
Moreover, we can choose functions ψαβ differently at each iteration k, i.e.
ψαβ(x) = ψ
k
αβ(x) =
{
0, x ∈ Sαβ\Skαβ
} ∨ {1, x ∈ Skαβ} , (88)
where Skαβ ⊆ Sαβ, k = 0, 1, ... are some given subareas of the possible con-
tact zones Sαβ , α = 1, 2, ..., N , β ∈ Bα. As a result we obtain the following
nonstationary Robin–Robin type domain decomposition scheme
aα(u˜
k+1
α , vα) +
1
θ
∑
β ∈Bα
∫
Sαβ
ψkαβ
(
u˜k+1αn − ukαn
)
vαn dS =
= lα(vα) +
1
θ
∑
β ∈Bα
∫
Sαβ
(
dαβ − ukαn − ukβ n
)−
vαn dS, ∀vα ∈ V 0α , (89)
uk+1α = γ u˜
k+1
α + (1− γ)ukα, α = 1, 2, ..., N, k = 0, 1, ... . (90)
This domain decomposition scheme is equivalent to the nonstationary iter-
ative method (69) with bilinear forms
Gk(u,v) = A (u,v) +Xk(u,v), u,v ∈ V0, k = 0, 1, ... , (91)
where
Xk(u,v) =
1
θ
∑
{α, β}∈Q
∫
Sαβ
(
uαnvαn ψ
k
αβ + uβ nvβ n ψ
k
βα
)
dS, u,v ∈ V0, k = 0, 1, ... .
(92)
If all of the surfaces Sαβ, {α, β} ∈ Q, are Lipschitz, then bilinear forms
Xk(u,v) are symmetric, nonnegative, and continuous with constant Z > 0.
Hence, bilinear forms (91) satisfy properties (70) – (72), where M˜ = M + Z,
B˜ = B.
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It is obvious to see that condition (73) in Theorem 5 for bilinear forms (91)
is equivalent to the following condition
(∃k0 ∈ {0, 1, ...}) (∀k ≥ k0)
{
Xk(u,u) ≥ Xk+1(u,u)} ,
which by-turn is equivalent to the condition
(∃k0 ∈ {0, 1, ...}) (∀k ≥ k0) (∀α) (∀β ∈ Bα) (∀x ∈ Sαβ)
{
ψkαβ(x) ≥ ψk+1αβ (x)
}
.
(93)
Therefore, from Theorem 5 we obtain the next proposition on the conver-
gence of nonstationary domain decomposition scheme (89) – (90).
Theorem 7. Suppose that the conditions of Lemmas 1, 2 hold, γ ∈ (0; γ2),
γ2 = 2B
2
/
(M +D)2, and the functions ψkαβ satisfy property (93). Then the
sequence {uk}, obtained by the nonstationary domain decomposition scheme
(89) – (90), converges strongly in V0 to the exact solution u¯ ∈ V0 of the nonlinear
penalty variational equation (41) for the unilateral multibody contact problem,
i.e.
∥∥uk − u¯∥∥
V0
→
k→∞
0.
Now let us consider a particular case of the domain decomposition method
(89) – (90). In each iteration k let us choose the functions ψkαβ as follows
[28, 30, 31, 41]:
ψkαβ(x) = χ
k
αβ(x) =
{
0, dαβ(x) − ukαn(x)− ukβ n(x′) ≥ 0
1, dαβ(x) − ukαn(x)− ukβ n(x′) < 0
, (94)
where x ∈ Sαβ , x′ = P (x) ∈ Sβα. Then, taking into consideration that(
dαβ − ukαn − ukβ n
)−
=
(
dαβ − ukαn − ukβ n
)
χkαβ , we obtain the method [28,
30, 41]:
aα(u˜
k+1
α , vα)+
1
θ
∑
β ∈Bα
∫
Sαβ
χkαβ
(
u˜k+1αn − (dαβ − ukβ n)
)
vαn dS = lα(vα), (95)
uk+1α = γ u˜
k+1
α + (1− γ)ukα, α = 1, 2, ..., N, k = 0, 1, ... . (96)
In each step k of this method we have to solve N variational equations (95)
in parallel, which correspond to the elasticity problems in subdomains with
prescribed displacements dαβ − ukβ n through the penalty on some subareas of
the possible contact zones Sαβ . Therefore, we can conventionally name this
method as the nonstationary parallel Dirichlet–Dirichlet domain decomposition
scheme.
The advantages of proposed domain decomposition schemes are their sim-
plicity, and the regularization of the original contact problem because of the
use of the penalty term. These domain decomposition schemes have only one
iterative loop, which deals with the domain decomposition and the nonlinearity
of unilateral contact conditions.
Presented domain decomposition algorithms can be modified to solve more
complicated contact problems. In work [31] we proposed a generalization of
these algorithms to the solution of unilateral multibody contact problems of
nonlinear elasticity, and in work [42] we generalized them to solve the problems
of unilateral contact between elastic bodies with nonlinear Winkler covers. In
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works [31, 43] we obtained the similar penalty domain decomposition methods
for ideal multibody contact problems and showed their connection with classical
DDMs without penalty [44]. The primary feature of the algorithms presented
in [31, 42] is that they deal with all of the nonlinearities of the problem (the
nonlinearity of unilateral contact conditions, the nonlinearity of stress–strain
relationship, the nonlinearity of Winkler covers) and the domain decomposition
in one iterative loop.
Finally, let us say that the iterative methods (46) and (69) for the solution of
nonlinear variational equations are rather general. From these methods, besides
the parallel Robin–Robin type domain decomposition schemes (83) – (84) and
(89) – (90), we can also obtain other different particular iterative methods for
the solution of the penalty variational equation of multibody unilateral contact
problems, which do not lead to the domain decomposition.
Thus, taking the bilinear form G as follows
G (u,v) = A (u,v) + X˜ (u,v), (97)
X˜ (u,v) =
1
θ
∑
{α, β}∈Q
∫
Sαβ
(uαn + uβ n) (vαn + vβ n) dS, (98)
and the iterative parameter γ = 1 in (46), we obtain the iterative method for
the solution of multibody unilateral contact problems, which can be viewed as a
generalization of the penalty iteration method, proposed in [39] for the solution
of crack problems with nonpenetration condition.
Taking the bilinear forms Gk in each step k of method (69) as follows
Gk(u,v) = ∂2Fθ(u
k,u,v) = A (u,v) + X˜k(u,v), u,v ∈ V0, (99)
and the iterative parameter γ = 1, where ∂2Fθ(u
k,u,v) is one of the second
Gaˆteaux subdifferentials of the functional Fθ in the point u
k ∈ V0, and
X˜k(u,v) =
1
θ
∑
{α, β}∈Q
∫
Sαβ
(uαn + uβ n) (vαn + vβ n) χ
k
αβ dS, u,v ∈ V0,
χkαβ(x) =
{
0, dαβ(x) − ukαn(x)− ukβ n(x′) ≥ 0
1, dαβ(x) − ukαn(x)− ukβ n(x′) < 0
, x ∈ Sαβ , x′ = P (x) ∈ Sβα,
we obtain the iterative method, which can be viewed as an active set method,
i.e. an implicit semi-smooth Newton method for unilateral multibody contact
problems. The convergence theorem for the active set method for crack problems
with nonpenetration condition, as a variant of the semi-smooth Newton method,
was proved in [45].
Note, that the bilinear forms X˜ (u,v) and X˜k(u,v) are symmetric, nonneg-
ative and coercive. However, the iterative methods (46), (97) and (69), (99) do
not lead to the domain decomposition.
In the next section we investigate the numerical efficiency of the proposed
penalty parallel Robin–Robin type domain decomposition schemes (83) – (84)
and (89) – (90).
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7 Numerical analysis
We perform the numerical analysis of proposed domain decomposition schemes
for plane problems of unilateral contact between two elastic bodies Ωα ⊂ R2, α =
1, 2. For the numerical solution of linear variational problems in subdomains,
we use the finite element method (FEM) with linear and quadratic triangular
elements.
Note, that since proposed DDMs are obtained on the continuous level, their
convergence rate does not depend on the solution methods in subdomains, if
these methods are exact. If the methods, used in subdomains are numerical,
the number of iterations will decrease as the precision of approximations in
subdomains will increase. Therefore, the proposed domain decomposition algo-
rithms are scalable.
At first, let us compare the convergence rates of different particular domain
decomposition schemes.
Consider the contact problem for two transversally isotropic bodies Ωα, α =
1, 2, with the plane of isotropy, parallel to the plane x2 = 0 (Fig. 2) [30].
The material properties of the bodies are: Eα/E
′
α = 2, Gα/G
′
α = 2, να =
ν′α = 0.3, where Eα, να, and Gα are the elasticity modulus, Poisson’s ratio, and
the shear modulus for the body Ωα in the plane of isotropy, and E
′
α, ν
′
α, G
′
α are
these constants in the orthogonal direction, α = 1, 2.
The length and the height of each body is the same, and is equal to 4 b.
The distance between the bodies before the deformation is d12(x) = r x
2
1
/
b2,
the compression of the bodies is ∆ ≈ 2.154434 r, r = 10−3b, and the possible
contact area is S12 =
{
x = (x1, x2)
T : x1 ∈ [0; 2 b], x2 = 4 b
}
.
Fig. 2. Unilateral contact between two transversally isotropic bodies
The problem was solved by parallel Robin–Robin domain decomposition
schemes, using FEM with 3190 quadratic triangular elements in each body.
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Fig. 3. Dimensionless normal contact stress at different iterations
We took the penalty parameter in the form θ = 4 bc (1/E′1 + 1/E
′
2), c =
0.05, where c is the dimensionless penalty coefficient, and we used the following
termination criterion for the domain decomposition schemes:
∥∥uk+1αn − ukαn∥∥2 / ∥∥uk+1αn ∥∥2 ≤ εu, α = 1, 2, ..., N, (100)
where ‖uαn‖2 =
√∑
j [uαn(x
j)]
2
is the discrete norm, xj ∈ S12 are the finite
element nodes on the possible contact area, and εu > 0 is the relative accuracy
for the displacements.
Fig. 3 shows the approximations of the dimensionless normal contact stress
σ∗n(x1, x2) = σ12n(x1, x2)/ |σ12n(0, x2)|, x2 = 4 b, (x1, x2)T ∈ S12, obtained by
the parallel Neumann–Neumann scheme (86) – (87) (ψ12(x) = ψ21(x) ≡ 0)
at iterations k = 1, 2, 4, 21 (Curves 1–4) for the optimal iterative parameter
γ¯ = 0.173 and the accuracy εu = 10
−3. The dashed curve represents the exact
solution for two half-spaces, obtained in [46]. Hence, the real contact area is
S∗12 ≈ [[0; b]], where [[y; z]] =
{
x = (x1, x2)
T
: x1 ∈ [y; z], x2 = 4 b
}
.
At Fig. 4 and Fig. 5 the convergence rates of different particular domain
decomposition schemes are compared.
The dependence of the total number of iterations m on the iterative param-
eter γ for the accuracy εu = 10
−3 is shown at Fig. 4, and its dependence on the
logarithmic accuracy lg εu for the optimal iteration parameter γ = γ¯ is shown
at Fig. 5.
The first curve at these figures represents the parallel Neumann–Neumann
scheme (S112 = S
1
21 = ∅, ψ12(x) = ψ21(x) ≡ 0), Curves 2, 3, 4 and 5 correspond
to the parallel Robin–Robin schemes (83) – (84) with S112 = S
1
21 equal to [[0; 0.5]],
[[0; 1]], [[0; 1.5]], and [[0; 2]] (S112 = S
1
21 = S12, ψ12(x) = ψ21(x) ≡ 1) respectively.
Curve 3 also represents the nonstationary parallel Dirichlet–Dirichlet scheme
(95) – (96).
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Fig. 4. The dependence of the total number of iterations on the iterative
parameter γ
The optimal iterative parameter γ¯ for the schemes represented by Curves 1–5
is γ¯ = 0.173, 0.39, 0.72, 0.85, and 0.92 respectively. For γ = γ¯ and the accuracy
εu = 10
−3 these schemes converge in 21, 11, 5, 11, and 14 iterations.
Thus, the convergence rate of the stationary Robin–Robin domain decompo-
sition schemes is linear. The parallel Robin–Robin scheme (83) – (84) with the
surfaces S112, S
1
21 most closed to the real contact area (S
1
12 = S
1
21 ≈ S∗12 ≈ [[0; b]]),
and the nonstationary parallel Dirichlet–Dirichlet scheme (95) – (96) (ψ12 =
ψ21 = χ
k
12), which are represented by Curve 3, have the highest convergence
rates. These two schemes also have the widest range from which the iterative
parameter γ can be chosen. The convergence rate of the parallel Neumann–
Neumann scheme (S112 = S
1
21 = ∅), which is represented by Curve 1, is the most
slow.
Now let us investigate the convergence of the penalty method and its depen-
dence on the finite element discretization.
Consider the unilateral contact problem for two isotropic bodies Ω1 and Ω2,
one of which has a groove (Fig. 6).
The bodies are uniformly loaded by the normal stress with intensity q. Each
body has length l and height h, and the grove has length b.
The material properties of the bodies are the same: E1 = E2 = E, ν1 =
ν2 = ν = 0.3. The distance between the bodies before the deformation is
d12(x) = r
{
[ 1− (x1 − l)2
/
b2]+
}3/2
, where r = 0.05 b, y+ = max{0, y}. The
possible contact area is S12 =
{
x = (x1, x2)
T : x1 ∈ [0; l], x2 = h
}
.
The exact solution of this problem in the case of the contact between two
half-spaces has a finite singularity in the flex point of function d12(x) [47].
Therefore, this problem is a good test for the numerical methods.
The problem was solved by the nonstationary parallel Dirichlet–Dirichlet
domain decomposition scheme (95) – (96) with finite element approximations
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Fig. 5. The dependence of the total number of iterations on the logarithmic
accuracy
on triangles.
The penalty parameter was taken as follows
θ = ch
2∑
α=1
(1− να)2
/
Eα, (101)
where c is the dimensionless penalty coefficient. We used (100) as a termination
criterion for the iterative process.
For the iterative parameter γ ∈ [0.45; 0.65] and the accuracy εu = 10−3, and
for the penalty coefficients c and the finite element meshes considered below,
the parallel Dirichlet–Dirichlet scheme, applied to solve this problem, converges
in 2–15 iterations.
Let us investigate the dependence of the quality of numerical solution, ob-
tained by this scheme, on the penalty parameter and the finite element mesh.
Plots at Fig. 7 represent the approximations of the dimensionless contact
stress σ∗n(x) = σ12n(x)/E, x ∈ S12 for the bodies with size h = l = 8 b and
external load q = 0.01E, obtained by the Dirichlet–Dirichlet scheme for different
dimensionless penalty coefficients c at fixed finite element mesh with 64 linear
triangular finite elements on each side of the possible contact area S12. Curves
1–4 correspond to c = 0.1, 0.05, 0.01, and 0.0025 respectively.
Plots at Fig. 8 represent the approximations of σ∗n(x), x ∈ S12 for the bodies
with length l = 8 b, height h = 2 b, and external load q = 0.0075E, obtained for
different dimensionless penalty coefficients c and different finite element meshes.
Curves 1 and 2 at this figure correspond to σ∗n for the dimensionless penalty
coefficients c = 0.1 and c = 0.01 respectively at the finite element mesh with 32
linear triangular elements on each side of the possible unilateral contact area
S12. Curves 3 and 4 correspond to σ
∗
n for c = 0.1 and c = 0.01 respectively,
but for the finite element mesh with 64 linear triangular elements on each side
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Fig. 6. Unilateral contact between two bodies with a groove
of S12. Dashed curve at this figure and at Fig. 7 represents the exact solution,
obtained in [47] for the contact between two half-spaces.
Here we see that in spite of the solution, obtained for the penalty coefficient
c = 0.1 at the mesh with 32 finite elements on each side of S12 (Curve 1 at Fig. 8),
the solution obtained for the lower penalty coefficient c = 0.01 at the same mesh
becomes instable. But if we refine the finite element mesh twice for the penalty
coefficient c = 0.01, then the influence of the errors on the perturbation of initial
data will decrease, and we will obtain much better approximation of the exact
solution (Curve 4 at Fig. 8).
Hence, we conclude that for obtaining a nice approximation of the solution,
we need to decrease the penalty parameter and to refine the finite element mesh
simultaneously.
8 Conclusions
For the solution of unilateral multibody contact problems of elasticity we have
proposed on the continuous level a class of parallel Robin–Robin type domain
decomposition schemes, which are based on the penalty method for variational
inequalities and some stationary or nonstationary iterative methods for non-
linear variational equations. In each iterative step of these schemes one have
to solve in parallel the linear variational equations in subdomains, which cor-
respond to some linear elasticity problems with Robin boundary conditions on
the possible contact areas.
We have given the mathematical justification of presented domain decompo-
sition methods. We have established the conditions of the strong convergence
of the solution of nonlinear penalty variational equation, which corresponds to
the original multibody contact problem, to the weak solution of this problem.
Furthermore, we have proved theorems on the strong convergence and stability
of proposed DDMs, and have shown that the convergence rate of stationary
Robin–Robin schemes in some energy norm is linear.
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Fig. 7. Normal contact stress σ∗n for different penalty coefficients (at fixed
finite element mesh)
The numerical analysis of presented domain decomposition schemes has been
made for plane two-body contact problems using linear and quadratic finite ele-
ment approximations on triangles. The convergence rates of different particular
domain decomposition schemes have been compared and their dependence on
the iterative parameter γ has been investigated. The penalty parameter and the
mesh refinement influence on the numerical solution has been examined. The
numerical experiments have confirmed the theoretical results on the convergence
of these domain decomposition schemes.
Among the positive features of proposed DDMs are the regularization of the
original contact problem because of the use of the penalty term, the simplicity
of their algorithms, and the possibility to generalize them to more complicated
contact problems. Presented domain decomposition schemes allow to organize
parallel calculations and to use the most optimal mathematical models (elastic
body, shell theory) and discretization methods (finite element method, boundary
element method) for each of the body (subdomain). These DDMs have only one
iterative loop, which deals simultaneously with the domain decomposition and
the nonlinearity of unilateral contact conditions. They do not require to solve
the nonlinear problems in each iterative step. Moreover, since these methods
are obtained on the continuous level, their convergence rate does not depend
highly on the discretization techniques, i.e. the proposed domain decomposition
algorithms are scalable.
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Fig. 8. Normal contact stress σ∗n for different penalty coefficients and for
different finite element meshes
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