We present a novel method for the analysis of quantum gas microscope images, which uses deep learning to improve the fidelity with which lattice sites can be classified as occupied or unoccupied. Our method is especially suited to addressing the case of imaging without continuous cooling, in which the accuracy of existing threshold-based reconstruction methods is limited by atom motion and low photon counts. We devise two feedforward neural network architectures which are both able to improve upon the fidelity of threshold-based methods, following training on large data sets of simulated images. We evaluate these methods on simulations of a free-space erbium quantum gas microscope, and a noncooled ytterbium microscope in which atoms are pinned in a deep lattice during imaging. In some conditions we see reductions of up to an order of magnitude in the reconstruction error rate, representing a significant step forward in our efforts to implement high fidelity noncooled site-resolved imaging.
Introduction
Over the past decade, site-resolved fluorescence imaging of atoms in optical lattices has become an essential tool for researchers working in ultracold atomic physics and quantum simulation [1] . The adoption of this powerful technique has been driven by improvements in both high-resolution imaging systems and computational techniques for identifying atoms separated by distances close to or below the diffraction-limited resolution [2, 3] . The task of site-resolved imaging consists of two distinct parts: 1) building an imaging system which is able to detect multiple fluorescence photons scattered by each atom in an optical lattice and 2) analyzing the recorded image in order to determine whether or not each lattice site is occupied by an atom. This is both an experimental challenge, constructing a high resolution microscope, and a computational one, devising an algorithm to reliably reconstruct the underlying lattice occupation from the recorded image. At present, the range of species that can be imaged remains limited by the need to continuously cool atoms during fluorescence imaging. In the vast majority of existing site-resolved imaging experiments, atoms are pinned in place by a deep lattice and continuously laser-cooled during imaging [3, 4, 5] . In this case the distribution of bright pixels in a fluorescence image ideally results only from the point-spread function (PSF) of the imaging system. Imaging without cooling limits the number of photons which can be detected from each atom, which gets rapidly heated up and displaced from its original position by scattering of the imaging light. This heating reduces the fidelity of traditional threshold-based reconstruction methods. Here, we propose a novel method of analyzing fluorescence images of atoms in optical (a) Illustration of threshold-based reconstruction. A histogram of intensities following deconvolution at each site in a set of images is plotted. If sites are separated by more than or close to the diffraction-limited resolution, this will reveal a bimodal distribution of intensities. The threshold intensity used to classify a site is determined by the point at which the two peaks overlap. (b) Examples of simulated images of three-by-three erbium lattice segments, with a lattice constant of 266 nm and 1.5 µs illumination time. The superimposed red lines indicate the lattice site boundaries. Of the three images, only the center one has an occupied central lattice site.
lattices using deep learning, in order to improve the performance of imaging without continuous cooling.
The most widely used method for reconstruction of the lattice occupation pattern in existing experiments requires first deconvoluting each image with the known PSF of the imaging system. This PSF can be determined experimentally by averaging raw images of many isolated atoms, or calculated based on known optical parameters of the imaging system [6, 7] . Deconvolution allows a single value of the light intensity to be determined for each lattice site. Provided the sites are wellseparated, the distribution of light intensities will consist of two distinct peaks corresponding to occupied and unoccupied sites, as illustrated in figure 1(a). Taking a large enough sample of lattice sites allows the estimation of the underlying distribution, from which a single threshold value can be derived which can be used to classify the occupation of all sites [4, 5, 6, 8] . Some variations on this basic method exist, such as determining the occupation by minimizing the difference between a real image and a reconstruction generated through convolution with the PSF [3] , but the experimental requirements remain similar.
Without continuous cooling, atoms will be significantly heated during the imaging process. This heating occurs through the build-up of velocity kicks an atom receives each time it absorbs and re-emits a photon, eventually giving it enough kinetic energy to escape the potential well of a lattice site. Cooling and confinement by a deep pinning lattice allows the capture of images consisting of hundreds of scattered photons per atom, with reconstruction fidelity limited mainly by atom losses and hopping between lattice sites [7] . Implementing continuous cooling is, however, among the more experimentally challenging facets of a single-site imaging system.
The requirement of a cooling transition which can simultaneously be used for imaging severely limits the range of species which can be imaged, and generally requires that a quantum gas microscope is custombuilt for each new species. As a result, the extension of single-site imaging to fermionic alkaline atoms came significantly later than boson-imaging, requiring the implementation of more sophisticated cooling techniques, such as Raman sideband and EIT cooling [1, 5, 9] . These cooling techniques may themselves introduce high levels of background light, which must then be reduced by other means, such as alternating cooling and imaging pulses in a single imaging cycle [6] . To our knowledge only one example of optical lattice imaging without cooling has been published at this time, which relies on confining Yb atoms in a deep lattice and using short imaging pulses to prevent losses due to heating [10] . Fluorescence imaging of single Li atoms in free flight has recently been achieved, but using this method multiple atoms can only be reliably resolved at a separation greater than 32 µm, precluding the study of short-scale many-body dynamics [11] .
We propose a method for reconstructing optical lattice images to single-site resolution which does not require atoms to be confined to a lattice site during imaging. When atoms are neither continuously cooled nor pinned by a deep lattice, they will move away from their original lattice site on a random walk as they scatter photons from the imaging beam. High-resolution imaging without extra cooling and optical pinning will bring enormous experimental and conceptual simplification, and will be essential to the development of ultrafast microscopy. In this respect, atoms with strong optical transitions for imaging and large masses, such as lanthanides, are perfect candidates, and are a target of growing interest as many-body quantum systems in the community. In the case of our planned Er microscope, the lattice will be switched off entirely during imaging, allowing the atoms to diffuse in free space. In other cases, such as the Yb lattice experiment that we simulate to assess our networks, the lattice potential is deepened during imaging to provide some confinement without cooling, such that atoms jump between lattice sites as they heat up [10] .
The random motion of the atoms makes the reconstruction of the lattice occupation an intractable inverse problem, meaning that there is no way to exactly determine the most likely initial atom distribution which gave rise to a particular recorded image. It is nevertheless possible to approximate the atom as a fixed point emitter, with an effective PSF broadened by atom motion compared to the true optical PSF. This method may be sufficient when lattice spacings are large compared to the atom displacements, or when many photons are collected before the atoms move away from their starting positions. However, an additional restriction imposed by noncooled imaging is that the total photon count must be small, as only a few photons can be detected before atoms move too far to be distinguished from their neighbours, severely limiting the applicability of the stationary emitter approximation. We suggest that deep neural networks provide a way to overcome some of the limitations of noncooled image reconstruction. The advantage of using deep learning for data-analysis lies in the fact that a deep neural network can approximate non-linear relationships between input data. This is especially useful in the analysis of intractable inverse problems. In the past few years, machine learning has found an increasing number of applications in physics, particularly in classification problems [12] . Deep neural networks may offer advantages in both speed and accuracy over existing approximations, as has been demonstrated for a range of physical problems, including determining observable properties of electrons in arbitrary 2D potentials [13] , reading out trapped ion qubits [14] and reconstructing the optical phase of imaging light at an objective from low photon count recorded images [15] . In other cases they may allow classification of experimental data for which no agreed-upon approximate model exists, which has led to their use in identifying phase transitions in quantum many-body systems [16, 17, 18] and evaluating theoretical models of interactions of fermions in an optical lattice [19] .
The reconstruction procedure we describe here has been designed primarily to analyze images from our planned noncooled erbium quantum gas microscope [20] , but is generally applicable to most cooled and noncooled imaging systems. To illustrate the task at hand, figure 1(b) shows some typical (simulated) example images that our method aims to classify. In the present paper we test two different deep learning classifiers of different levels of complexity, and compare their performance to a threshold-based reconstruction model.
Reconstruction Using Deep Learning
Deep neural networks are generally models that transform an input vector, in our case an array of pixels, into an output vector. In this case the output is a scalar value indicating whether or not a lattice site is occupied.
Deep neural networks perform their function using a series of two or more consecutive transformations, each of which takes the output of the previous one as its input [21] .
The transformations are said to connect different layers of the network, beginning with the input layer, consisting of a raw input vector, through to the final output layer. A hidden layer is one which lies between the input and the output, whose state is not read out to the user. The model as a whole is referred to as an artificial neural network, as its structure is inspired by, though not actually very similar to, biological neural networks [22] . Each element of a layer, usually a scalar number, can be referred to as a neuron. The parameters of the network that define the precise mapping from one layer to the next can be learned by repeatedly evaluating the performance of the network on a set of test input vectors, and adjusting the parameters accordingly.
A feedforward neural network, illustrated in figure 2, is among the simplest neural network architectures that exist. It consists of a series of layers, where each neuron in a layer is connected to every neuron of its neighbouring layers, and there are no intralayer connections. The action of the network on an input data vector is, in its most basic form, a series of matrix multiplications. Generally a bias vector is also added to the output of each layer, and a transfer function may also be applied to each output. Thus, the action of a single layer can be written as
where
is an n element bias vector and f is an arbitrary transfer function applied to the output.
The transfer function is typically used to map scalar values back to the interval {0, 1}. The process of training a neural network broadly consists of adjusting weight matrices and bias vectors to optimize the output for a particular problem. The performance of a trained network can then be evaluated by measuring its generalization error, the rate at which it correctly classifies items in a previously unseen data set. In principle, a two-layer feedforward network is capable of learning any arbitrary relationship between elements of an input data vector [21] . In practice it is often difficult to train such a network, particularly when dealing with large input vectors, such as the high-magnification images of lattice segments we use to train our classifier.
Below, we discuss a number of neural network architectures with which we have experimented in order to classify lattice images. All of our neural networks are trained on large data sets of simulated images of threeby-three lattice site regions (see Appendix for discussion of the simulation). The reason for using three-by-three segments is that these are able to capture the first-order correlations between the brightness of a lattice site and its eight nearest neighbours while still being small enough that we can simulate training data sets in which every possible arrangement of atoms is represented. When the networks are applied to test images, these are first broken down into overlapping three-by-three segments, which are then individually fed into the network for classification of the central site of each segment.
Threshold reconstruction as a three-layer network
In order to reliably benchmark deep learningassisted reconstruction against existing thresholdbased methods [23, 24, 25] , we first show that the traditional deconvolution and threshold method can be exactly represented by the three-layer feedforward network classifier illustrated in figure 2(a) .
Provided the positions of lattice sites in a fluorescence image are known, deconvolution with the PSF of the imaging system is equivalent to simply weighting the values of bright pixels with a normalized PSF centered on each lattice site [7] and summing all the pixels to give a single intensity value. The lattice spacing and alignment can be determined experimentally beforehand by various means, such as Fourier transforming a whole lattice image [24] or projecting images onto each axis of the imaging plane and fitting with a periodic series of Gaussians. This sum of pixels weighted by the PSF can be expressed as a row-matrix multiplication linking the input layer and single-neuron hidden layer of a neural network. In other words, the matrix W (i) , for i = 1, in equation (1) is simply a row vector W = PSF(x j ), with x j the coordinates of the j-th pixel of the PSF. The transfer function applied at the hidden layer is f (x) = x. The transformation from the hidden layer to the single-neuron output consists of a scalar multiplication by a weight w followed by the addition of a bias b and application of the logistic-sigmoid transfer function f (y) = (1 + exp(−y)) −1 , producing an output in the range 0 to 1, with 0 corresponding to an unoccupied central site and 1 corresponding to occupied. This layer performs the same role as the comparison of site intensity to a fixed threshold. In principle the above network could also be reduced to a two-layer network, but for later convenience we employed a threelayer format.
By scanning the parameter w, the maximum possible fidelity of threshold reconstruction can be determined, as illustrated for the case of noncooled erbium atoms in figure 3 . For the tight atom confinement and larger lattice spacings (≥ 512 nm) typical of existing quantum gas microscopes, threshold reconstruction remains effective [3, 4, 5] . We explore this regime by simulating imaging of erbium atoms in a two-dimensional square lattice with a spacing of 532 nm, under which conditions we see up to 99.9% threshold-based reconstruction fidelity. Threshold fidelity drops off as the lattice spacing is decreased and PSF overlap increases, however, and is closer to 94% in the 266 nm spacing system we aim to image.
Having established that the threshold reconstruction is equivalent to a three-layer neural network, we now seek to improve its performance.
As a first step, we leave the network architecture fixed, but optimize the weight matrix W (1) and weight w using machine learning methods, training the network with a set of simulated images, after initializing W (1) with the PSF reshaped to a row vector as described above. During the training process, the weights assigned to pixels in the input image and the classification threshold are adjusted using a conjugate gradient descent algorithm so as to minimize the reconstruction error.
Given that the hidden layer has only a single neuron, this still directly corresponds to a weighted sum of all the pixels in an input image, but the training process may weight significant features, such Range of fidelities achievable using threshold-based reconstruction by varying the mean pixel intensity threshold, which is equivalent to b/w in the neural network representation. Fidelities are evaluated on a data set of simulated images of unconfined erbium atoms in a lattice of period 266 nm. The inset shows the bimodal distribution of mean pixel intensities in the simulated data set. Prior to optimizing the threshold the pixels are weighted by a PSF centered on the lattice site, which improves the separation of the peaks in the intensity distribution. In both plots, the optimal threshold of 0.108 is indicated by a dashed red line.
as the photon count in neighbouring sites, which are not captured by the PSF alone, as demonstrated in figure 4 .
In a further improvement step, we extend the number of neurons in the hidden layer. We tested multiple different architectures for the three-layer network, eventually settling on a hidden layer consisting of nine neurons, connecting to a single neuron output layer. This architecture is illustrated in figure 2(b) . The weights to the hidden layer are initialized using PSFs centered on each of the nine sites in the three-by-three lattice segment. Using nine hidden neurons allows the network to represent nonlinear relationships between the intensities at different sites, greatly increasing the capacity of the model and providing an improvement in reconstruction fidelity. We found that using the PSF to manually initialize the network allows the three-layer network to reliably converge to a good classifier, whereas using any random initialization generally does not converge to a good solution. This shows that while even this simple neural network is able to provide an improvement in performance over existing methods, it remains very sensitive to user defined initialization conditions, which are specific to each imaging system. The performance of the three-layer network architecture is detailed later in the text, but first we introduce a final, more sophisticated architecture which does not rely on system-specific initialization.
Dimensionality reduction
The three-layer network introduced above is based on the assumption that atoms act like point sources fixed at a lattice site. Without continuous cooling, however, atoms wander between sites, so ideally a model would be able to encompass the movement of atoms and distinguish between an atom originating at a central site and one which has been displaced there. In order to produce a model that takes into account more than simply how well a central site is fit by a static PSF, we first reduce the dimensionality of the input vector in an attempt to capture only the essential features of the input data, and train a neural network on the reduced data. Reducing the dimensionality of the input vector shrinks the parameter space of the optimization, allowing the training algorithm to more easily reach a good minimum, without the need for userdefined initialization with the experimental PSF.
To reduce data dimensionality, we use an autoencoder, a data compression procedure developed by Hinton and Salakhutdinov,
Normalized intensity Normalized intensity Figure 4 . (a) Point spread function determined by averaging simulated images of 10000 isolated Er atoms, with a 3 µs imaging pulse, used to weight pixels in an input image for threshold-based reconstruction. (b) Learned pixel weights after training the three-layer network in figure 2 (a) on a data set of 102400 distinct images, using the PSF as the initial state of the input layer. Without any additional human input, the network learns to assign a negative weight to bright pixels in the neighbouring sites of the central atom. This example illustrates the ability of even very simple neural networks to learn approximate models of the correlations between neighbouring lattice sites.
whose MATLAB code we have adapted to compress our own images [26] . An autoencoder compresses input data to a given bottleneck number of bits, then attempts to reconstruct the input by reversing the compression. By minimizing the difference between the input and the reconstruction, the autoencoder is able to learn key features of the training data, allowing inputs to be efficiently compressed. The autoencoder we use, illustrated in figure 5(a) , consists of a five-layer feedforward network with progressively smaller layer sizes. The layers are first separately initialized to produce a reasonable encoder, in an iterative stochastic process known as pretraining [27] . Following pretraining, the layers are connected, first running forward to compress the input then running backwards to reconstruct it. The autoencoder as a whole is then optimized by minimizing the difference between the input image and its reconstruction.
In order to train a network to classify images as representing occupied or unoccupied sites, a final single-neuron hidden layer is connected to the bottleneck of the encoder. The whole network is trained using the MATLAB Neural Network Toolbox to minimize the cross entropy of its output in the range {0, 1}, with 0 corresponding to unoccupied and 1 corresponding to occupied sites. During this final training process, both the encoding layer weights and the final neuron weight are updated. The output of the network is itself a good estimator of the confidence of the result. For example, an output of 0.6 has an approximately 60% probability of genuinely corresponding to an occupied site. An output of 0.1 has a 90% chance of corresponding to an unoccupied site. This allows the classifier to be easily used for confidence-weighting or postselection of experimental results.
We found that classification fidelity is not very sensitive to sizes of the first three hidden layers. We use progressively decreasing layer sizes of 1000, 500 and 250 neurons, or smaller layers in the same ratio if the input image contains fewer than 1000 pixels. The layer with the largest impact on the reconstruction fidelity is the bottleneck of the autoencoder, which controls the compression factor of input images. The bottleneck needs to be adapted to the magnification of individual images, but should be at least 9 neurons, corresponding to a single weight for each lattice site in a threeby-three segment. For our images with an expected magnification corresponding to 10-by-10 pixels per lattice site hence and a total of 900 pixels per image, we use use a 50-neuron bottleneck. We also investigated the influence of the size of the training data set on the final fidelity, finding that 200 images for each possible arrangement of occupied and unoccupied sites gave consistently good results (see Appendix).
Evaluating Classifier Performance
We evaluate the performance of the two classifier networks introduced in the previous section in a range of different simulated experimental conditions, and compare them against the benchmark of threshold-based reconstruction. These classifiers are extremely flexible, and can be applied to the analysis of any two-dimensional lattice images, provided the imaging system is understood well enough to simulate the imaging of three-by-three lattice segments to generate labelled training data.
Further details of our simulation of the imaging system are provided in the Appendix. The performance metric we use is the reconstruction fidelity across the whole lattice, i.e., the percentage of sites which are correctly classified when the reconstruction method is used to classify every site in a previously unseen lattice image. Depending on the particular experimental context in which these methods are applied, other performance metrics could be more appropriate.
In investigations of Mott-insulating behaviour, for example, the rate at which a classifier correctly identifies holes in an otherwise uniformly filled lattice could be a more useful metric [7, 19] .
Noncooled erbium lattice
We first test our model on the challenging case of noncooled and unpinned ultracold atoms. As a species of interest we choose erbium, with which we have extensive experience. Erbium is a highly magnetic lanthanide atom that has recently been brought to quantum degeneracy [28, 29] . We simulate the following experimental conditions: prior to imaging, Er atoms are held in a three-dimensional optical lattice with typical spacing of 266 nm. The lattice is then switched off and atoms are illuminated with a resonant light pulse of 1.5 µs. The atomic fluorescence is projected onto a CCD camera by our imaging system with a numerical aperture (NA) of 0.89. The imaging light operates on the 401 nm transition, for which we predict a maximum scattering rate, limited by the transition's natural linewidth, of 9.5 × 10 7 s −1 . With an imaging beam intensity ∼10 times higher than the saturation intensity of the transition, we expect to collect less than 90 photons per atom in a single image. Given this relatively small number of collected photons, we can reliably assume that a negligible number of pixels will be multiply illuminated, allowing us to binarize our images, facilitating the convergence of neural network training.
We test autoencoder, three-layer and threshold reconstructions on previously unseen simulated images of entire lattices, which are divided into overlapping three-by-three site blocks for input to the networks. In figure  6 , the fidelities of the various methods for a range of site occupation densities at 266 nm spacing, from a sparsely filled to an almost completely filled lattice, are shown. In the maximum uncertainty case of half filling, the neural networks cut the error rate from the 7.7% found for the threshold method to just Reconstruction delity (%) Autoencoder Three-layer network Threshold reconstruction Figure 6 . Fidelities of three reconstruction methods, for various lattice filling fractions. From left to right, the methods are: autoencoder, three-layer network and threshold reconstruction. All test images are of unconfined erbium atoms at 266 nm spacing and 1.5 µs illumination time.
2%.
For sparse filling the error rate of the autoencoder is just 0.3%, while that of the threshold method is 3.4%, representing an order of magnitude improvement.
As the filling increases, the performance of both neural network architectures decreases, as a result of the real underlying increase in ambiguity of the more densely packed images. Notably, however, the three-layer network performs poorly at high fillings compared to the autoencoder, which is indicative of the smaller capacity of this network giving rise to a less flexible model. In further tests we found that the three-layer network performance at high filling can reach that of the autoencoder if it is trained on a data set of only densely filled lattice images, but this architecture seems unable to simultaneously model the full range of fillings with a high degree of accuracy. The high filling increase in fidelity of the threshold method is simply a consequence of the fact that beyond half-filling the overall accuracy can be maximized by biasing the threshold towards false positive identification of atoms, which is undesirable in any real experiment.
As we increase the lattice period, reconstruction performance increases rapidly. The autoencoder achieves 99.5% reconstruction fidelity at a spacing of 532 nm. This fidelity is achieved despite expected atom losses of ∼ 3% during imaging caused by atoms escaping the not fully closed imaging transition cycle. That is, the autoencoder is able to reliably identify most lost atoms even from the small number of photons they scatter prior to loss. We also use our simulation to estimate the imaging pulse time which maximizes fidelity. Figure  7 shows how the fidelity of threshold, threelayer and autoencoder reconstruction changes with imaging pulse time. Simulations suggest that the highest reconstruction fidelity can be achieved for a 1.5 µs imaging pulse. It is assumed that at this timescale background light is not a significant contributor to image noise, so the noise level is taken to be constant over all pulse lengths.
Noncooled ytterbium in pinning lattice
We subsequently seek to evaluate our reconstruction technique for the case of noncooled imaging in which atoms are nevertheless confined in a deep lattice during imaging. We use as our guideline the first known successful implementation of this scheme, performed by Miranda et al. [10] using Yb atoms in a lattice of period 543.5 nm. As in the case of our unconfined Er lattice, the Yb atoms will be heated during imaging, eventually displacing them from their original lattice site. This means that both systems require relatively short imaging pulses with high scatter- Classi cation delity (%) Threshold Three-layer network Autoencoder Figure 7 . Reconstruction fidelities using threshold, three-layer network and autoencoder methods for noncooled erbium lattices at a range of imaging pulse lengths, with a 266 nm lattice spacing. The greatest fidelity is expected for a 1.5 µs imaging pulse.
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Intensity (arbitrary units) Figure 8 . Identification of occupied sites in a simulated 15-by-15 lattice of Yb atoms, with pinning but without cooling, and 40% filling of the lattice. Sites classified as occupied are identified by white circles, and incorrectly classified sites are marked with red crosses. Three of the 225 sites in this particular image were misclassified, corresponding to 98.7% fidelity, slightly above the average fidelity of 98.5% achieved on the training datatset. While images were binarized prior to input to the network, setting the value of each nonzero pixel to 1, we display the raw image here.
ing rates. The addition of a pinning lattice, however, causes the atoms to remain confined in a smaller region, and for a longer period of time, before their eventual loss. The steep potential gradient at the nodes of the lattice also drives atoms away from these regions, reducing the photon density between sites compared to the unconfined case. In the experiment, Yb atoms are imaged on the 1 S 0 − 1 P 1 transition at 399 nm during a 40 µs pulse, while confined in a lattice of depth 150 µK. With a scattering rate of 1.3 × 10 7 Hz, each atom scatters an average of 520 photons per imaging pulse [25] , of which 6.6% are detected by the camera. The combined loss and hopping rate is 2.5% per pulse. In our simulation we achieve a threshold-based fidelity of 96.2% and a fidelity using the autoencoder classifier of 98.5%, corresponding to a reduction of the error rate by more than a half. Figure 8 shows an example of a simulated image of a 15-by-15 lattice, with occupied sites identified by a trained autoencoder and labelled.
Conclusion
The extension of site-resolved imaging of optical lattices to noncooled atoms will be a major step-forward in the flexibility of quantum gas microscopy. We have demonstrated the effectiveness of using feedforward neural networks for the analysis of noncooled lattice images, where low photon counts and atom movement limit the fidelity of traditional reconstruction techniques. We have shown that reconstruction is viable for both completely unconfined erbium atoms, for which we can increase fidelity from as low as 92% to above 98%, and ytterbium atoms pinned in a deep lattice, for which we reduce the error rate by more than half. The neural networks designed for this task are flexible, and can be applied to any imaging system which can be sufficiently wellsimulated to produce large labelled data sets to train the network. This reconstruction technique can be trivially extended to continuously cooled imaging systems, where it may prove advantageous in cases where atoms are separated by much less than the diffraction limit of the imaging system.
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Appendix A. Imaging Simulation
Training our neural networks requires large labelled data sets of lattice images, which cannot feasibly be constructed using experimental data. As a result we use simulations of the imaging process in order to generate data sets of realistic images from arbitrary underlying lattice occupation patterns. The networks are trained on images of three-by-three site lattice segments, where only the central site is classified as occupied or unoccupied. Training data sets are made up of an equal number of simulated images of each of the 512 possible permutations of occupied and unoccupied sites in the three-by-three lattice. During classification of real images, the entire image will be divided up into overlapping three-by-three segments which are fed individually into the classifier network.
The simulation models the stochastic processes of photon scattering and atom movement which determine the image recorded by a quantum gas microscope. Atoms are assumed to begin at the center of each lattice site with zero velocity. We simulate scattering events in which photons are absorbed from four imaging beams aligned in the imaging plane and re-emitted in a random direction of the full solid angle (4π), creating a discrete velocity kick with the corresponding recoil momentum at each event. If there is a lattice potential switched on during imaging, the acceleration and velocity of the atom are updated according to the velocity Verlet algorithm. The lattice potential is assumed to be a symmetric sin 2 potential with an amplitude (trap depth) given as an input parameter to the simulation. Emitted photons are recorded by the camera with a probability given by the collection efficiency, which is determined by the geometry of the imaging system, overall losses due to absorption and quantum efficiency of the camera. Each photon is detected at a random position around the location of the atom itself, with a probability distribution determined by a point spread function centered on the atom. In the initial phase of the simulation, each photon detection is represented by unity addition to the illuminated pixel in the simulated image.
The scattering code is looped with randomized exponential-distributed timesteps between absorption and re-emission, with the natural linewidth as input parameter, leading to an effective scattering rate at about half the natural linewidth as expected. The imaging process is concluded when the total elapsed time exceeds a given imaging pulse time or when the atom escapes the not fully closed transition cycle, accounted for by a small finite lossrate evaluated at each scattering event. Over the course of an imaging pulse, the accumulation of velocity kicks heats the atom and causes it to move on a random walk away from its initial position. Some example random walks are illustrated in figure A1 .
After looping over the imaging time for all atoms, Poissonian noise is added to each pixel of the image to account for clockinduced charges, with a mean noise value per pixel estimated from state-of-the-art EMCCD cameras. Finally, the electron multiplier gain from EMCCD cameras is applied to every pixel to calculate how many electrons per pixel will be present [30] . The final conversion step into counts per pixel, requiring multiplication with a constant factor, adding a constant offset and including the electronic readout noise, was omitted in the present analysis. We also did not include further effects like additional charges due to background light or dark current as they should be negligible under the assumed experimental conditions.
Finally, we implement a preprocessing step, normalizing the data before feeding the data to the neural network for analysis. In the case of images with a low recorded photon count, where each pixel is very unlikely to be doubly illuminated, preprocessing consists of binarizing the images by setting the value of each illuminated pixel to 1 and all others to 0. For images with a higher photon count in which doubly illuminated pixels are likely to occur, pixels are normalized to the range {0,1} according to the formula
where x is an image, or batch of images concatenated to form a single vector, and µ bright is the mean value of all the nonzero elements of x.
Appendix B. Optimizing network hyperparameters
Hyperparameters are the parameters of the network which are not updated during training. Hyperparameters can be individually set by the architect of a neural network, or determined through a hyperoptimization process whereby multiple networks with different hyperparameters are separately trained and their performance compared to select the optimal hyperparameter values. Aside from network architecture, the most significant hyperparameter in our case is the size of the training data set. We use data sets composed of equal numbers of simulated images generated from each of the 512 possible distributions of atoms in a threeby-three lattice segment. We trained both three-layer and autoencoder networks on data Figure B1 .
Convergence of neural network classification fidelity with increasing size of the training data set. All data sets are composed of a given number of repetitions of each possible occupation pattern of a three-by-three set of lattice sites, for erbium imaged at 401 nm for 3 µs.
sets consisting of between 10 3 and 1.5 × 10 5 individual images of erbium lattice segments with 266 nm lattice spacing. As can be seen in figure B1 , the generalization error of the autoencoder decreased steadily up to a training set size of 10 5 images, corresponding to 200 images for each possible distribution of atoms. The error of the three-layer network also generally decreased, though its error is less consistent between different datasets due to the difficulty of reliably converging to a good local minimum without prior dimensionality reduction. As the unconfined erbium atoms at 266 nm spacing represent the most difficult test case for our networks, it can be assumed that other cases would not need any larger training sets.
