A stochastic inverse technique based on a genetic algorithm ͑GA͒ to invert particle-size distribution from angular light-scattering data is developed. This inverse technique is independent of any given a priori information of particle-size distribution. Numerical tests show that this technique can be successfully applied to inverse problems with high stability in the presence of random noise and low susceptibility to the shape of distributions. It has also been shown that the GA-based inverse technique is more efficient in use of computing time than the inverse Monte Carlo method recently developed by Ligon et al. ͓Appl. Opt. 35, 4297 ͑1996͔͒.
Introduction
The inversion of particle-size distribution from angular light-scattering data is of critical importance because the angular light-scattering method has been used as a powerful tool for particle sizing in a wide variety of fields of science and industry. For a medium that is optically thin with particles that are widely spaced, 1-3 the angular scattered intensity I͑͒ and the particle-size probability distribution f ͑␣͒ are related by the following Fredholm integral equation of the first kind:
where N is the number of particles, ␣ ϭ D͞ is the size parameter, D is the particle diameter, is the wavelength of the incident beam, and i͑, ␣͒ is the intensity of the scattered light of a single spherical particle. Obviously, to invert the particle-size distribution from angular light-scattering data we should solve Eq. ͑1͒. As a well-known ill-posed problem, the exact solution of a Fredholm integral equation of the first kind has been considered to be highly complex because the equation lacks existence and uniqueness; that is, a small perturbation in the measured angular lightscattering data can give rise to an arbitrarily large perturbation in the inverted particle-size distribution. 4 However, quite a number of inverse techniques based on either Mie scattering or approximations of Mie scattering have been developed 3, [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] recently. These techniques can be classified in general as either having or not having a priori information on the particle-size distribution. Inverse techniques with a priori information 5 generally require analytical expressions of particle-size distribution that depend on a few parameters, which then are adjusted within physically realistic bounds. 6 With a priori information, the inverse problems become less involved and more efficient in use of computing time. But it is important to keep in mind that satisfactory accuracy can be obtained only if the parametric model of particle-size distribution is a good approximation of the actual one.
The inverse techniques without a priori information on particle-size distribution have received more attention because they can be used when the particlesize distribution model is unknown. With the Fraunhofer diffraction approximation taken into account, integral transform solutions such as the ChinShifrin method, Shifrin-Kolmakov methods I and II, and the modified Petrov method have been developed. 7, 8 But the Fraunhofer diffraction approximation is valid only for small near-forward angles when the particles are much larger than the wavelength of the incident beam and the refractive index differs substantially from unity. 7, 8 Unlike the integral transform solutions, the techniques for solving linear inverse problems can employ exact Mie scattering.
Among these techniques are the Phillips-Twomey method, 10 the Backus-Gilbert method, 11 the Chahine iterative method, 12 the singular-value method, 13, 14 and the constrained eigenfunction method. 15 Unfortunately, drawbacks such as low stability in the presence of random noise, high susceptibility to the shapes of the distributions, and a priori information on regularization parameters limit the use of these methods.
An inverse Monte Carlo ͑IMC͒ method developed by Ligon et al. 3 recently has been shown to have significant advantages compared with many of the current inverse techniques that employ directinversion schemes. In the IMC method the random walk of particles has been constructed to invert the distribution of particle size and refractive index simultaneously. As a random search technique the IMC method is quite different from other inverse techniques in the nature of its stochastic scheme and has attracted considerable interest because of its high stability in the presence of random noise. The main difficulty with the IMC method lies in making it converge to yield the particle-size distribution with high accuracy.
In this paper we develop another stochastic inverse technique based on genetic algorithms ͑GA's͒ to invert particle-size distribution from angular lightscattering data. The GA's are a family of heuristic combinatorial search techniques that come from the concepts of natural genetics and the Darwinian theory of survival of the fittest. They were developed in the 1960's and 1970's, 16, 17 and they have received frequent attention for a decade. 18 -20 GA's yield their solutions in a way akin to genetic operators such as selection, crossover, and mutation after they establish a series of parallel concepts between biological genetics and the problem to be solved. Unlike the simple random-search technique used in the IMC method, GA's can use known information on candidate solutions of the problem to search for a global solution. Their advantages, such as flexibility, globality, parallelism, simplicity, versatility, and good problem-solving capability, make GA's useful in a wide variety of fields that include artificial intelligence, machine learning, control, optimal engineering design, 18, 19 and heat transfer analysis. 20 More recently, we became aware of a paper by Johns et al. 21 on the application of genetic algorithms in optical particle sizing. The model of Jones et al., however, requires a priori information to yield the particle-size distribution. In this research we propose a GA approach for the inverse problem of light scattering that does not require a priori information on particle size. We show that the GA-based inverse technique can be applied satisfactorily to the inverse problem of light scattering and is stable against random noise and adaptable to the shapes of distribution functions and uses computing time effectively.
Inverse Problem of Light Scattering
It is well known that the basic theory for the scattering of collimated monochromatic light by a single spherical particle in a homogeneous medium was developed by Mie. 1, 2 The scattered-light intensity i͑, ␣͒ at a solid angle from the incident direction is expressed in terms of the Mie scattering functions i 1 ͑, ␣, m͒ and i 2 ͑, ␣, m͒ 1 :
where I 0 is the incident parallel-light intensity and m is the refractive index of the particle. In a practical situation the particle size has finite lower and upper limits, and the probability distribution of particle size can be approximated by a number of discrete variables. Suppose that f j ͑ j ϭ 1, 2, . . . , M͒ is a fraction of particles with sizes from ␣ j Ϫ ⌬␣ j 2 and ␣ j ϩ ⌬␣ j 2, where ␣ j ϭ ␣ min ϩ j͑␣ max Ϫ ␣ min ͒͞M. Equation ͑1͒ can be represented by a set of linear algebraic equations:
where
In Eq. ͑3͒, j is a weight factor, which is determined according to the measurement system used in the experiment. 1 , 2 , 3 , . . . , k are the angles where the scattered light will be sampled. We remove the unknown number of particles N by normalizing the calculated and measured data at an arbitrary data point 3 :
and N can be determined by
To solve Eq. ͑4͒ we introduce an M-dimensional vector f and an object function ͑f͒ as follows:
The value of ͑f͒ reflects the relative errors of the calculated and the measured data. In an exact situation, ͑f͒ ϭ 0. To invert particle-size distribution from angular light-scattering data we need to solve the following optimal problem:
Genetic Algorithms
GA's borrow much of their terminology from biological genetics. 16, 18, 19, 22 The implementation of GAs is simple, and the typical procedure can be found in many other publications. 18 -20 GA's start with the random creation of an initial population. One evaluates the individuals in the population by calculating their fitness and thus determining their survival potential. Then highly fit individuals are selected to become part of the crossover pool. The individuals in the crossover pool will combine and cross over to produce new individuals. Mutations whereby some bits of an individual are switched ͑0 to 1 or 1 to 0͒ according to a predetermined probability are often encouraged so that new genetic features can be introduced at the gene level. After such genetic operations as selection, crossover, and mutation of current population have been performed, a new population will reproduce and replace the old one. Fitness will again be evaluated, and the population will begin a new cycle of reproduction. Because a new population usually has higher fitness than the old one, the population is improved from generation to generation. A reasonable stop criterion is often chosen as the point at which the prescribed maximum generation is reached or convergence is detected. Some details of implementation of GA's in this research are described below.
A. Coding
An encoding method to represent the chromosomes by binary strings is employed in the inverse problem. 
where x j is the decimal integer value of the corresponding 16-unit binary string.
B. Fitness
The fitness P i of individual i in the current population is determined by the following equation:
where i ͑f͒ is the value of the object function that corresponds to individual i and max ͑f͒ and min ͑f͒ are, respectively, the maximum and minimum values of the object function of the current population.
C. Selection
A selection technique based on the principle of a roulette wheel is adopted. It works as follows 23 : ͑i͒ sort the fitness values of all individuals in the current population in descending order of fitness; ͑ii͒ generate a random number R between 0 and 1; and ͑iii͒ select index ␤, determined by
where N p is size of the population and a, given the value 1.5, is the bias. In the selection, the best individual of the current generation will be kept so the possibility of degeneration of the solution will be reduced.
D. Crossover and Mutation
In this research a single-point crossover is used. 24 When a crossover site is determined along the string at random, the two parents' chromosomes will exchange parts of genes above the crossover site to produce new offspring chromosomes. For example, if two chromosomes of the parents are The mutation is used to prevent premature convergence. But the mutation probability should be carefully chosen because a low probability of mutation will cause the algorithms to be trapped at a local optimum and there is a high probability that the algorithm will degenerate to a random-search method.
Numerical Results
In this section we report on numerical tests to investigate the performance of the GA-based inverse technique for inverting particle-size distribution from angular light-scattering data. The measured lightscattering data used in the tests are calculated from Eq. ͑1͒ for a given distribution of spherical particles. The functions of particle-size distribution used in this paper are Johnson's S B function. 25 It was shown by Yu and Standish 26 that a wide variety of distributions such as normal, log-normal, Rosin-Rammler, and modified beta can be satisfactorily fitted by the S B function, which is given by the following equation 26 :
In Eq. ͑11͒, t ϭ ͑␣ Ϫ ␣ min ͒͑͞␣ max Ϫ ␣ min ͒ is the normalized size, where ␣ max and ␣ min are, respectively, the maximum and minimum size parameters of the particles under consideration. and are distribution parameters, and can be conventionally made positive. 25 To simulate the real conditions we add a specific amount of random noise to the noise-free measured data I͑͒, using the following equation:
where Ϫ1 Յ ε Յ 1 is a random number and NSR is the relative noise amplitude to the signal, ʈNSRʈ Յ 1. The numerical tests are performed with lightscattering data sampled from either a small-angle or a full-angle region. In the small-angle region we use 32 angular locations from 0.5 to 15.5 deg. In the full-angle region we use 36 angular locations from 20 to 160 deg. All the exact distributions are assumed to have the number distribution of spherical dielectric particles with diameters of 1 to 40 m. In the numerical tests the size of the population is chosen as 20. Because GA's are random-search techniques, the results obtained from a single numerical test may have unique features. In this research we therefore average the results by several tests with different random-number series to overcome this drawback.
A. Unimodal Distributions
Three kinds of exact unimodal distribution, asymmetrical, broad, and narrow distributions, are selected in the numerical tests.
First numerical tests are conducted to invert the asymmetrical unimodal distributions with the GAbased inverse techniques. The stop criterion is chosen as that point where the maximum generation reaches 5000. The probabilities of crossover and mutation are 0.70 and 0.05, respectively. Two kinds of measured data are considered; one is noise free, and the other has 5% ͑i.e., NSR ϭ 5%͒ random noise
The refractive index of the particles is m ϭ 1.57-0.56i, which is that of ash or smoke particles. Overall, all the results plotted in Fig. 1 are in good agreement with the exact distributions. The details of the asymmetrical distributions have been well plotted, and it can be seen that the GA-based inverse technique is obviously not susceptible to the asymmetry of the original distribution.
Second, the investigation concentrates on inversions of both broad and narrow distributions by the GA-based inverse techniques. The difficulties encountered with the direct-inverse techniques in the inversion of broad dispersed particles is well documented in Refs. 5, 9, and 27 and references therein. Two exact distributions used in the numerical tests are plotted in Fig. 2 . The broad distribution is characterized by ϭ 1.1 and ϭ 0.0, and the narrow one Fig. 1 . Inversion results for asymmetrical distributions. Results are retrieved from noise-free measured data and from noisy data with NSR ϭ 5%. ͑a͒, ͑c͒ Small-angle region; ͑b͒, ͑d͒ full-angle region. The exact distribution for ͑a͒ and ͑b͒ has parameters ϭ 1.8 and ϭ 3.7 and for ͑c͒ and ͑d͒ has parameters ϭ 2.3 and ϭ Ϫ1.8. The refractive index of the particles is m ϭ 1.57 Ϫ i0.56. is characterized by ϭ 7.8 and ϭ 0.0. The conditions for the tests are chosen to be the same as for the former tests, including a maximum generation of 5000, probability of crossover 0.70, probability of mutation 0.05, and refractive index of the particles 1.57 Ϫ 0.56i. Figure 3 shows the results of the inversion of broad distributions. As can been seen, the results are good, except that some details in the small-size range are not plotted exactly for the noisy measured data. Clearly, the agreement of the inversion and the exact methods in the small-angle region is superior to that in the full-angle region. Figure 4 shows the results of the inversion of narrow distributions. It can be seen that the fine details can easily be lost. The deviations between the results for noise-free measured data and those for noisy measured data with NSR ϭ 5% are so small that they cannot be identified.
Third, numerical tests are performed to investigate the ability of the GA-based inverse techniques to work with measured data to which different levels of random noise have been added. A Johnson S B function with ϭ 2.5 and ϭ 2.0 is considered as the exact original distribution function. In the tests, the stop criterion is chosen as point where the maximum generation reaches 5000. The probabilities of crossover and mutation are 0.70 and 0.20, respectively. The addition of the probability of mutation will increase the chance for generation of new gene features for individuals and therefore make the results overcome local optimization. The refractive index of the particles is chosen as m ϭ 1.57 Ϫ 0.56i. There are three noise levels to be tested, NSR ϭ 10%, 20%, 30%. The results are given in Fig. 5 . As can be seen, the accuracy is somewhat worse in the inversion of noisy measured data with NSR greater than 10%. There a second peak appears in the recovered distribution and grows larger with larger amounts of random noise, whereas the main peak becomes smaller. But it should be noted that even in the case of random noise of NSR ϭ 20% the results can fit the given distribution well near the main peak and should be considered remarkably good. 
B. Multimodal Distributions
The ability of the GA-based inverse techniques to invert multimodal distributions is also tested numerically. Figure 6 shows the results of the inversion of a bimodal distribution, which is a sum of two Johnson S B functions. Two peaks of the original distribution are characterized by 1 ϭ 2.5, 1 ϭ 2.0 and 2 ϭ 1.8, 2 ϭ Ϫ3.7. The stop criterion for the tests is also chosen to be where the maximum generation reaches 5000. The probabilities of crossover and mutation are given the values 0.70 and 0.05. The refractive index of the particles is also set as m ϭ 1.57 Ϫ 0.56i. In the numerical tests, both noise-free and noisy measured data with NSR ϭ 5% or NSR ϭ 10% are used. From Fig. 6 it is obvious that the agreement of the inversion results with the exact results for the smallangle region is superior to that for the full-angle region. In the small-angle region the results of the three tests can fit the exact distribution satisfactorily near the two main peaks, although the presence of some spurious peaks causes more deviation for small sizes ͓Figs. 6͑a͒-6͑c͔͒. In the full-angle region, however, the first peak ͑the peak near the small-size range͒ shows poor agreement with the exact distribution for noisy measured data ͓Figs. 6͑e͒ and 6͑f ͔͒. When the random noise of the measured data has NSR ϭ 10%, reasonable results should not be expected for the full-angle region. It therefore can be inferred that GA's are better at inverting multimodel distributions with noisy measured data in the smallangle angular region than in the full-angle region.
C. Effect of Wavelengths
Because light-scattering data with a single wavelength may give rise to unique inverse problems, we investigate numerically the effect of wavelengths on the GA-based inverse technique. In the tests, lightscattering data are sampled at six wavelengths and for five given distributions. The six wavelengths are 0.3371, 0.4767, 0.5401, 0.67, 0.8446, and 1.08 m, which are related to certain types of lasers. The stop criterion is set as point where the maximum generation reaches 10,000. The probabilities of crossover and mutation are 0.75 and 0.08, respectively. Drop- Fig. 6 . Inversion results for multimodal distributions. The exact distribution is bimodal, the two peaks of which are characterized by 1 ϭ 2.5, 1 ϭ 2.0 and 2 ϭ 1.8, 2 ϭ Ϫ3.7, respectively, for ͑a͒-͑c͒ the small-angle region and ͑d͒-͑f ͒ the full-angle region. The results in ͑a͒ and ͑d͒ were retrieved from noise-free measured data; those in ͑b͒ and ͑e͒, from noisy measured data with NSR ϭ 5%. The results in ͑c͒ and ͑f ͒ were retrieved from noisy measured data with NSR ϭ 10%. The refractive index of the particles is m ϭ 1.57 Ϫ i0.56. Fig. 7 . Relative error of inverted results and exact distributions for several wavelengths. The results were retrieved from noisy measured data with NSR ϭ 1%. ͑a͒ Small-angle region, ͑b͒ full-angle region. The refractive index of the particles is m ϭ 1.33. lets ͑the refractive index of which is m ϭ 1.33͒ are considered here. All the measured data have added random noise with NSR ϭ 1%. In Fig. 7 we plot the relative errors of the inverted distributions and their original distributions. As can be seen, the inversions are successful for all six wavelengths, as the relative errors are below 3%. But it is interesting to see that the inversion for the narrow distribution that is characterized by ϭ 7.8 and ϭ 0.0 has the maximum relative error in both the small-and the full-angle regions.
D. Effect of the Refractive Index
The inverse techniques that use angular lightscattering data may yield the accurate particle-size distribution when the refractive index of the particles is exactly known. However, in most cases the refractive index cannot be predetermined accurately, and the inverted size distributions of particles therefore have significant uncertainties. In this section our investigation centers on the effect of the refractive index of particles in the GA-based inverse technique. In the numerical tests the refractive index of the particles is given an exact value m ϭ 1.33, and the measured data are obtained from Eq. ͑1͒ with three refractive indices, m 1 ϭ 1.33 Ϫ 0.01i, m 2 ϭ 1.34, and m 3 ϭ 1.32. The stop criterion is chosen as place where the maximum generation reaches 5000.
The probabilities of crossover and mutation are 0.75 and 0.08, respectively. The exact distribution is determined by Johnson's S B function with ϭ 2.3 and ϭ Ϫ1.8. Figure 8͑a͒ shows the results of the inversion in the small-angle region. As can be seen, when the real part of the refractive index of the particles varies by Ϯ0.01 about the exact value, the inverted distributions can be considered acceptable. Unfortunately, if the particles are presumed to have small absorption, significant differences between the exact distribution and the inverted distribution appear. This result reflects the fact that the results of inversion depend strongly on the refractive index of the particles. This dependence is also evident from the failure of the inversion in the full-angle region, which is plotted in Fig. 8͑b͒ .
E. Effect of Computing Time
Finally, the effect of computing time of the GAbased inverse technique is evaluated. Numerical tests were conducted with the GA and the IMC methods. In the tests an IMC method akin to that described in the paper of Ligon et al. was constructed. But the IMC method used by Ligon et al. is a two-dimensional technique for inverting the particle-size distribution and the refractive index simultaneously. To make the conditions uniform, we assume here that the particles used in the same Fig. 9 . As can been seen, when the predetermined relative error is 1.0 ϫ 10
Ϫ3
͓Fig. 9͑a͔͒, although in some cases the computing time for the GA-based inverse technique is obviously less than that of the IMC technique, in most cases the IMC method can be considered as effective as the GA. But, as the predetermined relative error decreases, the time needed for the IMC technique becomes much greater than that for the GAbased inverse technique in most cases. For example, when the predetermined relative error is 1.0 ϫ 10 Ϫ4 ͓Fig. 9͑b͔͒, in most cases the time needed for the GA-based inverse technique is less than 20 s but the time for the IMC technique is more than 40 s. When the predetermined relative error is 1.0 ϫ 10 Ϫ5 ͓Fig. 9͑c͔͒, in most cases the time needed is less than 60 s for the GA-based inverse but more than 100 s for the IMC technique. When the predetermined relative error is 1.0 ϫ 10 Ϫ6 ͓Fig. 9͑d͔͒, in most cases the time needed for the GA-based inverse technique is less than 120 s and the time needed for the IMC technique is more than 1000 s. In most practical cases a predetermined relative error greater than 1.0 ϫ 10 Ϫ4 cannot yield reasonable results. That is, the GA-based inverse technique can be believed to be more efficient in use of computing time than the IMC technique. This may be so because GA's are combinatorial search techniques that work with coding. Unlike the simple random-search technique used in IMC, GA's can produce information on candidate solutions of the problem from the coding and use the information to search for the global solution.
Conclusion
We have developed a stochastic inverse technique based on genetic algorithms for particle sizing from angular light-scattering data. For both the smallangle region and the full-angle region numerical tests have been performed for unimodal and multimodal distributions of particles with sizes from 1 to 40 m. It has been shown from the inversion results that the GA-based inverse technique is less susceptible to the shape of distributions and is capable of inverting the particle-size distribution of asymmetrical dispersions, broad dispersions, and narrow dispersions with a good agreement for both the small-and the fullangle regions. GA's are also shown to have high stability in presence of random noise for both unimodal and multimodal distributions. In the smallangle region remarkable results will obtain even with 20% random noise for the unimodal distributions and 10% random noise for multimodal distributions. In the full-angle region remarkable results will obtain with 10% random noise for the unimodal distributions and 5% random noise for multimodal distributions. The effect of the wavelength was also numerically tested. It was shown that the GA-based inverse technique can be applied satisfactorily with any given wavelength.
We also performed numerical tests to investigate the effect of the refractive index. Although the GAbased inverse technique is highly sensitive to the refractive index, in the small-angle region a small variation in the real part of the refractive index is shown to produce an acceptable result. We also conducted numerical tests to compare the computing times for the GA-based inverse technique and the IMC technique. We have shown that the GA-based inverse technique is more efficient than the IMC technique in use of computing time to obtain results with satisfactory accuracy for any given distributions of particle size.
