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Abstract
In Chapter 1, we ﬁrst introduce basic concepts of curvature. Then we summa-
rize the most important results of the theory of coverings. Then we describe
manifolds of constant curvature. Chapter 2 is about methods of variational
calculus of curves. With these methods, we prove the Bonnet-Myers theorem,
which gives a fundamental property of complete Riemannian manifolds whose
sectional curvature is bounded from below by a positive constant. In Chapter 3,
we ﬁrst introduce Jacobi ﬁelds and conjugate points. The rest of the Chapter is
spent devoted to the Theorem of Rauch and some of its important conclusions.
Rauch's theorem describes the behavior of Jacobi ﬁelds depending on the sec-
tional curvature. As a conclusion, we obtain, among other things, the Theorem
of Cartan-Hadamard which is a fundamental result about the structure of com-
plete Riemannian-manifolds of nonpositive sectional curvature. In Chapter 4,
we prove the Morse Index theorem which states that the index of the Index form
along a geodesic  equals the number of conjugate points along , each counted
with its multiplicity. Chapter 5 provides the foundations of Morse theory, which
are needed in the proof of the Sphere theorem. The Sphere theorem is proven
in Chapter 6.
Zusammenfassung
Im ersten Kapitel führen wir zunächst Grundkonzepte der Krümmung ein. Da-
nach fassen wir die wichtigsten Resultate aus der Überlagerungstheorie zu-
sammen. Zuletzt beschreiben wir Mannigfaltigkeiten konstanter Krümmung. In
Kapitel 2 geht es um Techniken der Variationsrechnung. Mit diesen Metho-
den beweisen wir das Theorem von Bonnet-Myers, eine fundamentale Aussage
über vollständige Riemann-Mannigfaltigkeiten, deren Schnittkrümmung durch
eine positive Konstante nach unten beschränkt ist. In Kapitel 3 führen wir zu-
nächst Jacobi-Feldern und konjugierte Punkte ein. Der Rest des Kapitels ist
dem Theorem von Rauch und einigen wichtigen Folgerungen gewidmet. Rauch's
Theorem beschreibt das Verhalten von Jacobi-Feldern in Abhängigkeit von der
Schnittkrümmung. Als Folgerung erhält man unter anderem das Theorem von
Cartan-Hadamard, eine fundamentale Aussage über die Struktur vollständiger
Riemann-Mannigfaltigkeiten nichtpositiver Schnittkrümmung. In Kapitel 4 be-
weisen wir das Morse-Index Theorem, das aussagt, dass der Index der Index-
Form entlang einer Geodäte  die konjugierten Punkte entlang  mit ihrer Viel-
fachheit zählt. Kapitel 5 ist den Grundlagen der Morse Theorie gewidmet, die
für den Beweis des Sphärentheorems benötigt werden. Das Sphärentheorem wird
in Kapitel 6 bewiesen.
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Preface
Riemannian geometry is the branch of diﬀerential geometry that studies Rie-
mannian manifolds, smooth manifolds with a Riemannian metric, i.e. with an
inner product on the tangent space at each point which varies smoothly from
point to point. This gives, in particular, local notions of angle, length of curves,
surface area, and volume. Riemannian geometry originated with the vision of
Bernhard Riemann expressed in his lecture "Über die Hypothesen, welche der
Geometrie zu Grunde liegen" in 1854. During the next hundred years, Rieman-
nian geometry grew steadily but inconspicuously as a branch of mathematics.
Inspired by work of H. Rauch and M. Berger, this ﬁeld of mathematics has
exploded with activity in the last ﬁfty years of the twentieth century.
My interest on Riemannian geometry grew during a lecture course about
Global Semi-Riemannian geometry which was given by M. Kunzinger in the
summer term 2009. There, we studied the even more complicated structure of
Semi-Riemannian manifolds which are (in dimension four and with index one)
the main objects of the theory of general relativity.
The main subject of this thesis are results of Global Riemannian geometry.
In all of these theorems we assume some local property of the space (usually
formulated using curvature assumption) to derive some information about the
global structure of the space, including some information on the topological
type of the manifold. We will now describe some important results which we
are going to prove in this thesis.
A classical result is known as the Bonnet-Myers theorem, which gives im-
portant information about manifolds of positive sectional curvature. We are
going to prove the following version of the theorem: If the sectional curvature
of a complete Riemannian manifold M is bounded from below by a positive
constant, then M is compact and its fundamental group is ﬁnite. Moreover, we
get an explicit estimate for the diameter of M . There exists a stronger form of
the theorem (where the assumption on the sectional curvature is replaced by an
assumption on the Ricci curvature) which was proven in 1941 by S. B. Myers
[Mye41]. The proof uses techniques of variational calculus.
A fundamental result in Riemannian geometry was proven in 1951 by H.
Rauch [Rau51] and is known as the Rauch comparison theorem. Rauch's theo-
rem describes the behavior of Jacobi ﬁelds depending on the sectional curvature.
It is an essential tool to study Riemannian manifolds on which certain bounds
on the sectional curvature are given.
From Rauch's theorem, we are going to derive the theorem of Cartan-
Hadamard, which states the following: If the sectional curve of a complete
Riemannian manifold M is nonpositive, then Rn is the universal covering of
M via the exponential map expp : TpM ! M . In particular, if M is simply-
1
2connected, this map is a diﬀeomorphism.
Another interesting question is whether a compact manifold whose sectional
curvature varies in a suﬃciently small interval is topologically a sphere. The
answer was given satisfactorily around 1960 by M. Berger and W. Klingenberg
who proved the following: If the sectional curvature of a compact Riemannian
manifold M lies in the interval ( 14 ; 1] (we say that the sectional curvature is
1=4-pinched) then M is homeomorphic to a sphere. This result is known as the
Topological Sphere theorem. A far reaching generalization of this theorem was
recently obtained by S. Brendle and R. Schoen, who classiﬁed all Riemannian
manifolds, which are pointwise 1=4-pinched (i.e. for each p 2 M , the sectional
curvature Kp lies in the interval ( 14 ; 1]), up to diﬀeomorphism. This is known
as the Diﬀerentiable Sphere theorem.
A crucial step in the proof of the Topological Sphere theorem is to get an
estimate of the injectivity radius of the manifold M . The proof of this estimate
needs some elements of Morse theory, which we are going to develop in Chapter
5. Another essential tool is the concept of the cut locus which describes when
a geodesic, starting from a ﬁxed point, is not minimizing anymore if it passes a
certain point.
This thesis is mostly based on the book Riemannian geometry by do Carmo
[Car92]. The section about the Cartan-Hadamard theorem is based on [Lee97].
The Chapter about Morse theory is based on a book of Milnor [Mil63].
Chapter 1
Curvature
1.1 Concepts of curvature
In this section, we introduce some basic notions of in a Riemannian manifold
and state basic properties. The proofs can be found in many books, e.g. in
Chapter 4 of [Car92]. Throughout, we assume all manifolds to be of class C1
and the manifold topology should be hausdorﬀ and satisfy the second countable
axiom.
Deﬁnition 1.1.1. Let M be a Riemannian manifold. The Riemannian curva-
ture tensor is the map R : X(M) X(M) X(M)! X(M), deﬁned by
R(X;Y )Z = rYrXZ  rXrY Z +r[X;Y ]Z;
where r denotes the Levi-Civita connection in M .
Remark 1.1.2. Various deﬁnitions of the Riemannian curvature tensor may diﬀer
by a sign. The deﬁnition used here is also used in [Car92] and [O'N83].
Proposition 1.1.3. The map R is C1(M) multilinear, hence a (1; 3)-tensor
ﬁeld and satisﬁes
R(X;Y )Z =  R(X;Y )Z;
R(X;Y )Z +R(Y;Z)X +R(Z;X)Y = 0:
The second equation is called the First Bianchi Identity.
We want to give a local expression of R. Let (' = (x1; : : : ; xn); U) be a local
coordinate system of M . We write @i = @@xi . Let the functions gij and  
k
ij on
U be deﬁned by
gij = g(@i; @j); r@i@j =
X
k
 kij@k:
The coeﬃcients gij are called the local expression of the Riemannian metric.
The  kij are called the Christoﬀel symbols of the Levi-Civita connection of M .
Using the properties of the Levi-Civita connection, it is not hard to see thatX
l
 lijglk =
1
2

@gjk
@xi
+
@gki
@xj
  @gij
@xk

; (1.1)
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cf. [Car92, p. 55]. Let
R(@i; @j)@k =
X
l
Rlijk@l:
The Rlijk are the components of R in the coordinate system (';U). Since
[@i; @j ] = 0,
R(@i; @j)@k = r@jr@i@k  r@ir@j@k = r@j (
X
l
 lik@l) r@i(
X
l
 ljk@l);
which by a direct calculation yields
Rsijk =
X
l
 lik 
s
jl  
X
l
 ljk 
s
il +
@
@xj
 sik  
@
@xi
 sjk: (1.2)
Remark 1.1.4. If M is 1-dimensional, then R = 0: Let X;Y; Z 2 X(M) and let
fEg be a local frame ﬁeld. Then we can locally write X = f  E, Y = g  E for
smooth functions f and g and therefore,
R(X;Y )Z = R(f  E; g  E)Z = fg R(E;E)Z = 0:
Consider the expression
(X;Y; Z;W ) 7! hR(X;Y )Z;W i; X; Y; Z;W 2 X(M):
By Proposition 1.1.3, it is a (0; 4)-tensor ﬁeld. It satisﬁes the following symme-
tries:
Proposition 1.1.5. For all X;Y; Z;W 2 X(M), we have
hR(X;Y )Z;W i+ hR(Y;Z)X;W i+ hR(Z;X)Y;W i = 0
hR(X;Y )Z;W i =  hR(Y;X)Z;W i
hR(X;Y )Z;W i =  hR(X;Y )W;Zi
hR(X;Y )Z;W i = hR(Z;W )X;Y i
Deﬁnition 1.1.6. Let Mn, n  2 be a Riemannian manifold, p 2 M and
ﬀ  TpM be a two-dimensional subspace of TpM . The sectional curvature of ﬀ
is deﬁned as
Kp(ﬀ) :=
hRp(x; y)x; yip
hx; xiphy; yip   hx; yi2p
;
where fx; yg is a basis of ﬀ.
By straightforward calculation, it is shown, that Kp(ﬀ) is well deﬁned, i.e.
it is independent of the particular choice of the basis fx; yg. We write Kp(ﬀ) or
Kp(x; y) for a basis fx; yg of ﬀ.
Lemma 1.1.7. Let M be a Riemannian manifold. If the sectional curvature K
of M is constant for all p 2 M and all two dimensional subspaces ﬀ  TpM ,
then
hR(X;Y )Z;W i = K[hX;ZihY;W i   hY; ZihX;W i] 8X;Y; Z;W 2 X(M)
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Lemma 1.1.8. Let (M; g) be a Riemannian manifold,  > 0 and g =   g.
Let K; K be the sectional curvature with respect to the metric g; g, respectively.
Then
K =
1

K:
Proof. Let p 2 M and (' = (x1; : : : ; xn); U) local coordinates around p. We
will distinguish the various objects corresponding to g; g by a bar. By (1.1),
 kij =
 kij , and therefore, by (1.2), R
l
ijk =
Rlijk. It follows that the curvature
tensors R and R are equal. Thus, for x; y 2 TpM linearly independent,
Kp(x; y) =
gp( Rp(x; y)x; y)
gp(x; x)gp(y; y)  gp(x; y)2
=
  gp(Rp(x; y)x; y)
2[gp(x; x)gp(y; y)  gp(x; y)2] =
1

Kp(x; y):
1.2 Covering spaces
Next we recall some basics of the theory of covering spaces. For more details,
see e.g [Hal09] and [Hat02].
Deﬁnition 1.2.1. LetX be a topological space. A covering ofX is a continuous
map  : ~X ! X such that for each x 2 X there exists an open neighborhood U
with the following properties: There exists an index set  and disjoint open sets
~U  ~X,  2  such that  1(U) =
S
2 ~U and for each  2 , j ~U : ~U ! U
is a homeomorphism. We say that U is evenly covered.
In this regard, we call X the basis, ~X the covering space and  the covering
map. For x 2 X, the discrete set  1(x)  ~X is called the ﬁber over x.
Deﬁnition 1.2.2. Two coverings 1 : ~X1 ! X and 2 : ~X2 ! X are called
isomorphic if there exists a homeomorphism ' : ~X1 ! ~X2 such that 2 ' = 1.
If ~X1 = ~X2 and 1 = 2, ' is called a covering transformation. The covering
transformations of ~X form a subgroup of the homeomorphism group of ~X, which
we denote by C( ~X).
Example 1.2.3. The map  : R ! S1, deﬁned by (t) = e2it is a covering
map. For each k 2 Z, 'k : t 7! t+ k is a covering transformation.
Proposition 1.2.4 (Lifting property). Let ' : ~X ! X be a covering and
Y be locally path-connected and simply-connected. Fix a point y 2 Y and let
f : Y ! X be continuous. Then for each ~x 2  1(f(y)), there exists a unique
continuous map ~f : Y ! ~X such that   ~f = f and ~f(y) = ~x.
Proof. See [Hat02], Proposition 1.33 and Proposition 1.34
Such a map ~f is called a lift of f over . In particular, if  : [0; a] ! X
is a path in X and a point ~px 2  1((0)) is ﬁxed, there exists a unique path
~ : [0; a]! ~X such that   ~ =  and ~(0) = ~px.
Deﬁnition 1.2.5. A covering  : ~X ! X is called a universal covering if ~X is
simply connected.
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Remark 1.2.6. A universal covering  : ~X ! X is the largest covering ofX in the
following sense: If X is connected and locally path-connected and 1 : ~X1 ! X
is another covering with ~X1 connected, there exists a covering 0 : ~X ! ~X1
such that 1  0 = . (cf. [Hal09], Proposition II.6.5)
A universal covering is uniquely determined up to isomorphy: Let 1 : ~X1 !
X and 2 : ~X2 ! X be two universal coverings. Fix x 2 X and ~xi 2  1i (x),
i = 1; 2. By Proposition 1.2.4, there exists a map ' : ~X1 ! ~X2 such that
2 ' = 1 and '(~x1) = ~x2 and a map  : ~X2 ! ~X1 satisfying 1  = 2 and
 (~x2) = ~x1. By uniqueness in Proposition 1.2.4,  ' = id ~X1 and '  = id ~X2 .
In particular, if X is simply connected, each universal covering of X is iso-
morphic to the trivial covering id : X ! X.
A universal covering does not always exist. Some connectedness conditions
are required:
Theorem 1.2.7. If X is connected, locally path-connected and semilocally simply-
connected, there exists a universal covering of X.
Proof. See [Hal09], Satz II.6.9.
Proposition 1.2.8. Let X satisfy the conditions of Theorem 1.2.7 and let  :
~X ! X be the universal covering of X. Then
(i) The group C( ~X) is isomorphic to the fundamental group 1(X).
(ii) For each x 2 X, C( ~X) is acting sharply transitive on  1(x), i.e. for
~x1; ~x2 2  1(x), there exists a unique element ' 2 C( ~X) such that '(~x1) =
~x2.
Proof. For a proof of (i), see [Hal09], Korollar II.4.12. By Proposition 1.2.4
there exist unique maps '; : ~X ! X satisfying '(~x1) = ~x2,  (~x2) = ~x1 and
  ' =    = . By uniqueness in Proposition 1.2.4, '   =   ' = id ~M , so
'; 2 C(X) which proves (ii).
Example 1.2.9. Let RPn, n  2 be the real projective space, obtained from
identifying the antipodal points of Sn. Then the canonical projection  : Sn !
RPn is the universal covering of RPn and the covering transformation group
C(Sn) consists precisely of the maps id : p 7! p. By Proposition 1.2.8 (i),
the fundamental group 1(RPn) is isomorphic to Z2.
If M is a manifold and  : ~M ! M is a covering, then there exists a
unique smooth structure on ~M such that  is a local diﬀeomorphism. Then
all covering transformations are diﬀeomorphisms on ~M . Since M is locally
diﬀeomorphic to Rn, there exists an universal covering of M if M is connected.
If two smooth maps i : ~Mi ! M , i = 1; 2 are universal coverings, there exists
a diﬀeomorphism ' : ~M1 ! ~M2, such that 2  ' = 1.
Let (M; g) be a connected Riemannian manifold and  : ~M ! M be the
universal covering of M . Then we deﬁne a Riemannian metric ~g on ~M by
~g = g, i.e. ~g~p(v; w) := g(~p)(Tp(v); Tp(w)). This metric on ~M is called the
covering metric. It is the unique metric on ~M such that  : ~M ! M is a local
isometry.
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Proposition 1.2.10. LetM be a connected Riemannian manifold and  : ~M !
M the universal covering of M with the covering metric. To each vector ﬁeld
X 2 X(M) we associate a vector ﬁeld (X) 2 X( ~M), deﬁned by (X)~p =
(T~p)
 1(X(~p)). Then we have:
(i) r~g
(X)
(Y ) = rgXY for all X;Y 2 X(M)
(ii) If  is a geodesic in M , then each lift of  over  is a geodesic in ~M .
(iii) R~g((X); (Y ))(Z) = Rg(X;Y )Z for all X;Y; Z 2 X(M)
(iv) K~g~p (ﬀ) = K
g
(~p)(T~p(ﬀ)) for any ~p 2 ~M and any two-dimensional subspace
ﬀ  T~p ~M
(v) If M is complete (cf. Deﬁnition 2.2.2 below), ~M is also complete.
Proof. Properties (i)-(iv) are general properties of local isometries. To show
completeness of ~M , let ~0 be a geodesic in ~M , starting at ~p. By completeness
of M , the geodesic 0 =   ~0 can be extended to a geodesic , which is deﬁned
for all time. Its lift starting at ~p is an extension of ~0 which is deﬁned for all
time. This proves (v).
1.3 Space forms
We now want to describe manifolds of constant sectional curvature K. We may
assume, by similarity, that the sectional curvature K =  1; 0; 1, cf. Lemma
1.1.8. Let Rn be equipped with the usual metric, that is gij = ij in the natural
coordinate system. By (1.1) and (1.2), it is easy to see that R  0 and therefore
K  0. In Chapter 6 of [Car92], Example 2.8, it is shown that the unit sphere
Sn  Rn+1 with the usual metric has constant sectional curvature K = 1. Both
spaces are complete (cf. Deﬁnition 2.2.2 below) and simply connected.
We also want to give an example of a complete and simply connected man-
ifold with constant sectional curvature K =  1. Consider the half-space of Rn
given by
Hn = f(x1; : : : ; xn)jxn > 0g
and introduce on Hn the metric
gx(v; w) =
1
x2n
(v1w1 + : : :+ vnwn):
The space Hn together with this metric is called the Poincaré half-plane model.
Clearly, Hn is simply connected.
Proposition 1.3.1. The Riemannian manifold Hn is complete and its sectional
curvature K satisﬁes K   1.
Proof. See [Car92, p. 160-162].
Theorem 1.3.2. Let Mn be a complete Riemannian manifold with constant
sectional curvature K. Then the universal covering ~M of M is isometric to:
(i) Hn, if K =  1,
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(ii) Rn, if K = 0,
(iii) Sn, if K = 1.
In particular, if M is simply-connected, it is itself isometric to one of the spaces
above.
Proof. See Chapter 8 of [Car92], Theorem 4.1.
Remark 1.3.3. Let Mn as above and jKj 6= 1. From Lemma 1.1.8, we obtain
the following
(i) If K > 0, then ~M is isometric to Sn(K), the sphere with radius 1p
K
.
(ii) If K < 0, ~M is isometric to Hn(K), the half-space of Rn with the metric
gx(v; w) =
1
K  x2n
(v1w1 + : : :+ vnwn):
.
Deﬁnition 1.3.4. The complete simply-connected Riemannian manifolds with
constant sectional curvature are called space forms.
Chapter 2
Calculus of variation
2.1 Variation of arc length and energy
In this section we deﬁne for a given curve  the arc length and energy of 
and investigate their behavior under small perturbations of . The assertions
concerning the length of a curve are taken from [Car92], Chapter 9. Those
concerning the energy are taken from [O'N83], Chapter 10.
Deﬁnition 2.1.1. Let  : [0; a] ! M be a piecewise smooth curve in a Rie-
mannian manifold M . We deﬁne the arc length of  by
L() =
Z a
0
j0(t)jdt
and the energy of  by
E() =
Z a
0
j0(t)j2dt:
Remark 2.1.2. The arc length is invariant under a monotonic and orientation
preserving reparametrization of a curve. In fact, let ' : [0; a] ! R so that
'0 > 0. Set  = ' 1. Then ~ : ['(0); '(a)] ! M , ~(t0) =    (t0), is a
monotonic and orientation preserving reparametrization of . For the length of
~, we have
L(~) =
Z '(a)
'(0)
j~0(t0)jdt0 =
Z '(a)
'(0)
j0( (t0))j 0(t0)dt0 =
Z a
0
j0(t)jdt = L()
which proves the claim. In contrast, the energy of a curve is not invariant under
reparametrizations. Choose e.g. '(t) = 2t and a curve  : [0; a]!M with unit
speed, i.e. j0(t)j = 1. Then
E(~) =
Z 2a
0
j~0(t0)j2dt0 =
Z 2a
0
j0( (t0))j2j 0(t0)j2dt0 = 1
2
Z a
0
j0(t)j2dt = a
2
but
E() =
Z a
0
j0(t)j2dt = a:
9
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Lemma 2.1.3. Let  : [0; a]!M be a piecewise smooth curve in M . Then
L()2  aE()
and equality occurs if and only if the velocity of  is constant.
Proof. By the Cauchy-Schwarz inequality,
L()2 =
Z a
0
1  j0(t)jdt
2

Z a
0
1dt 
Z a
0
j0(t)j2dt = aE()
and equality occurs if and only if j0(t)j is constant.
Deﬁnition 2.1.4. Let  : [0; a]!M be a piecewise smooth curve and 0 = t0 <
: : : < tk = a be a subdivision of [0; a] such that  is smooth on each subinterval
[ti 1; ti]. A piecewise smooth variation of  is a map x : ( ; )  [0; a] ! M ,
such that x(0; t) = (t) for t 2 [0; a] and such that x is smooth on ( ; ) 
[ti 1; ti] for i = 1; : : : k. For each s 2 ( ; ), the map x(s; :) : t 7! x(s; t) is
called a longitudinal curve of the variation. For a ﬁxed t 2 [0; a], s 7! x(s; t) is
called a transversal curve of the variation.
The piecewise smooth V along , given by V (t) = @
@s
x(s; t)js=0 = Tx(0;t)(@s) is
called the variational vector ﬁeld of the variation x. Each V (t) is the velocity
of the transversal curve s 7! x(s; t) at s = 0. A variation is called proper, if it
keeps the endpoints ﬁxed, i.e. x(s; 0) = (0) and x(s; a) = (a).
Proposition 2.1.5. Let V (t) be a piecewise smooth vector ﬁeld along a piece-
wise smooth curve  : [0; a] ! M . Then, there exists a variation x : ( ; ) 
[0; a]!M of , such that V is the variational vector ﬁeld of x. In addition, if
jV (0)j = jV (a)j = 0, it is possible to choose x as a proper variation.
Proof. See Chapter 9 of [Car92], Proposition 2.2.
For a given variation x, we deﬁne two real-valued functions Lx; Ex : ( ; )!
R by
Lx(s) = L(x(s; :)) =
Z a
0
j @
@t
x(s; t)jdt; Ex(s) = E(x(s; :)) =
Z a
0
j @
@t
x(s; t)j2dt:
In Remark 2.1.2, we have seen that the arc length of a curve is independent of
the parametrization. Therefore, if we investigate the arc length of a variation
of the curve , we may assume that the velocity of  is constant. Throughout
this section, we will ﬁx a decomposition 0 = t0 < : : : tk = a of [0; a] and assume
that  and V are smooth on each subinterval [ti 1; ti].
Proposition 2.1.6 (Formula for the ﬁrst variation). Let  : [0; a] ! M be a
piecewise smooth curve and let x : ( ; ) [0; a]!M be a variation of . Then
E0x(0) =  2
Z a
0
hV (t); 00(t)idt
  2
k 1X
i=1
hV (ti);0(ti)i   2hV (0); 0(0)i+ 2hV (a); 0(a)i
(2.1)
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where V (t) is the variational vector ﬁeld of x and
0(ti) = lim
t&ti
0(t)  lim
t%ti
0(t):
If in addition,  has constant velocity c > 0 then we have the following formula
for the ﬁrst variation of arc length:
L0x(0) = 
1
c
Z a
0
hV (t); 00(t)idt
  1
c
k 1X
i=1
hV (ti);0(ti)i   1
c
hV (0); 0(0)i+ 1
c
hV (a); 0(a)i
(2.2)
Proof. For a proof of (2.1),see Chapter 9 of [Car92], Proposition 2.4. A proof
of (2.2) is given in [O'N83], Proposition 10.2.
The following results show that the critical points of arc length and energy
are precisely the unbroken geodesics.
Proposition 2.1.7. Let  : [0; a] ! M be a piecewise smooth curve. Then, 
is an unbroken geodesic if and only if E0x(0) = 0 for each proper variation x of
. If  has constant velocity c > 0, then  is an unbroken geodesic if and only
if L0x(0) = 0 for each proper variation x of .
Proof. A proof of the ﬁst statement is given in Chapter 9 of [Car92], Proposition
2.5. For a proof of the second statement, see [O'N83], Corollary 10.3.
Every vector ﬁeld V along a smooth curve  splits into a component which
is parallel to 0 and a component, which is orthogonal to 0. We denote these
components by tanV and norV . They are given by
tanV = hV ; 0i0; norV = V   hV ; 0i0:
If  is a geodesic, we have, since j00j = 0,
(tanV )0 = (hV ; 0i0)0 = hV 0; 0i0 = tan(V 0)
and
(norV )0 = (V   tanV )0 = V 0   tan(V 0) = nor(V 0):
In this case, we just write tanV 0 and norV 0, respectively.
Proposition 2.1.8 (Formula for the second variation of arc length). Let  :
[0; a] ! M be a geodesic with constant velocity c > 0 and let x be a proper
variation of  with variational vector ﬁeld V . Then
L00x(0) =
1
c
Z a
0
[hnorV 0;norV 0i   hR(V ; 0)V ; 0i]dt ; (2.3)
E00x(0) = 2
Z a
0
[hV 0; V 0i   hR(V; 0)V; 0i]dt: (2.4)
Proof. For a proof of (2.2), see [O'N83], Theorem 10.4. A proof of (2.4) is given
in Chapter 9 of [Car92], Proposition 2.8.
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Remark 2.1.9. Using integration by parts leads to the following:
L00x(0) = 
1
c
Z a
0
[hnorV 00   R(norV ; 0)0;norV i]dt (2.5)
  1
c
k 1X
i=1
hnorV 0;norV i(tk )
E00x(0) =  2
Z a
0
[hV 00  R(V; 0)0; V i]dt  2
k 1X
i=1
hV 0; V i(tk) (2.6)
For calculations of the formulas (2.5) and (2.6), see [O'N83], Corollary 10.8 and
Chapter 9 of[Car92], Remark 2.9, respectively.
2.2 The Bonnet-Myers Theorem
Let M be a Riemannian manifold. Consider the map d :M M ! R, given by
d(p; q) = inf fL()j : [0; 1]!M piecewise smooth, (0) = p, (1) = qg :
The map d deﬁnes a metric on M , called the Riemannian distance function.
The diameter of M is deﬁned by diam(M) = sup fd(p; q)jp; q 2Mg.
Theorem 2.2.1 (Hopf-Rinow). Let M be a connected Riemannian manifold.
Then the following assertions are equivalent:
(i) The metric space (M;d) is complete.
(ii) There exists a point p 2M such that expp is deﬁned for all v 2 TpM .
(iii) For all p 2 M , expp is deﬁned for all v 2 TpM . (M is geodesically
complete)
(iv) All closed and bounded subsets of M are compact.
These statements imply the following: For any p; q 2M , there exists a geodesic
 joining p to q such that L() = d(p; q), i.e.  is minimizing.
Proof. See [O'N83], Proposition 5.21 and Proposition 5.22.
Deﬁnition 2.2.2. A Riemannian manifold satisfying the assertions of Theorem
2.2.1 is called complete.
Remark 2.2.3. Let M be a complete Riemannian manifold and let diam(M) be
ﬁnite. Then M itself is a closed and bounded subset of M , hence by Theorem
2.2.1, M is compact.
The following theorem states that a complete Riemannian manifold M is
compact if the sectional curvature ofM is bounded below by a positive constant.
Moreover, we get an explicit estimate for the diameter. The proof is taken from
[Lee97], Theorem 11.7.
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Theorem 2.2.4 (Bonnet-Myers). Let M be a complete Riemannian manifold
whose sectional curvature K satisﬁes
K   > 0
for a real number . Then M is compact and its diameter satisﬁes diam(M) 
p

. Moreover, the fundamental group 1(M) is ﬁnite.
Proof. We ﬁrst prove that diam(M)  p

. Suppose the contrary: then there
exist p; q 2 M such that d(p; q) > p

. By Theorem 2.2.1, there exists a min-
imizing geodesic  joining p to q. After a reparametrization, we may assume
that  is normalized, i.e. j0j = 1. Then,  is deﬁned on the interval [0; L],
where L = L() = d(p; q). Let W be a parallel unit vector ﬁeld along  such
that hW;0i = 0 and let
V (t) = sin

t
L

W (t):
Observe that V vanishes at t = 0 and t = L and that V = norV . By straight-
forward calculation, we get
V 0(t) =

L
cos

t
L

W (t); V 00(t) =  

L
2
sin

t
L

W (t):
By Proposition 2.1.5, we can choose a proper variation x of  such that V is
the variational vector ﬁeld of x. Since  is a geodesic, L0x(0) = 0 by Proposition
2.1.7. By the formula for the second variation of arc length (2.5),
L00x(0) =  
Z L
0
hV 00  R(V; 0)0; V idt
=
Z L
0
ﬁ
2
L2

sin
t
L

W +

sin
t
L

R(W;0)0;

sin
t
L

W
ﬂ
dt
=
Z L
0

sin2
t
L

2
L2
hW;W i   hR(W;0)W;0i

dt
=
Z L
0

sin2
t
L

2
L2
 K(W;0)

dt

Z L
0

sin2
t
L

2
L2
  

dt < 0:
Therefore, if s 6= 0 is small enough, L(x(s; :)) = Lx(s) < Lx(0) = L(), so
x(s; :) is a curve of shorter length than  which joins p to q. This contradicts
the assumption that L() = d(p; q). Hence, the diameter of M is at most p

.
By Remark 2.2.3, M is compact.
To show ﬁniteness of the fundamental group 1(M), let  : ~M !M be the
universal covering of M with the covering metric. Then by Proposition 1.2.10,
~M is a complete manifold whose sectional curvature ~K also satisﬁes ~K   > 0,
so ~M is compact by the argument above. By Proposition 1.2.8, there exists a
one-to-one correspondence between the ﬁber  1(p) over each point p 2M and
the fundamental group 1(M). Since  1(p) is a discrete set in the compact
manifold ~M ,  1(p) is ﬁnite. Thus, 1(M) is also ﬁnite.
14 CHAPTER 2. CALCULUS OF VARIATION
Remark 2.2.5. The existence of a  > 0 satisfying K   > 0 is essential.
Consider the paraboloid in R3, given by
M =

(x; y; z) 2 R3jx2 + y2 = z	
with the metric induced from the standard Euclidean metric of R3. The sectional
curvature of M satisﬁes K > 0 but M is not compact.
Chapter 3
The Rauch comparison
theorem
3.1 Jacobi ﬁelds
Deﬁnition 3.1.1. Let  : [0; a]!M be a geodesic. A Jacobi ﬁeld along  is a
vector ﬁeld J 2 X() which satisﬁes
J 00 = R(J; 0)0 (3.1)
This diﬀerential equation is called the Jacobi equation.
Deﬁnition 3.1.2. A variation of the geodesic  is called a geodesic variation if
all longitudinal curves of the variation are geodesic.
The following proposition states that the variational vector ﬁelds of geodesic
variations of  are precisely the Jacobi ﬁelds of .
Proposition 3.1.3. If x is a geodesic variation of , then the variational vector
ﬁeld J of x is a Jacobi ﬁeld. Conversely, if J is a Jacobi ﬁeld along , there
exists a geodesic variation of  with variational vector ﬁeld J .
Proof. See [O'N83], Lemma 8.3 and [Bär06], Proposition 3.4.2.
Proposition 3.1.4. Each Jacobi ﬁeld is smooth. For arbitrary v; w 2 TpM ,
there exists a unique Jacobi ﬁeld J such that J(0) = v and J 0(0) = w. Thus,
the set of all Jacobi ﬁelds along  forms a vector space of dimension 2n, where
n = dim(M).
Proof. See [O'N83], Lemma 8.5.
Lemma 3.1.5. Let  : [0; a]!M be a geodesic and let J be a Jacobi ﬁeld along
. Then,
hJ; 0i(t) = hJ 0(0); 0(0)i  t+ hJ(0); 0(0)i:
Proof. We obtain from the Jacobi equation
hJ; 0i00 = hJ 00; 0i = hR(J; 0)0; 0i = 0;
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hence the function f : [0; a]! R, f(t) = hJ; 0i(t) is linear. Therefore,
f(t) = f 0(0)  t+ f(0) = hJ 0(0); 0(0)it+ hJ(0); 0(0)i:
For a ﬁxed geodesic , we denote the space of Jacobi ﬁelds along  by J . The
subspaces of J containing the Jacobi ﬁelds which are parallel and orthogonal
to 0 are denoted by tanJ and norJ , respectively.
Proposition 3.1.6. A vector ﬁeld J 2 X() is a Jacobi ﬁeld if and only if
tanJ and norJ are Jacobi ﬁelds. We obtain a splitting of J into a direct sum
J = tanJ  norJ .
Proof. By linearity, J = tanJ + norJ is a Jacobi ﬁeld, if tanJ and norJ are.
Conversely, suppose that J is a Jacobi ﬁeld. We ﬁrst show that tanJ satisﬁes
the Jacobi equation. By Lemma 3.1.5,
(tanJ )00 = hJ ; 0i000 = 0  0 = R(hJ ; 0i0; 0)0 = R(tanJ ; 0)0;
hence tanJ is a Jacobi ﬁeld. By linearity, norJ = J  tanJ is also a Jacobi ﬁeld.
It follows that the map ﬃ : J ! tanJ norJ , deﬁned by ﬃ(J) = (tanJ ;norJ ),
is well deﬁned. It is a linear isomorphism, since its inverse is given by  :
tanJ  norJ ! J ,  (J1; J2) = J1 + J2.
Proposition 3.1.7 (Properties of tangential and orthogonal Jacobi ﬁelds).
(i) The elements of tanJ are precisely those of the form
J(t) = (c1 + c2t)
0 c1; c2 2 R:
(ii) A Jacobi ﬁeld J is parallel to 0, if and only if J(0) and J 0(0) are parallel
to 0(0). Similarly, J is orthogonal to 0 if and only if J(0) and J 0(0) are
orthogonal to 0(0).
(iii) The dimension of tanJ equals 2 and the dimension of norJ equals 2n 2.
Proof. If J 2 tanJ , then J = hJ; 0i0. With c1 = hJ(0); 0(0)i and c2 =
hJ 0(0); 0(0)i, the expression J(t) = (c1 + c2t)0 follows from Lemma 3.1.5.
Conversely, it is easy to check that each vector ﬁeld of this form is a Jacobi
ﬁeld. This proves (i).
If J is parallel to 0, it is of the form J(t) = (c1 + c2t)0, so J(0) = c10(0)
and J 0(0) = c20(0) are parallel to 0(0). Conversely, let v; w 2 TpM be parallel
to 0(0), i.e. v = c10(0) and w = c20(0). Then J(t) = (c1 + c2t)0 is the
unique Jacobi ﬁeld which satisﬁes J(0) = c10(0) and J 0(0) = c20(0) and by
(i), J is parallel to . The analogous statement for J 2 norJ is an immediate
consequence of Lemma 3.1.5.
At last, we prove (iii). By (i), dim(tanJ ) = 2 and by Proposition 3.1.6,
dim(norJ ) = dim(J )  dim(tanJ ) = 2n   2 .
Proposition 3.1.8 (Jacobi ﬁelds on manifolds with constant curvature). Let
M be a Riemannian manifold with constant sectional curvature K and let  :
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[0; a] ! M be a normalized geodesic. Let J be a Jacobi ﬁeld along  which
satisﬁes J(0) = 0 and hJ; 0i = 0. Then
J(t) =
8>>><>>>:
sin(
p
Kt)p
K
W (t) if K > 0;
tW (t) if K = 0;
sinh(
p
jKjt)p
jKj W (t) if K < 0;
where W denotes the parallel vector ﬁeld along  with W (0) = J 0(0).
Proof. Let fE1; : : : ; Eng be a frame ﬁeld along  such that E1 = 0 and E2 =
W
jW j . This is possible since by Proposition 3.1.7 (ii), J
0(0) is orthogonal to 0(0).
Then we can write
J(t) =
nX
i=1
fi(t)Ei(t):
Note that fi is given by hJ;Eii. Since hJ; 0i = 0, f1 = 0. For i  2, the
functions fi satisfy
f 00i = hJ 00; Eii = hR(J; 0)0; Eii
= hR(
nX
j=2
fjEj ; 
0)0; Eii =
nX
j=2
fjhR(Ej ; 0)0; Eii
1:1:7
= K
nX
j=2
fj [hEj ; 0ih0; Eii   h0; 0ihEj ; Eii] =  Kfi
(3.2)
Now we want to calculate the initial conditions of (3.2). Since jJ(0)j = 0,
fi(0) = 0 for i  2. Since
jJ 0(0)jE2(0) = jW (0)jE2(0) =W (0) = J 0(0) =
nX
i=2
f 0i(0)Ei(0);
f 02(0) = jJ 0(0)j and f 0i(0) = 0 for i  3. Therefore, fi = 0 for i  3. Thus, J is
given by
J(t) = f2(t)E2(t) =
f2(t)
jW (t)jW (t) =
f2(t)
jJ 0(0)jW (t)
where f2 is the unique solution of the initial value problem
f 002 =  Kf2; f2(0) = 0; f 02(0) = jJ 0(0)j:
Solving this diﬀerential equation ﬁnishes the proof.
3.2 Conjugate points
Deﬁnition 3.2.1. Let  : [0; a] ! M be a geodesic. Two points (t1); (t2),
t1 6= t2 are called conjugate along , if there exists a Jacobi ﬁeld J 6= 0 along 
such that jJ(t1)j = 0 and jJ(t2)j = 0.
Remark 3.2.2. Such a Jacobi ﬁeld is orthogonal to 0: By Lemma 3.1.5, t 7!
hJ; 0i(t) is a linear function and hJ; 0i(t1) = hJ; 0i(t2) = 0. Therefore,
hJ; 0i(t) = 0 for all t 2 [0; a].
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Mostly, we will ﬁx one of the two points at t1 = 0. Let Jt be the space of
Jacobi ﬁelds along 0 which vanish at (0) and (t). Note that Jt 6= f0g if and
only if (0) and (t) are conjugate along 0.
Deﬁnition 3.2.3. The dimension of the vector space Jt is called the multiplicity
of the conjugate point (t).
By Remark 3.2.2, Jt  norJ . Hence, an element J 2 Jt is uniquely de-
termined by the vector J 0(0), which is orthogonal to 0(0) by Proposition 3.1.7
(ii). Therefore, the multiplicity of a conjugate point (t) can be at most n  1.
Example 3.2.4 (Conjugate points on manifolds with constant curvature). Let
M be a manifold of constant sectional curvature K and  : [0; a] ! M be a
normalized geodesic.
 IfK > 0, each point ( p
K
m),m 2 N is conjugate to (0) with multiplicity
n 1 and all conjugate points are of this form: By Remark 3.2.2 it suﬃces
to consider all J 2 norJ with J(0) = 0. By Proposition 3.1.8, J(t) =
sin(
p
Kt)W (t) for a parallel vector ﬁeld W , so J vanishes exactly at the
points p
K
m.
 If K  0, no conjugate points occur on . By Proposition 3.1.8, J is of
the form J(t) = tW (t) or J(t) = sinh(
pjKjt)W (t) for a parallel vector
ﬁeld W . In both cases, jJ(t)j > 0 for all t > 0.
Proposition 3.2.5. Let  : [0; a] ! M be a geodesic and p = (0). The
following assertions are equivalent:
(i) The point (t) is conjugate to (0) along .
(ii) The exponential map expp is singular at t
0(0), i.e. there exists a vector
v 2 Tt0(0)(TpM) such that Tt0(0)expp(v) = 0.
(iii) There exists a nontrivial geodesic variation x of , such that x(s; 0) = (0)
for all s and @
@s
x(0; t) = 0. In this regard, nontrivial means that not all
longitudinal curves of x equal .
Proof. See [O'N83], Proposition 10.10.
Corollary 3.2.6. Let p 2M and U  TpM be a neighborhood of 0 2 TpM such
that expp : U ! M is a local diﬀeomorphism at each v 2 U . Let  : [0; a] !
expp(U) be a geodesic with (0) = p. Then, no point of  is conjugate to (0)
along .
Proof. This follows from the implicit function theorem and Proposition 3.2.5.
Remark 3.2.7. If the geodesic  : [0; a] ! M is suﬃciently short, there do not
exist conjugate points. Indeed, if ([0; a]) is contained in a normal neighborhood
of p, then by Corollary 3.2.6 no point (t) is conjugate to (0) along .
Lemma 3.2.8. Let  : [0; a] ! M be a geodesic, t1 6= t2, v 2 T(t1)M and
w 2 T(t1)M . If (t1) and (t2) are not conjugate along , there exists a unique
Jacobi ﬁeld J along  such that J(t1) = v and J(t2) = w.
Proof. Consider the linear map ﬃ : J ! T(t1)M  T(t2)M , given by ﬃ(J) =
(J(t1); J(t2)). By deﬁnition of conjugate points, ﬃ is injective. Since J and
T(t1)M  T(t2)M are both vector spaces of dimension 2n, ﬃ is surjective.
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3.3 The Rauch Comparison Theorem
In Proposition 3.1.3, we have seen that Jacobi ﬁelds describe the diﬀerence
between a geodesic and an inﬁnitesimally close geodesic. Based on this in-
terpretation, Rauch's theorem relates the sectional curvature of a Riemannian
manifold to the rate at which its geodesics spread apart.
In dimension two, Rauch's theorem is an easy consequence of the classical
theorem of Sturm on ordinary diﬀerential equations, cf. [Car92, p. 211]. In
dimension higher than two, the proof is much less simple. A presentation of the
theorem was given for the ﬁrst time in 1951 by H. Rauch [Rau51].
Lemma 3.3.1.
(i) Let f : [0; a]! R be a piecewise smooth function with f(0) = 0. Then there
exists a piecewise smooth function g : [0; a] ! R, such that g(0) = f 0(0)
and f(t) = t  g(t) on [0; a].
(ii) Let M be a Riemannian manifold,  : [0; a] ! M be a geodesic and V be
a piecewise smooth vector ﬁeld along  with jV (0)j = 0. Then, there exists
a piecewise smooth vector ﬁeld A with A(0) = V 0(0) and A(t) = t  V (t)
on [0; a].
Proof. We have f(t) = f(t)  f(0) = R t
0
f 0(s)ds = t  R 1
0
f 0(ts)ds. The function
g : [0; a]! R, deﬁned by g(t) := R 1
0
f 0(ts)ds satisﬁes the conditions of (i).
To prove (ii), let V be as above. By choosing a frame ﬁeld fE1; : : : ; Eng
along , we can write
V (t) =
nX
i=1
fi(t)Ei(t)
for piecewise smooth functions fi. Clearly, fi(0) = 0 for 1  i  n. By (i),
there exist piecewise smooth gi such that gi(t) = t  fi(t) and gi(0) = f 0i(0). The
vector ﬁeld A, deﬁned by
A(t) =
nX
i=1
gi(t)Ei(t)
complies with the requirements of (ii).
Let now  : [0; a] ! M be a ﬁxed geodesic and V be a piecewise smooth
vector ﬁeld along . For t0 2 [0; a], we call
It0(V; V ) =
Z t0
0
[hV 0; V 0i   hR(0; V )0; V i] dt (3.3)
the index form of V along .
Lemma 3.3.2 (Index-Lemma). Let  : [0; a] ! M be a geodesic without con-
jugate points to (0) along  on (0; a]. Let V be a piecewise smooth vector ﬁeld
along  and let J be a Jacobi ﬁeld along  with hV; 0i = 0. Furthermore, let
jJ(0)j = jV (0)j = 0 and J(t0) = V (t0) for a t0 in [0; a]. Then,
It0(J; J)  It0(V; V )
and equality occurs if and only if J  V on [0; t0].
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Proof. Let J? be the vector space of Jacobi ﬁelds along  with J(0) = 0
and hJ; 0i = 0. By Proposition 3.1.7, the dimension of J? equals n  1 where
n = dim(M). Let J1; : : : ; Jn 1 be a basis of J?. Then we can write J =
P
i iJi
for constants i, 1  i  n. Furthermore, we denote the orthogonal complement
of 0(t) in T(t)M by T(t)M?. Since there are no conjugate points to (0) on
, Ji(t) 6= 0 for (0; a] and the same holds for every nontrivial linear combination
of the Ji. Therefore, the vectors J1(t); : : : ; Jn 1(t) are linearly independent for
t 2 (0; a] and they form a basis of T(t)M?. For t 6= 0 we can write
V (t) =
X
i
fi(t)Ji(t):
Since the Jacobi ﬁelds Ji are smooth by Proposition 3.1.4, the functions fi are
piecewise smooth functions on (0; a]. Next, we want to extend the fi to piecewise
smooth functions on [0; a].
By Lemma 3.3.1 (ii), Ji(t) = tAi(t) for smooth vector ﬁelds Ai. It is clear
that J 0i(0) 6= 0, otherwise Ji  0. The same holds for every nontrivial linear
combination of the vectors Ji(0), so the vectors Ai(0) = J 0i(0) form a basis of
T(0)M
?. Since Ji(t) = tAi(t) and the Ji(t) are a basis of T(t)M?, the Ai(t)
also form a basis of T(t)M? for t 2 (0; a]. Therefore we can write
V (t) =
X
i
gi(t)Ai(t)
for piecewise smooth functions gi on [0; a].
Since V (0) = 0, gi(0) = 0 for i 2 f1; : : : ; n  1g. By Lemma 3.3.1 (i),
gi(t) = t  hi(t) for piecewise smooth functions hi on [0; a]. We have
V (t) =
X
i
fi(t)Ji(t) =
X
i
gi(t)Ai(t) =
X
i
t  hi(t)Ai(t) =
X
i
hi(t)Ji(t)
and therefore fi(t) = hi(t) for t 6= 0, which proves the claim.
Let now 0 = s0 < s1 < : : : < sk = t0 be a subdivision of [0; t0] so that the
fi are smooth on each subinterval [sl 1; sl], 1  l  k. We show that on these
subintervals
hV 0; V 0i   hR(0; V )0; V i = h
X
i
f 0iJi;
X
j
f 0jJji+
d
dt
h
X
i
fiJi;
X
j
fjJ
0
ji (3.4)
By the Jacobi equation, we have
R(0; V )0 = R(0;
X
i
fiJi)
0 =
X
i
fiR(
0; Ji)0 =  
X
i
fiJ
00
i :
Consider the left hand side of (3.4):
hV 0; V 0i   hR(0; V )0; V i
= h
X
i
f 0iJi +
X
i
fiJ
0
i ;
X
j
f 0jJj +
X
j
fjJ
0
ji   hR(0; V )0; V i
= h
X
i
f 0iJi;
X
j
f 0jJji+ h
X
i
f 0iJi;
X
j
fjJ
0
ji+ h
X
i
fiJ
0
i ;
X
j
f 0jJji
+ h
X
i
fiJ
0
i ;
X
j
fjJ
0
ji+ h
X
i
fiJ
00
i ;
X
j
fjJji
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Expansion of the right hand side leads to:
d
dt
h
X
i
fiJi;
X
j
fjJ
0
ji
= h
X
i
f 0iJi +
X
i
fiJ
0
i ;
X
j
fjJ
0
ji+ h
X
i
fiJi;
X
j
f 0jJ
0
j +
X
j
fjJ
00
j i
= h
X
i
f 0iJi;
X
j
fjJ
0
ji+ h
X
i
fiJ
0
i ;
X
j
fjJ
0
ji
+ h
X
i
fiJi;
X
j
fjJ
00
j i+ h
X
i
fiJi;
X
j
f 0jJ
0
ji:
Therefore, (3.4) is equivalent to
h
X
i
fiJ
0
i ;
X
j
f 0jJji = h
X
i
fiJi;
X
j
f 0jJ
0
ji: (3.5)
To show (3.5), we write
h(t) = hJ 0i ; Jji   hJi; J 0ji:
Since h(0) = 0 and
h0(t) = hJ 00i ; Jji+ hJ 0i ; J 0ji   hJ 0i ; J 0ji   hJi; J 00j i
=  hR(0; Ji)0; Jji+ hJi; R(0; Jj)0i = 0
we conclude h  0. Using bilinearity yields (3.5), which proves (3.4).
Now we can apply (3.4) to V and we obtain
It0(V; V ) =
kX
l=1
Z sl
sl 1
[hV 0; V 0i   hR(0; V )0; V i]dt
=
kX
l=1
Z sl
sl 1
[h
X
i
f 0iJi;
X
j
f 0jJji+
d
dt
h
X
i
fiJi;
X
j
fjJ
0
ji]dt
=
Z t0
0
h
X
i
f 0iJi;
X
j
f 0jJjidt+ h
X
i
fiJi;
X
j
fjJ
0
ji(t0)
(3.6)
For J(t) =
P
i iJi(t), we obtain from (3.6)
It0(J; J) = h
X
i
iJi;
X
j
jJ
0
ji(t0)
Since J(t0) = V (t0), we have fi(t0) = i and therefore
It0(V; V ) = It0(J; J) +
Z t0
0
j
X
i
f 0iJij2dt: (3.7)
It follows from (3.7) that It0(V; V )  It0(J; J), which proves the ﬁrst part of the
proposition.
If It0(V; V ) = It0(J; J), then by (3.7),
P
i f
0
iJi = 0 on each interval (sl 1; sl).
Since the Ji(t) are linearly independent for t 6= 0, f 0i(t) = 0 on (sl 1; sl). There-
fore, the fi are piecewise constant and continuous, hence constant on [0; t0].
Since fi(t0) = i, we have fi(t) = i and therefore V  J on [0; t0], as
claimed.
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We are now in a position to prove Rauch's theorem. We denote by Mn a
manifold of dimension n.
Theorem 3.3.3 (Rauch). Let  : [0; a]!Mn and ~ : [0; a]! ~Mn+k, k  0 be
two geodesics in M and ~M , respectively, with j0(t)j = j~0(t)j. Let J and ~J be
Jacobi ﬁelds along  and ~, respectively, which satisfy
jJ(0)j = j ~J(0)j = 0; jJ 0(0)j = j ~J 0(0)j; hJ 0(0); 0(0)i = h ~J 0(0); ~0(0)i: (3.8)
Suppose that ~ does not contain points which are conjugate to ~(0) along ~ and
for all t 2 [0; a], x 2 T(t)M and ~x 2 T~(t) ~M , we have
~K~(t)(~x; ~
0(t))  K(t)(x; 0(t)); (3.9)
if deﬁned. (By Kp(x; y) and ~K~p(~x; ~y), we denote the sectional curvature of M
and ~M at points p 2M and ~p 2 ~M , respectively.) Then,
j ~J(t)j  jJ(t)j 8t 2 [0; a] (3.10)
In addition, if there exits t0 2 (0; a] such that j ~J(t0)j = jJ(t0)j, then
~K~(t)( ~J(t); ~
0(t)) = K(t)(J(t); 0(t)) 8t 2 (0; t0]; (3.11)
if deﬁned.
Proof. From Lemma 3.1.5 and (3.8), we obtain
jtanJ j = jhJ ; 0i0j = jhJ 0(0 ); 0(0 )ijt = jh~J 0(0 );~0(0 )ijt = jh~J ;~0i~0j = jtan~J j:
Therefore, to prove j ~J(t)j  jJ(t)j, it suﬃces to show that jnor~J (t)j  jnorJ (t)j.
By Proposition 3.1.6, norJ and nor~J are Jacobi ﬁelds. So to prove the theorem,
it suﬃces to prove the theorem for all Jacobi ﬁelds orthogonal to 0 and ~0,
respectively. Thus, we suppose that
hJ; 0i = h ~J; ~0i = 0:
If jJ 0(0)j = j ~J 0(0)j = 0, then jJ j = j ~J j = 0 and the inequality j ~J(t)j  jJ(t)j is
satisﬁed trivially. Otherwise, we deﬁne two real-valued functions v(t) = jJ(t)j2
and ~v(t) = j ~J(t)j2. Since no point of ~ is conjugate to ~(0) along ~, ~v(t) 6= 0 for
t 6= 0 and the expression v(t)~v(t) is well deﬁned on (0; a]. We have v(0) = 0 = ~v(0).
A straightforward calculation shows
v0(0) = ~v0(0) = 0; v00(0) = 2hJ 0(0); J 0(0)i; ~v00(0) = 2h ~J 0(0); ~J 0(0)i:
From L'Hospitals rule,
lim
t!0
v(t)
~v(t)
= lim
t!0
v00(t)
~v00(t)
=
jJ 0(0)j2
j ~J 0(0)j2
(3:8)
= 1:
To show j ~J(t)j  jJ(t)j, it therefore suﬃces to prove d
dt
( v(t)~v(t) )  0 for t 2 (0; a].
By the quotient rule, this is equivalent to proving
v0(t)~v(t)  v(t)~v0(t): (3.12)
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Let t0 2 (0; a]. If v(t0) = 0, then
v0(t0) = 2 hJ 0(t0); J(t0)i = 0;
and (3.12) is satisﬁed trivially. Suppose, therefore, that v(t0) 6= 0. We already
know that ~v(t0) 6= 0. Deﬁne
U(t) =
1p
v(t0)
J(t); ~U(t) =
1p
~v(t0)
~J(t);
and observe that jU(t0))j = j ~U(t0)j = 1. Then by the Jacobi equation,
v0(t0)
v(t0)
=
2 hJ 0(t0); J(t0)i
hJ(t0); J(t0)i = 2 hU
0(t0); U(t0)i = hU;Ui0 (t0)
=
Z t0
0
hU;Ui00 dt = 2
Z t0
0
[hU 0; U 0i+ hU 00; Ui]dt
= 2
Z t0
0
[hU 0; U 0i   hR(0; U)0; Ui] dt = 2It0(U;U):
Analogously, one shows that
~v0(t0)
~v(t0)
= 2It0(
~U; ~U):
Therefore, to prove (3.12), it suﬃces to show It0( ~U; ~U)  It0(U;U).
Let fE1; : : : ; Eng and f ~E1; : : : ; ~En+kg be frame ﬁelds along  and ~, respec-
tively, such that
E1(t) =
0(t)
j0(t)j ; E2(t0) = U(t0)
~E1(t) =
~0(t)
j~0(t)j ;
~E2(t0) = ~U(t0):
We map each vector ﬁeld V (t) =
P
i fi(t)Ei(t) along  to a vector ﬁeld
ﬃV (t) along ~, given by
ﬃV (t) =
nX
i=1
fi(t) ~Ei(t):
The map ﬃ satisﬁes
hﬃV; ﬃV i =
X
i
f2i = hV; V i ;
hﬃV 0; ﬃV 0i =
X
i
(f 0i)
2 = hV 0; V 0i ;
hV; 0i = f1j0j = f1j~0j = hﬃV; ~i:
With the inequality (3.9), we obtain
It0(ﬃ(U); ﬃ(U))
=
Z t0
0
h
hﬃU 0; ﬃU 0i   jﬃU(t)j2 j~0(t)j2 ~K~(t)(ﬃU(t); ~0(t))
i
dt

Z t0
0
h
hU 0; U 0i   jU(t)j2 j0(t)j2K(t)(U(t); 0(t))
i
dt = It0(U;U)
(3.13)
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The vector ﬁelds ~U and ﬃU along ~ are orthogonal to ~0 and satisfy j ~U(0)j =
jﬃU(0)j = 0 and ~U(t0) = ﬃU(t0). Since ~U is a Jacobi ﬁeld, we obtain from
Lemma 3.3.2, that
It0(
~U; ~U)  It0(ﬃU; ﬃU)  It0(U;U); (3.14)
so we have proven (3.12) and therefore the inequality (3.10) in the theorem.
Suppose that jJ(t0)j = j ~J(t0)j for some t0 2 (0; a]. Then, jtanJ (t0 )j =
jtan~J (t0 )j by the calculation at the beginning of the proof and therefore, jnorJ (t0 )j =
jnor~J (t0 )j. Note that
K(t)(J(t); 
0(t)) = K(t)(norJ (t); 0(t))
~K~(t)( ~J(t); 
0(t)) = ~K~(t)(nor~J (t);~0(t))
and the expressions are only deﬁned if jnorJ j; jnor~J j 6= 0 . Thus, it suﬃces to
prove (3.11) for J; ~J which satisfy
hJ; 0i = h ~J; ~0i = 0; J; ~J 6= 0:
By assumption, v(0)~v(0) =
v(t0)
~v(t0)
. We have already shown that d
dt
v(t)
~v(t)  0 for all
t 2 (0; a]. Therefore, d
dt
v(t)
~v(t) = 0 for t 2 (0; t0] which is equivalent to
v0(t)~v(t) = v(t)~v0(t); t 2 (0; t0]:
Since v
0(t0)
v(t0)
= 2It0(U;U) and
~v0(t0)
~v(t0)
= 2It0(
~U; ~U), equality occurs in (3.14), so
It0(
~U; ~U) = It0(ﬃU; ﬃU) = It0(U;U):
From the ﬁrst equality, it follows from Lemma 3.3.2, that ~U  ﬃ(U) on [0; t0].
By the second equality, the integrands of (3.13) are equal, hence for t 2 (0; t0]
K(t)(J(t); 
0(t)) = K(t)(U(t); 0(t))
= ~K~(t)(ﬃU(t); ~
0(t)) = ~K~(t)( ~U(t); ~0(t)) = ~K~(t)( ~J(t); ~0(t));
so we have proven Rauch's theorem.
3.4 Conclusions from Rauch's Theorem
Proposition 3.4.1. Let M be a Riemannian manifold whose sectional curva-
ture K satisﬁes
0 < L  K  H
for constants L and H. Let  : [0; a] ! M be a normalized geodesic. Let (t0)
be the ﬁrst point (with respect to the parameter t) which is conjugate to (0)
along . Then t0 satisﬁes
p
H
 t0  p
L
:
Proof. First we show t0  pH . We compare M with a sphere of the same
dimension and constant curvatureH, which we denote byMH . Let J be a Jacobi
ﬁeld along  with jJ(0)j = jJ(t0)j = 0. By Remark 3.2.2, hJ; 0i = 0. Let 1 :
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[0; a]!MH be a normalized geodesic in MH and J1(0) be a Jacobi ﬁeld along
1 which satisﬁes J1(0) = 0, jJ 01(0)j = jJ 0(0)j and hJ 01(0); 01(0)i = hJ 0(0); 0(0)i.
We know from Example 3.2.4 that ~ does not contain conjugate points in the
interval (0; p
H
). With Theorem 3.3.3, it follows that jJ(t)j  jJ1(t)j > 0 for
t 2 (0; p
H
), so t0  pH and the ﬁrst inequality of the proposition is proven.
To show t0  pL , we compare M with a sphere of the same dimension and
constant curvature L, denoted by ML. Let now J2 be a Jacobi ﬁeld along a
normalized geodesic 2 : [0; a] ! ML satisfying jJ2(0)j = 0, jJ 02(0)j = jJ 0(0)j
and hJ 02(0); 02(0)i = hJ 0(0); 0(0)i. By Proposition 3.1.7 (iii), hJ2; 02i = 0. Since
 does not contain conjugate points on (0; t0), we can apply Theorem 3.3.3 and
we obtain jJ2(t)j  jJ(t)j > 0 for t 2 (0; t0). By Example 3.2.4, jJ2( pL )j = 0
from which t0  pL follows. This proves the second inequality.
Lemma 3.4.2. Let  : [0; a] ! M be a smooth curve and V be a vector ﬁeld
along . If (t) = p for all t 2 [0; a], then
D
dt
V (t) =
@
@t
V (t);
where D
dt
denotes the covariant derivative along the curve  and @
@t
is the usual
derivative in the vector space TpM .
Proof. Observe ﬁrst that if (t) = p for all t, then V (t) is a curve in TpM ,
so the derivative @
@t
V (t) makes sense. Let U be a neighborhood of p and
(' = (x1; : : : ; xn); U) be local coordinates around p. In these coordinates, the
covariant derivative can be written as
V 0(t) =
X
k
0@@V k
@t
+
X
i;j
 kij((t))
@(xj  )
@t
(t)V i(t)
1A @kj(t);
cf. [O'N83, p. 66]. In the case (t) = p, the terms @(x
j)
@t
(t) vanish, so
D
dt
V (t) = V 0(t) =
X
k
@V k
@t
@kjp = @
@t
V (t)
which ﬁnishes the proof.
Proposition 3.4.3. Let Mn and ~Mn be Riemannian manifolds with sectional
curvature K; ~K, respectively. Suppose that inf ~K  supK. Let p 2 M , ~p 2 ~M
and ﬁx a linear isometry i : TpM ! T~p ~M . Let r > 0 such that expp is deﬁned
on Br(0)  TpM and the restriction exp~p j ~Br(0) is a local diﬀeomorphism. Let
 : [0; a]! expp(Br(0)) M be a piecewise smooth curve which can be lifted to
a curve in TpM , i.e. there exists a piecewise smooth curve  in TpM such that
expp   = . Let ~ : [0; a]! exp~p( ~Br(0))  ~M be given by
~(s) = exp~p i  (s); s 2 [0; a]:
Then, L()  L(~).
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Proof. Since we can apply this Proposition to each smooth segment of , we
may assume  and  to be smooth. Consider the geodesic variation
f : [0; 1] [0; a]!M; f(t; s) = expp(t(s)):
We set s(t) = f(t; s): By Proposition 3.1.3, the vector ﬁeld
@f
@s
(t; s) = Js(t) is
a Jacobi ﬁeld along the geodesic s which satisﬁes
Js(0) =
@f
@s
(0; s) = Tt(s) expp(t
0(s))jt=0 = 0
and
Js(1) =
@f
@s
(1; s) =
@
@s
(s) = 0(s):
Furthermore,
J 0s(0) =
D
dt
@f
@s
(0; s) =
D
ds
@f
@t
(0; s) =
D
ds
T0 expp((s)) =
D
ds
(s)
3:4:2
=
@
@s
(s):
We now deﬁne a geodesic variation in ~M by
~f : [0; 1] [0; a]!M; ~f(t; s) = exp~p(t  i((s))):
Let ~s(t) = ~f(t; s) and consider the Jacobi ﬁeld ~Js(t) =
@ ~f
@s
(t; s) along the
geodesic ~s. As above, one shows that
j ~Js(0)j = 0; ~Js(1) = ~0(s); ~J 0s(0) = i(0(s)):
Because i is an isometry,
jJ 0s(0)j = j0(s)j = ji(0(s))j = j ~J 0s(0)j
and
h ~J 0s(0); ~0s(0)i = hi(0(s)); i(0s(0))i = h0(s); 0s(0)i = hJ 0s(0); 0s(0)i;
so the conditions (3.8) of Theorem 3.3.3 are satisﬁed. Since exp~p j ~Br(0) is a local
diﬀeomorphism, the geodesics ~s do not contain conjugate points on (0; 1] by
Corollary 3.2.6. Since inf ~K  supK, condition (3.9) is satisﬁed. Moreover,
observe that j0sj = j~0sj, since
j0s(0)j = jT0 expp((s))j = j(s)j = ji((s))j = jT0 exp~p(i((s)))j = j~0s(0)j:
Therefore, we can apply Theorem 3.3.3 and we obtain j ~Js(t)j  jJs(t)j for all
t 2 [0; 1]. In particular,
j~0(s)j = j ~Js(1)j  jJs(1)j = j0(s)j :
By this inequality,
L() =
Z a
0
j0(s)jds 
Z a
0
j~0(s)jds = L(~):
3.5. MANIFOLDS OF NONPOSITIVE CURVATURE 27
A far reaching global generalization of Rauch's Theorem is the Theorem of
Toponogov, which states the following:
Theorem 3.4.4 (Toponogov). Let M be a complete Riemannian manifold
whose sectional curvature K satisﬁes K  H for a real number H. Let 1 :
[0; L1] ! M and 2 : [0; L2] ! M be normalized geodesics in M with 1(0) =
2(0). Assume that 1 is minimizing and, if H > 0, L2  pH . Let M2H be the
space form of dimension 2 and constant sectional curvature H and let ~1 and
~2 be two normalized geodesics in M
2
H such that ~1(0) = ~2(0), L(~i) = L(i),
i = 1; 2 and ](~01(0); ~
0
2(0)) = ](
0
1(0); 
0
2(0)). Then
d(1(L1); 2(L2))  d(~01(L1); ~02(L2)):
Proof. A proof using Rauch's theorem is given in [CE75]. A diﬀerent approach,
using the Hessian of the Riemannian distance function, is given in [Mey89] and
[Pet06].
Toponogov's theorem turned out to be an extremely powerful tool in Rie-
mannian geometry. Some of its applications can be found in [Mey89].
3.5 Manifolds of nonpositive curvature
In this section, we prove the Theorem of Cartan-Hadamard, which gives an
important property of complete manifolds of nonpositive sectional curvature.
The proofs are taken from Chapter 11 of [Lee97]. For simplicity, all geodesics
in this section are assumed to be normalized.
Lemma 3.5.1. Suppose ~M and M are connected Riemannian manifolds, with
~M complete and  : ~M !M a local isometry. Then M is complete and  is a
covering map.
Proof. We ﬁrst show that M is complete. Let p be in the image of  and  be
a geodesic with initial point p and initial velocity v 2 TpM . Choose ~p in  1(p)
and let ~v = (T~p) 1(v). Let ~ be the geodesic with initial point ~p and initial
velocity ~v. Because ~M is complete, ~ is deﬁned for all time. Since  is a local
isometry,   ~ is a geodesic and since by construction (~p) = p and T~p(~v) = v,
we have   ~ = . Thus  is deﬁned for all time, so M is complete. For the
rest of the proof, we call a geodesic ~, constructed as above, a lift of .
Next we show that  is surjective. Choose ~p 2 ~M , let p = (~p) and let
q 2 M be arbitrary. Because M is connected and complete, there exists a
geodesic  joining p to q. Let ~ be a lift of  starting at ~p and r = d(p; q), then
(~(r)) = (r) = q, so q is in the image of .
To show that  is a covering map, we need to show that each point of
M has a neighborhood U which is evenly covered. Let p 2 M and  > 0 so
that expp : B(0) ! B(p) is a diﬀeomorphism. We show that U := B(p) is
evenly covered. Let  1(p) = f~pg2 and ~U = B(~p). The ﬁrst step is to
show that the various sets ~U are disjoint. For any  6= , there exists, by
completeness of ~M , a minimizing geodesic ~ joining ~p to ~p. The projected
curve  :=   ~ is a geodesic from p to p. Since U is a normal neighborhood
of p,  must leave U and re-enter it, and thus must have length at least 2.
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Therefore, d(~p; ~p) = L(~) = L()  2 and from the triangle inequality, it
follows that ~U \ ~U = ;.
The next step is to show that  1(U) =
S
2 ~U. Since  is an isometry,
it maps each ~U into U . Thus we need only to show that  1(U) 
S
2 ~U.
Let ~q 2  1(U). This means that q := (~q) 2 U so there is a minimizing
geodesic  in U from q to p and r = d(p; q) = L() < . Let ~ be the lift of 
starting at ~q, then (~(r)) = (r) = p, so ~(r) = ~p for some  2 . Therefore,
d(~q; ~p)  L(~) = r < , so q 2 ~U.
It remains only to show that  : ~U ! U is a diﬀeomorphism for each . It
is certainly a local diﬀeomorphism (because  is). It is bijective since its inverse
can be constructed explicitly: it is the map sending each radial geodesic starting
at p to its lift starting at ~p. This completes the proof.
Theorem 3.5.2 (Cartan-Hadamard). Let Mn be a complete Riemannian man-
ifold whose sectional curvature K satisﬁes K  0. Then, for each p 2 M ,
expp : TpM ! M is a covering map. In particular, the universal covering
space of M is diﬀeomorphic to Rn. If M is simply connected, then M itself is
diﬀeomorphic to Rn.
Proof. We ﬁrst show that for each p 2 M , expp : TpM ! M is a local diﬀeo-
morphism. Let  be a geodesic starting from p. Since K  1
n
for all n 2 N,
no conjugate points occur on , since by Proposition 3.4.1, such a point (t0)
should satisfy 
p
n  t0 for all n 2 N, which is not possible. (One should note
that in the proof of Proposition 3.4.1, we only used the condition K  H to
show p
H
 t0.) Therefore, by Proposition 3.2.5, expp is a local diﬀeomorphism
at each v 2 TpM .
Thus, we can deﬁne a Riemannian metric ~g on TpM as ~g = expp g, so
expp : (TpM; ~g) ! (M; g) is a local isometry. Each straight line ~ : t 7! tv,
t 2 R, v 2 TpM is a geodesic in (TpM; ~g), since expp ~ is a geodesic in (M; g).
Therefore, (TpM; ~g) is complete, since the geodesics starting from the origin are
deﬁned for all time. From Lemma 3.5.1, it follows that expp is a covering map.
The remaining statements of the theorem follow immediately from uniqueness
of the universal covering space.
Deﬁnition 3.5.3. A complete, simply-connected Riemannian manifold with
nonpositive sectional curvature is called a Cartan-Hadamard manifold.
Theorem 3.5.2 shows that there are topological restrictions on which mani-
folds can carry metrics such that the sectional curvature is nonpositive. It shows
for example that the sectional curvature of each metric on the unit sphere Sn
is positive somewhere. Similarly, the same holds for the real projective space
RPn, since Sn is the universal covering space of RPn.
Remark 3.5.4. With some more algebraic topology, it is possible to prove Preiss-
man's theorem, which states the following: If the sectional curvature of a com-
pact Riemannian manifold satisﬁes K < 0, then each nontrivial abelian sub-
group of the fundamental group 1(M) is inﬁnite cyclic. This shows, for exam-
ple, that the torus, whose fundamental group is Z  Z, can not carry a metric
of negative curvature. More generally, if two compact manifolds M1 and M2
have nontrivial abelian fundamental groups, then each metric on the product
manifold M1M2 gives a sectional curvature which is nonnegative somewhere.
For more details, see Chapter 12 of [Car92].
Chapter 4
The Morse index theorem
In this chapter, we deﬁne for any geodesic  a symmetric bilinear form, which
is closely related to the formula for the second variation of energy of . The
Index Theorem states that the index of this form is equal to the number of
conjugate points along , each counted with its multiplicity. We follow Chapter
11 of [Car92].
4.1 Properties of the Index Form
Let  : [0; a] ! M be a geodesic. We denote by V(0; a) = V the space of all
piecewise smooth vector ﬁelds along  that vanish at the endpoints of , i.e.
jV (0)j = jV (a)j = 0.
The index form of  is the quadratic form associated to the symmetric bi-
linear form Ia, deﬁned by
Ia(V;W ) =
Z a
0
hV 0;W 0i   hR(0; V )0;W idt; V;W 2 V;
c.f. (3.3).
Remark 4.1.1. By Equation (2.4), we have
E00x(0) = 2Ia(V; V )
for each proper variation x of  with variational vector ﬁeld V .
Before we start to prove properties of the bilinear form Ia, we recall some
basic deﬁnitions concerning symmetric bilinear forms. Let B : V  V ! R be
a symmetric bilinear form, deﬁned on the real vector space V . The form B is
called positive deﬁnite if B(v; v) > 0 for all v 2 V , v 6= 0. Analogously, B is
negative deﬁnite if B(v; v) < 0 for all v 2 V , v 6= 0. The index of B is deﬁned
as
ind(B) := max fdim(U)jU subspace of V and BjU negative deﬁniteg :
If B(v; w) = 0 for all w 2 V implies v = 0, then B is called non-degenerate.
Otherwise, B is degenerate. We call the vector space N , deﬁned as
N := fv 2 V jB(v; w) = 0 for all w 2 V g ;
the null space of B. The dimension of N is called the nullity of B.
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Proposition 4.1.2. A vector ﬁeld V 2 V belongs to the null space of Ia if and
only if V is a Jacobi ﬁeld along .
Proof. Let V;W 2 V and 0 = t0 < : : : < tk = a be such that V j[ti 1;ti] is
smooth. By integration by parts, we obtain the following expression for Ia:
Ia(V;W ) =  
Z a
0
hV 00 +R(0; V )0;W idt 
k 1X
i=1
hV 0(ti);W (ti)i: (4.1)
cf. [Car92], Chapter 9, Proposition 2.8. If V is a Jacobi ﬁeld, it is unbroken
and both terms of (4.1) vanish, so Ia(V;W ) = 0 for all W 2 V. Suppose now
that V belongs to the null space of Ia, so Ia(V;W ) = 0 for all W 2 V. Let
f : [0; a]! R be a smooth function such that f(t) > 0 for t 6= ti and f(ti) = 0,
i = 1; : : : ; k. Deﬁne W 2 V by
W (t) = f(t)(V 00 +R(0; V )0):
Then
0 = Ia(V;W ) =  
Z a
0
f(t)jV 00 +R(0; V )0j2dt:
Therefore, the integrand is zero, hence V j[ti 1;ti] is a Jacobi ﬁeld for i = 1; : : : k.
Now we show that V 0(ti) = 0. Let U 2 V be such that U(ti) = V 0(ti). Then
0 = Ia(V;U) =  
k 1X
i=1
jV 0(ti)j2;
which proves the claim. Since V 00 = R(V; 0)0 on all points where V is smooth
and by continuity of the right hand side, this equation is valid for all t 2 [0; a].
Therefore, V is a Jacobi ﬁeld.
Corollary 4.1.3. The form Ia is degenerate if and only if (0) and (a) are
conjugate along . In this case, the nullity of Ia equals the multiplicity of (a)
as a conjugate point.
Proof. By Proposition 4.1.2, the null space of Ia consists of the Jacobi ﬁelds
which vanish in (0) and (a). Then the assertions follow by deﬁnition.
Recall that a neighborhood U M is called totally normal if it is a normal
neighborhood of each of its points, that is, for any points p; q 2 U , there exists
a unique minimizing geodesic joining p and q. In [Car92], it is shown that each
point p 2M has a totally normal neighborhood.
Since ([0; a]) is compact we can choose a subdivision 0 = t0 < t1 <    <
tk = a of [0; a] such that each segment j[ti 1;ti] is contained in a totally normal
neighborhood. Therefore, by Remark 3.2.7, j[ti 1;ti] is minimizing and does
not contain conjugate points. We call such a subdivision normal and we will ﬁx
such a subdivision for the rest of this section.
We denote by V (0; a) = V  the subspace of the ﬁelds V such that V j[ti 1;ti]
is a Jacobi ﬁeld for i = 1; : : : ; k. Since (ti 1) and (ti) are not conjugate along
 it follows from Lemma 3.2.8, that V j[ti 1;ti] is uniquely determined by the
values V (ti 1) and V (ti). Therefore, the map
 : V  ! T(t1)M      T(tk 1)M;
V 7! (V (t1); : : : ; V (tk 1))
(4.2)
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is a linear isomorphism. In particular, V  is ﬁnite dimensional. Let V+(0; a) =
V+ be the subspace of V consisting of the vector ﬁelds W such that jW (t1)j =
: : : = jW (tk 1)j = 0. Observe that V+ \ V  = f0g.
Proposition 4.1.4. The space V is a direct sum V = V+ V . The subspaces
V+ and V  are orthogonal with respect to I . In addition, IajV+ is positive
deﬁnite.
Proof. Let V 2 V. We choose a vector ﬁeldW 2 V , which is given byW (tj) =
V (tj), i = 1; : : : k. By the isomorphism in (4.2), W is uniquely determined.
Then V  W 2 V+ and therefore V = V++V . Since V+\V  = f0g, it follows
that V = V+  V . In addition, if X 2 V  and Y 2 V+, we have
Ia(X;Y ) =  
Z a
0
hX 00 +R(0; X)0; Y idt 
k 1X
j=1
hX 0(tj); Y (tj)i
=  
Z a
0
h0; Y idt 
k 1X
j=1
hX 0(tj); 0i = 0;
which shows that V+ and V  are orthogonal with respect to Ia.
It remains to show that IajV+ is positive deﬁnite. Let V 2 V+. Let x :
( ; )  [0; a] ! M be a variation of  with variational vector ﬁeld V . Since
jV (ti)j = 0, it is possible, by Proposition 2.1.5, to choose x in such a way that it
ﬁxes the points (ti). We know that each segment i := j[ti 1;ti] is minimizing.
Therefore, by Lemma 2.1.3, xi(s; :) := x(s; :)j[ti 1;ti] satisﬁes
(ti   ti 1)E(xi(s; :))  L(xi(s; :))2  L(i)2 = (ti   ti 1)E(i);
which yields
E(x(s; :)) =
X
i
E(xi(s; :)) 
X
i
E(i) = E():
Thus we obtain Ia(V; V ) = 2E00x(0)  0. Suppose now that Ia(V; V ) = 0 for a
vector ﬁeld V 2 V+. We are going to show that V = 0. IfW 2 V , Ia(V;W ) = 0
by orthogonality . If W 2 V+, consider the inequality
0  Ia(V + cW; V + cW ) = 2cIa(V;W ) + c2Ia(W;W );
valid for all c 2 R. This says that there exist real numbers A  0 and B such
that Ac2 + 2Bc  0 for all c 2 R. This is only possible if B = 0. Therefore,
Ia(V;W ) = 0 for all W 2 V+. Thus, since V = V+  V , V belongs to the null
space of Ia. By Proposition 4.1.2, V is a Jacobi ﬁeld, hence V 2 V . Therefore,
V 2 V+ \ V  = f0g.
Corollary 4.1.5. The index of Ia equals the index of Ia restricted to V . In
particular, the index of Ia is ﬁnite. The same is true for the nullity of Ia.
Proof. By Proposition 4.1.4, ind(Ia) = ind(IajV+)+ind(IajV ) and ind(IajV+) =
0. By Proposition 4.1.2, the null space of Ia is a subspace of V  which proves
the assertion about the nullity of Ia.
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4.2 The proof of the Index theorem
Theorem 4.2.1 (Morse index theorem). indexMorse Index theoremThe index
of Ia is ﬁnite and equals the number of points (t), 0 < t < a, conjugate to (0)
along , each counted with its multiplicity.
Proof. We introduce the following notation. For t 2 [0; a] we denote by t the
restriction of  to the interval [0; t]. We denote the corresponding index form,
deﬁned on V(0; t), by It. The index of It is denoted by i(t). So we have deﬁned
a function i : [0; a]! N, whose behavior we wish to study. Recall that we have
chosen a subdivision such that j[tj 1;tj ] is a minimizing geodesic. In particular,
for t  t1, each proper variation xt : ( ; ) [0; t]!M of t satisﬁes L(xts) 
L(t) for all s 2 ( ; ) and  suﬃciently small. Let V 2 V(0; t) be arbitrary and
xt be a variation of t with variational vector ﬁeld V . Then, by Lemma 2.1.3,
tE(xts)  L(xts)2  L(t)2 = tE(t), which shows that It(V; V ) = 2E00x(0)  0.
From this we conclude that i(t) = 0 for small t. The function i(t) is mono-
tonically increasing. By deﬁnition of i(t), there exists a subspace U  V(0; t) of
dimension i(t) such that It is negative deﬁnite on U . For t  t, we can extend
every element V 2 U to an element V 2 V(0; t) by deﬁning V = 0 on [t; t].
Clearly, It(V; V ) = It( V ; V ). From the deﬁnition of the index, it follows that
i(t)  i(t).
Now we are going to explore other properties of i(t). First, observe that
i(t) does not depend on the choice of normal subdivision of [0; a]. Thus, we
can choose the subdivision in such a way that for a parameter t 2 (0; a) ﬁxed,
t 2 (tj 1; tj) for a j 2 f1; : : : ; ng. By Corollary 4.1.5, i(t) equals the index of Ia
restricted to V (0; t). We denote this restriction again by It. By Lemma 3.2.8,
the map
 t : V (0; t)! T(t1)M      T(tj 1)M =: Sj
V 7! (V (t1); : : : ; V (tj 1))
is an isomorphism for each t 2 (tj 1; tj), since (ti 1) and (ti) are not con-
jugate along , 1  i  j   1. Therefore, we may consider the forms It as a
family of symmetric bilinear forms on a ﬁxed space Sj : For V;W 2 Sj ﬁxed, let
It(V;W ) = It( 
 1
t (V );  
 1
t (W )). By (4.1), we have
It(V;W ) =
j 1X
i=1
h  1t (V )0(ti);   1t (W )(ti)i:
Varying t 2 (tj 1; tj) leaves the vectors  1t (V )0(ti) ﬁxed for i 2 f1; : : : ; j   2g.
Since   1t (V )j[tj 1;t] is the solution of a second order ordinary diﬀerential equa-
tion, it depends diﬀerentiable on the boundary conditions. Therefore,  1t (V )
0(tj 1)
depends continuously on t, so It, considered as a bilinear form on Sj , depends
continuously on t.
From the following two lemmas, we obtain the required information about
i(t).
Lemma 4.2.2. If  > 0 is suﬃciently small, i(t  ) = i(t)
Proof of Lemma 4.2.2. Since i(t) is monotonically increasing, i(t   )  i(t).
On the other hand, let S  Sj be a subspace with dim S = i(t) such that It is
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negative deﬁnite on S. We claim the following: It  is still negative deﬁnite on
S if  is small enough. By bilinearity, it suﬃces to prove this for all v 2 S with
jvj = 1. Let E be the unit sphere in S and
t = max fIt(v; v)jv 2 Eg :
The maximum exists, since E is compact. Clearly, t < 0. By continuity of It
in t, t  < 0 for  > 0 small enough. This proves that It  is negative deﬁnite
on S. Therefore i(t  )  i(t), which proves the Lemma.
Let now d(t) be the nullity of It. By Corollary 4.1.3, d(t) > 0 if and only if
(t) is conjugate to (0) along .
Lemma 4.2.3. If  > 0 is suﬃciently small, i(t+ ) = i(t) + d(t).
Proof of Lemma 4.2.3. We ﬁrst show that i(t+ )  i(t)+ d(t). Since dimSj =
n(j   1), the form It is positive deﬁnite on a subspace of dimension n(j   1) 
i(t)   d(t). By continuity, It+ is positive deﬁnite on this subspace for  small
enough. This follows from an analogous argument as in the proof of Lemma
4.2.2. Therefore,
i(t+ )  n(j   1)  [n(j   1)  i(t)  d(t)] = i(t) + d(t)
Now we are going to prove the reverse inequality. Let S be as in the proof of
Lemma 4.2.2. Since It is negative deﬁnite on S, It+ is also negative deﬁnite on
S for  small. This follows again from the argument used in the proof of Lemma
4.2.2 We want to prove the following claim: If I~t(V; V ) = 0 for an element
V 2 Sj , V 6= 0, then I~t+(V; V ) < 0.
By Proposition 4.1.2, the corresponding vector ﬁeld   1~t (V ) is an unbroken
Jacobi ﬁeld on [0; ~t]. By Remark 3.2.2, h  1~t (V ); 0i = 0. Let t0 2 (tj 1; tj) and
Vt0 :=  
 1
t0
(V ).
We are going to show that hVt0 ; 0i = 0. Observe that the segments Vt0 j[0;tj 1]
and Vt0 j[tj 1;t0] are Jacobi ﬁelds. The vector ﬁeld Vt0 does not vanish at tj 1
since otherwise jVt0(tj 1)j = jVt0(t0)j = 0. In this case,   1~t (V )  0, since
(tj 1) and (t0) are not conjugate along . By Lemma 3.1.5,
hVt0 ; 0i(t) = hV 0t0(0); 0(0)it+ hVt0(0); 0(0)i; t 2 [0; tj 1]
and
hVt0 ; 0i(t) = hV 0t0(tj 1); 0(tj 1)i(t  tj 1) + hVt0(tj 1); 0(tj 1)i; t 2 [tj 1; t0]:
Therefore, the function f : [0; t0] ! R, f(t) = hVt0 ; 0i(t) is a piecewise linear
function with tj 1 as its only breaking point. Since Vt0 vanishes at its endpoints,
f(0) = f(t0) = 0. Since  
 1
~t
(V ) is orthogonal to 0, f(tj 1) = hVt0 ; 0i(tj 1) =
h  1~t (V ); 0i(tj 1) = 0 and therefore, hVt0 ; 0i = f = 0.
To prove the claim, it suﬃces to show that
It0(Vt0 ; Vt0) > It0+(Vt0+; Vt0+);
where Vt0+ =  
 1
t0+(V ). By deﬁnition, Vt0 and Vt0+ correspond to the same
vector V 2 Sj . We deﬁne a vector ﬁeld Wt0 along j[0;t0+] by
Wt0(t) = Vt0(t); t 2 [0; t0];
Wt0(t) = 0; t 2 [t0; t0 + ]:
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Since Vt0 is orthogonal to 
0, the same holds for Wt0 . By the same argument as
used for Vt0 , one shows that Vt0+ is also orthogonal to 
0.
We deﬁne a geodesic ~ : [0; t0 +    tj 1] ! M by ~(t) = (t0 +    t) and
denote by ~It the index form corresponding to ~j[0;t] for t 2 [0; t0 +   tj 1]. To
each vector ﬁeld U along , we associate a vector ﬁeld ~U along ~, which is given
by ~U(t) = U(t0 +   t), t 2 [0; t0 +   tj 1]. For U 2 V(0; t0 + ), we have
It0+(U;U) =
Z t0+
0
hU 0; U 0i   hR(0; U)0; Uidt
= Itj 1(U;U) +
Z t0+
tj 1
hU 0; U 0i   hR(0; U)0; Uidt
= Itj 1(U;U) +
Z t0+ tj 1
0
h ~U 0; ~U 0i   hR(~0; ~U)~0; ~Uidt
= Itj 1(U;U) +
~It0+ tj 1( ~U; ~U):
Since Vt0+ and Wt0 coincide on [0; tj 1],
Itj 1(Vt0+; Vt0+) = Itj 1(Wt0 ;Wt0):
We have ~Vt0+(0) = ~Wt0(0) = 0, ~Vt0+(t0 +    tj 1) = ~Wt0(t0 +    tj 1) and
Vt0+ 6= Wt0 . Since the restriction of Vt0+ onto [tj 1; t0 + ] is a Jacobi ﬁeld
along , ~Vt0+ is a Jacobi ﬁeld along ~. Moreover, ~Vt0+ and ~Wt0 are orthogonal
to ~0, since Vt0+ and Wt0 are orthogonal to 
0. It follows from Lemma 3.3.2
that
~It0+ tj 1( ~Vt0+; ~Vt0+) < ~It0+ tj 1( ~Wt0 ; ~Wt0):
Together with the equalities above, we obtain
It0(Vt0 ; Vt0) = It0+(Wt0 ;Wt0) > It0+(Vt0+; Vt0+);
which proves the claim.
We obtain the following: if It is negative deﬁnite on a subspace S  Sj ,
then It+ is negative deﬁnite on the direct sum of S with the null space of It:
Let S0 be the null space of It and let v = v0 + v1 2 S0  S, v 6= 0. Then
It(v; v) = It(v1; v1)  0 (<, if v1 6= 0). If v1 6= 0, It+(v; v) < 0 by continuity.
If v1 = 0, It+(v; v) = It+(v0; v0) < 0 by our claim. Since S0  S is ﬁnite
dimensional, we can choose  independent of all v 2 S0  S. This follows from
the same argument as used in the proof of Lemma 4.2.2. Therefore,
i(t+ )  i(t) + d(t);
which proves the lemma.
From Lemmas 4.2.2 and 4.2.3, we can describe the function i(t) as follows:
It equals zero in a neighborhood of 0, it is continuous from the left and it has
a jump discontinuity at each point (t) which is conjugate to (0) along . By
Proposition 4.1.2 and Corollary 4.1.3, the step size equals the multiplicity of
(t) as a conjugate point.
Let  be extended to an open interval U ﬀ [0; a]. By Lemma 4.2.2 and
Lemma 4.2.3, there exists for each ~t 2 [0; a] an open interval U~t  U such that
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i(t) = i(~t) for t 2 U~t, t  ~t and i(t) = i(~t) + d(~t) for t 2 U~t, t > ~t. Choose
values ~t1; : : : ; ~tl 2 [0; a] such that U 
Sl
j=1 Uj for the corresponding intervals
Uj . Then indIa = i(a) =
Pl
j=1 d(~tj) which shows that the index of Ia is ﬁnite.
This ﬁnishes the proof of the Index theorem.
Corollary 4.2.4. The set of points (t) which are conjugate to (0) along  is
discrete.
Corollary 4.2.5. A geodesic  is not minimizing after its ﬁrst conjugate point.
Proof. By Theorem 4.2.1, indIa > 0 if there occurs at least one point which is
conjugate to (0) along . Choose a vector ﬁeld V 2 V such that Ia(V; V ) < 0
and a proper variation x : ( ; ) [0; a]!M of  with variational vector ﬁeld
V . Since  is a geodesic, E0x(0) = 0 by Proposition 2.1.7. By the formula for the
second variation of energy (2.4), E00x(0) = 2Ia(V; V ) < 0. Therefore by Lemma
2.1.3,
L(x(s; :))2  aE(x(s; :)) = aEx(s) < aEx(0) = aE() = L()2
for s 6= 0 small enough, hence  is not minimizing.
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Chapter 5
Morse theory
In this chapter we establish some elementary results concerning the theory of
smooth real-valued functions on a manifold M . We well apply these results in
the next chapter. For more details, see [Mil63] and [Mat02]. For an elaboration
of the topics in Sections 5.1 and 5.2, see [Hag05].
5.1 Non degenerate critical points
In what follows, we will extend the deﬁnitions of critical points and the Hessian
of functions f 2 C1(Rn) to functions on manifolds. By the Morse lemma, we
will see that the form of functions f 2 C1(M) near non degenerate critical
points of f is very simple. This section mainly follows 2 of [Mil63].
Deﬁnition 5.1.1. Let M be a manifold and f :M ! R a smooth function. A
point p 2M is called a critical point of f if Tpf = 0. A real number c is called
a critical value of f if there exists a critical point in f 1(c). We denote the set
of all critical points of f in M by Cf . If p 2 M n Cf , we call p a regular point
of f .
Remark 5.1.2. Let (' = (x1; : : : ; xn); U) be a chart of M around p. Then p is
a critical point of f if and only if
@f
@x1
(p) = : : : =
@f
@xn
(p) = 0
and if and only if for all smooth curves  : ( ; ) ! M with (0) = p,
(f  )0(0) = 0.
Deﬁnition 5.1.3. Let f and M be as above and let p be a critical point of f .
The Hessian of f at p is deﬁned as
Hpf : TpM  TpM ! R; (v; w) 7! ~vp( ~w(f));
where ~v and ~w are local extensions of v and w to vector ﬁelds, respectively, so
~vp = v and ~wp = w.
We check that Hpf is well deﬁned. By deﬁnition, this form is independent of
the chosen extension of v. Since p is a critical point of f ,
~vp( ~w(f)) = ~wp(~v(f)) + [~v; ~w]p (f) = ~wp(~v(f));
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which shows that Hpf does not depend on the chosen extension of w either. It
also follows that Hpf is symmetric. Hence we obtain:
Lemma 5.1.4. The Hessian of f at p is a symmetric bilinear form on TpM .
Lemma 5.1.5. Let (' = (x1; : : : ; xn); U) be a chart of M around p. With
respect to the basis

@
@xi
jp
	
of TpM , the Hessian of f at p is represented by the
matrix ( @
2f
@xi@xj
(p)).
Proof. Let v = @
@xi
jp and w = @@xj jp. The vector ﬁelds ~v = @@xi and ~w = @@xj
are local extensions of v and w, respectively and we have
Hpf (
@
@xi
jp; @
@xj
jp) = v( ~w(f)) = @
@xi
jp( @f
@xj
) =
@2f
@xi@xj
(p):
Lemma 5.1.6. Let  : ( ; ) ! M be a smooth curve such that (0) = p.
Then (f  )00(0) = Hpf (0(0); 0(0)).
Proof. Let (' = (x1; : : : ; xn); U) be a chart of M around p. Then 0(t) =Pn
i=1
(xi)
dt
@
@xi
. A direct calculation yields
(f  )0(t) = (f  ' 1  '  )0(t) =
nX
i=1
(xi  )
dt
(t)
@f
@xi
((t)):
Since p is critical, @f
@xi
(p) = 0. By diﬀerentiating once again and substituting
t = 0, we get
(f  )00(0) = (f  ' 1  '  )00(0)
=
nX
i;j=1
(xi  )
dt
jt=0 (x
j  )
dt
jt=0 @
2f
@xi@xj
(p)
5:1:5
= Hpf (0(0); 0(0))
which proves the Lemma.
Deﬁnition 5.1.7. A critical point p of f is called non-degenerate if the Hessian
of f at p is non-degenerate. Otherwise we call p degenerate. If p is a non-
degenerate critical-point, we denote by indf (p) the index of the bilinear form
Hpf and call it the index of f at p.
Deﬁnition 5.1.8. A smooth function f : M ! R is called a Morse function if
all critical points of f are non-degenerate.
The proof of the following theorem ist taken from [MT97], Theorem 12.6.
Theorem 5.1.9 (Morse-Lemma). Let f 2 C1(M) and p 2 M be a non-
degenerate critical point of f with indf (p) = . Then there exists a local coor-
dinate system ( = (u1; : : : ; un);W ) around p with (p) = 0, such that
f   1(u) = f(p)  (u1)2   : : :  (u)2 + (u+1)2 + : : :+ (un)2:
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Proof. After replacing f by f   f(p), we may assume that f(p) = 0. We choose
local coordinates (' = (x1; : : : ; xn); U) such that '(p) = 0 and '(U) is a convex
neighborhood of 0 in Rn. Consider the function ~f := f ' 1 2 C1('(U)). We
know that ~f(0) = f(p) = 0. We calculate
~f(x) =
Z 1
0
@
@t
~f(t  x)dt =
Z 1
0
nX
i=1
xi
@ ~f
@xi
(t  x)dt =
nX
i=1
xi
Z 1
0
@ ~f
@xi
(t  x)dt:
Therefore, we can write ~f in the form
~f(x) =
nX
i=1
xigi(x); gi(x) =
Z 1
0
@ ~f
@xi
(t  x)dt:
Since gi(0) =
@ ~f
@xi
(0) = 0 we may repeat this calculation to get
gi(x) =
nX
j=1
xjgij(x); gij(x) =
Z 1
0
@gi
@xj
(t  x)dt:
Summing up, we can write ~f in the form ~f(x) =
Pn
i;j=1 x
ixjgij(x) where
gij is smooth on '(U). By introducing hij = 12 (gij + gji), (hij) becomes a
symmetric matrix of smooth functions on '(U), and
~f(x) =
nX
i;j=1
xixjhij(x): (5.1)
By diﬀerentiating (5.1) twice and substituting 0, we get
@2 ~f
@xi@xj
(0) = 2hij(0):
In particular, since p is non-degenerate, the matrix (hij(0)) is invertible.
Now we want to transform this expression into diagonal form. Suppose
inductively that there exists a chart (' = (x1; : : : ; xn); U) such that f can be
written as
f  ' 1(x) =
k 1X
i=1
i(x
i)2 +
nX
i;j=k
xixjhij(x); i = 1 (5.2)
for smooth functions hij . The matrix (hij(0)) is of the form
D 0
0 E

;
where D is a k  k matrix of the form diag(1; : : : ;1), and E a symmetric
(n  k + 1) (n  k + 1) matrix of smooth functions, which is invertible.
Before we proceed with the next step, we have to make sure that hkk(0) 6= 0.
If hkk(0) = 0, we perform a linear change of variables in xk; : : : ; xn by a matrix
A and denote the new variables by ~xk; : : : ; ~xn. Then (5.2) transforms to
f  ' 1 B 1(~x) =
k 1X
i=1
i(x
i)2 +
nX
i;j=k
~xi~xj~hij(~x); i  1; (5.3)
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for smooth functions ~hij where
B =

idRk 0
0 A

and ~x = (x1; : : : ; xk; ~xk; : : : ; ~xn). Consider the matrix (~hij). Comparing (5.2)
and (5.3), we get
~hij(~x) = (A
 1)thij(B 1(~x))A 1:
By Sylvesters Law of inertia, we can choose A in such a way that ~hkk(0) 6= 0.
After such a linear transformation, we may assume that hkk(0) 6= 0 and
after restricting '(U), if necessary, we may assume that hkk has constant sign
k = 1 on '(U). Set
q =
p
jhkkj 2 C1('(U);R)
and introduce new coordinates:
yk = q(x)
 
xk +
nX
i=k+1
xi
hik(x)
hkk(x)
!
;
yj = xj for j 6= k, 1  i  n:
The Jacobi determinant for y as a function of x at x = 0 is easily seen to be
@yk
@xk
(0) = q(0) 6= 0. The change of coordinates thus deﬁnes a local diﬀeomor-
phism  around 0. Consider the new coordinates (  ' = (y1; : : : ; yn); V ) for
a suitable subset V  U . Then we have for y =  (x):
(f  ' 1    1)(y) = (f  ' 1)(x)
=
k 1X
i=1
i(x
i)2 + (xk)2hkk(x) + 2x
k
nX
j=k+1
xjhjk(x) +
nX
i;j=k+1
xixjhij(x)
=
k 1X
i=1
i(x
i)2 + hkk(x)
 
xk +
nX
i=k+1
xi
hik(x)
hkk(x)
!2
  hkk(x)
 
nX
i=k+1
xi
hik(x)
hkk(x)
!2
+
nX
i;j=k+1
xixjhij(x)
=
k 1X
i=1
i(y
i)2 + hkk(x)(
yk
q(x)
)2 +
nX
i;j=k+1
xixjhij(x)
=
kX
i=1
i(y
i)2 +
nX
i;j=k+1
yiyjhij( 
 1(y));
where hij 2 C1( ('(V ))). Repeating this procedure a ﬁnite number of times,
we obtain a diagonal form:
(f   1)(u) =
nX
i=1
i(u
i)2; i = 1:
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Permutating coordinates leads to
f   1(u) =  (u1)2   : : :  (u)2 + (u+1)2 + : : :+ (un)2
for an integer . Consider the matrix @
2f
@ui@uj
(0) = diag( 2; : : : ; 2; 2 : : : ; 2).
Since by Lemma 5.1.5, this matrix is a representation of the bilinear form Hpf ,
we get that  equals the index of Hpf , so  =  and we have ﬁnished the
proof.
Corollary 5.1.10. Let f 2 C1(M) be a Morse function. Then the set Cf of
all critical points of f is discrete in M .
Proof. Let p be a critical point of f . By deﬁnition, p is non-degenerate. By
Theorem 5.1.9, there exists a chart ( = (u1; : : : ; un);W ) around p with (p) =
0 such that f takes the form
f   1(u) = f(p)  (u1)2   : : :  (u)2 + (u+1)2 + : : :+ (un)2:
We obtain @f
@ui
(q) = 2ui(q). Since q is a critical point if and only if @f
@ui
(q) = 0
for all i, we obtain that  1(0) = p is the only critical point of f in W . Hence,
p is isolated in Cf .
Corollary 5.1.11. Let M be a compact Riemannian manifold and f 2 C1(M)
be a Morse function. Then Cf is ﬁnite.
Proof. This follows immediately from Corollary 5.1.10.
5.2 Homotopy type and critical values
In this section we study subsets of a manifold M of the following form: For a
smooth function f :M ! R, a; b 2 R and a < b, let
Maf = f
 1( 1; a]; M [a;b]f = f 1[a; b]:
If it is clear which function we consider, we writeMa =Maf andM
[a;b] =M
[a;b]
f .
Remark 5.2.1. If a is not a critical value of f , then Ma is a smooth manifold
with boundary and the boundary is given by f 1(a).
We are going to investigate the behavior of Ma while varying a. It will turn
out that the behavior of M b for b near a critical value a is closely related to the
indexes of f at the critical points in f 1(a). We follow 3 of [Mil63].
Recall the deﬁnition of the ﬂow of a smooth vector ﬁeld. Let X 2 X(M) and
consider the initial value problem
X  F (t; p) = @
@t
F (t; p) F (0; p) = p:
For each (t; p) 2 RM , there exists a unique solution of this initial value prob-
lem, deﬁned on an open neighborhood U of (t; p) in RM . The corresponding
map is called the ﬂow of X. We write FlXt (p) = Fl
X(t; p). For a ﬁxed p 2 M ,
t 7! FlXt (p) is deﬁned on a maximal open interval (tp ; tp+). A smooth vector
ﬁeld X is called complete if for each p 2M , t 7! FlXt (p) is deﬁned on R.
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Lemma 5.2.2. Let X 2 X(M) and supp(X) be compact. Then X is complete.
Proof. Suppose that X is not complete. Then there exists a p 2 M such that
the curve cp : t 7! FlXt (p) is not globally deﬁned, so (tp ; tp+) ( R. We may
assume that tp+ < 1, the other case works analogously. Consider a sequence
tn < t
p
+, converging to t
p
+. We know that the sequence cp(tn) leaves every
compact subset of M , in particular supp(X). (cf. [Kun08], 2.5.17 (ii)) Consider
the smallest n0 2 N, such that cp(tn0) =2 supp(X). Then, X  cp(tn0) = 0,
therefore the curve cp stays at cp(tn0) for all t  t0. Thus, the sequence cp(tn)
is contained in the compact set supp(X) [ cp(tn0) which is a contradiction to
the fact stated above.
Deﬁnition 5.2.3. Let X be a topological space. A subspace A of X is a
deformation retract of X if there exists a continuous map r : [0; 1]  X ! X
such that
r0 = idX ; rtjA = idA 8t 2 [0; 1]; r1(X)  A;
where rt(x) = r(t; x). Such a map is called a deformation retraction of X onto
A.
Example 5.2.4. The unit sphere Sn 1 is a deformation retract of Rn n f0g. A
deformation retraction is given by
r(t; x) = (1  t)x+ t xjxj :
Remark 5.2.5. If A is a deformation retract of X, then A and X are of the same
homotopy type (cf. [Hal09], Deﬁnition 1.3.5 and Deﬁnition 1.3.10). This shows
that A inherits many properties of X; e.g., the fundamental groups 1(A; r1(x))
and 1(X;x) are isomorphic for each x 2 X (cf. [Hal09], Satz 1.3.27).
Theorem 5.2.6. Let f 2 C1(M) and a < b such that M [a;b] is compact
and does not contain critical points of f . Then Ma is diﬀeomorphic to M b.
Furthermore, Ma is a deformation retract of M b.
Proof. Choose a Riemannian metric on M . Then there exist a unique vector
ﬁeld grad(f), called the gradient of f , such that hX; grad(f)i = X(f). It van-
ishes exactly at the critical points of f . Let  : M ! R,   0 be smooth such
that
jM [a;b] 
1
hgrad(f); grad(f)i jM [a;b]
and supp() is compact. Since M [a;b] does not contain any critical points such
a  exists. Then the vector ﬁeld X :=   grad(f) is smooth and has compact
support. By Lemma 5:2:2, X is complete. Consider the map FlX : RM !M
and, for a ﬁxed point q 2M , the real-valued function t 7! f(FlXt (q)). We have
@
@t
(f  FlXt (q)) = X(f)FlXt (q) = hX; grad(f)iFlXt (q) = jgrad(f)j2  0:
Moreover, if FlXt (q) 2M [a;b], we obtain @@t (f FlXt (q)) = 1. Thus, the function
t 7! f(FlXt (q)) is monotonically increasing. For q 2 M (a;b), we have FlXt (q) 2
M (a;b) for small values of t. It follows that @
@t
(f FlXt (q)) = 1 for small t which
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yields f(FlXt (q)) = f(q)+ t for small t. Both sides coincide as long as f(q)+ t 2
[a; b]. If f(q) = a or f(q) = b, we have, by monotonicity, (f(FlXt (q))) = f(q)+ t
for small t > 0 or t < 0, respectively. Again, this equation is valid as long as
f(q) + t 2 [a; b]. In summary, we have shown that, if q 2M [a;b],
f(FlXt (q))j[a f(q);b f(q)] = (f(q) + t)j[a f(q);b f(q)]:
Thus, if a  f(q)  b, then
f(FlXa b(q))  f(FlXa f(q)(q)) = f(q) + a  f(q) = a: (5.4)
If f(q)  a,
f(FlXa b(q))  f(FlX0 (q)) = f(q)  a: (5.5)
Combining (5.4) and (5.5), we conclude FlXa b(M
b)  Ma. Analogously, we
obtain FlXb a(M
a) M b. Since (FlXb a) 1 = FlXa b, Ma is diﬀeomorphic toM b
and we have proven the ﬁrst assertion.
To prove that Ma is a deformation retract of M b, consider the map r :
[0; 1]M b !M b, deﬁned as
rt(q) =
(
q f(q)  a;
F lXt(a f(q))(q) a  f(q)  b:
:
We show that r is a deformation retraction. This map is well deﬁned in the case
f(q) = a and obviously continuous in both variables. It is clear that r0 = idMb
and rtjMa = idMa . It remains to show that r1(M b)  Ma. Let q 2 M b. If
f(q)  a, this is clear, if a  f(q)  b, this follows from (5.4). Hence we have
ﬁnished the proof.
Theorem 5.2.7. Let f 2 C1(M) and p 2 M be a critical point of f with
indf (p) = . Assume there exists  > 0 such thatM
[f(p) ;f(p)+] is compact and
contains no critical points except p. Then there exists a subset e M contain-
ing p, which is diﬀeomorphic to a -dimensional disk, such that Mf(p)  \ e =
@e and Mf(p)  [ e is a deformation retract of Mf(p)+.
Proof. By Theorem 5.1.9, there exist local coordinates ( = (u1; : : : ; un);W )
around p with (p) = 0, such that f takes the form
f   1(u) = f(p)  (u1)2   : : :  (u)2 + (u+1)2 + : : :+ (un)2:
Now we choose an  > 0 that satisﬁes the following conditions:
(I) M [f(p) ;f(p)+] is compact and M [f(p) ;f(p)+] \ (Cf n fpg) = ;;
(II) Bp2 ( (U)  Rn, where Bp2 :=

(u1;    ; un)jPni=1(ui)2  2	.
Let e M be deﬁned as
e :=
(
q 2 U j
X
i=1
(ui(q))2   ^ u+1(q) = : : : = un(q) = 0
)
: (5.6)
By deﬁnition, p 2 e and e is diﬀeomorphic to a -dimensional disk. We want
to show that Mf(p)  \ e = @e. Consider the expression
f(q) = f(p)  (u1(q))2   : : :  (u(q))2 + (u+1(q))2 + : : :+ (un(q))2:
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It is not hard to see that a point q 2 e satisﬁes f(q)  f(p)    if and only if
q 2 @e. Now we deform f to a smooth function F :M ! R. First, consider a
smooth function  : R! R, satisfying the following conditions:
(0) > 
(r) = 0 if r  2
 1  0(r)  0 for all r 2 R
(5.7)
Note that these conditions are compatible, i.e. such a function exists. Then we
deﬁne the function F :M ! R as
F (q) :=
(
f(q); if q 2M n U
f(q)  
P
i=1(u
i(q))2 + 2
Pn
j=+1(u
j(q))2

; if q 2 U:
By condition (II) and (5.7), supp(f   F )   1( Bp2) ( U , so F is smooth on
M . Furthermore, F  f on M .
By deﬁning two functions ;  : U ! R on U as
(q) = (u1(q))2 + : : :+ (u(q))2;
(q) = (u+1(q))2 + : : :+ (un(q))2;
we can express f and F on U in the following way
f = f(p)   + 
F = f(p)   +    ( + 2): (5.8)
After these preparations, we can perform the proof in six steps.
Step (A) The sets Mf(p)+F and M
f(p)+
f are equal.
Proof of Step (A). Since F  f , the inclusion Mf(p)+f  Mf(p)+F is trivial.
Let q 2 Mf(p)+F . To prove the other inclusion it suﬃces to consider the case
where f(q) 6= F (q). By deﬁnition of F , this can only happen if q 2 U and
(q) + 2(q)  2. In this case, we obtain
F (q)  f(q) = f(p)  (q) + (q)  f(p) + 1
2
(q) + (q)  f(p) + ;
so we have proven the step.
Step (B) The functions F and f have the same critical points.
Proof of Step (B). Since f = F on M n U , it suﬃces to show that U \ CF =
U \ Cf = fpg. On U , we can conclude from (5.7) and (5.8) that
@F
@
=  1  0( + 2) < 0
@F
@
= 1  20( + 2)  1:
Since
@F
@ui
=
@F
@
@
@ui
+
@F
@
@
@ui
=
(
2@F
@
ui i  
2@F
@
ui i > 
;
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the partial derivatives @F
@ui
= 0 for all i 2 f1;    ; ng if and only if ui = 0 for all
i. Therefore, p is the only critical point of F in U .
Step (C) The set M [f(p) ;f(p)+]F is compact and M
[f(p) ;f(p)+]
F \ CF = ;.
Proof of Step (C). From (A) and the inequality F  f , it follows that
M
[f(p) ;f(p)+]
F M [f(p) ;f(p)+]f :
By assumption, M [f(p) ;f(p)+]f is compact, which implies the compactness of
M
[f(p) ;f(p)+]
F . Since by (B), CF = Cf and the assumption that p is the only
critical point of f in M [f(p) ;f(p)+]f , we obtain
M
[f(p) ;f(p)+]
F \ CF M [f(p) ;f(p)+]f \ Cf = fpg :
Therefore, it suﬃces to show that M [f(p) ;f(p)+]F \ fpg = ;. Since
F (p) = f(p)  (p)|{z}
=0
+ (p)|{z}
=0
 ((p) + 2(p)| {z }
=0
) = f(p)  (0) (5:7)< f(p)  ; (5.9)
we conclude that p =2M [f(p) ;f(p)+]F which proves Step (C).
Step (D) The set Mf(p) F is a deformation retract of M
f(p)+
f .
Proof of Step (D). By (C), M [f(p) ;f(p)+]F is compact and does not contain
critical points of F . From Theorem 5.2.6 it follows thatMf(p) F is a deformation
retract of Mf(p)+F
(A)
= M
f(p)+
f :
Now we introduce the set H M , given by
H =M
f(p) 
F nMf(p) f :
By (5.9), F (p) < f(p)  , so p 2 H. In particular, H is not empty.
Step (E) The set H satisﬁes Mf(p) F =M
f(p) 
f [H and e  H  U .
Proof of Step (E). First, we prove Mf(p) F =M
f(p) 
f [H. Obviously,
M
f(p) 
F Mf(p) f [Mf(p) F nMf(p) f =Mf(p) f [H:
On the other hand, since Mf(p) F is closed, we have
M
f(p) 
f [H Mf(p) f [Mf(p) F nMf(p) f =Mf(p) F =Mf(p) F :
Now we are going to show that e  H. Let q 2 e. Then, by deﬁnition of e,
0 = (p)  (q)   and (q) = 0 = (p). Since @F
@
< 0,
F (q) = F ((q); (q))  F ((p); (p)) = F (p) (5:9)< f(p)  ;
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so q 2Mf(p) F . Furthermore,
f(q) = f(p)  (q)|{z}

+ (q)|{z}
=0
 f(p)  :
If f(q) > f(p)  , then q 2 Mf(p) F nMf(p) f  H. If f(q) = , then q 2 @e
and there exists a sequence fqng of points in the interior of e converging to q.
Since f(qn) > f(p)  , qn 2 H and, by closedness of H, q 2 H.
It remains to show that H  U . By deﬁnition of F , we know that F (q) 6=
f(q), only if q 2 U and (q) + 2(q)  2. Therefore, q 2 Mf(p) F nMf(p) f
only if (q)+2(q)  2, and by closedness of this set, the same holds for q 2 H.
So, H is contained in this set and in particular, H  U .
Step (F) The set Mf(p) f [ e is a deformation retract of Mf(p) f [H.
Proof of Step (F). We construct a deformation retract as follows. Let r : [0; 1]
M
f(p) 
f [H !Mf(p) f [H be deﬁned as
rt(q) = q; if q 2Mf(p) f :
If q 2 H, we have to distinguish three cases: If (q)  ,
rt(q) = 
 1  u1(q); : : : ; u(q); (1  t)u+1(q); : : : ; (1  t)un(q) :
If   (q)  (q) + ,
rt(q) = 
 1  u1(q); : : : ; u(q); stu+1(q); st : : : ; un(q) ;
where st is given by
st =
(
(1  t) + t
q
(q) 
(q) ; if (q) 6= 0;
0; if (q) = 0:
We check that the function (t; q) 7! stui(q) is continuous for  < i  n. Suppose
that (q) ! 0, then ui(q) ! 0. Since 0  (q) 
(q)  1, st is bounded for all t.
Thus, stui(q)! 0, which proves continuity.
If and only if (q) +   (q), we have
f(q) = f(p)  (q) + (q)  f(p)  ; (5.10)
so q 2Mf(p) f . Therefore, we have to set rt(q) = q. Note that rt is well deﬁned
in the cases (q) =  and (q) = (q)+ . Thus, r is well deﬁned and continuous
in both variables. It is easy to see that r0 = idjMf(p) 
f
[H and, by deﬁnition of
e, rtje = idje .
It remains to show that r1(M
f(p) 
f [ H)  Mf(p) f [ e. For (q) +  
(q), this is clear by (5.10). If (q)  , (r1(q)) = (q) and (r1(q)) = 0, so
r1(q) 2 e. For   (q)  (q)+  and (q) = 0, then (q) =  and the previous
case applies. Finally, if (q) +   (q) and (q) 6= 0, we have (r1(q)) = (q)
and
(r1(q)) =
(q)  
(q)
(q) = (q)  ;
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so
f(r1(q)) = f(p)  (r1(q)) + (r1(q)) = f(p)  :
Hence we have proven step (F).
To ﬁnish the proof, we just have to combine the last three steps. By (D),
M
f(p) 
F is a deformation retract of M
f(p)+
f and by (F), M
f(p) 
f [ e is a
deformation retract of Mf(p) f [H. By (E), Mf(p) f [H equals Mf(p) F . We
obtain from Lemma 5.2.8 below that Mf(p) f [ e is a deformation retract of
M
f(p)+
f .
Lemma 5.2.8. Let X be a topological space and A;B be subspaces of X with
B  A. If A is a deformation retract of X and B is a deformation retract of
A, then B is a deformation retract of X.
Proof. Let r1 : [0; 1]X ! X be a deformation retraction from X onto A and
r2 : [0; 1] A ! A be a deformation retraction from A onto B. Then the map
r : [0; 1]X ! X, deﬁned by
r(t; x) =
(
r1(2t; x); if t 2 [0; 12 ];
r2(2t  1; r1(1; x)); if t 2 [ 12 ; 1];
is a deformation retraction from X onto B.
Now we state the general version of Theorem 5:2:7.
Theorem 5.2.9. Let f 2 C1, c 2 R and p1; : : : ; pl 2 f 1(c) be non-degenerate
critical points of f with indf (pi) = i for 1  i  l. Assume that there exists
an  > 0 such that M [c ;c+] is compact and contains no critical points except
p1; : : : ; pl. Then for 1  i  l, there exist pairwise disjoint subsets ei  M
containing pi, each diﬀeomorphic to a i-dimensional disk, such that M
c  \
ei = @ei and M c  [ e1 [ : : : [ el is a deformation retract of M c+.
Sketch of proof. Choose pairwise disjoint neighborhoods Ui of pi, 1  i  l such
that f can be written in the form
(f  ' 1i )(ui) = f(pi)  (u1i )2   : : :  (uii )2 + (ui+1i )2 + : : :+ (uni )2;
for local coordinates (Ui; 'i = (u1i ; : : : ; u
n
i )) around pi, 1  i  l. To do this
proof, one has to generalize the construction of the proof of Theorem 5.2.7
Remark 5.2.10 (Cell Decomposition). Theorem 5.2.9 shows that M c+ is of the
same homotopy type as M c  with the i-cells ei , 1  i  l attached. For
more details concerning cell decomposition, see [Mat02].
Lemma 5.2.11. Let X be a topological space and A be a deformation retract
of X. Let  : [0; 1]! X be a path in X, i.e. a continuous map from [0; 1] into
X. If (0); (1) 2 A, then  is homotopic, keeping endpoints ﬁxed, to a curve
in A.
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Proof. Let r : [0; 1]  X ! X be a deformation retraction from X onto A.
Consider the map H : [0; 1] [0; 1]! X, given by
Ht(s) = rt((s)):
Then H0() = , H1()  A and Ht((0)) = (0), Ht((1)) = (1), since
(0); (1) 2 A for all t 2 [0; 1]. Therefore, H is a homotopy from  to the curve
H1() in A which leaves the endpoints ﬁxed.
The following corollary is stated in [Car92], Chapter 13, Lemma 3.3. It will
play an important role later. The proof consists in repeatedly applying the
previous results.
Corollary 5.2.12. Let f 2 C1(M) be a Morse function, p; q 2 M and  :
[0; 1] ! M be a path with (0) = p and (1) = q. Let a = max ff(p); f(q)g,
b = maxt2[0;1](f  (t)) and let c be the largest critical value in [a; b] such that
there exists a critical point in f 1(c) of index zero or one. If such a value does
not exist, we set c = a. Assume that there exists  > 0 such that M [a;b+] is
compact. Then for all  > 0,  is homotopic, keeping endpoints ﬁxed, to a curve
 such that ([0; 1]) M c+.
Proof. Note that a  c  b. Suppose that b > a, otherwise, there is nothing to
prove. Since M [c;b] is compact (being a subset of the compact set M [a;b+]) and
Cf is discrete, there exist only a ﬁnite number of critical points in M [c;b]. Let
c1 > : : : > ck be the critical values of f in M [c;b] n f 1(c) and pij 2 f 1(ci),
1  i  k, 1  j  li be the corresponding critical points. By deﬁnition of c,
ij := indf (pij)  2. By choosing a smaller  > 0, if necessary, we may assume
that ci is the only critical value in [ci   ; ci + ] for i 2 f1; : : : ; kg.
Assume that b is not a critical value of f , so b > c1. Then M [c1+;b+] is
compact and does not contain any critical points of f . By Theorem 5.2.6,M c1+
is a deformation retract of M b+. By Lemma 5.2.11, there exists a homotopy
between  and a new curve ~ with ~([0; 1]) M c1+, which keeps the endpoints
ﬁxed. If b = c1, we deﬁne ~ = .
The set M [c1 ;c1+] is compact and does not contain critical points except
p1j , 1  j  l1. Therefore, we can apply Theorem 5.2.9. So,M c1 [e11 [ : : :[
e1l1 is a deformation retract of M c1+ for pairwise disjoint sets e1j which are
diﬀeomorphic to 1j-dimensional disks and satisfy M c1  \ e1j = @e1j . Again
by Lemma 5.2.11, ~ is homotopic to a path ~~ inM c1 [e11 [ : : :[e1l1 . Since
dim(e1j )  2, each path passing through e1j can be deformed to a path which
lies only in @e1j , but not in the interior of e1j . Note that the endpoints p and
q are contained in M c1 , since a = max ff(p); f(q)g < c1   . Therefore, by
Theorem 5.2.9, p and q are not contained in the interior of any e1j . Thus, we
can deform ~~ to a curve 1 in M c1  [ @e11 [ : : : [ @e1l1 =M c1 .
Since M [c2+;c1 ] is compact and does not contain critical points of f , we
obtain from Theorem 5.2.6 and Lemma 5.2.11 a homotopy between 1 and a
curve ~1 in M c2+.
We repeat this procedure a ﬁnite number of times, obtaining a sequence
of curves i with i([0; 1])  M ci  which are homotopic to each other by
an endpoint-ﬁxing homotopy. Consider the curve k in M ck , constructed as
above. Since M [c+;ck ] is compact and does not contain critical points of f ,
we can again deform, by Theorem 5.2.6 and Lemma 5.2.11, k to a new curve
in M [c+], which we call . This ﬁnishes the proof
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5.3 The path space
In this section, the object of our interest is the space of curves joining two ﬁxed
points in a Riemannian manifold. We will construct an approximation of this
set, which itself is a ﬁnite dimensional manifold. We follow 16 of [Mil63].
Let M be a complete and connected Riemannian manifold and p; q 2 M .
We denote by 
p;q(M) the set of all piecewise smooth curves  : [0; 1] ! M
with (0) = p and (1) = q. For the rest of this section, we assume p; q and M
to be ﬁxed, so we write 
 = 
p;q(M). To equip 
 with a topology, we introduce
a metric on this set. For ;  2 
, we deﬁne a distance function D : 

! R
as follows:
D(; ) := max
t2[0;1]
d((t); (t)) +
sZ 1
0
(j0(t)j   j0(t)j)2 dt;
where d : M M ! R denotes the Riemannian distance function on M . It is
not hard to see that D really deﬁnes a metric on 
. This metric induces the
required topology on M . The Energy function E : 
! R is deﬁned as
E() =
Z 1
0
j0(t)j2 dt:
With respect to the metric on 
, the Energy function is continuous, since
jE()  E()j =
Z 1
0
(j0(t)j2   j0(t)j2)dt


Z 1
0
(j0(t)j   j0(t)j)2 dt
 1
2
Z 1
0
(j0(t)j+ j0(t)j)2 dt
 1
2
 D(; )
Z 1
0
(j0(t)j   j0(t)j+ 2j0(t)j)2 dt
 1
2
 D(; )
 Z 1
0
(j0(t)j   j0(t)j)2 dt
 1
2
+ 2
Z 1
0
j0(t)j2dt
 1
2
!
 D(; )(D(; ) + 2E()):
Therefore, E()! E(), whenever !  with respect to D.
We introduce some further notation. For c > 0, we set 
c = E 1([0; c))  
.
Let 0 = t0 < : : : < tk = 1 be a subdivision of the unit interval. Then we deﬁne

(t0; : : : ; tk) =

 2 
jj[ti 1;ti] is an unbroken geodesic for 1  i  k
	
:
Moreover, we set

(t0 : : : ; tk)
c = 
c \ 
(t0; : : : ; tk):
Proposition 5.3.1. Let M be a complete Riemannian manifold, p; q 2 M
and c > 0 such that 
c 6= ;. If the subdivision 0 = t0 < : : : < tk = 1 is
suﬃciently ﬁne, the set 
(t0 : : : ; tk)
c can be given the structure of a smooth
ﬁnite dimensional manifold.
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Proof. The idea is to identify an element  2 
(t0 : : : ; tk)c with the tuple
((t1); : : : ; (tk 1)) 2M  : : :M . In this way, we can associate 
(t0 : : : ; tk)c
with a certain subset V  M  : : : M and adapt the manifold structure of
the product. To associate each tuple (r1; : : : ; rk 1) 2 V with a unique element
in  2 
(t0 : : : ; tk)c, we need to make sure that ri is in a normal neighborhood
of ri 1 for 1  i  k. For this reason, we have to choose the subdivision ﬁne
enough.
Consider the compact set K := Bpc(p) = fr 2M jd(p; r) 
p
cg  M . For
 2 
c, we have ([0; 1])  K, since by Lemma 2.1.3, L()2  E() <
c. We know that the map Ex : TM ! M  M , deﬁned by Ex(r; v) =
(r; expr(v)), is a diﬀeomorphism from a neighborhood W of the zero section
TM0 = f(x; 0)jx 2Mg  TM onto a neighborhood of the diagonal M =
f(x; x)jx 2Mg
 M M(cf. [Kun09], TH 2.4.6). Thus, for each r 2 M , there exists a neigh-
borhood Ur of r in M and a number r > 0 such that the set
f(x; v) 2 TM jx 2 Ur; jvj < rg W:
Choose r1; : : : ; rn such thatK  U := Ur1[: : :[Urn and let  = min fr1 ; : : : ; rng.
Then, Ex is a diﬀeomorphism on the set
f(x; v) 2 TM jx 2 U; jvj < g W:
In particular, for each r 2 K, expr is a diﬀeomorphism on B(0)  TrM .
Therefore, there exists a unique minimizing geodesic joining two points r1; r2 2
K, whenever d(r1; r2) < .
Now we choose a subdivision 0 = t0 < : : : < tk = 1 of the unit interval
such that ti   ti 1 < 2c for all i 2 f1; : : : ; kg. Then for each broken geodesic
 2 
(t0 : : : ; tk)c, we obtain from Lemma 2.1.3,
d((ti 1); (ti))2  L(j[ti 1;ti])2
= (ti   ti 1)E(j[ti 1;ti])
 (ti   ti 1)E() < (ti   ti 1)c < 2:
Therefore, j[ti 1;ti] is the unique minimizing geodesic joining (ti 1) to (ti).
We now deﬁne a map
' : 
(t0 : : : ; tk)
c !M  : : :M
 7! ((t1); : : : ; (tk 1)):
(5.11)
We want to show that ' is a homeomorphism onto its image. By the remark
above, ' is injective. To prove continuity of ', let fng be a sequence in

(t0 : : : ; tk)
c converging to  2 
(t0 : : : ; tk)c. From D(n; )! 0, it follows in
particular that (n(t1); : : : ; n(tk 1))! ((t1); : : : ; (tk 1)), which proves our
claim. We denote by V the set '(
(t0 : : : ; tk)c)  M  : : : M . By Lemma
2.1.3, the energy of a curve  2 
(t0 : : : ; tk)c is given by
E() =
kX
i=1
d((ti); (ti 1))2
ti   ti 1 :
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It follows, that V is given explicitly by
V =
(
(r1; : : : ; rk 1) 2M  : : :M j
kX
i=1
d(ri; ri 1)2
ti   ti 1 < c
)
;
in which we set r0 = p and rk = q. Therefore, V is an open set in M  : : :M ,
hence itself a manifold. It remains to show that the inverse of ' is continuous.
Let

(rn1 ; : : : ; rnk 1)
	
be a sequence in V , converging to (r1; : : : ; rk 1) 2 V ,
and denote the corresponding curves by n; , respectively. Then
nj[ti 1;ti](t) = exprni 1

t  ti 1
ti   ti 1 (exprni 1 jB(0))
 1(rni)

 !
n!1
expri 1

t  ti 1
ti   ti 1 (expri 1 jB(0))
 1(ri)

= j[ti 1;ti](t);
so n converges pointwise to . Since [0; 1] is compact, n converges uniformly
to , i.e. maxt2[0;1](n(t); (t)) ! 0. It remains to estimate the integral term.
By the proof of Lemma 2.1.3 again,sZ 1
0
(j0n(t)j   j0(t)j)2 dt =
vuut kX
i=1
 
d(rni ; rni 1)  d(ri; ri 1)
2
ti   ti 1  !n!1 0:
Together, D(n; ) ! 0, so ' 1 is continuous. Hence, 
(t0 : : : ; tk)c is homeo-
morphic to the manifold V . This homeomorphism induces a smooth structure
on 
(t0 : : : ; tk)c, such that ' : 
(t0 : : : ; tk)c ! V is a diﬀeomorphism.
Theorem 5.3.2. The topological space 
(t0 : : : ; tk)
c is a deformation retract of

c.
Proof. We show that a deformation retraction is given by r : [0; 1]  
c ! 
c,
which is, for s 2 [ti 1; ti], deﬁned as
rs() =
8><>:
rs()j[tj 1;tj ] min. geod. joining (tj 1) to (tj), j < i;
rs()j[ti;s] min. geod. joining (ti 1) to (s);
rs()j[s;1] = j[s;1]:
To begin with, note that rs is well deﬁned: There exist unique minimizing
geodesics joining (tj 1) to (tj) for j < i and (ti 1) to (s). Next, we
prove that E(rs()) is monotonically decreasing in s, so if  2 
c, rs() 2 
c
for all s 2 [0; 1]. It suﬃces to prove this for each subinterval [ti 1; ti], so let
s1 < s2 2 [ti 1; ti]. Since rs1() and rs2() coincide on [0; ti 1] and [s2; 1] it is
enough to prove this for the restriction of the curves to the interval [ti 1; s2].
By Lemma 2.1.3, we have
(s2   ti 1)E(rs1()j[ti 1;s2])  L(rs1()j[ti 1;s2])2
 L(rs2()j[ti 1;s2])2
= (s2   ti 1)E(rs2()j[ti 1;s2]);
since rs2()j[ti 1;s2] is a minimizing geodesic. This proves our claim.
52 CHAPTER 5. MORSE THEORY
We clearly have r0 = idj
c , rsj
(t0:::;tk)c = idj
(t0:::;tk)c for s 2 [0; 1] and
r1(

c)  
(t0 : : : ; tk)c. Now we show that r is continuous in both variables. It
suﬃces to prove continuity on each subset [ti 1; ti] 
c.
Let fsmg  [ti 1; ti], fng  
c be sequences converging to s and ,
respectively. We want to show that D(rsm(n); rs())  !
m;n!1
0. By the
triangle inequality it suﬃces to show that D(rsm(n); rsm())  !
n!1
0 and
D(rsm(); rs())  !
m!1
0. It is clear that (n(t1); : : : ; n(ti 1); n(sm))  !
n!1
((t1); : : : ; (ti 1); (sm)) and by a similar argument as in the proof of Theorem
5.3.1, we obtain that the sequence of broken geodesics rsm(n)j[0;sm] converges
uniformly to rsm()j[0;sm] andsZ sm
0
(j(rsm(n))0(t)j   j(rsm())0(t)j)2 dt  !
n!1
0:
Since rsm(n)j[sm;1] = nj[sm;1] and rsm()j[sm;1] = j[sm;1], it follows that
rsm(n) converges uniformly to rsm() andsZ 1
sm
(j(rsm(n))0(t)j   j(rsm())0(t)j)2 dt  !
n!1
0:
Therefore, D(rsm(n); rsm())  !
n!1
0. Now we show D(rsm(); rs())  !
m!1
0.
It is clear that rsm() converges pointwise to rs(). To estimate the integral,
we assume that sm  s for all m 2 N. The case sm  s works similarly. ThenZ 1
0
(j(rsm())0(t)j   j(rs())0(t)j)2dt
=
Z sm
ti 1

d((sm); (ti 1))
sm   ti 1  
d((s); (ti 1))
s  ti 1
2
dt
+
Z s
sm

j(rsm())0(t)j  
d((s); (ti 1))
s  ti 1
2
dt  !
m!1
0;
which proves that D(rsm(); rs())  !
m!1
0, so r : [0; 1]
c ! 
c is continuous.
This proves that 
(t0 : : : ; tk)c is a deformation retract of 
c.
Now consider 
c as an inﬁnite dimensional manifold. For  2 
c, we denote
by V the set of all piecewise smooth vector ﬁelds along  which vanish at the
endpoints of . Let x : ( ; )  [0; 1] ! M of  be a proper variation of .
Such a variation can be viewed as a smooth (in the sense that all transversal
curves of x are smooth) curve ~x : ( ; ) ! 
c and ~x0(0) corresponds to the
variational vector ﬁeld of x. Since this variation is proper, the variational vector
ﬁeld vanishes at the endpoints of , so ~x0(0) can be viewed as an element in V.
On the other hand, by Proposition 2.1.5, every element V 2 V is the variational
vector ﬁeld of a proper variation of . Hence, V is the tangent space of 
c at
.
We say that an element  2 
c is a critical point of E if (E  ~x)0(0) = 0
for all smooth curves ~x : ( ; ) ! 
c with ~x(0) = . These points are, by
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Proposition 2.1.7, precisely the unbroken geodesics in 
c. Recall the deﬁnition
of the index form of an unbroken geodesic :
I(V;W ) =
Z 1
0
hV 0;W 0i   hR(0; V )0;W idt; V;W 2 V
Since (E  ~x)00(0) = 2I(V; V ) for each proper variation x of  with variational
vector ﬁeld V , we may view 2I as the Hessian of E in .
For a broken geodesic  2 
(t0 : : : ; tk)c, let V  be the subspace of all
V 2 V which are Jacobi ﬁelds on each subinterval [ti 1; ti]. By similar ar-
guments as above, we see that V  is the tangent space of  in the submanifold

(t0 : : : ; tk)
c  
c.
Lemma 5.3.3. Let  2 
(t0 : : : ; tk)c. Then  is an unbroken geodesic if and
only if E0x(0) = 0 for all proper variations x : ( ; )  [0; 1] ! M whose
longitudinal curves lie in 
(t0 : : : ; tk)
c.
Proof. If  is a geodesic, then, by Proposition 2.1.7, E0x(0) = 0 for all proper
variations x of . Let now  2 
(t0 : : : ; tk)c and suppose that E0x(0) = 0 for all
proper variations x : ( ; )  [0; 1] ! M whose corresponding curve ~x lies in

(t0 : : : ; tk)
c. Then by the formula for the ﬁrst variation (2.1),
0 = E0x(0) =  2
k 1X
i=1
hV (ti);0(ti)i
where V is the variational vector ﬁeld of x. We have V 2 V  . By the con-
struction of the subdivision 0 = t0 < : : : tk = 1 at the beginning of the proof
of Proposition 5.3.1, (ti) is contained in a normal neighborhood of (ti 1).
By Remark 3.2.7, (ti) and (ti 1) are not conjugate along j[ti 1;ti]. There-
fore, by Lemma 3.2.8, we can choose V 2 V  such that V (ti) = 0(ti) for
1  i  k   1. Then
0 = E0x(0) =  2
k 1X
i=1
j0(ti)j2;
which proves that j0(ti)j = 0 for all i, so  is an unbroken geodesic.
The next proposition shows why 
(t0 : : : ; tk)c is a good approximation of

c. This is because the energy function, restricted to 
(t0 : : : ; tk)c, is smooth
and preserves many properties of the energy function on the full path space 
c.
Proposition 5.3.4 (The energy function on the manifold 
(t0 : : : ; tk)c).
(i) The energy function ~E := Ej
(t0:::;tk)c : 
(t0 : : : ; tk)c ! R is smooth
(ii) The critical points of ~E in 
(t0 : : : ; tk)
c are the same as the critical points
of E in 
c, namely the unbroken geodesics.
(iii) A critical point  of ~E is degenerate if and only if p and q are conjugate
along .
(iv) The index of ~E at  in 
(t0 : : : ; tk)
c equals the index of E at  in 
c.
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Proof. To prove (i), recall the map ' : 
(t0 : : : ; tk)c ! M  : : : M , deﬁned
in (5.11). By Proposition 5.3.1, ' is a diﬀeomorphism onto its image, which we
denote by V . On V , the energy function is given by
~E  ' 1(r1; : : : ; rk 1) =
kX
i=1
d(ri; ri 1)2
ti   ti 1 ;
with r0 = p, rk = q. This expression is smooth on V (cf. [Bur09], Theorem
4.2.11). Therefore ~E is smooth on 
(t0 : : : ; tk)c.
Assertion (ii) is precisely the statement of Lemma 5.3.3.
Before we prove (iii) and (iv), we investigate the correlation between the
form I and the Hessian of ~E at . Let V 2 V  and ~x : ( ; )! 
(t0 : : : ; tk)c
be a variation of the geodesic  = ~x(0) such that ~x0(0) = V . Using the formula
for the second variation (2.4), it follows that ( ~E~x)00(0) = 2I(V; V ). By Lemma
5.1.6, H ~E = 2I jV  .
By Proposition 4.1.4, I is degenerate if its restriction to V  is. By Corollary
4.1.3, this is exactly the case if p and q are conjugate along . This proves (iii).
Assertion (iv) follows directly from Corollary 4.1.5.
Chapter 6
The Sphere theorem
6.1 Introduction
The aim of this chapter is to prove the sphere theorem, which states the follow-
ing:
Theorem 6.1.1. LetMn be a complete and simply connected Riemannian man-
ifold, whose sectional curvature satisﬁes
0 < hKmax < Kmin  K  Kmax: (6.1)
If h = 14 , then M is homeomorphic to a sphere.
The number h is called the pinching of M . Multiplying the metric with a
constant (cf. Lemma 1.1.8), we can suppose that Kmax = 1 and condition (6.1)
can be replaced by
0 < h < Kmin  K  1: (6.2)
Remark 6.1.2. In the case of even dimension, the theorem is false, if we replace
(6.2) by
0 <
1
4
 K  1: (6.3)
The complex projective space CPn, n > 1, with the so-called Fubini Study met-
ric (see [Car92], Exercise 12 of Chapter 8), is a complete and simply connected
Riemannian manifold of real dimension 2n. Its sectional curvature satisﬁes
(6.3) but CPn is not homeomorphic to the 2n-dimensional sphere. However, M.
Berger proved that each complete and simply connected Riemannian manifold
satisfying (6.3) is either homeomorphic to a sphere or isometric to a symmetric
space. This result is known as Berger's Rigidity theorem (see [CE75]).
In the odd dimensional case, it is known that the sphere theorem is still
true if we replace (6.2) by (6.3), but it is not known whether the result can be
improved in the sense that it is possible to choose h < 14 .
We are going to prove the sphere theorem for dimension n  3. For n = 2; 3
the result is even true for any h  0. For n = 2, this follows from the Gauss-
Bonnet theorem (See [Lee97], Theorem 9.7 and Corollary 9.9). For n = 3, it
follows from a Theorem of R. Hamilton [Ham82].
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The Sphere theorem has a long history, going back to the 1920s. At that
time, H. Hopf ﬁrst posed the question of whether a compact, simply connected
manifold with suitably pinched curvature is homeomorphic to a sphere. In 1951,
H. Rauch [Rau51] proved the Sphere theorem for h = 34 . Furthermore, he posed
the question what the optimal pinching constant would be. This question was
answered around 1960 by M. Berger [Ber60] and W. Klingenberg [Kli61] who
proved Theorem 6.1.1.
6.2 The cut locus
In this section, M always denotes a complete Riemannian manifold. Further-
more, all geodesics are assumed to be normalized. We follow Section 13.2 of
[Car92].
Let p 2 M and let  : [0;1) ! M be a geodesic with (0) = p. We know
that for small t > 0,  realizes the distance between (0) and (t), that is,
d((0); (t)) = t. Moreover, the set T := ft 2 [0;1)jd((0); (t)) = tg is closed,
since it is deﬁned by a continuous equation.
On the other side, if t1 =2 T , that is, if d((0); (t1)) < t1, then for every
t2 > t1, t2 =2 T either, since
d((0); (t2))  d((0); (t1)) + d((t1); (t2)) < t1 + (t2   t1) = t2:
Together we have that T is of the form [0; t0] or [0;1).
Deﬁnition 6.2.1. If T , deﬁned as above, is of the form [0; t0], we call (t0) the
cut point of p along . If the case [0;1) occurs, we say that a cut point does
not exist. We deﬁne the cut locus, denoted by Cm(p), as the union of the cut
points along all normalized geodesics starting from p.
Example 6.2.2. (i) If M = Rn, there do not exist cut points, since each
geodesic is minimizing. Therefore, Cm(p) = ; for all p 2 Rn.
(ii) If M is a sphere Sn, then the cut locus of each point p consists of its
antipodal point  p.
(iii) If M is the real projective space RPn, then the cut locus of [p; p] 2 RPn
is the subset RPn 1  RPn, obtained by identifying the antipodal points
of the equator of p in Sn.
(iv) If M is a product manifold M1 M2, then the cut locus of (p; q) is given
by Cm(p)M2[M1Cm(q), where Cm(p) is the cut locus of p inM1 and
Cm(q) is the cut locus of q inM2. This shows, together with the examples
above, that the cut locus of a point (p; t) on the cylinder S1  R is given
by f pgR. On the torus, considered as S1S1, the cut locus of a point
(p; q) is given by f pg  S1 [ S1  f qg.
Proposition 6.2.3. Let  be a geodesic in M . Suppose that (t0) is the cut
point of p = (0) along . Then either
(a) (t0) is the ﬁrst conjugate point of (0) along , or
(b) there exists a geodesic ﬀ 6=  from p to (t0) such that ﬀ(t0) = (t0).
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Conversely, if (a) or (b) is satisﬁed, then there exists ~t in (0; t0] such that (~t)
is the cut point of p along .
Proof. Let t0 satisfy the condition asserted and let ft0 + ig, i > 0 be a se-
quence converging to t0. Consider a sequence of minimizing geodesics ﬀi :
[0; Li] ! M joining p to (t0 + i) and let fﬀ0i(0)g 2 Sn 1  TpM be its cor-
responding sequence of tangent vectors at p. Note that Li = d(p; (t0 + i)).
Since Sn 1 is compact, there exists a convergent subsequence, which we will
again denote by fﬀ0i(0)g such that fﬀ0i(0)g ! v for a v 2 TpM with jvj = 1. We
have
expp(d(p; (t0 + i))ﬀ
0
i(0)) = (t0 + i)
and, by continuity,
expp(d(p; (t0))v) = (t0): (6.4)
Consider the geodesic ﬀ : [0;1) ! M , deﬁned by ﬀ(t) := expp(tv). By (6.4),
ﬀ(t0) = (t0). If ﬀ 6= , assertion (b) is veriﬁed. If ﬀ = , we are going to
show that (a) holds. We show that expp is singular at t0
0(0), which is, by
Proposition 3.2.5, equivalent to the claim that (t0) is conjugate to (0) along
.
Suppose now that expp is not singular at t0
0(0). Then, expp is a diﬀeomor-
phism from a neighborhood U  TpM of t00(0) onto a neighborhood V  M
of (t0). Since ﬀi is minimizing between p and (t0 + i) and  is not, we have
(t0 + i) = ﬀi(t0 + 
0
i) for some 
0
i satisfying 
0
i < i for every i. Then,
expp((t0 + i)
0(0)) = (t0 + i) = ﬀi(t0 + 0i) = expp((t0 + 
0
i)ﬀ
0
i(0)):
For i small enough, (t0 + i) 2 V and we have (t0 + i)0(0) = (t0 + 0i)ﬀ0i(0).
Since t0+ i > 0 and t0+ 0i > 0 and j0(0)j = jﬀ0i(0)j = 1, we have 0(0) = ﬀ0i(0)
and therefore i = 0i. This contradicts our assumption i > 
0
i and proves
that (0) is conjugate to (t0) along . Since  is minimizing up to (t0), by
Corollary 4.2.5 no conjugate point occurs before (t0).
Now we suppose that (a) holds. We know by Corollary 4.2.5 that a geodesic
does not minimize distance after its ﬁrst conjugate point, so d(0; (t)) < t for
all t > t0. By deﬁnition, the cut point of p along  occurs at (~t), ~t  t0.
If (b) holds, choose  > 0 small enough so that ﬀ(t0   ) and (t0 + ) are
both contained in a totally normal neighborhood of ﬀ(t0) = (t0). We have
d(ﬀ(t0   ); (t0 + ))  d(ﬀ(t0   ); ﬀ(t0)) + d((t0); (t0 + )) = 2:
If equality occurs, the curve that joins ﬀ(t0  ) to ﬀ(t0) via ﬀ and ﬀ(t0) = (t0)
to (t0 + ) via , is minimizing, hence an unbroken geodesic. This implies
ﬀ0(t0) = 0(t0), which contradicts ﬀ 6= . Therefore, d(ﬀ(t0   ); (t0 + )) < 2
which leads to
d((0); (t0+))  d(ﬀ(0); ﬀ(t0 ))+d(ﬀ(t0 ); (t0+)) < t0 +2 = t0+:
Hence, the cut point of p along  occurs at (~t), ~t  t0.
Corollary 6.2.4. Let  be a geodesic. If q = (t0) is the cut point of p = (0)
along , then p is the cut point of q along the geodesic ~, which is deﬁned as
~(t) := (t0   t). In particular, q 2 Cm(p) if and only if p 2 Cm(q).
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Proof. By Proposition 6.2.3, either (t0) is the ﬁrst conjugate point of (0) along
, or there exists a geodesic ﬀ 6=  from p to (t0) such that ﬀ(t0) = (t0). If
the ﬁrst case occurs, we have a nontrivial Jacobi ﬁeld V along , which vanishes
at (0) and (t0). Then, ~V (t) := V (t0   t) is a Jacobi ﬁeld along the geodesic
~(t) = (t0 t), which vanishes at ~(0) = q and ~(t0) = p, that is, p is conjugate
to q along ~. If the other case occurs, we have two geodesics ~ 6= ~ﬀ joining q to
p such that ~(t0) = ~ﬀ(t0) = q.
From both cases, it follows, by Proposition 6.2.3, that there exists ~t 2 (0; t0]
such that ~(~t) is the cut point of q along ~. Since  is minimizing between p
and q, the same holds for ~, so we have ~t = t0.
Corollary 6.2.5. Let p 2 M . If q 2 M n Cm(p), then there exists a unique
minimizing geodesic joining p to q.
Proof. Since M is complete, there exists at least one minimizing geodesic 
joining p to q = (t0). If there is another minimizing geodesics ﬀ 6=  joining
p to q, we conclude from Proposition 6.2.3 that there exists a ~t 2 (0; t0], such
that (~t) is the cut point of p along . If ~t < t0,  is not minimizing between p
and q, if ~t = t0, q = (t0) 2 Cm(p). Both cases lead to a contradiction.
For the next Corollary, we denote by Br(0) the open ball of radius r > 0 in
TpM , centered at zero.
Corollary 6.2.6. The map expp : Br(0) ! M is injective if and only if r 
d(p; Cm(p))
Proof. We set ~Br(p) := expp(Br(0)). First, we assume r  d(p; Cm(p)). For an
arbitrary q 2 ~Br(p), we have d(p; q) < r  d(p; Cm(p)) and therefore q =2 Cm(p).
Hence, ~Br(p) \ Cm(p) = ; and the injectivity follows from Corollary 6.2.5.
If r > d(p; Cm(p)), there exists q 2 Cm(p) with d(p; q) < r. Consider a
geodesic  : [0;1) ! M , starting from p whose cut point is q = (t0). We
know that t0 = d(p; q) < r. Let  > 0 such that t0 +  < r. Then  is not
minimizing between p = (0) and (t0 + ). Let ﬀ 6=  be the minimizing
geodesic joining p to (t0 + ). It follows that ﬀ(t0 + 0) = (t0 + ) with 0 < .
We obtain expp((t0+
0)ﬀ0(0)) = expp((t0+)
0(0)), that is, expp is not injective
on Br(0).
Deﬁnition 6.2.7. We call
i(M) := inf
p2M
d(p; Cm(p))
the injectivity radius of M . By Corollary 6.2.6, it is the largest number r, such
that expp is injective on Br(0) for all p 2M .
Now we want to prove that the distance of p to its cut point along  depends
continuously on the initial direction of . Consider the unit tangent bundle T1M
of M , which is deﬁned as
T1M :=
[
p2M
p (Sn 1)p
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where (Sn 1)p denotes the unit sphere in TpM . We deﬁne a function f : T1M !
R [ f1g by :
f(p; v) =
(
t0; if (t0) is the cut point of p along (t) = expp(tv);
1; if there is no cut point along .
To prove continuity of f , we introduce a topology on R [1. Remember that
the set of all open intervals of R form a base of the Euclidean topology on R.
We deﬁne a base of our topology on R [ 1 by adding all subsets of the form
(a;1] = (a;1) [ 1 to the open intervals of R. Observe that the set [a;1]
is compact in this topology, and a sequence tn ! 1 in this topology when
limn!1 tn =1 in the usual sense.
Proposition 6.2.8. The function f , deﬁned above, is continuous.
Proof. Let f(pi; vi)g be a sequence in T1M , converging to (p; v). We denote
the geodesics with initial points pi; p and initial velocities vi; v by i and ,
respectively. Let (ti0) and (t0) be the cut points of i(0) and (0) along i
and , respectively, where ti0; t0 2 R [1. First, we prove that lim sup ti0  t0:
If t0 =1, there is nothing to prove. Let t0 <1 and  > 0. Assume that there
exist inﬁnitely many indices j such that t0 +  < t
j
0. Consider the subsequence
corresponding to these indices. Then
d(j(0); j(t0 + )) = t0 + 
and by continuity of d,
d((0); (t0 + )) = d(p; expp((t0 + )v))
= lim d(pj ; exppj ((t0 + )vj))
= lim d(j(0); j(t0 + )) = t0 + ;
which contradicts the fact that (t0) is a cut point of (0) along . Therefore,
lim sup ti0  t0 + . Since  was arbitrary, we have proven the claim.
Now let t = lim inf ti0. Since
t = lim inf ti0  lim sup ti0  t0; (6.5)
it suﬃces to show that t  t0 to complete the proof. If t = 1, again, nothing
needs to be proven. Suppose that t < 1 and consider a subsequence of the
sequence ti0, denoted by t
j
0, which converges to t. Then, by Proposition 6.2.3,
for each j 2 N either
(a) j(t
j
0) is conjugate to j(0) along j , or
(b) there exists a geodesic ﬀj 6= j , starting from pj such that ﬀj(tj0) = j(tj0).
We are going to show that  satisﬁes (a) or (b) with (t). By Proposition 6.2.3,
the cut point (t0) of (0) along  satisﬁes t0  t, so the proof will be ﬁnished.
We consider two cases: First, assume that there exist inﬁnitely many indices
j that satisfy (a). Consider a subsequence, consisting of these indices, again
denoted by j . By Proposition 3.2.5, exppj is singular at t
j
0
0
j(0), so Ttj00j(0) exppj
is not an isomorphism. We have
(t) = expp(tv) = lim exppj (t
j
0vj) = lim j(t
j
0): (6.6)
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and by continuity, Tt0(0) expp is not an isomorphism either. Again by Proposi-
tion 3.2.5, (t) is conjugate to (0) along , so (a) is satisﬁed.
If the ﬁrst case does not occur, then (b) is satisﬁed for inﬁnitely many
j. By passing to a subsequence, we may assume that (b) is satisﬁed for all
j 2 N. Consider geodesics ﬀj and the corresponding sequence of tangent vectors
ﬀ0j(0)
	  T1M . Since all initial points ﬀj(0) are contained in a compact subset
K of M , 
ﬀ0j(0)
	  T1K := T1M jK := [
q2K
q  (Sn 1)q
and T1K is obviously compact. Therefore, there exists a subsequence, again
denoted by

ﬀ0j(0)
	
, converging to a unit vector w in TpM . The geodesic ﬀ :
[0;1)!M , ﬀ(t) = expp(tw) joins p to (t), since
ﬀ(t) = expp(tw) = lim exppj (t
j
0ﬀ
0
j(0)) = limﬀj(t
j
0) = lim j(t
j
0)
(6:6)
= (t)
If ﬀ 6= , (b) is satisﬁed.
If ﬀ = , we are going to show that (t) is conjugate to (0) along .
Consider the map Ex : TM ! M M , Ex(q; u) = (q; expq(u)). The tangent
map
T(q;u)Ex : T(q;u)(TM) = TqM  Tu(TqM)! TqM  Texpq(u)M
is given by
T(q;u)Ex =

idTqM 0
 Tu expq

:
Suppose now that (t) is not conjugate to (0) along . Then, by Proposition
3.2.5, Ttv expp is an isomorphism. By the above, it follows that T(p;tv)Ex is an
isomorphism. Choose open neighborhoods U of (p; tv) in TM and V of (p; (t))
in M M , such that Ex : U ! V is a diﬀeomorphism. We have
Ex(pj ; t
j
0ﬀ
0
j(0)) = (pj ; ﬀj(t
j
0)) = (pj ; j(t
j
0)) = Ex(pj ; t
j
0
0
j(0)): (6.7)
For j large enough, (pj ; t
j
0ﬀ
0
j(0)) and (pj ; t
j
0
0
j(0)) are in U , since both sequences
converge to (p; tv). This shows, by applying Exj 1U to (6.7), that ﬀ0j(0) = 0j(0),
which contradicts ﬀj 6= j . Therefore, (t) is conjugate to (0) along .
Lemma 6.2.9. Let p 2M and f be deﬁned as above. Then
(i) M n Cm(p) =

expp(tv)jt < f(p; v); v 2 Sn 1  TpM
	
(ii) Cm(p) =

expp(tv)jt = f(p; v); v 2 Sn 1  TpM
	
;
(iii) M =

expp(tv)jt  f(p; v); v 2 Sn 1  TpM
	
:
Proof. First, we prove (i). If q 2 M n Cm(p), then by Corollary 6.2.5, there
exists a unique minimizing geodesic  : [0;1) ! M with (~t) = q. Since 
is minimizing, we have ~t  f(p; 0(0)) and, since q =2 Cm(p), it follows that
~t < f(p; 0(0)). Conversely, if a point q = expp(~tv) =: (~t), ~t < f(p; v) is given,
then q is not the cut point of p along . Furthermore,  is the unique minimizing
geodesic joining p to q = (~t): if there is a geodesic ﬀ joining p to q = ﬀ(~t),
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then by Proposition 6.2.3, ~t  f(p; 0(0)), which is a contradiction. Therefore,
q =2 Cm(p).
Next, we prove (ii). If q 2 Cm(p), there exists a geodesic , such that q =
(t0) is the cut point of p along . By deﬁnition, t0 = f(p; 0(0)). Conversely,
if  is starting from p, the point (f(p; 0(0))) is the cut point of p along .
The proof of (iii) follows immediately from (i) and (ii).
Remark 6.2.10. For all p 2M , the set M nCm(p) is homeomorphic to an open
ball of Euclidean space. From the representation of M nCm(p) in Lemma 6.2.9
(i), we construct such a homeomorphism explicitly. It is not hard to see that
the map
' : TpM ﬀ B1(0)!M n Cm(p)
tv 7! expp(tan(arctan(f(p; v))t)v);
where t 2 [0; 1), jvj = 1 and arctan(1) := 2 , is a homeomorphism. In this
sense, the topology of M is contained in its cut locus.
Corollary 6.2.11. For all p 2M , Cm(p) is closed.
Proof. By Lemma 6.2.9 (ii), we have
Cm(p) =

expp(tv)jt = f(p; v); v 2 Sn 1  TpM
	
;
where f is the function from Proposition 6.2.8. Therefore, if q is an accumulation
point of Cm(p), there exists a sequence of geodesics j , such that j(t0j ) ! q,
where t0j = f(p; 
0
j(0)). Passing to a subsequence, if necessary, the sequence
0j(0) converges to a unit vector v 2 TpM . Let  be the geodesic with (0) = p,
0(0) = v. Then, since f is continuous,
q = lim j(t
0
j ) = lim j(f(p; 
0
j(0))) = lim expp(f(p; 
0
j(0))
0
j(0))
= expp(f(p; 
0(0))0(0)) = (f(p; 0(0))) 2 Cm(p);
which shows that Cm(p) is closed.
Corollary 6.2.12. The following are equivalent:
(i) M is compact
(ii) For all p 2M , Cm(p) is compact.
(iii) There exists a point p 2M such that Cm(p) is compact.
(iv) Each geodesic  : [0;1)!M has a cut point.
Proof. We know from Corollary 6.2.11 that Cm(p) is closed for every p 2M . If
(i) is satisﬁed, Cm(p) is a closed subset of a compact set, hence also compact,
which proves (ii). From (ii), (iii) follows trivially. If (iii) holds,
Cm(p)
6:2:9(ii)
=

expp(tv)jt = f(p; v); v 2 Sn 1  TpM
	
is bounded, so f(p; v) <1 for all v 2 Sn 1  TpM . Therefore,
M
6:2:9(iii)
=

expp(tv)jt  f(p; v); v 2 Sn 1  TpM
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is bounded and (i) follows from the Hopf-Rinow theorem. To ﬁnish the proof,
we show that (i) and (iv) are equivalent. IfM is compact, then d is bounded, so
the equality d((0); (t)) = t can not be valid for all t > 0. Thus, there exists a
cut point on each geodesic in M . Conversely, if (iv) holds, then f is bounded.
As above, one shows that M is bounded and therefore compact.
Proposition 6.2.13. Let p 2 M . Suppose that there exists a point q 2 Cm(p)
that realizes the distance from p to Cm(p). Then either
(a) there exists a minimizing geodesic  from p to q along which q is conjugate
to p, or
(b) there exist exactly two minimizing geodesics  and ﬀ from p to q; in addi-
tion, 0(L) =  ﬀ0(L), L = d(p; q).
Proof. Let  be a minimizing geodesic joining p to q. By Proposition 6.2.3,
either q is conjugate to p along  and (a) holds or there exists another minimizing
geodesic ﬀ 6= , joining p to q with ﬀ(L) = q = (L). Suppose then that q is
not conjugate to p along  and ﬀ, and that 0(L) 6=  ﬀ0(L), from which we are
going to derive a contradiction. In particular, this shows that there can only be
two such geodesics.
Since 0(L) 6=  ﬀ0(L), there exists w 2 TqM such that
hw; 0(L)i < 0; hw; ﬀ0(L)i < 0:
Let ﬁ : ( ; ) ! M be a curve with ﬁ(0) = q and ﬁ 0(0) = w. Since q is
not conjugate to p along , it follows from Proposition 3.2.5 that TL0(0)expp :
TL0(0)(TpM) ! TqM is an isomorphism. Choose a neighborhood U  TpM
of L0(0) where expp is a diﬀeomorphism. We may assume that ﬁ(( ; )) 
expp(U).
Let ~ﬁ : ( ; ) ! U be the curve such that expp(~ﬁ(s)) = ﬁ(s), s 2 ( ; ),
and let x : ( ; )  [0; L] ! M be the variation x(s; t) = expp( tL ~ﬁ(s)) of .
Observe that s(L) = ﬁ(s) and that the variational vector ﬁeld V of x along 
satisﬁes V (0) = 0 and V (L) = ﬁ 0(0) = w. Let s(t) = x(s; t). By the formula
for the ﬁrst variation of arc length (2.2),
d
ds
L(s)js=0 = hw; 0(L)i < 0:
Because q is not conjugate to p along ﬀ, we obtain in an analogous manner a
variation of ﬀ such that
d
ds
L(ﬀs)js=0 = hw; ﬀ0(L)i < 0;
ﬀs(L) = ﬁ(s);
where the geodesics ﬀs are the longitudinal curves of the variation.
Assume that the geodesics s; ﬀs are normalized. If s > 0 is suﬃciently
small,
L(s) < L() = d(p; q) = d(p; Cm(p)) = inf
v2(Sn 1)p
f(p; v)  f(p; 0s(0))
and analogously,
L(ﬀs) < f(p; ﬀ
0
s(0)):
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It follows that the geodesics s and ﬀs are both minimizing between p and
ﬁ(s), hence L(s) = L(ﬀs) = d(p; ﬁ(s)). On the other hand, by the above,
d(p; ﬁ(s))  L(s) < d(p; Cm(p)), so ﬁ(s) =2 Cm(p). Observe that for small
s > 0, s 6= ﬀs since s is a variation of , ﬀs is a variation of ﬀ and  6= ﬀ. By
Corollary 6.2.5, there can be only one minimizing geodesic between p and ﬁ(s),
so we have deduced a contradiction.
Deﬁnition 6.2.14. A curve  : [0; a] ! M is called closed, if (0) = (a). A
geodesic  : [0; a]!M which is closed is called a closed geodesic if 0(0) = 0(a).
Proposition 6.2.15. If the sectional curvature K of a complete Riemannian
manifold M satisﬁes
0 < Kmin  K  Kmax;
then either
(a) i(M)  
Kmax
, or
(b) there exists a closed geodesic  in M , whose length is less then any other
closed geodesic in M , and which is such that
i(M) =
1
2
L():
Proof. By the theorem of Bonnet-Myers (Theorem 2.2.4), M is compact. By
Corollary 6.2.12, Cm(r) is nonempty and compact for all points r 2 M . Since
M is compact, T1M is compact and by Proposition 6.2.8 there exists a point
p 2M such that
d(p; Cm(p)) = inf
r2M
d(r; Cm(r)) = inf
(r;v)2T1M
f(r; v):
Because Cm(p) is compact, there exists a point q 2 M such that q realizes the
distance from p to Cm(p). Let ﬀ be a minimizing geodesic joining p and q.
Now we apply Proposition 6.2.3. If q is the ﬁrst conjugate point to p along
ﬀ, it follows from Proposition 3.4.1 that
i(M) = inf
r2M
d(r; Cm(r)) = d(p; q)  p
Kmax
:
If q is not conjugate to p along ﬀ, there exists another minimizing geodesic
 from p to q such that ﬀ(L) = (L) = q, where L = d(p; q) = i(M). By
Proposition 6.2.13, we have ﬀ0(L) =  0(L). Furthermore,
d(q; Cm(q))  inf
r2M
d(r; Cm(r)) = d(p; q): (6.8)
Since q 2 Cm(p), it follows from Corollary 6.2.4 that p 2 Cm(q) and therefore
equality in (6.8) occurs. Thus, p realizes the distance from q to Cm(q). We
apply Proposition 6.2.13 again. Since q is not conjugate to p along ﬀ, then p is
not conjugate to q along ~ﬀ either, where ~ﬀ(t) = ﬀ(L  t). The geodesic ~, given
by ~(t) = (L t) is another minimizing geodesic joining q to p. By Proposition
6.2.13, ~ﬀ0(L) =  ~0(L). We obtain a curve  : [0; 2L]!M , deﬁned by
(t) =
(
ﬀ(t); if 0  t  L;
~(t  L); if L  t  2L:
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Observe that  is well deﬁned and closed. From ﬀ0(L) =  0(L) = ~0(0) and
~0(L) =  0(0) = ﬀ0(0), it follows that  is a closed geodesic with length
L() = 2L = 2i(M).
Suppose now that there exists a closed geodesic ~ with L(~) < L(). Let
~p = ~(0). Then the cut point of ~p along ~ occurs at ~t  L(~)2 , since ~ is clearly
not minimizing after ~q = ~(L(~)2 ). So,
d(~p; Cm(~p))  ~t  L(~)
2
<
L()
2
= i(M) = inf
r2M
d(r; Cm(r));
which is not possible. Thus,  is the closed geodesic of shortest length inM .
6.3 The estimate of the injectivity radius
In what follows, we are going to improve, under stronger conditions on the
curvature, the last result from the previous section. We will show that if the
sectional curvature K of a complete Riemannian manifold satisﬁes 14 < Kmin 
K  1, then case (a) of Proposition 6.2.15 occurs. The proof uses results of
Morse Theory we obtained in Chapter 5. We follow Section 13.3 of [Car92].
Lemma 6.3.1. Let Mn and ~Mn be two Riemannian manifolds of the same
dimension such that their sectional curvatures K and ~K, respectively, satisfy
sup ~K  infK. Let  : [0; a] ! M and ~ : [0; a] ! ~M be two geodesics of the
same length. Then indI  indI~ where I ; I~ denote the Index forms of the
geodesics , ~, respectively.
Proof. We denote by V and ~V the set of all piecewise smooth vector ﬁelds
on  and ~, respectively, which vanish at the endpoints. Choose frame ﬁelds
fE1; : : : ; Eng and f ~E1; : : : ; ~Eng along  and ~, respectively, such that E1(t) =
0(t)
j0(t)j and
~E1(t) =
~0(t)
j~0(t)j . Let W (t) =
Pn
i=1 fi(t)Ei(t) 2 V. We map W to
ﬃW 2 ~V, given by ﬃW (t) =Pni=1 fi(t) ~Ei(t). Obviously, the map ﬃ : V ! ~V is
bijective and satisﬁes
hW;0i = f1 j0(t)j = f1 j~0(t)j = hﬃW; ~0i;
hW;W i =
nX
i=1
fi(t)
2 = hﬃW;ﬃW i;
hW 0;W 0i =
nX
i=1
f 0i(t)
2 = hﬃW 0; ﬃW 0i:
We want to show that
hR(0;W )0;W i(t)  h ~R(~0; ﬃW )~0; ﬃW i(t) 8t 2 [0; a]: (6.9)
Note that W (t) and 0(t) are linearly dependent if and only if ﬃW (t) and ~0(t)
are linearly dependent. In this case, both sides of (6.9) vanish and the inequality
is satisﬁed trivially. In the other case, since sup ~K  infK,
hR(0;W )0;W i(t) =  j0j2jW j2   h0;W i2K(0;W )(t)
  j~0j2jﬃW j2   h~0; ﬃW i2 ~K(~0; ﬃW )(t)
= ~R(~0; ﬃW )~0; ﬃW i(t);
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which proves (6.9). It follows that
I(W;W ) =
Z a
0
fhW 0;W 0i   hR(0;W )0;W ig dt

Z a
0
fhﬃW 0; ﬃW 0i   h ~R(~0; ﬃW )~0; ﬃW igdt
= I~(ﬃW;ﬃW ):
Therefore, if I~ is negative deﬁnite on a subspace ~W  ~V, I is negative deﬁnite
on W := ﬃ 1( ~W)  V, which proves the lemma.
Let ;  : [0; 1]!M be piecewise smooth curves such that (1) = (0). For
the next Lemma, we introduce the following notation:
 (t) = (1  t);   (t) =
(
(2t) t 2 [0; 12 ]
(2t  1) t 2 [ 12 ; 1]:
Lemma 6.3.2 (Klingenberg). LetM be a complete Riemannian manifold whose
sectional curvature satisﬁes K  K0, where K0 is a positive constant. Let
p; q 2M and 0 6= 1 be two geodesics joining p and q. Assume that there exists
a homotopy s, s 2 [0; 1] with 0 = 0 and 1 = 1 such that s is piecewise
smooth for all s 2 [0; 1] and the homotopy ﬁxes the endpoints p and q. Then
there exists s0 2 [0; 1] such that L(0) + L(s0)  2pK0 .
Proof. We may assume that L(0) < pK0 , otherwise we set s0 = 0 and the
proof is ﬁnished. Furthermore, we assume 0 to be deﬁned on the unit interval
and, without loss of generality, we may assume that 0(~t) 6= q for any ~t < 1.
Otherwise, we can apply the lemma to the restricted curve 0j[0;~t] and the proof
is again ﬁnished. Let ﬀ : [0; a] ! M be a normalized geodesic with ﬀ(0) = p.
By Proposition 3.4.1, a value t0, where ﬀ(t0) is conjugate to p along ﬀ, satisﬁes
t0  pK0 . (Note that in the proof of this proposition, we have only used the
estimate K  H to show p
H
 t0.) Therefore by Proposition 3.2.5, expp is
regular at each v 2 TpM which satisﬁes jvj < pK0 . It follows that expp :
B p
K0
(0)! B p
K0
(p) M is a local diﬀeomorphism.
We assume also 1 to be deﬁned on the unit interval. We denote the ho-
motopy between 0 and 1 by H, so the map H : [0; 1]  [0; 1] ! M satisﬁes
s(t) = H(s; t) and H(s; 0) = p, H(s; 1) = q for all s 2 [0; 1]. The image of the
map ~0 : t 7! t  00(0) lies in B p
K0
(0) and satisﬁes expp  ~0 = 0. We want to
show that for small values of s, H can be lifted to a homotopy ~H on TpM .
Choose open sets ~U1; : : : ~Un  TpM such that ~0([0; 1])  ~U := ~U1 [ : : :[ ~Un
and expp : ~Ui ! expp( ~Ui) is a diﬀeomorphism for i 2 f1; : : : ; ng. We have
0([0; 1])  U := expp( ~U) and by continuity there exists  > 0, such that
H([0; ]  [0; 1])  U . We know that ~0([0; 1]) \ exp 1p (q) = f00(0)g, since
0(t) 6= q for any t < 1. Therefore, it is possible to restrict ~U in such a way that
~U \ exp 1p (q) = f00(0)g.
Deﬁne ~H : [0; ] [0; 1]! TpM by ~Hj ~Ui = (expp j ~Ui) 1 H. The map is well
deﬁned and satisﬁes expp  ~H = Hj[0;][0;1] and ~H(s; 0) = 0 for all s 2 [0; ].
Since expp( ~H(s; 1)) = H(s; 1) = q for all s 2 [0; ], we have ~H([0; ]  f1g) 
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~U \ exp 1p (q) = f00(0)g. Therefore, we have ~H(s; 1) = 00(0) for all s 2 [0; ], so
the homotopy ~H ﬁxes the endpoints 0 and 00(0) in TpM .
Let S  [0; 1] be the maximal interval containing 0 such that there exists a
homotopy ~H in TpM with expp  ~H = HS[0;1] which ﬁxes the endpoints 0 and
00(0). We have [0; ]  S and S is open in [0; 1]: If [0; s1]  S, we consider the
curve ~s1 = ~H(s1; :) in TpM . In a manner analogous to the above, one shows
that for s near s1, s can be lifted to a path ~s in TpM in such a way that
~s depends continuously on s. In other words, there exists 1 > 0 such that
[0; s1 + 1]  S.
Now we claim the following: For all  > 0, there exist s 2 S such that
maxt2[0;1] j~s(t)j > pK0   . Suppose the contrary. Let fsng  S, n 2 N
be a sequence converging to s 2 [0; 1]. Then the corresponding curves ~sn are
contained in the compact set B p
K0
 (0). There exists a subsequence, which
we again denote by fsng, such that the sequence f~sng converges uniformly to
a curve ~s. By continuity,
expp(~s(t)) = expp( lim
n!1
~sn(t)) = lim
n!1
expp(~sn(t)) = lim
n!1
sn(t) = s(t):
which shows that ~s is a lift of the curve s. Therefore, s 2 S, so S is closed.
Since S is also open we have S = [0; 1]. Thus, for all s 2 [0; 1], we have that
the corresponding curves ~s are in particular contained in B p
K0
(0), in other
words, ~H([0; 1] [0; 1])  B p
K0
(0).
Since expp  ~H = H, we have that expp( ~H(1; t)) = H(1; t) = 1(t). Consider
the straight line ~1 : t 7! t  01(0) in TpM . Obviously, we have expp(~1(t)) =
expp( ~H(1; t)) for all t 2 [0; 1]. Since expp is a diﬀeomorphism around 0 and
~H(1; 0) = 0, we have ~1(t) = ~H(1; t) for small values of t. Since ~H(f1g[0; 1]) 
B p
K0
(0) and expp is a local diﬀeomorphism on B p
K0
(0), this equality is even
true for all t 2 [0; 1]. Therefore, 00(0) = ~H(0; 1) = ~H(1; 1) = 01(0). This
contradicts the assumption that 0 6= 1. Hence we have proven the claim.
Next we show that
L(0) + L(s) 
2p
K0
  2: (6.10)
Consider the curve  = s   0 . It is clear that  is a loop, i.e. (0) =
(1) = p and that L() = L(0) + L(s). The curve ~ = ~s  ~ 0 satisﬁes
expp ~ = . Now consider MK0 , the sphere of constant sectional curvature K0
and dim(MK0) = dim(M). Fix a point ~p 2 MK0 , a linear isometry i : TpM !
T~pMK0 and consider the curve b = exp~p(i( ~)). Note that exp~p jB p
K0
(0) is a
diﬀeomorphism. Since K  K0, we obtain from Proposition 3.4.3 that
L()  L(b): (6.11)
Let t 2 [0; 1] such that d(~p; b(t)) = maxt2[0;1] d(~p; b(t)). Then
L(b)  d(b(0); b(t)) + d(b(t); b(1)) = 2d(~p; b(t)): (6.12)
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Since exp~p jB p
K0
(0) is a diﬀeomorphism,
d(~p; b(t)) = max
t2[0;1]
d(~p; b(t))
= max
t2[0;1]
ji( ~(t))j
= max
t2[0;1]
j~(t)j  max
t2[0;1]
j~s(t)j 
p
K0
  :
(6.13)
Putting the things above together, we obtain
L(0) + L(s) = L()
(6:11)
 L(b) (6:12) 2d(~p; b(t)) (6:13) 2p
K0
  2;
which proves (6.10).
Now choose a sequence fng, n > 0, n 2 N converging to 0 and let fsng
be a sequence in [0; 1] such that the curve sn satisﬁes (6.10) with  = n. By
taking a subsequence of fsng which converges to a value s0 2 [0; 1], we obtain
that
L(0) + L(s0) 
2p
K0
;
which concludes the proof.
Theorem 6.3.3. Let Mn, n  3 be a simply connected Riemannian manifold
whose sectional curvature K satisﬁes 14 < Kmin  K  1. Then i(M)  .
Proof. By the Theorem of Bonnet-Myers (Theorem 2.2.4), M is compact. Sup-
pose that i(M) < . Then, by Proposition 6.2.15, there exists a closed geodesic
 of length L = L() < 2. Consider  to be normalized. By Corollary 4.2.4,
the set of points which are conjugate to p = (0) along  is discrete. Choose an
 > 0, satisfying the following conditions:
(i) (L  ) is not conjugate to p along 
(ii) 3 < 2   p
~K
, where ~K = Kmin.
(iii) 3 < 2   L
(iv) 5 < L
By (i) and Proposition 3.2.5, (L   )0(0) 2 TpM is a regular value of expp.
Hence, there exists 1 > 0 such that expp : B1((L   )0(0)) ! M is a dif-
feomorphism onto its image. We choose 1 so small that 1  . Consider the
set X of points v in TpM where Tv expp is singular. By Sard's theorem (cf.
[BG88], Theorem 4.3.1), expp(X)  M has Lebesgue measure 0. Therefore,
there exists a regular value q 2 expp(B1((L  )0(0))) with d((L  ); q) < .
Let w 2 B1((L  )0(0)) such that expp(w) = q. Then,
jwj  jw   (L  )0(0)j+ j(L  )0(0)j < 1 + L    L
and by (iv),
3 < L 2 = j(L  )0(0)j   j(L  )0(0)  wj+jwj  < 1+jwj   jwj :
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We obtain a geodesic 1 : [0; 1] ! M , 1(t) := expp(tw) whose length L(1) =
jwj satisﬁes 3 < L(1) < L = L(). Let 0 : [0; 1] ! M be a minimizing
geodesic joining p to q. Its length satisﬁes
L(0) = d(p; q)  d(p; (L  )) + d((L  ); q)
= d((L); (L  )) + d((L  ); q) < 2;
hence 0 6= 1.
Recall from Section 5.3 the set of all curves in M which join p to q, denoted
by 
p;q = 
. SinceM is simply connected, there exists a homotopy ~s, s 2 [0; 1]
such that ~0 = 0 and ~1 = 1 which ﬁxes the endpoints p and q. Since 0
and 1 are smooth, we may assume the homotopy to be piecewise smooth (c.f.
[KN63, p. 284] and [MT97], Lemma 6.6). Therefore, the map s 7! ~s can be
considered as a curve in 
. Then for c 2 R large enough, ~s 2 
c for all
s 2 [0; 1]. By Proposition 5.3.1, we can choose a decomposition 0 = t0 < : : : <
tk = 1 of [0; 1], such that 
(t0; : : : ; tk)c can be given the structure of a ﬁnite
dimensional manifold. We denote V = 
(t0; : : : ; tk)c. By Proposition 5.3.2 V
is a deformation retract of 
c. Thus, by Lemma 5.2.11, ~s can be deformed
by a homotopy to a curve s in V , such that the homotopy ﬁxes the endpoints
0; 1 2 V .
Consider the Energy function E : V ! R. By Proposition 5.3.4 (i), E 2
C1(V ). Since q is a regular value of expp, expp is regular at each v 2 exp 1p (q).
By Proposition 3.2.5, q is not conjugate to p on any geodesic which joins p to q.
Therefore by Proposition 5.3.4 (iii), all critical points of E are non-degenerate,
hence E is a Morse function. We now want to apply Corollary 5.2.12 to the
curve s. Let
a = max fE(0); E(1)g 2:1:3= E(1);
b = max
s2[0;1]
fE(s)g ;
and let ~a be the largest critical value in [a; b] such that there exists a critical
point of E 1(~a) of index zero or one. If such a value does not exist, we set
~a = a. Even in this case, ~a is a critical point of E, since the unbroken geodesic
1 is, by Proposition 5.3.4 (ii), a critical point satisfying E(1) = a = ~a.
Let 2 > 0 so small that b + 2 < c. We claim that V [a;b+2] is a compact
subset of V . It is equivalent to show that '(V [a;b+2]) is a compact subset of
'(V ) where ' : V ! '(V )  M  : : : M denotes the homeomorphism from
the proof of Proposition 5.3.1. In fact, we can express '(V [a;b+]) explicitly as
'(V [a;b+]) =
(
(r1; : : : ; rk 1) 2M  : : :M ja 
kX
i=1
d(ri; ri 1)2
ti   ti 1  b+ 
)
;
where p = r0, q = rk. Clearly, this set is bounded and closed, hence a compact
subset of M  : : : M and '(V [a;b+])  '(V ) . Therefore, '(V [a;b+]) is a
compact subset of '(V ) which proves the claim.
Now we can use Corollary 5.2.12. For every  > 0, we can deform s to
a curve s which satisﬁes E(s)  ~a +  for all s 2 [0; 1]. Let ﬀ 2 V be a
critical point of E with E(ﬀ) = ~a. By 5.3.4 (ii), ﬀ is an unbroken geodesic. For
s 2 [0; 1], we have, by Lemma 2.1.3
L(s)
2  E(s)  ~a+  = E(ﬀ) +  = L(ﬀ)2 + 
6.4. THE PROOF OF THE SPHERE THEOREM 69
and therefore,
L(s)  L(ﬀ) + ~ (6.14)
for a ~ > 0 satisfying 2L(ﬀ)~ + ~2 = . Choose  > 0 so small that ~  .
We have already seen that L(0)  2 and 3 < L(1) < L. To estimate L(ﬀ),
we ﬁrst consider the case where ~a = a. Then, E(ﬀ) = E(1), and since both
geodesics are deﬁned on the interval [0; 1], we obtain that
L(ﬀ)
2:1:3
= L(1) < L
(iii)
< 2   3:
If ~a > a, indE(ﬀ) < 2 and we compare ﬀ with a curve ~ﬀ of the same length on the
sphereM ~K of constant curvature ~K = Kmin >
1
4 and dim(M ~K) = n = dim(M).
Then,
indI~ﬀ
6:3:1 indIﬀ 5:3:4(iv)= indE(ﬀ) < 2: (6.15)
If L(~ﬀ) > p
~K
, ~ﬀ contains, by Example 3.2.4, points which are conjugate to
~p = ~ﬀ(0) along ~ﬀ, and each conjugate point is of multiplicity n   1. It follows
from the Morse Index theorem (Theorem 4.2.1) that indI~ﬀ  n   1  2 which
contradicts (6.15).
Therefore by condition (ii), L(ﬀ)  p
~K
< 2   3. Summing up, in both
cases, we obtain
L(s)
(6:14)
 L(ﬀ) + ~ < 2   3+ ~  2   2 (6.16)
for all s 2 [0; 1]. On the other hand, by the Lemma of Klingenberg (Lemma
6.3.2), there exists a s0 2 [0; 1] such that L(0) + L(s0)  2. Therefore,
L(s0)  2   L(0)  2   2: (6.17)
Since (6.16) and (6.17) are inconsistent, the existence of such a closed geodesic
, which we deduced at the beginning of the proof, is not possible. Hence we
have ﬁnished the proof of Theorem 6.3.3.
6.4 The proof of the Sphere theorem
In this section, we will establish a sequence of lemmas before we are going to
prove the Sphere theorem itself. In the proof, we will construct a homeomor-
phism explicitly. Throughout, all geodesics are assumed to be normalized. We
follow Section 13.4 of [Car92].
Lemma 6.4.1. Let M be a Riemannian manifold, p 2 M and r > 0 such that
expp : Br(0) ! Br(p) is a diﬀeomorphism. Let  : ( ; ) ! M be a smooth
curve in Br(p) such that (0) 6= p. Then
d
ds
d(p; (s))js=0 = h0(0); 0(L)i;
where  : [0; L]!M is the unique minimizing geodesic joining p to (0).
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Proof. Let  = exp 1p  and consider the variation of  given by x : ( ; ) 
[0; L] ! M , x(s; t) = expp( tL (s)). All longitudinal curves x(s; :) are mini-
mizing geodesics joining p to (s). The variational vector ﬁeld V of x along 
satisﬁes V (0) = 0 and V (L) = @
@s
x(0; L) = 0(0). Thus, by the formula for the
ﬁrst variation (2.2),
d
ds
d(p; (s))js=0 = d
ds
L(x(s; :))js=0 = L0x(0) = hV (L); 0(L)i = h0(0); 0(L)i:
Lemma 6.4.2 (Berger). Let M be a compact Riemannian manifold and p; q 2
M such that d(p; q) = diam(M). Then for all w 2 TpM , there exists a mini-
mizing geodesic  joining p = (0) to q such that h0(0); wi  0.
Proof. Let (t) := expp(tw) and let t : [0; Lt] ! M be a minimizing geodesic
joining (t) = t(0) to q = t(Lt). We claim that for all n 2 N, there exists a
tn 2 [0; 1n ] such that h0tn(0); 0(tn)i  0.
Suppose to the contrary that there exists an n 2 N such that for all t 2 [0; 1
n
],
h0t(0); 0(t)i < 0. Let qt 6= (t) be a point of t such that (t) is contained
in a totally normal neighborhood of qt. Then there exists  > 0, such that
expqt : B(0)! B(qt) is a diﬀeomorphism and (t) 2 B(p).
Since qt = t(a) for a number a 2 [0; Lt], the geodesic ~t : [0; a] ! M ,
~t(r) = t(a   r) is the unique minimizing geodesic joining qt to (t). By
Lemma 6.4.1,
d
ds
d((s); qt)js=t = h ~t0(a); 0(t)i =  h0t(0); 0(t)i > 0:
Therefore, there exists t > 0 such that for s 2 (t t; t), d(qt; (s)) < d(qt; (t))
holds, hence
d(q; (s))  d(q; qt) + d(qt; (s)) < d(q; qt) + d(qt; (t)) = d(q; (t)):
This shows that the function s 7! d(q; (s)), s 2 (t   t; t] is strictly monoton-
ically increasing for every t 2 [0; 1
n
], so s 7! d(q; (s)) is strictly monotonically
increasing on [0; 1
n
]. In particular, we have d(q; p) = d(q; (0)) < d(q; (s)) for
any s 2 (0; 1
n
] which contradicts the assumption that d(p; q) = diam(M). Hence
we have proven the claim.
Consider the sequence of tangent vectors 0tn(0) 2 T(tn)M satisfying tn 2
[0; 1
n
] and h0tn(0); 0(tn)i  0. Since the geodesics t are normalized,

0tn(0)
	
is contained in the compact set
S
t2[0;1](S
n 1)(t)  TM , where (Sn 1)(t)
denotes the unit sphere in T(t)M . By passing to a subsequence, we may assume
that

0tn(0)
	
converges to a vector v 2 (Sn 1)p  TpM . Set L = d(p; q). The
geodesic  : [0; L]!M , deﬁned by (t) = expp(tv), satisﬁes
(L) = expp(d(p; q)v) = lim
n!1
exp(tn)(d((tn); q)
0
tn
(0)) = lim
n!1
tn(Ltn) = q;
so  is a minimizing geodesic joining p to q. Moreover,
h0(0); wi = lim
n!1
h0tn(0); 0(tn)i  0;
which ﬁnishes the proof.
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Lemma 6.4.3 (Spherical law of cosines). Let MK be a sphere of constant cur-
vature K > 0 and ﬀi : [0; Li] ! MK , i = 1; 2; 3 be minimizing geodesics such
that
ﬀ1(0) = ﬀ3(L3); ﬀ2(0) = ﬀ1(L1); ﬀ3(0) = ﬀ2(L2);
i.e. the geodesics form a triangle in MK , which we denote by T . Let a = L1,
b = L2, c = L3 be the side lengths of T and
 = ]( ﬀ02(L2); ﬀ03(0));  = ]( ﬀ03(L3); ﬀ01(0));  = ]( ﬀ01(L1); ﬀ02(0))
be the interior angles of T . Then
cos(
p
Kc) = cos(
p
Ka) cos(
p
Kb) + sin(
p
Kc) sin(
p
Kc) cos(): (6.18)
Remark 6.4.4. IfMK is of constant curvatureK = 0, K < 0, then the analogous
expressions of (6.18) are
c2 = a2 + b2   2ab cos();
cosh(
p
jKjc) = cosh(
p
jKja) cosh(
p
jKjb) + sinh(
p
jKjc) sinh(
p
jKjc) cos():
Proof. We prove (6.18) for K = 1, the general case follows from multiplying the
metric with a positive constant. Consider M1 as the unit sphere in Rn+1 with
the usual metric. Let u = ﬀ3(0), v = ﬀ1(0) and w = ﬀ2(0) be the vertices of the
triangle. Note that ﬀ1 is a segment of the unit circle in a plane which contains
v and w. Since ﬀ1 joins the unit vectors v and w and a = L(ﬀ1), we obtain
cos(a) = hv; wi. Analogously,
cos(b) = hu;wi cos(c) = hu; vi:
Now we are going to show that
sin(b)ﬀ02(0) = u  w cos(b): (6.19)
If u and w are linearly dependent, then u = w and b = 0 or b = . In both
cases, (6.19) is satisﬁed trivially. Now we suppose that u and w are linearly
independent. Then the tangent vector ﬀ02(0) at w is the unit vector perpendic-
ular to w in the u   w plane whose direction is given by the component of u
perpendicular to w. Thus,
ﬀ02(0) =
u  whu;wi
ju  whu;wij =
u  w cos(b)p
1  cos(b)2 =
u  w cos(b)
sin(b)
:
Similarly,
sin(a)( ﬀ01(L1)) = v   w cos(a): (6.20)
It follows that
sin(a) sin(b) cos() = sin(a) sin(b)h ﬀ01(L1); ﬀ02(0)i
= hv   w cos(a); u  w cos(b)i = cos(c)  cos(a) cos(b);
which ﬁnishes the proof.
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Lemma 6.4.5. Let Mn (n  3) be a simply connected Riemannian manifold
whose sectional curvature K satisﬁes
1
4
<   K  1
and let p; q 2 M be such that d(p; q) = diam(M). Then for any  with 
2
p

<
 < ,
M = B(p) [B(q)
and B(p); B(q) are both diﬀeomorphic to a Euclidean ball.
Proof. By the estimate of the injectivity radius (Theorem 6.3.3),  < i(M). By
Corollary 6.2.6, the map expr : B(0) ! B(r) is a bijection for each r 2 M .
By Proposition 3.4.1, none of the points r1 2 B(r) is conjugate to r along the
minimizing geodesic joining r to r1. Therefore, by Proposition 3.2.5, each point
v 2 B(0)  TrM is a regular point of expr, so expr is a local diﬀeomorphism at
v. This shows that expr : B(0) ! B(r) is a diﬀeomorphism for each r 2 M ,
in particular for p and q. It is at this point that the estimate i(M)   enters,
in a crucial manner, in the Sphere theorem.
Suppose there exists a point r 2 M such that d(p; r)   and d(q; r)  .
We may assume that d(p; r)  d(q; r). Let 1 : [0; L1] ! M be a minimizing
geodesic joining q = 1(0) to r. Then for q0 = 1() 2 @B(q), d(p; q0)  ,
otherwise,
d(q; r) = d(q; q0) + d(q0; r) = + d(q0; r) > d(p; q0) + d(q0; r)  d(p; r);
which contradicts the assumption that d(p; r)  d(q; r). On the other hand, by
the Theorem of Bonnet-Myers (Theorem 2.2.4), M is compact and diam(M) 
p

< 2. Let 2 : [0; L2]!M be a minimizing geodesic joining q = 2(0) to p
and q00 = 2() 2 @B(q), then
d(p; q00) = d(p; q)  d(q; q00) < 2   = :
Since B(q) is homeomorphic to a Euclidean ball, @B(q) is path-connected.
We have found points q0; q00 2 @B(q) satisfying d(p; q0)   and d(p; q00) < .
By continuity, there exists a point r0 2 @B(q) such that
d(p; r0) =  = d(q; r0):
Consider a minimizing geodesic  joining p to r0. By Lemma 6.4.2, there exists
a minimizing geodesic  joining p to q such that h0(0); 0(0)i  0. We denote
by s the point on  such that d(p; s) = .
We now want to estimate the distance between r0 and s. It would be possible
to compare the triangle, spanned by  and , with a triangle on M2 , the sphere
of dimension 2 and constant curvature . By the Spherical law of cosines, we
would obtain an estimate of the distances on M2 and by Toponogov's theorem
(Theorem 3.4.4), we would get an upper bound for d(s; r0). However, since we
have not proven Toponogov's theorem in this thesis, we give a diﬀerent approach
here, using Proposition 3.4.3.
Consider the sphere of constant curvature  and dimension n, denoted by
M. Choose a point ~p 2M and ﬁx a linear isometry i : TpM ! T~pM. Choose
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 > 0 so small that +  <   i(M). Then, like in the ﬁrst part of the proof,
one shows that expp : B+(0)! B+(p) is a diﬀeomorphism. Let
~r0 = exp~p i  (expp jB+(0)) 1(r0);
~s = exp~p i  (expp jB+(0)) 1(s);
r0 = i  (expp jB+(0)) 1(r0);
s = i  (expp jB+(0)) 1(s);
 = ](r0; s) = ](
0(0); 0(0))  
2
:
We will give an explicit construction of curves ; ~ in M , M, respectively, to
which we can apply Proposition 3.4.3.
It is clear that s; r0 2 @B(0)  T~pM. Let now  be the shortest curve
in @B(0) joining r0 to s. Then  is a segment of the circle of radius  in
the plane generated by s and r0. We assume  to be parameterized by angle,
so  : [0; ] ! @B(0) and j0(u)j =  for all u 2 [0; ]. Consider the curve
~ = exp~p  joining ~r0 and ~s and the geodesic variation x : [0; ] [0; ]!M,
deﬁned as x(u; t) = exp~p(
t

(u)). Let ~u = x(u; :) and ~Ju(t) = @x@u (u; t). By
Proposition 3.1.3, ~Ju is a Jacobi ﬁeld along ~u for all u 2 [0; ]. We calculate
~Ju(0) =
@x
@u
(u; t)jt=0 = T t

(u) exp~p(
t

0(u))jt=0 = 0
and
~J 0u(0) =
D
dt
@x
@u
(u; 0) =
D
du
@x
@t
(u; 0) =
D
du
T0 exp~p(
(u)

) =
D
du
(u)

3:4:2
=
@
@u
(u)

:
Furthermore, we have
~Ju() =
@
@u
x(u; ) = ~0(u)
and, by Lemma 6.4.1,
0 =
d
du
d(p; ~(u)) = h~0(u); ~0u()i = h ~Ju(); ~0u()i:
Since also h ~Ju(0); ~0u(0) = 0, it follows from Lemma 3.1.5 that ~Ju is orthogonal
to ~u for each u 2 [0; ]. Since each geodesic ~u is normalized, we obtain from
Proposition 3.1.8
~Ju(t) =
sin(
p
t)p

Wu(t)
where Wu is the parallel vector ﬁeld along ~u such that Wu(0) = ~J 0u(0). There-
fore,
j~0(u)j = j ~Ju()j  1p

j ~J 0u(0)j =
1p

j0(u)j = 1p

:
By integrating, we get
L(~) =
Z 
0
j~0(u)jdu 
Z 
0
1p

du =
p

 
2
p

:
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Now let  = expp i 1  . Since expp : B+(0) ! B+(p) is in particular a
local diﬀeomorphism, we can apply Proposition 3.4.3 to get
d(r0; s)  L()  L(~)  
2
p

which gives the estimate we wanted.
Let s0 2  be a point such that d(r0; s0) = mint2[0;L()] d(r0; (t)). Then we
have
d(r0; s0)  d(r0; s)  
2
p

< ;
so (t0) = s0 for a t0 2 (0; L()) and s0 is in the image of the diﬀeomorphic map
expr0 : B(0) ! B(r0). The unique minimizing geodesic ﬀ1 : [0; L(ﬀ1)] ! M
joining ﬀ1(0) = s0 to ﬀ1(L(ﬀ1)) = r0 is orthogonal to  at s0 since by Lemma
6.4.1,
0 =
d
dt
d(r0; (t))jt=t0 = h ﬀ01(0); 0(t0)i:
Since d(p; q)  p

, we have either d(p; s0)  2p or d(q; s0) 

2
p

. In
either of the two cases, we obtain the desired contradiction. Consider the case
d(p; s0)  2p , the other case works analogously. Let ﬀ2 : [0; L(ﬀ2)] ! M be
deﬁned as ﬀ2(t) = (t0  t), then ﬀ2(0) = (t0) = s0, ﬀ2(L(ﬀ2)) = (0) = p and
ﬀ1 and ﬀ2 are orthogonal at s0.
We now proceed in a similar manner as before to estimate the distance
between p and r0. Let M be as above. Fix a point ~s0 2M, a linear isometry
i : Ts0M ! T ~s0M and let
~r0 = exp~s0 i  (exps0 jB(0)) 1(r0);
~p = exp~s0 i  (exps0 jB(0)) 1(p);
~ﬀ1 = exp~s0 i  (exps0 jB(0)) 1  ﬀ1;
~ﬀ2 = exp~s0 i  (exps0 jB(0)) 1  ﬀ2;
 = ](~ﬀ01(0); ~ﬀ
0
2(0)) = ](ﬀ
0
1(0); ﬀ
0
2(0)) =

2
:
It is clear that ~ﬀ1; ~ﬀ2 are minimizing geodesics joining ~s0 to ~r0; ~p, respectively.
Let ~ be a minimizing geodesic joining ~r0 to ~p and let a = L(~ﬀ1) = L(ﬀ1)  2p ,
b = L(~ﬀ2) = L(ﬀ2)  2p and c = L(~). By the Spherical law of cosines
(Lemma 6.4.3),
cos(
p
c) = cos(
p
a) cos(
p
b) + sin(
p
a) sin(
p
b) cos()
= cos(
p
a) cos(
p
b)  0
by the estimates of a and b. This shows that L(~) = c  
2
p

. We claim
that ~  B(~p). Let t be a minimizing geodesic joining ~s0 to ~(t). Then ~ﬀ1,
~j[0;t] and t form a geodesic triangle, whose side lengths are given by a, t and
bt = L(t). Again by Lemma 6.4.3,
cos(
p
bt) = cos(
p
a) cos(
p
t) + sin(
p
a) sin(
p
t) cos( )
where  = ]( ﬀ01(a); ~0(0)). Thus, f : [0; c] ! R, f(t) = cos(
p
bt) is, by the
form of the right hand side, equal to zero or of the form d1 cos(
p
t+d2) for some
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constants d1; d2. Therefore, since f(0) = cos(
p
a)  0, f(c) = cos(pb)  0
and c = L(~)  
2
p

, it follows that f(t)  0 for all t 2 [0; c] and bt = L(t) =
d(~s0; ~(t))  2p < . This proves the claim.
Again we compare ~ with a curve  in M , deﬁned by
 = expp i 1  (exp~p jB) 1  ~:
By Proposition 3.4.3,
d(p; r0)  L()  L(~)  
2
p

< 
which contradicts the fact that r0 2 @B(p).
Remark 6.4.6. In what follows, we do not use the assumptions on the curvature
anymore. In fact, if it is possible to cover a manifold M by two balls, like we
did in the previous lemma, then M is homeomorphic to a sphere.
Lemma 6.4.7. Under the assumptions of Lemma 6.4.5, on each geodesic of
length  starting from p there exists a unique point m 2 ((0; )) such that
d(p;m) = d(q;m) < :
Similarly, on each geodesic ﬀ of length , starting from q, there exists a unique
point of ﬀ, which is equidistant from p and q.
Proof. Let  : [0; ]!M be a geodesic with (0) = p. Consider the continuous
function
f(s) = d(q; (s))  d(p; (s)):
Since by Theorem 6.3.3, i(M)   > ,  is minimizing, i.e. d(p; ()) = . By
Lemma 6.4.5, () 2 B(q), so d(q; ()) < . Together we have
f(0) = d(q; p) > 0; f() = d(q; ())  d(p; ()) < 0
and by continuity, there exists an s0 2 (0; ) such that f(s0) = 0. Thus,
m = (s0) satisﬁes d(p;m) = d(q;m). By Lemma 6.4.5, it is clear that m 2
B(p) \B(q).
To show uniqueness of such a point, we follow a slightly diﬀerent approach
than [Car92]. For m = (s0) 2 B(p) \B(q), let ﬀ : [0; L]!M be the unique
minimizing geodesic joining q to m = ﬀ(L). By Lemma 6.4.1,
d
ds
d(q; (s))js=s0 = h0(s0); ﬀ0(L)i  1; (6.21)
since j0(s0)j = jﬀ0(L)j = 1. We are going to show that h0(s0); ﬀ0(L)i < 1, so
(6.21) is even satisﬁed with strict inequality.
We have equality in (6.21) if and only if 0(s0) = ﬀ0(L). In this case, ﬀ(L+
s) = (s0 + s) which shows that the three points p; q and m all lie on the same
minimizing geodesic. Suppose that L  s0, then
d(p; q) = d((0); ﬀ(0)) = d((0); (s0   L))
= d((s0); (0))  d((s0); (s0   L))
< d((s0); (0)) = d(m; p);
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which contradicts the fact that d(p; q) = diam(M). If L  s0, one shows in an
analogous manner that d(p; q) < d(m; q), which again leads to a contradiction.
Therefore, by (6.21),
d
ds
f(s)js=s0 =

d
ds
d(q; (s))  d
ds
d(p; (s))

js=s0
= h0(s0); ﬀ0s0(L)i   1 < 0:
(6.22)
It follows that f is strictly monotonically decreasing around s, whenever (s)
lies in B(p) \B(q). This proves the uniqueness of a zero point s0 of f , since
(s0) 2 B(p) \B(q).
We now deﬁne a function h1 : (Sn 1)p ! M , which associates to each unit
vector v 2 TpM the point m 2 M along the geodesic with initial value p and
initial velocity v, which is equidistant from p and q. By Lemma 6.4.7, h1 is well
deﬁned. Analogously, we deﬁne a function h2 : (Sn 1)q !M .
Lemma 6.4.8. The maps h1 : (S
n 1)p ! M and h2 : (Sn 1)q ! M are
homeomorphisms onto their images. In addition, their images are equal, i.e.
h1((S
n 1)p) = h2((Sn 1)q):
Proof. Consider the function g :M ! R, given by g(r) = d(q; r)  d(p; r). Note
that g is smooth on B(p) \B(q). We are going to show that
N = g 1(0) = fr 2M jd(p; r) = d(q; r)g
is an n   1 dimensional compact submanifold of M . By Lemma 6.4.5, N 
B(p)\B(q). We show that g is regular on B(p)\B(q). Let r 2 B(p)\B(q)
and let  be the unique minimizing geodesic joining p to r = (s0). Then
Trg(
0(s0)) = (g  )0(s0) = f 0(s0)
(6:22)
6= 0
where f denotes the function of Lemma 6.4.7. Therefore, Trg has the maximal
rank 1, so g is regular at r. It follows that N is a closed submanifold of M with
dim(N) = n  1. Since M is compact, N is also compact. Now we show that
h1((S
n 1)p) = h2((Sn 1)q) = N:
It clear that h1((Sn 1)p)  N , h2((Sn 1)q)  N . Conversely, if r 2 N , there
exist unique minimizing geodesics , ﬀ joining p and q to r, respectively. Clearly,
h1(
0(0)) = r = h2(ﬀ0(0)). Therefore h1 : (Sn 1)p ! N and h2 : (Sn 1)q ! N
are bijective. It remains to show that they are homeomorphisms.
We prove this for h1, for h2 the proof is completely analogous. Consider the
compact submanifold ~N = (expp jB(0)) 1(N)  TpM and the continuous map
~h1 : ~N ! (Sn 1)p, given by ~h1(v) = vjvj . We show that ~h1  (expp j ~N ) 1 = h 11 .
Let r 2 N . As above, let  be the unique minimizing geodesic joining p to
r = (s0). Then
~h1  (expp j ~N ) 1(r) = ~h1(s00(0)) = 0(0) = h 11 (r):
This shows that ~h1 = h
 1
1  expp j ~N : ~N ! (Sn 1)p is a continuous bijection.
Since ~N and (Sn 1)p both are compact, ~h1 is a homeomorphism. Therefore,
h1 = expp j ~N  ~h 11 is also a homeomorphism, which ﬁnishes the proof.
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Remark 6.4.9. With some more work, one could show that the functions h1 and
h2 are even diﬀeomorphisms but we do not need this fact.
Theorem 6.4.10 (Sphere theorem). Let Mn, n  3 be a simply connected,
complete Riemannian manifold, whose sectional curvature K satisﬁes
1
4
<   K  1:
Then M is homeomorphic to a sphere.
Proof. Let the functions g; h1 and h2 be as above. Consider the closed sets
D1 = g
 1([0;1)) and D2 = g 1(( 1; 0]). It is clear that D1 [ D2 = M and
D1 \D2 = N = g 1(0). We claim that
D1 =

expp(tv)jv 2 (Sn 1)p; 0  t  d(p; h1(v))
	
; (6.23)
D2 =

expq(tv)jv 2 (Sn 1)q; 0  t  d(q; h2(v))
	
: (6.24)
We show the ﬁrst equality, the other one works analogously. Let r 2 D1,
so d(p; r)  d(q; r). By Lemma 6.4.5, r 2 B(p) and there exists a unique
minimizing geodesic  joining p to r = (s0). Consider the function f of
Lemma 6.4.7, which is, by continuity, strictly positive before its unique zero
point and strictly negative after its zero point. The zero point of f is given by
d(p; h1(w)), where w = 0(0), since
f(d(p; h1(w))) = g((d(p; h1(w)))) = g(h1(w)) = 0:
Since r = (s0) 2 D1, f(s0)  0, so s0  d(p; h1(w)) which proves that r
is contained in the right hand side of (6.23). Conversely, let r = (s0) be
a point of the geodesic (s) = expp(sw) such that s0  d(p; h1(w)). Then
g(r) = f(s0)  0, since f is strictly positive before its zero point d(p; h1(w)).
This shows that r 2 D1.
Now we give an explicit construction of the homeomorphism ' : Sn ! M .
Fix a point ~p in Sn and a linear isometry i : T~pSn ! TpM . We denote the
antipodal point of ~p by ~q. Recall that the sphere consists of all minimizing
geodesics joining ~p to ~q, which are all of length . Therefore, we have
Sn =

exp~p(tv)jv 2 (Sn 1)~p; 0  t  
	
:
Let S1 be northern hemisphere of Sn, relative to ~p, S2 be the southern hemi-
sphere of Sn and E be the equator of Sn. These sets are given by
S1 =
n
exp~p(tv)jv 2 (Sn 1)~p; 0  t 

2
o
; (6.25)
S2 =
n
exp~p(tv)jv 2 (Sn 1)~p;

2
 t  
o
; (6.26)
E =
n
exp~p(tv)jv 2 (Sn 1)~p; t =

2
o
: (6.27)
Note that for ~r 2 Sn, ~r 6= ~q, there exists a unique vector v 2 (Sn 1)~p and a
unique value t 2 [0; ), such that ~r = exp~p(tv). If ~r = ~q, then for all v 2 (Sn 1)~p,
exp~p(v) = ~q. We deﬁne ' by
'(exp~p(tv)) =
(
expp(t
2

d(p; h1(i(v)))i(v)) 0  t  2 ;
expq((2  2t )d(q; h1(i(v)))h 12 (h1(i(v)))) 2  t  :
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Step (A) ' is well deﬁned
Since a point exp~p(tv) is uniquely determined by t; v unless t = 0 or t = , we
have to show that ' is well deﬁned in these cases. In fact, '(~p) = '(exp~p(0v)) =
expp(0) = p and '(~q) = '(exp~p(v)) = expq(0) = q for all v 2 (Sn 1)~p. Next,
we show that the two deﬁnitions of ' coincide if t = 2 . Let v 2 (Sn 1)~p be
arbitrary and t = 2 . Then
'(exp~p(

2
v)) = expq(d(q; h1(i(v)))h
 1
2 (h1(i(v))))
= expq(d(q; h2  h 12  h1(i(v)))h 12 (h1(i(v))))
= h2  h 12  h1(i(v))
= h1(i(v)) = expp(d(p; h1(i(v)))i(v))
so the proof of Step (A) is ﬁnished.
Step (B) 'jS1 : S1 ! D1 is bijective and ' 1(D1) = S1.
Note that ' 1(p) = f~pg  S1. From the expressions (6.23) and (6.25),
it is clear that '(S1)  D1. Let r = expp(tv) 2 D1 n fpg, so 0 < t 
d(p; h1(v)). By Lemma 6.4.5, D1  B(p) and the minimizing geodesic join-
ing p to r is unique. Therefore, t and v are uniquely determined by r. Then
~r = exp~p(
t
d(p;h1(v))

2 i
 1(v)) 2 S1 n f~pg and '(~r) = r, so 'jS1 : S1 ! D1 is
surjective. By uniqueness of t and v, ~r 2 S1 is the only point in ' 1(r), hence
'jS1 is injective and ' 1(D1) = S1.
Step (C) 'jS2 : S2 ! D2 is bijective and ' 1(D2) = S2.
By (6.24) and (6.26), '(S2)  D2. Let '(exp~p(tv)) = q, then t = , which
shows that exp~p(tv) = ~q. Therefore, '
 1(q) = f~qg  S2. Let r 2 D2 n fqg.
There exists a unique minimizing geodesic ﬀ joining q to r. Then r = expq(tv)
where v = ﬀ0(0) and, by (6.24), 0 < t  d(q; h2(v)). Note that v and t are again
unique (since D2  B(q)). Let w 2 (Sn 1)~p be given by i 1  h 11  h2(v) and
s = (1   t2d(q;h2(v)) ). Consider the point ~r = exp~p(sw). Since 2  s < ,
~r  S2 n f~qg and '(~r) = '(exp~p(sw)) = expq(tv) = r, so 'jS2 : S2 ! D2 is
surjective. By uniqueness of v and t, ~r 2 S2 is the unique point in ' 1(r), which
shows injectivity of 'jS2 and that ' 1(D2) = S2.
Step (D) ' : Sn !M is a homeomorphism.
By its deﬁnition, the function ' is continuous. Since '(Sn) = '(S1) [
'(S2) = D1 [D2 =M , ' is surjective. Let r 2M , then r is contained in D1 or
in D2. If r 2 D1, then by (B) there exists a unique point ~r 2 ' 1(r) and ~r 2 S1.
Analogously, if r 2 D2, then by (C) there exists a unique point ~r 2 ' 1(r) and
~r 2 S2. This shows that ' is injective. Therefore, ' : Sn ! M is a continuous
bijection. Since Sn and M both are compact, ' is a homeomorphism.
Remark 6.4.11. Together with Remark 6.4.9, one sees that the homeomorphism
' maps S1 diﬀeomorphically onto D1 and S2 diﬀeomorphically onto D2. So it
is only at the equator of Sn that ' fails to be diﬀeomorphic.
6.5 Further developments
The result we proved above is known as the Topological Sphere theorem. It
gives rise to a large number of questions. We will present some results which
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have been obtained since the 1960's. Because of lack of space and time, it
is impossible to mention all important developments that are related to the
Topological Sphere theorem. For a more detailed overview, see e.g. [AM97] and
[BS09a].
First, we consider some theorems where the conditions on the curvature are
replaced or completemented by conditions on the diameter. The following result
was shown by S. Y. Cheng [Che75]:
Theorem 6.5.1 (Maximal Diameter theorem). Let M be a complete Rieman-
nian manifold such that its sectional curvature K satisﬁes K  H > 0 for
constant H and suppose that diam(M) = p
H
. Then Mn is isometric to MnH ,
the sphere of constant curvature H.
Proof. See [CE75], Theorem 6.5.
Note that this is a stronger version of the Theorem of Bonnet-Myers (The-
orem 2.2.4).
Berger's Rigidity theorem shows that a complete simply-connected Rieman-
nian manifold whose sectional curvature K satisﬁes 1  K  14 > 0 is either
homeomorphic to a sphere or isometric to a symmetric space. M. Berger showed
that the diameter of M is a distinguishing factor.
Theorem 6.5.2 (Minimal Diameter theorem). Let M be a complete simply-
connected Riemannian manifold such that its sectional curvature K satisﬁes
1  K  14 > 0.
(i) If diam(M)  , M is homeomorphic to Sn.
(ii) If diam(M) = , M is isometric to a symmetric space.
Proof. See [CE75], Theorem 6.6.
In 1977, K. Grove and K. Shiohama [GS77] proved the following generaliza-
tion of the Sphere theorem, where the upper bound on the curvature is replaced
by a lower bound on the diameter:
Theorem 6.5.3. Let Mn be a compact Riemannian manifold with sectional
curvature greater than 1. If diam(M) > 2 , M is homeomorphic to S
n.
The next natural question is whether it is possible to replace, under stronger
conditions, homeomorphic by diﬀeomorphic in the statement of Theorem 6.1.1.
Observe that the homeomorphism ' of the Sphere theorem is obtained by gluing
two discs along their boundaries, so in general ' might not be a diﬀeomorphism.
In fact, there exist manifolds which are homeomorphic, but not diﬀeomorphic
to a sphere. Such manifolds are called exotic spheres. In 1956, Milnor [Mil56]
proved that there exist at least seven smooth structures on S7.
In 1966, D. Gromoll [Gro66] showed that any complete and simply-connected
Riemannian manifold Mn whose sectional curvature K satisﬁes the inequality
(n) < K  1 is diﬀeomorphic to Sn. The constant (n) depends only on the
dimension of M and converges to 1 as n!1.
This result was improved in the following years. In 1971, M. Sugimoto, K.
Shiohama, and H. Karcher [SSK71] proved the Diﬀerentiable Sphere theorem
with a pinching constant  independent of n ( = 0:87). The pinching constant
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was subsequently improved by E. Ruh [Ruh73] ( = 0:80) and by K. Grove, H.
Karcher, and E. Ruh [GKR74] ( = 0:76).
In 1982, R. Hamilton [Ham82] introduced new ideas to study this prob-
lem. Given a compact Riemannian manifold (M; g0), he studied the following
geometric evolution equation for the Riemannian metric:
@
@t
g(t) =  2Ricg(t); g(0) = g0 (6.28)
The solution of this initial value problem is called the Ricci ﬂow. Hamilton
proved that for any given metric g0, there exists a T > 0 such that the solution
of (6.28) is deﬁned on the interval [0; T ).
Hamilton's idea was to deﬁne a kind of nonlinear diﬀusion equation which
would tend to smooth out irregularities in the metric. In fact, he showed that
in dimension 3, the Ricci ﬂow deforms metrics with positive Ricci curvature to
constant curvature metrics.
The Ricci ﬂow turned out to be a powerful tool for studying Riemannian
manifolds. Ricci ﬂow techniques are an essential ingredient in the proof of the
Poincaré Conjecture by G. Perelman. It is also a useful tool to study 1=4-pinched
manifolds. In recent years, S. Brendle and R. Schoen achieved fundamental
results. By using the Ricci ﬂow, they classiﬁed all manifolds of 1=4-pinched
curvature up to diﬀeomorphism:
Theorem 6.5.4 (S. Brendle, R. Schoen [BS09b]). Let M be a compact Rie-
mannian manifold of dimension n  4 such that for all p 2 M , the sectional
curvature satisﬁes
0 < Kp(ﬀ1) < 4Kp(ﬀ2)
for all two-dimensional planes ﬀ1; ﬀ2  TpM . Then M admits a metric of
constant scalar curvature and therefore is diﬀeomorphic to a spherical space
form.
Note that the conditions of Theorem 6.5.4 are even weaker than in Theorem
6.1.1, since the inequality 0 < 14 < K  1 is only satisﬁed at each point but
not necessarily globally. In this regard, we say thatM is pointwise 1=4-pinched.
The result above is known as the Diﬀerentiable sphere theorem. Moreover, S.
Brendle and R. Schoen also classiﬁed those manifolds whose curvature is only
weakly pointwise 1=4-pinched (i.e. the sectional curvature at each point lies in
the closed interval [ 14 ; 1]):
Theorem 6.5.5 (S. Brendle, R. Schoen [BS08]). Let M be a compact Rie-
mannian manifold of dimension n  4 such that for all p 2 M , the sectional
curvature satisﬁes
0  Kp(ﬀ1)  4Kp(ﬀ2)
for all two-dimensional planes ﬀ1; ﬀ2  TpM . Then M is either locally symmet-
ric or diﬀeomorphic to a spherical space form.
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