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Abstract
One way to speed up the calculation of optimal TSP tours in practice is elim-
inating edges that are certainly not in the optimal tour as a preprocessing step.
In order to do so several edge elimination approaches have been proposed in the
past. In this work we investigate two of them in the scenario where the input con-
sists of n independently distributed random points with bounded density function
from above and below by arbitrary positive constants. We show that after the
edge elimination procedure of Hougardy and Schroeder the expected number of
remaining edges is Θ(n), while after that of Jonker and Volgenant the expected
number of remaining edges is Θ(n2).
keywords: traveling salesman problem; Euclidean TSP; probabilistic analysis; edge elimina-
tion; preprocessing
1 Introduction
The traveling salesman problem (TSP) is probably the best-known problem in discrete
optimization. An instance consists of the pairwise distances of n vertices and the task
is to find a shortest Hamilton cycle, i.e. a tour visiting every vertex exactly once. The
problem is known to be NP-hard [5]. A special case of the TSP is the Euclidean
TSP. Here the vertices are points in the Euclidean plane and distances are given by the
l2 norm. This TSP variant is still NP-hard [6] [2].
Since the problem is NP-hard, a polynomial-time algorithm is not expected to exist. In
order to speed up the calculation of the optimal tour in practice, Jonker and Volgenant
developed criteria to find edges that are not contained in any optimal solution, so-called
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useless edges [4]. The geometrical arguments are based on the following idea: If every
tour containing an edge e can be made shorter by replacing at most two edges with two
other edges, then e is useless. In [3], Hougardy and Schroeder detect a class of useless
edges by showing that every tour containing a specific edge can be shortened by replacing
at most three edges. They are able to give conditions to find useless edges that can be
checked efficiently in theory and practice. The algorithm has been tested on instances
of TSPLIB, a library for TSP instances [7]. In experiments, 30n edges remained on
average after the execution of the algorithm. This improves the total computation time
significantly.
Smoothed analysis was introduced by Spielman and Teng [8] to explain the good practical
performance of the simplex algorithm despite its bad theoretical performance. Instead of
the worst case behavior, they consider the expected runtime on random instances accord-
ing to some distribution. The distribution can be chosen so that it models hard instances
perturbed by random noise. An informal yet instructive perspective on smoothed analy-
sis is that one considers instances derived from real-life measurements, which are always
subject to observational error.
Since then smoothed analysis has been used to analyze several algorithms, for example
the analysis of the 2-Opt Heuristics for TSP by Englert, Ro¨glin and Vo¨cking [1]. Starting
from an initial tour the 2-Opt Heuristic replaces two edges with two other edges to shorten
the tour until it is not possible anymore. In their model each vertex of the TSP instance
is a random variable distributed in the d dimensional unit cube by a given probability
density function fi : [0, 1]
d → [0, 1] bounded from above by a constant 1 ≤ φ < ∞ and
show that for the Euclidean and Manhattan metric the number of expected steps until
a local optimum is reached is polynomial in the number of vertices and φ . Moreover,
the approximation ratio is bounded by O( d
√
φ) in respect of all Lp metrics. For φ = 1
the input corresponds to uniformly distributed random instances while for φ = ∞ it
corresponds to the worst case instances. For a suitable choice of the distribution function
worst case instances perturbed by random noise can also be described by the model.
In our model we consider n points in the unit square independently distributed with
densities bounded from above and below by arbitrary positive constants φ and ψ in
the unit square. One obvious density function that satisfies this condition is the uniform
distribution on the unit square, with another nature example being the truncated normal
distribution on the unit square. Note that we perform a smoothed analysis of the quality
of the algorithms instead of its runtime. A central challenge of smoothed analysis is to
deal with the dependencies of random events occurring during the analysis, our analysis
uses techniques that exploit negative correlation to deal with it.
New results. In this paper we evaluate the edge elimination criteria of [3] and [4]. To
achieve this, we consider instances consisting of n uniformly distributed points in the
unit square. We show that the expected number of edges that remain after the edge
elimination procedure of [3] is Θ(n) while the expected number after the procedure in
[4] is Θ(n2). Due to the complexity, only the non-recursive part of the edge elimination
procedure of both papers are analyzed. Note that instances with Θ(n) edges are still
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NP-hard, as the reduction shown in [6] creates instances with Θ(n) non-useless edges.
Nonetheless, this shows that there is a practical preprocessing algorithm that is also
theoretically guaranteed to eliminates all but Θ(n) edges on smoothed instances.
Outline of the paper. First we will briefly summarize the previous work from [3] and
[4]. Then we will develop a modified criterion based on [3] to estimate the probability
that an edge can be deleted by the original criterion. This criterion detects an edge
as useless if the vertices of the instance lying in any of a prescribed set of distinct,
disk-shaped regions satisfy a certain condition. We show negative correlation between
certain related events to get rid of the mutual dependencies and get an estimate on the
probability that none of the regions fulfils the edge elimination condition. Using this
estimate, it is possible to show that the expected number of remaining edges after the
edge elimination procedure is asymptotically linear. In the second part, we investigate
the same questions for the procedure described in [4]. The edge elimination criterion
presented there detects a useless edge if there are no vertices in a hyperbola-shaped
region. We bound the area of this region depending on the position of the vertices and
show that it is not empty with constant probability which then implies that the expected
number of the remaining edges is asymptotically quadratic.
1.1 Notations
For a Lebesgue measurable set C ⊆ [0, 1]2 let the Lebesgue measure of C be denoted by
λ(C). Moreover, for two points x, y ∈ R2 let dist(x, y) be the Euclidean distance between
x and y. Similarly, if x ∈ R2 and g is a line in the Euclidean plane, let dist(x, g) be the
Euclidean distance of x to the line g. For an event E let Ec denote the complementary
event of E.
Definition 1.1. An instance of the Euclidean TSP consists of a set of vertices
{v1, . . . , vn} ⊂ R2. Consider the weighted complete graphKn with V (Kn) = {v1, . . . , vn},
where the cost of an edge cpq is given by dist(p, q). The task is then to find a Hamiltonian
cycle, i.e., a cycle that visits every vertex exactly once, of minimal length.
1.2 Previous Work
We present two edge elimination criteria of Hougardy and Schroeder [3] and Jonker and
Volgenant [4] that we investigate in this paper. From now on, we call an edge pq useless
if it is not contained in any optimal TSP tour.
1.2.1 Hougardy and Schroeder
An edge elimination procedure for rounded Euclidean instances was described in Hougardy
and Schroeder [3]. Different from the paper we are using exact Euclidean distances. Note
that the arguments from [3] also apply in the exact Euclidean case with slight modifica-
tions. We present the results with these modifications.
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Definition 1.2. For a given Euclidean TSP instance a vertex r is called δ-alone if
for all other vertices z 6= r we have dist(r, z) ≥ δ.
Definition 1.3 (Section 3 in [3]). Given a vertex r, for another point t let tr(δ) be the
intersection of the ray
−→
rt with the circle around r with radius δ. For an edge pq we
define two cones at r: Rrp(δ) := {t ∈ R2| dist(q, tr(δ)) ≥ δ + dist(p, q) − dist(p, r)} and
Rrq(δ) := {t ∈ R2| dist(p, tr(δ)) ≥ δ + dist(p, q)− dist(q, r)} (Figure 1).
Note that Rrp(δ) resp. R
r
q(δ) is symmetric to qr resp. pr by definition.
Rrp(δ) R
r
q(δ)
δ
p q
r
Figure 1: The cones Rrp(δr) and R
r
q(δr)
Lemma 1.4 (Lemma 8 in [3]). Given the vertices p, q, r with dist(p, r) + dist(r, q) <
dist(p, q) + 2δ. Let Γ be the circle around r with radius δ and let Γ′ be the circle around
q with radius δ + dist(p, q)− dist(p, r). Then, Rrp(δ) ∩ Γ is an arc. Moreover, Γ and Γ′
intersect and the intersection points are the endpoints of Rrp(δ) ∩ Γ. Similar statements
hold for Rrq(δ) ∩ Γ.
Lemma 1.5 (Lemma 7 in [3]). If a vertex r is δ-alone , then in every optimal TSP tour
containing the edge pq both neighbors of r lie in Rrp(δ) ∪ Rrq(δ).
Definition 1.6 (Section 3 in [3] (for R1 = R
r
p(δ) and R2 = R
r
q(δ))). A vertex r is called
potential point with respect to the edge pq if for every optimal TSP tour containing pq
one neighbor of r lies in Rrp(δ) and the other in R
r
q(δ).
Definition 1.7. Let r be a δ-alone potential point with respect to an edge pq and let Γ
be the circle with center r and radius δ. We denote a point on Rrp(δ)∩Γ resp. Rrq(δ)∩Γ
with the largest distance to p resp. q by rp resp. rq. We will call rp and rq the extremal
points of r.
Lemma 1.8 (Section 5 in [3]). Let Γ be the circle around r with radius δr and p˜ be
the second intersection point of the ray −→pr with Γ. If p˜ lies on Rrp(δ) ∩ Γ, then rp = p˜.
Otherwise, rp is an endpoint of the arc Rrp(δ) ∩ Γ with the largest distance to p. The
analogous statement holds for q.
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Lemma 1.9 (Lemma 10 in [3]). Let x and y be the neighbors of a δ-alone vertex r in
an optimal TSP tour containing the edge pq. If dist(p, r) + dist(r, q))− dist(p, q) ≤ 2δ,
then we have:
∠xry ≥ arccos
(
1− (2δ + dist(p, q)− dist(p, r)− dist(r, q))
2
2δ2
)
.
Theorem 1.10 (Main Edge Elimination (for δ = δr = δs), Theorem 3 & Lemma 12 in
[3]). Let r and s be two different potential points with respect to pq which are δ-alone.
Moreover, let r 6∈ Rsp(δ) ∪ Rsq(δ) and s 6∈ Rrp(δ) ∪ Rrq(δ). If the following conditions are
fulfilled
dist(p, q)− dist(r, s)− dist(p, rp)− dist(sq, q) + 2δ > 0
dist(p, q)− dist(r, s)− dist(p, sp)− dist(rq, q) + 2δ > 0,
then the edge pq is useless.
1.2.2 Jonker and Volgenant
In the paper of Jonker and Volgenant different criteria to detect useless edges were
presented. Note that we only analyze the purely geometric part, so we only briefly
summarize that part of the edge elimination procedure of [4].
Theorem 1.11 (Non-recursive version of Theorem 1 in [4]). An edge pq is useless if there
is a vertex r such that for all vertices z 6∈ {p, q, r} we have the following inequalities
dist(p, q)− dist(q, r) > dist(p, z)− dist(z, r)
dist(p, q)− dist(p, r) > dist(z, q)− dist(z, r).
1.3 Preparation
In this section we introduce the notation and a result needed for the analysis of both
edge elimination procedures.
Due to linearity of the expected value, it is enough to consider a generic edge pq. For a
point x, we denote by x′ the orthogonal projection of x onto pq.
Definition 1.12. Given ψ, φ ∈ R, a distribution d is said to be ψ-φ-bounded if ψ ≤
d(x) ≤ φ for all x ∈ [0, 1]2.
Definition 1.13. Given positive constants ψ and φ consider independent random vari-
ables (Ui)i∈N with ψ-φ-bounded density functions (di)i∈N on [0, 1]2. Define the random
variable
Un := (U1, U2, . . . , Un).
The random variable Un takes values in ([0, 1]2)n and defines a Euclidean TSP instance
with n independently distributed vertices in [0, 1]2.
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Definition 1.14. Let the random variable Xen take the value 1 if a specific edge e in the
instance represented by Un remains after the edge elimination process by Hougardy and
Schroeder, and 0 otherwise. Let Xn :=
∑
e∈E(Kn)X
e
n be the total number of edges that
cannot be deleted on the instance represented by Un. Define Y en and Yn analogously for
the edge elimination process of Jonker and Volgenant.
Using this notation our main question becomes to calculate E[Xn] and E[Yn].
In the end, we prove a useful lemma about sequences. It is needed in both sections to
bound the product of two sequences. The idea is to replace one sequence with another
sequence that is easier to evaluate.
Lemma 1.15. Let (ai)0≤i≤k be a monotonic decreasing sequence and (bi)0≤i≤k, (ci)0≤i≤k
be sequences with
∑k
i=0 bi =
∑k
i=0 ci. Furthermore there is an index j such that bi ≤ ci
for all i ≤ j and bi ≥ ci for all i > j, then
k∑
i=0
aibi ≤
k∑
i=0
aici
Proof.
k∑
i=0
aibi −
k∑
i=0
aici =
j∑
i=0
ai(bi − ci) +
k∑
i=j+1
ai(bi − ci)
≤
j∑
i=0
aj(bi − ci) +
k∑
i=j+1
aj+1(bi − ci)
= −aj
k∑
i=j+1
(bi − ci) + aj+1
k∑
i=j+1
(bi − ci)
=
k∑
i=j+1
(bi − ci)(aj+1 − aj)
≤ 0
2 Smoothed Analysis of Hougardy and Schroeder
We want to investigate the expected number of edges that remain after the edge elimi-
nation of Hougardy and Schroeder. By the linearity of the expected value, it is enough
to bound the probability that a fixed edge pq will be deleted.
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2.1 A Modified Criterion
In this section we modify the criterion of [3] for detecting useless edges. The new criterion
detects fewer useless edges than the original, but it makes the probabilistic analysis
easier. This is due to the fact that the new criterion can be separated into several events
of similar nature such that the edge is useless if one of these events happens, and for
each of these events we can find a bound on its probability. The new criterion has the
property that all edges that will be deleted by it will be deleted by the original criterion
as well.
Definition 2.1. The α-subedge of the edge pq for some α < 1 is the edge whose endpoints
lie on pq, which has the same center as pq and whose length is α times the length of pq.
For every n we consider a fixed δ defined by δ = δn :=
1√
n
. For this choice the area of a
square with side length δ is 1
n
, hence the probability that the square does not contain a
vertex is asymptotically constant. We abbreviate Rrp := R
r
p(δ) and R
r
q := R
r
q(δ).
Definition 2.2. The edge pq is called γ-appropriate if dist(p, q) ≥ γδ = γ 1√
n
.
Note that if an edge pq is γ-appropriate then it is also γ′-appropriate for all γ′ ≤ γ.
Definition 2.3. Define the distance functions distx(a, b) = dist(a
′, b′) and disty(a, b) =
|dist(a, pq)− dist(b, pq)|.
We can interpret distx and disty as the distance in x and y-direction if we rotate such
that pq is parallel to the x-axis.
Definition 2.4. The neighborhood of the edge pq is defined as the intersection of the
set {x ∈ R2| dist(x, pq) ≤ 3δ} with the set {x ∈ R2|x′ lies on the 1
2
-subedge of pq}.
The edge pq divides the neighborhood into two components, we call each of them a
subneighborhood of pq (Figure 2).
3δ
3δ
1
2
dist(p, q)
p q
Figure 2: Neighborhood of pq
Lemma 2.5. If r lies in the neighborhood of pq, then we have dist(p, r) ≥ dist(p,q)
4
.
Proof. Since r lies in the neighborhood of pq we have dist(p, r′) ≥ dist(p,q)
4
. We know that
pr is the hypotenuse of the right-angled triangle pr′r and thus dist(p, r) ≥ dist(p, r′) ≥
dist(p,q)
4
.
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Lemma 2.6. For every ǫ > 0 there is a γ such that if r lies in the neighborhood of a
γ-appropriate edge pq, then dist(p, r)− dist(p, r′) < ǫδ and dist(q, r)− dist(q, r′) < ǫδ.
Proof. By Lemma 2.5 we have dist(p, r′) ≥ dist(p,q)
4
≥ γδ
4
and dist(r, r′) ≤ 3δ, so by
Pythagoras’s theorem:
dist(p, r)− dist(p, r′) =
√
dist(p, r′)2 + dist(r, r′)2 − dist(p, r′)
≤
√
dist(p, r′)2 + (3δ)2 − dist(p, r′)
=
(√
dist(p, r′)2 + (3δ)2
)2
− dist(p, r′)2√
dist(p, r′)2 + (3δ)2 + dist(p, r′)
=
(3δ)2√
dist(p, r′)2 + (3δ)2 + dist(p, r′)
≤ 9√
(γ
4
)2 + 9 + γ
4
δ.
Since limγ→∞ 9√
(γ
4
)2+9+ γ
4
= 0, we can choose γ big enough such that we have for all r
in the neighborhood of pq dist(p, r)− dist(p, r′) < ǫδ. By an analogous calculation the
inequality is also satisfied for q. This proves the claim.
Lemma 2.7. For all β > 0 there is a γ such that if r lies in the neighborhood of a
γ-appropriate edge pq, then dist(p, r) + dist(r, q) < dist(p, q) + βδ.
Proof. By Lemma 2.6 there is a γ such that if pq is γ-appropriate then dist(p, r) −
dist(p, r′) < β
2
δ and dist(q, r) − dist(q, r′) < β
2
δ. Adding the two inequalities we get
dist(p, r) + dist(r, q) < dist(p, r′) + β
2
δ + dist(r′, q) + β
2
δ = dist(p, q) + βδ.
Lemma 2.8. For every ǫ > 0 there is a γ such that if the vertex r lies in the neighborhood
of a γ-appropriate edge pq then ∠qpr < ǫ and ∠rqp < ǫ.
Proof. We may w.l.o.g. assume ǫ < π. Choose γ such that 12
γ
< tan(ǫ). By the definition
of neighborhood r′ lies between p and q, hence:
tan(∠qpr) = tan(∠r′pr) =
dist(r, r′)
dist(p, r′)
≤ dist(r, r
′)
dist(p,q)
4
≤ 4 dist(r, r
′)
γδ
≤ 12δ
γδ
=
12
γ
< tan(ǫ).
Since the tangent is monotonically increasing in [0, π
2
], we get ∠qpr < ǫ. By the same
argument we also have ∠rqp < ǫ.
Lemma 2.9. For every ǫ > 0 there is a γ such that if r is lying in the neighborhood of
a γ-appropriate edge pq, then the angles of the cones Rrp and R
r
q are less than ǫ.
Proof. We may w.l.o.g. assume ǫ < π. Consider the circle Γ with radius δ and center r.
Let v be the second intersection point of the ray −→qr with Γ. We can choose by Lemma
2.7 a γ such that if pq is γ-appropriate, we have for all r in the neighborhood of pq
the inequality dist(p, q) − dist(p, r) > dist(r, q) − βδ for some constant β ≤ 2 we will
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p q
r
Γ
rp
v
u
Figure 3: Sketch for Lemma 2.9, Lemma 2.19 and Lemma 2.21
determine later. Hence, by Lemma 1.4 Rrp ∩ Γ is an arc and we denote an endpoint of
Rrp ∩ Γ with largest distance to p by rp (Figure 3). Since the cone Rrp is symmetric in−→qr, the ray halves the angle of Rrp and it is enough to show that ∠vrrp < ǫ2 . This is
equivalent to ∠qrrp > π − ǫ
2
. Therefore, by Lemma 1.4 and the cosine law:
(dist(r, q) + (1− β)δ)2 < (dist(p, q)− dist(p, r) + δ)2 = dist(rp, q)2
= dist(rp, r)2 + dist(r, q)2 − 2 dist(rp, r) dist(r, q) cos(∠qrrp)
= δ2 + dist(r, q)2 − 2δ dist(r, q) cos(∠qrrp).
Hence, we have:
cos(∠qrrp) <
δ2 + dist(r, q)2 − (dist(r, q) + (1− β)δ)2
2δ dist(r, q)
=
δ2 − 2(1− β)δ dist(r, q)− (1− β)2δ2
2δ dist(r, q)
= (β − 1) + (1− (1− β)
2)δ
2 dist(r, q)
≤ (β − 1) + (1− (1− β)
2)δ
2dist(p,q)
4
≤ (β − 1) + 2(1− (1− β)
2)δ
γδ
= (β − 1) + 2(1− (1− β)
2)
γ
.
Choose γ big enough such that by Lemma 2.7 β is small enough to satisfy cos(∠qrrp) <
(β − 1) + 2(1−(1−β)2)
γ
≤ cos(π − ǫ
2
). Since the cosine is monotonically decreasing in [0, π],
we have ∠qrrp > π − ǫ
2
. Similarly, we have the same result for Rrq.
Remark 2.10. We will show later in Lemma 2.19 that the point rp constructed as in the
proof of Lemma 2.9 is indeed an extremal point of r.
Lemma 2.11. There is a γ such that if a δ-alone vertex r lies in the neighborhood of a
γ-appropriate edge pq and x, y are the neighbors of r in an optimal tour containing pq,
then ∠xry > 60◦.
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Proof. By Lemma 2.7 there is a γ such that if pq is γ-appropriate, then dist(p, r) +
dist(r, q)− dist(p, q) < δ and especially dist(p, r)+ dist(r, q)− dist(p, q) ≤ 2δ. Hence, by
Lemma 1.9 we have:
∠xry ≥ arccos
(
1− (2δ + dist(p, q)− dist(p, r)− dist(r, q))
2
2δ2
)
> arccos
(
1− δ
2
2δ2
)
= arccos(
1
2
) = 60◦.
Corollary 2.12. There exists a γ such that if a δ-alone vertex r lies in the neighborhood
of a γ-appropriate edge pq, then r is a potential point with respect to pq.
Proof. By Lemma 1.5 the neighbors x and y of an optimal tour containing pq lie in
Rrp ∪Rrq . It remains to show that they cannot both lie in Rrp or Rrq. We prove it similar
to Lemma 9 in [3]. We can choose γ by Lemma 2.9 such that the angles of the cones Rrp
and Rrq are less than 60
◦. But by Lemma 2.11 we get ∠xry > 60◦, therefore they cannot
lie in the same cone.
Definition 2.13. Given a point c with dist(c, pq) = δ, consider the disk D with radius
2δ around c. If the orthogonal projection of D to pq lies in the 1
2
-subedge of pq, we define
the test region T with center c as {x ∈ R2| dist(x, c) ≤ δ, disty(x, c) ≥ 12δ} and the test
area as T a := D ∩ [0, 1]2 (Figure 4).
The test area lies in the neighborhood of pq, since by definition the orthogonal projection
of T a onto pq lies in the 1
2
-subedge and for every point z ∈ T a we have dist(z, pq) ≤
dist(z, c) + dist(c, pq) ≤ 3δ which is the height of the neighborhood.
Definition 2.14. A test region has two connected components, we call the one with
smaller distance to pq the lower test region T l and the other the upper test region T u.
Define FTu := nλ(T
u).
The test region is constructed that way to ensure that any two vertices r ∈ T u and
s ∈ T l have at least the distance δ but at most the distance 2δ to each other.
Since λ(T u) = λ(T l) scales linearly with δ2 = 1
n
, FTu is a constant. Moreover, we have
λ(T u) = λ(T l) = FTu
n
.
Lemma 2.15. There is a constant 0 < lT < 1 such that for every test region T with
center c and every point r ∈ T we have distx(r, c) ≤ lT δ.
Proof. Let g be the line parallel to pq through c and let z be the orthogonal projection
of r onto g (Figure 5). Then we have the following two identities:
distx(r, c) = dist(z, c) = cos(∠rcz) dist(r, c) ≤ cos(∠rcz)δ
sin(∠rcz)δ ≥ sin(∠rcz) dist(r, c) = dist(r, z) ≥ 1
2
δ.
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p q
c
Figure 4: Test region and test area
Since the sine is monotonically increasing in [0, π
2
] we conclude ∠rcz ≥ 30◦. Altogether,
we have:
distx(r, c) ≤ cos(∠rcz)δ ≤ cos(30◦)δ.
Hence, we can define lT := cos(30
◦) =
√
3
2
.
p q
c
r
z
Figure 5: Sketch for Lemma 2.15
Lemma 2.16. There is a constant ϕT > 0 such that for any two points r ∈ T u and
s ∈ T l in a test region T we have ∠rsp ≥ ϕT and ∠qsr ≥ ϕT .
Proof. Choose ϕT := arctan(
1
2lT
) = 30◦. If ∠rsp ≥ 90◦ we are done, so assume ∠rsp <
90◦. Consider the line g parallel to pq through s. Let p˜ be the orthogonal projection of p
onto g. By the definition of test region p and r lie on different sides of the line g. Therefore
∠rsp ≥ ∠rsp˜ and it is enough to show that ∠rsp˜ ≥ ϕT . Now disty(r, s) = disty(r, c) +
disty(c, s) ≥ δ by the definition of test region where c is the center of the test region.
Moreover, by Lemma 2.15 we have distx(r, s) ≤ distx(r, c)+distx(c, s) ≤ 2lT δ. Therefore
tan(∠rsp˜) = disty(r,s)
distx(r,s)
≥ δ
2lT δ
= 1
2lT
. Since the tangent is strictly monotonic increasing in
[0◦, 90◦], we get ∠rsp˜ ≥ arctan( 1
2lT
). Analogously, we can prove the statement for q.
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p q
c
r
sp˜
Figure 6: Sketch for Lemma 2.16
Lemma 2.17. We have p ∈ Rrp and q ∈ Rrq.
Proof. Let qr be the intersection point of qr with the circle around r and radius δ. Then,
we have:
dist(p, qr) = dist(p, qr) + dist(qr, q)− dist(qr, q) ≥ dist(p, q)− dist(qr, q)
= dist(p, q) + δ − dist(r, q).
Therefore, we have by definition q ∈ Rrq and similarly p ∈ Rrp.
Corollary 2.18. There is a γ such that for every γ-appropriate edge pq, test region T
and any two δ-alone vertices r, s with r ∈ T u and s ∈ T l we have r 6∈ Rsp ∪ Rsq.
Proof. Assume that r ∈ Rsp. By Lemma 2.17 we know that p ∈ Rsp. Hence, the angle of
Rsp is at least ∠rsp. By Lemma 2.9 we can choose γ big enough such that the angle of
the cone Rsp is less than ϕT . But by Lemma 2.16 ∠rsp ≥ ϕT , contradiction. Similarly,
we can show r 6∈ Rsq.
Lemma 2.19. There is a γ such that if a δ-alone vertex r lies in a test region of a
γ-appropriate pq, then the orthogonal projection of the extremal point rp onto pq lies
between p and r′. In particular, we have distx(p, rp) + distx(rp, r) = distx(p, r) and rp is
one of the endpoints of Rrp ∩ Γ where Γ is the circle with radius δ around r.
Proof. Let v and p˜ be the second intersection point of the ray −→qr and −→pr with Γ, respec-
tively (Figure 3). Γ lies in the disk with radius 2δ around the center of the test region,
so by the definition of test region, it lies in the neighborhood of pq. By the definition of
neighborhood r′ lies between p and q. The ray −→qr passes r before passing v, thus v′ lies
between p and r. Similarly, p˜′ lies between r′ and q. Because of q 6= r′ we have v′ 6= r′.
So we can choose by Lemma 2.9 γ such that the angle of Rrp is small enough to ensure
that the orthogonal projection of the arc Rrp ∩ Γ also lies between p and r′ and does not
contain r′. But we know that p˜′ lies between r′ and q and hence it does not lie on the
arc. By Lemma 1.8 the extremal point rp is one of the endpoints of Rrp ∩ Γ and hence
the orthogonal projection of rp onto pq lies between p and r′.
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Lemma 2.20. There is a γ such that if a δ-alone vertex r lies in a test region of a
γ-appropriate edge pq, then the extremal point rp and p lie on different sides of qr.
Similarly, under the same condition rq and q lie on different sides of pr.
Proof. Let Γ be the circle around r with radius δ and rp, rp2 be the two endpoints of R
r
p∩Γ.
Since Rrp is symmetric to qr, these points lie on different sides of qr and we can assume
that rp and p lie on different sides of qr. Since qr is by symmetry the perpendicular
bisector of rprp2, we have dist(p, r
p) > dist(p, rp2). By Lemma 2.19 there is a γ such that
if pq is γ-appropriate, one of the two points is the extremal point. Therefore, rp is the
extremal point. Analogously, we can prove that rq and q lie on different sides of pr.
Lemma 2.21. There is a γ such that if a δ-alone vertex r lies in a test region of a γ-
appropriate pq, then we have dist(p, rp) < distx(p, r)− lT δ and dist(q, rq) < distx(q, r)−
lT δ.
Proof. Let g be the parallel line to pq through r, Γ be the circle with radius δ around
r. We define u as the intersection point of Γ with g that lies on the same side of
qr as p and v be the second intersection point of the ray −→qr and Γ. (Figure 3). By
Lemma 2.19 and Lemma 2.20 there is a γ1 such that if pq is γ1-appropriate, the extremal
point rp is an endpoint of Rrp ∩ Γ and it lies on the opposite sides of qr than u, hence
∠rpru = ∠rprv + ∠vru = ∠rprv + ∠rqp. Choose some ǫ > 0 such that lT + ǫ < 1. By
Lemma 2.9 and 2.8 we can choose γ2 such that if pq is γ2-appropriate, then cos(∠r
pru) =
cos(∠rprv + ∠rqp) > lT + ǫ. Thus
distx(r
p, r) = cos(∠rpru)δ = cos(∠rprv + ∠rqp)δ > (lT + ǫ)δ.
Since the extremal points lie on the circle with radius δ around r, they lie in the disk
with radius 2δ around the center of the test region. Thus, by the definition of test region
they lie in the neighborhood of pq. So we can choose by Lemma 2.6 γ3 such that if pq
is γ3-appropriate, then dist(p, r
p)− distx(p, rp) < ǫδ. Therefore, for γ = max{γ1, γ2, γ3}
we have altogether:
dist(p, rp) < distx(p, r
p) + ǫδ < distx(p, r
p) + distx(r
p, r)− (lT + ǫ)δ + ǫδ
= distx(p, r)− lT δ.
Similarly, we can show the statement for q and rq.
Lemma 2.22. There is a γ such that if a δ-alone vertex r lies in a test region with
center c of a γ-appropriate edge pq, then:
dist(p, rp) < distx(p, c)
dist(rq, q) < distx(c, q).
Proof. By Lemma 2.15 we have distx(r, c) < lT δ. We can choose γ by Lemma 2.21 big
enough such that dist(p, rp) < distx(p, r)−lT δ. Therefore, dist(p, rp) < distx(p, r)−lT δ <
distx(p, r)− distx(r, c) ≤ distx(p, c). Similarly, we can prove dist(rq, q) < distx(c, q).
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Definition 2.23. We call a test region occupied if there is a vertex r in the upper and
a vertex s in the lower test region. Moreover, an occupied test region is certifying if r
and s are δ-alone. It is strongly certifying if the test area only contains the two vertices
r and s.
Theorem 2.24. There is a γ such that a γ-appropriate edge pq is useless if there is a
certifying test region.
Proof. By Theorem 1.10 it is enough to ensure that r and s are potential points with
respect to pq, r 6∈ Rsp ∪Rsq, s 6∈ Rrp ∪Rrq and
dist(p, q)− dist(r, s)− dist(p, rp)− dist(sq, q) + 2δ > 0
dist(p, q)− dist(r, s)− dist(p, sp)− dist(rq, q) + 2δ > 0.
By Corollary 2.12 we can choose a γ1 such that if pq is γ1-appropriate, then r and s are
potential points with respect to pq. In the proof of Theorem 1.10 we need r 6∈ Rsp ∪ Rsq
and s 6∈ Rrp ∪ Rrq to exclude that rs is part of the tour. Note that this already follows
from r 6∈ Rsp ∪ Rsq, since we know that every neighbor of s lies in Rsp ∪ Rsq. By Corollary
2.18 there is a γ2 such that if pq is γ2-appropriate, then we have r 6∈ Rsp ∪ Rsq. Let c be
the center of the test region. Since r and s both lie in the test region with center c, we
have dist(r, s) ≤ dist(r, c) + dist(c, s) ≤ 2δ and it is enough to show:
dist(p, q)− dist(p, rp)− dist(sq, q) > 0
dist(p, q)− dist(p, sp)− dist(rq, q) > 0.
By Lemma 2.22 there is a γ3 such that for a γ3-appropriate edge pq we have:
dist(p, rp) + dist(sq, q) < distx(p, c) + distx(c, q) = dist(p, q)
dist(p, sp) + dist(rp, q) < distx(p, c) + distx(c, q) = dist(p, q).
Hence, γ = max{γ1, γ2, γ3} satisfies the condition.
Now we want to define for each edge a certain number of test regions. The number of
test regions is dependent on the length of the edge. An edge is then useless if any of
these is certifying.
Lemma 2.25. There exists a γ such that given a γ-appropriate edge pq, there is a
subneighborhood of pq that lies completely inside the unit square.
Proof. We can w.l.o.g. assume that the angle formed by the line pq with the x-axis is
0◦ ≤ α ≤ 45◦, otherwise we can rotate and mirror the unit square. Moreover, let p lie
left of q and let uv be the 1
2
subedge of pq where dist(p, u) < dist(p, v). Let z be a point
in the neighborhood of pq (Figure 7). Denote the x- and y-coordinate of a point t by tx
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and ty. By assumption we have px ≤ qx and py ≤ qy. We first show 0 ≤ zx ≤ 1. We
know by the definition of neighborhood |z′x − zx| ≤ dist(z, z′) ≤ 3δ. Moreover
ux − px = qx − px
4
= cos(α)
dist(p, q)
4
≥ cos(45◦)γδ
4
=
γ
4
√
2
δ.
and similarly qx − vx ≥ γ4√2δ. Now, we can choose γ ≥ 24 to get:
zx − px ≥ z′x − |z′x − zx| − px ≥ ux − px − |z′x − zx|
≥ γ
4
√
2
δ − 3δ ≥ 0
and similarly qx − zx ≥ 0. Hence, we have 0 ≤ px ≤ zx ≤ qx ≤ 1. It remains to show
0 ≤ zy ≤ 1. We have |z′y − zy| ≤ dist(z, z′) ≤ 3δ. Now we distinguish two cases. The
first case is 30◦ ≤ α ≤ 45◦, in this case we have:
uy − py = qy − py
4
= sin(α)
dist(p, q)
4
≥ sin(30◦)γδ
4
≥ γ
8
δ
and similarly vy − qy ≥ γ8δ. For γ ≥ 24 we have:
zy − py ≥ z′y − |z′y − zy| − py ≥ uy − py − |z′y − zy|
≥ γ
8
δ − 3δ ≥ 0,
similarly qy − zy ≥ 0. Therefore 0 ≤ py ≤ zy ≤ qy ≤ 1 and we are done.
In the second case α < 30◦ we have qy − py = tan(α)(qx − px) < tan(30◦)(qx − px) ≤
tan(30◦) = 1√
3
. By the pigeon-hole principle either 1− qy > 12 − 12√3 or py > 12 − 12√3 . Let
w.l.o.g. 1− qy > 12 − 12√3 , in this case we want to show that the subneighborhood above
pq is lying completely in the unit square. So let z lie in this subneighborhood. Obviously
we have zy ≥ py ≥ 0. Since γδ ≤ dist(p, q) ≤
√
2 and γ ≥ 24 we have δ ≤
√
2
γ
≤
√
2
24
.
Thus, zy ≤ z′y + |zy − z′y| ≤ qy + |zy − z′y| < 12 + 12√3 + 3δ ≤ 12 + 12√3 +
√
2
8
< 1.
Definition 2.26. We denote the smallest γ satisfying the conditions of Theorem 2.24
and Lemma 2.25 by γ. If an edge is γ-appropriate we call it long.
The practical algorithm in [3] checks the edge elimination condition for 10 pairs of
heuristically chosen r and s. We consider the general setting of checking at most f(n)
pairs for some function f : N → N. We now assume that such a function is given. In
the end we will show that any f ∈ ω(log(n)) ∩ o(n) is sufficient to conclude that the
expected value of remaining edges is linear.
Definition 2.27. For every long edge pq we divide the 1
2
-subedge uv equally into
min{f(n), ⌊dist(u,v)
4δ
⌋} parts. By Lemma 2.25 there is a subneighborhood that lies in-
side of the unit square. Place inside of this subneighborhood test regions for each of
the subdivisions of uv such that the orthogonal projections of the test regions’ centers
coincide with the centers of the subdivisions (Figure 8). We call the constructed test
regions the canonical test regions of pq.
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pq
z
z′
v
u
Figure 7: Sketch for Lemma 2.25
The subneighborhood has height 3δ and the test regions have height 2δ, therefore the
constructed canonical test regions lie completely in the subneighborhood and hence in the
unit square. Remember that the test area was defined as the intersection of a disk with
the unit square and note that the test area of a canonical test region is not necessarily
a disk.
Since pq has at least length γδ, the 1
2
-subedge has at least length γδ
2
. Therefore, we
constructed at least γδ
2·4δ =
γ
8
canonical test regions for every long edge.
Definition 2.28. For every edge pq, let mnpq be the number of canonical test regions
constructed this way. We number the canonical test regions and let Mnpq := {1, . . . , mnpq}
be the index set of the canonical test regions. Let γ̂ := γ
8
be the minimum number of
canonical test regions of a long edge.
Note that mnpq = 0 is possible if the edge is not long.
Definition 2.29. The i-th canonical test region is called Ti where T
u
i and T
l
i are the
upper and lower test region, T ai the test area and T˜i := ∪h∈Mnpq\{i}T ah consists of all other
canonical test areas except the ith.
p q
c1 c3c2
Figure 8: The canonical test region and test area
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Lemma 2.30. The test areas of two different canonical test regions intersect in at most
one point.
Proof. Every test area has width 4δ by construction. By the definition of canonical test
region every subdivision of the 1
2
-subedge has length at least 4δ. The statement follows
from the fact that the test regions are constructed centered to the subdivisions.
Theorem 2.31. A long edge is useless if there is a strongly certifying canonical test
region Ti.
Proof. Let r ∈ T ui , s ∈ T li and Dr resp. Ds be the disks around r resp. s with radius δ.
For every point z ∈ Dr we have dist(z, ci) ≤ dist(z, r) + dist(r, ci) ≤ 2δ where ci is the
center of the test region Ti. Hence Dr lies in T
a
i and similarly Ds also lies in T
a
i . By
assumption T ai and hence Dr and Ds do not contain any other points except r and s.
Moreover, we have dist(r, s) ≥ disty(T ui , T li ) = δ, hence r and s are δ-alone and we can
apply Theorem 2.24.
2.2 Probabilistic Analysis
In this section we estimate the probability that an edge cannot be deleted by our modified
criterion on a random instance. The idea is to first show that the events of different
canonical test regions being strongly certifying become almost mutually independent for
large n. That means that the probability that all test regions are not strongly certifying
is approximately equal to the probability of one test region not being strongly certifying
raised to the power of the number of canonical test regions. With this estimate we can
bound the expected value of the number of edges that are not detected as useless in the
next section. We will start with some basic definitions.
Definition 2.32. Let Ai and Bi be events defined as follows:
• Ai is the event that Ti is not occupied;
• Bi is the event that Ti is occupied but not strongly certifying.
Note that Pr[Ai] and Pr[Bi] are dependent on the number of vertices n of the random
instance and on the position of Ti. Observe that if A
c
i ∧Bci happens, then the test region
Ti is strongly certifying and therefore pq is useless.
Definition 2.33. Let C be a subset of the unit square. We define:
• Least(C, k) as the event that C contains at least k vertices;
• Most(C, k) as the event that C contains at most k vertices;
• Empty(C) as the event that C does not contain any vertex;
• Exact(C, k) as the event that C contains exactly k vertices.
17
With the definition we can express Ai as the event Empty(T
l
i ) ∨ Empty(T ui ) and Bi as
the event Least(T ui , 1) ∧ Least(T li , 1) ∧ Least(T ai , 3).
Our next aim is to show the almost mutually independence of Ai ∨ Bi for i ∈ Mnpq. To
achieve this, we need some results on how the probabilities of Ai and Bi depend on the
number of vertices in T˜i.
Lemma 2.34. For all J ⊆ Mnpq with i /∈ J the probabilities Pr[Ai|Exact(T˜i, n − k)],
Pr[∧j∈JAj|Exact(T˜i, k)] and Pr[Bi|Exact(T˜i, k)] are monotonically decreasing in k.
Proof. If we know that Exact(T˜i, n − k) happens, then we can conclude that k vertices
are in [0, 1]2\T˜i. So it is enough to show that Pr[Ai|Exact([0, 1]2\T˜i, k)] is monotonically
decreasing in k or Pr[Aci |Exact([0, 1]2\T˜i, k)] is monotonically increasing in k. We can
w.l.o.g. assume that the vertices U1, U2, . . . , Uk lie in [0, 1]
2\T˜i. Then, note that if Aci =
Least(T ui , 1)∧ Least(T li , 1) happens when we only consider the vertices U1, U2, . . . , Uk−1,
then Aci also happens if we consider U1, U2, . . . , Uk, no matter where Uk lies. Therefore,
Pr[Aci |Exact([0, 1]2\T˜i, k−1)] ≤ Pr[Aci |Exact([0, 1]2\T˜i, k)]. Since the argument holds for
all k, we get the first statement. Similarly, we can show Pr[(∧j∈JAj)c|Exact(T˜i, k−1)] ≤
Pr[(∧j∈JAj)c|Exact(T˜i, k)] from which the second statement follows.
For the third part we use the argument again to show that:
Pr[Empty(T ui ) ∨ Empty(T li ) ∨Most(T ai , 2)|Exact(T˜i, k)].
is monotonically increasing in k. Now, we have Bi = Least(T
u
i , 1) ∧ Least(T li , 1) ∧
Least(T ai , 3) and hence
Pr[Bi|Exact(T˜i, k)] = Pr[Least(T ui , 1) ∧ Least(T li , 1) ∧ Least(T ai , 3)|Exact(T˜i, k)]
= 1− Pr[Empty(T ui ) ∨ Empty(T li ) ∨Most(T ai , 2)|Exact(T˜i, k)]
is monotonically decreasing in k.
Lemma 2.35. For all i ∈Mnpq, J ⊆Mnpq with i 6∈ J we have:
Pr[Ai| ∧j∈J Aj ] ≤ Pr[Ai].
Proof. We have Pr[Ai|Exact(T˜i, k) ∧ (∧j∈JAj)] = Pr[Ai|Exact(T˜i, k)] since the event Ai
is independent of Aj for i 6= j given the number of vertices in T˜i. Hence
Pr[Ai| ∧j∈J Aj ] =
n∑
k=0
Pr[Ai|Exact(T˜i, k) ∧ (∧j∈JAj)] Pr[Exact(T˜i, k)| ∧j∈J Aj ]
=
n∑
k=0
Pr[Ai|Exact(T˜i, k)] Pr[Exact(T˜i, k)| ∧j∈J Aj ].
By Lemma 2.34 we know that Pr[∧j∈JAj|Exact(T˜i, k)] is monotonically decreasing in k.
So there is a number h ∈ {−1, . . . , n} such that for all k ≤ h we have Pr[∧j∈JAj |Exact(T˜i,k)]
Pr[∧j∈JAj ] ≥
18
1 and for all k > h we have
Pr[∧j∈JAj |Exact(T˜i,k)]
Pr[∧j∈JAj ] ≤ 1. Hence, for that h we have for all
k ≤ h the inequality
Pr[Exact(T˜i, k)| ∧j∈J Aj ] = Pr[Exact(T˜i, k)]Pr[∧j∈JAj |Exact(T˜i, k)]
Pr[∧j∈JAj] ≥ Pr[Exact(T˜i, k)]
and for all k > h the inequality
Pr[Exact(T˜i, k)| ∧j∈J Aj ] = Pr[Exact(T˜i, k)]Pr[∧j∈JAj |Exact(T˜i, k)]
Pr[∧j∈JAj ] ≤ Pr[Exact(T˜i, k)].
Moreover, observe the following identity:
n∑
k=0
Pr[Exact(T˜i, k)| ∧j∈J Aj ] = 1 =
n∑
k=0
Pr[Exact(T˜i, k)].
By Lemma 2.34 Pr[Ai|Exact(T˜i, n − k)] is monotonically decreasing in k, thus we can
apply Lemma 1.15 with ak = Pr[Ai|Exact(T˜i, n− k)], bk = Pr[Exact(T˜i, n− k)| ∧j∈J Aj ]
and ck = Pr[Exact(T˜i, n− k)] to get:
Pr[Ai| ∧j∈J Aj ] =
n∑
k=0
Pr[Ai|Exact(T˜i, k)] Pr[Exact(T˜i, k)| ∧j∈J Aj ]
=
n∑
k=0
Pr[Ai|Exact(T˜i, n− k)] Pr[Exact(T˜i, n− k)| ∧j∈J Aj ]
≤
n∑
k=0
Pr[Ai|Exact(T˜i, n− k)] Pr[Exact(T˜i, n− k)] = Pr[Ai].
Lemma 2.36. For all i ∈Mnpq, J, L ⊆Mnpq with i 6∈ J, L and J ∩ L = ∅ we have:
Pr[Bi|(∧j∈JAj) ∧ (∧l∈LBl)] ≤ Pr[Bi|Empty(T˜i)].
Proof. We have Pr[Bi|Exact(T˜i, k) ∧ (∧j∈JAj) ∧ (∧l∈LBl)] = Pr[Bi|Exact(T˜i, k)], since
Bi is independent of (∧j∈JAj) ∧ (∧l∈LBl) given the number of vertices in T˜i. Moreover,
by Lemma 2.34 Pr[Bi|Exact(T˜i, k)] is monotonically decreasing in k, hence:
Pr[Bi|(∧j∈JAj) ∧ (∧l∈LBl)]
=
n∑
k=0
Pr[Bi|Exact(T˜i, k) ∧ (∧j∈JAj) ∧ (∧l∈LBl)] Pr[Exact(T˜i, k)|(∧j∈JAj) ∧ (∧l∈LBl)]
=
n∑
k=0
Pr[Bi|Exact(T˜i, k)] Pr[Exact(T˜i, k)|(∧j∈JAj) ∧ (∧l∈LBl)]
≤Pr[Bi|Exact(T˜i, 0)]
n∑
k=0
Pr[Exact(T˜i, k)|(∧j∈JAj) ∧ (∧l∈LBl)]
=Pr[Bi|Empty(T˜i)].
19
The last step is to use all the previous results to bound the probability that all canonical
test regions are not strongly certifying.
Lemma 2.37. Given a partition I, J ⊆Mnpq we have:
Pr[∧i∈I,j∈J(Ai ∧ Bj)] ≤
∏
i∈I
Pr[Ai]
∏
i∈J
Pr[Bi|Empty(T˜i)]
Proof. Let I = {i1, i2, . . . , i|I|} and J = {j1, j2, . . . , j|J |}. We have by Lemma 2.35,
Lemma 2.36 and symmetry:
Pr[∧i∈I,j∈J(Ai ∧Bj)] = Pr[∧i∈IAi] Pr[∧j∈JBj | ∧i∈I Ai]
=
|I|∏
k=1
Pr[Aik | ∧l<k Ail] Pr[∧j∈JBj | ∧i∈I Ai]
≤
|I|∏
k=1
Pr[Aik ]
|J |∏
k=1
Pr[Bjk |(∧l<kBjl) ∧ (∧i∈IAi)]
≤
|I|∏
k=1
Pr[Aik ]
|J |∏
k=1
Pr[Bjk |Empty(T˜jk)]
=
∏
i∈I
Pr[Ai]
∏
i∈J
Pr[Bi|Empty(T˜i)].
Lemma 2.38. Given an edge pq we have:
Pr[Xpqn = 1|mnpq = k] ≤
k∏
i=1
(Pr[Ai] + Pr[Bi|Empty(T˜i)]).
Proof. If the edge cannot be deleted, all mnpq test regions are not strongly certifying.
That means for each test region either Ai or Bi happens. Hence, by Lemma 2.37 we
have:
Pr[Xpqn = 1|mnpq = k] ≤ Pr[∧i∈Mnpq(Ai ∨Bi)|mnpq = k]
=
k∑
s=0
∑
|I|=s,|J|=k−s
I∩J=∅
Pr[(∧i∈IAi) ∧ (∧j∈JBj)]
≤
k∑
s=0
∑
|I|=s,|J|=k−s
I∩J=∅
∏
i∈I
Pr[Ai]
∏
i∈J
Pr[Bi|Empty(T˜i)]
=
k∏
i=1
(Pr[Ai] + Pr[Bi|Empty(T˜i)]).
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2.3 Asymptotic Analysis
In this section we investigate the asymptotic behavior of the expected number of edges
that cannot be deleted with our criterion. By construction, we know that p and q do
not lie in any T ai and do not influence Ai or Bi for any i. Therefore, we can rename
the vertices and assume that p = Un−1, q = Un, discard p and q for simplicity and just
consider the remaining n− 2 vertices in [0, 1]2. The next step to bound the probability
that one test region is strongly certifying asymptotically by a constant.
Lemma 2.39. Independent on the position of Ti we have for all i:
lim sup
n→∞
Pr[Ai] < 1.
Proof. We have Ai = Empty(T
u
i ) ∨ Empty(T li ). Hence
Pr[Ai] = Pr[Empty(T
u
i ) ∨ Empty(T li )]
= Pr[Empty(T ui )] + Pr[Empty(T
l
i )]− Pr[Empty(T ui ) ∧ Empty(T li )]
= Pr[Empty(T ui )] + Pr[Empty(T
l
i )]− Pr[Empty(T ui ∪ T li )]
=
n−2∏
j=1
∫
[0,1]2\Tui
djdλ+
n−2∏
j=1
∫
[0,1]2\T li
djdλ−
n−2∏
j=1
∫
[0,1]2\Ti
djdλ.
Define yj :=
∫
Tui
djdλ, zj :=
∫
T li
djdλ. Using the linearity of the integral and
∫
[0,1]2\Ti djdλ+∫
Tui
djdλ +
∫
T li
djdλ =
∫
[0,1]2
djdλ = 1 we get:
Pr[Ai] =
n−2∏
j=1
(1− yj) +
n−2∏
j=1
(1− zj)−
n−2∏
j=1
(1− yj − zj).
Now note that since yj, zj ≥ 0 we have for all k:
∂
∂yk
Pr[Ai] = −
n−2∏
j=1,j 6=k
(1− yj) +
n−2∏
j=1,j 6=k
(1− yj − zj) ≤ 0
∂
∂zk
Pr[Ai] = −
n−2∏
j=1,j 6=k
(1− zj) +
n−2∏
j=1,j 6=k
(1− yj − zj) ≤ 0.
We conclude that Pr[Ai] is monotonically decreasing in yk and zk. Moreover, we know
that yk =
∫
Tui
dkdλ ≥ ψλ(T ui ) = ψ FTun and similarly zk =
∫
T li
djdλ ≥ ψ FTun . Thus
Pr[Ai] ≤ 2(1− ψFT
u
n
)n−2 − (1− 2ψFTu
n
)n−2
⇒ lim sup
n→∞
Pr[Ai] ≤ lim sup
n→∞
2(1− ψFTu
n
)n−2 − (1− 2ψFTu
n
)n−2 = 2e−ψFTu − e−2ψFTu
= 1− 1 + 2e−ψFTu − e−2ψFTu = 1− (1− e−ψFTu )2 < 1
In the last inequality we used that ψFTu > 0.
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Lemma 2.40. For every edge pq and f(n) ∈ o(n) we have for all i independent on the
position of the canonical test regions:
lim sup
n→∞
Pr[Bi|Empty(T˜i)] = lim sup
n→∞
Pr[Bi].
Proof. For a Lebesgue measurable set C such that C ∩ T˜i has measure zero we have for
any vertex x with density function dx:
P [x ∈ C|Empty(T˜i)] = P [x ∈ C|x 6∈ T˜i] = P [x ∈ C ∧ x 6∈ T˜i]
P [x 6∈ T˜i]
=
P [x ∈ C]
P [x 6∈ T˜i]
=
P [x ∈ C]∫
[0,1]2\T˜i dxdλ
≥ P [x ∈ C]
On the other hand, since f(n) ∈ o(n) we have
lim
n→∞
P [x ∈ C|Empty(T˜i)] ≤ lim
n→∞
P [x ∈ C]∫
[0,1]2\T˜i dxdλ
≤ lim
n→∞
P [x ∈ C]
1− φλ(T˜i)
≤ lim
n→∞
P [x ∈ C]
1− φ4π f(n)
n
= P [x ∈ C]
Since the vertices are independently distributed and T ai ∩ T˜i has measure zero, we have
lim sup
n→∞
Pr[Bi|Empty(T˜i)]
= lim sup
n→∞
P [Least(T ai , 3) ∧ Least(T ui , 1) ∧ Least(T li , 1)|Empty(T˜i)]
= lim sup
n→∞
P [Least(T ai , 3) ∧ Least(T ui , 1) ∧ Least(T li , 1)] = lim sup
n→∞
Pr[Bi]
Lemma 2.41. Independent on the position of Ti we have for all i:
lim sup
n→∞
Pr[Least(T ai , 3)|Aci ] < 1.
Proof. We have
Pr[Least(T ai , 3)|Aci ] = Pr[Least(T ai , 3)|Least(T ui , 1) ∧ Least(T li , 1)]
= Pr[Least(T ai , 3)|Least(T ai , 2)] ≤ max
x,y
Pr[Least(T ai , 3)|Ux, Uy ∈ T ai ]
= max
x,y
Pr[Least(T ai , 1)|Ux, Uy 6∈ T ai ]
= 1−min
x,y
Pr[Empty(T ai )|Ux, Uy 6∈ T ai ]
≤ 1−min
x,y
n−2∏
j=1,j 6=x,y
∫
[0,1]2\Tai
djdλ = 1−min
x,y
n−2∏
j=1,j 6=x,y
(
1−
∫
Tai
djdλ
)
≤ 1− (1− φλ(T ai ))n−4 ≤ 1− (1− φ
4π
n
)n−4.
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In the last inequality we bound the area of T ai by the area of the circle with radius 2δ.
Hence lim supn→∞Pr[Least(T
a
i , 3)|Aci ] ≤ lim supn→∞ 1−(1−φ4πn )n−4 = 1−e−4πφ < 1.
Lemma 2.42. For f(n) ∈ o(n) there are 0 < p < 1, N ∈ N such that independent on
the position of the canonical test regions for all i and n ≥ N :
Pr[Ai] + Pr[Bi|Empty(T˜i)] < p.
Proof. By Lemma 2.40 we have:
lim sup
n→∞
Pr[Ai] + Pr[Bi|Empty(T˜i)]
= lim sup
n→∞
Pr[Ai] + Pr[Bi]
= lim sup
n→∞
Pr[Ai] + Pr[A
c
i ] Pr[Least(T
a
i , 3)|Aci ]
= lim sup
n→∞
1− (1− Pr[Ai])(1− Pr[Least(T ai , 3)|Aci ]).
We know by Lemma 2.39 and 2.41 that there are positive constants c1, c2 such that
lim supn→∞(1 − Pr[Ai]) > c1 and lim supn→∞Pr[Least(T ai , 3)|Aci ] < 1 − c2. Hence
lim supn→∞ p(n) < 1− c1c2 < 1.
With this estimate we can now investigate the asymptotic behavior of the number of
remaining edges after the edge elimination.
Theorem 2.43. For every edge pq we have for all n ≥ N :
E[Xn] ≤
(
n
2
)64π γ̂2
n
φ+
f(n)−1∑
l=γ̂
pl64π
(2l + 1)
n
φ+ pf(n)
(
1− 64πf(n)
2
n
φ
) ,
where p¯ is the constant given by Lemma 2.42.
Proof. We have by Lemma 2.38 and Lemma 2.42:
Pr[Xpqn = 1] =
∞∑
l=0
Pr[Xpqn = 1|mnpq = l] Pr[mnpq = l]
≤ p¯0 Pr[mnpq = 0] +
f(n)−1∑
l=γ̂
p¯l Pr[mnpq = l] + p¯
f(n) Pr[mnpq = f(n)].
By the construction of the canonical test regions Pr[mnpq = 0] is the probability that pq
has length less than γδ = 8γ̂δ and Pr[mnpq = l] for γ̂ ≤ l < f(n) is the probability that
the random edge pq has length between 8δl and 8δ(l + 1). The first event is equivalent
to that q lies in a circle with radius 8γ̂δ = 8γ̂√
n
around p. This has probability hat most
64π γ̂
2
n
φ. The second event is equivalent to q is not lying in the circle with radius 8lδ = 8l√
n
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around p but in the circle with radius 8(l+1)δ = 8(l+1)√
n
around p. This probability is less
or equal to 64π 2l+1
n
φ, since this is an upper bound for the area of the annulus intersected
with [0, 1]2 times the upper bound for the density function. Let k := f(n) − γ̂ + 1 and
define the sequences (ai)0≤i≤k, (bi)0≤i≤k and (ci)0≤i≤k as follows:
ai =
{
p¯0 if i=0
p¯i−1+γ̂ else
bi =
{
Pr[mnpq = 0] if i=0
Pr[mnpq = i− 1 + γ̂] else
ci =

64π γ̂
2
n
φ if i=0
64π 2((i−1)+γ̂)+1
n
φ if 1 ≤ i ≤ f(n)− γ̂
1− 64π γ̂2
n
φ−∑f(n)−1l=γ̂ 64π 2l+1n φ = 1− 64π f(n)2n φ if i = f(n)− γ̂ + 1.
We have ai is monotonically decreasing,
∑k
i=0 bi =
∑k
i=0 Pr[m
n
pq = i] = 1 and
∑k
i=0 ci = 1
by definition and we showed above that bi ≤ ci for all i ≤ k − 1. This implys bk ≥ ck
and we can apply Lemma 1.15 to get the estimate:
Pr[Xpqn = 1] ≤ p¯0 Pr[mnpq = 0] +
f(n)−1∑
l=γ̂
p¯l Pr[mnpq = l] + p¯
f(n) Pr[mnpq = f(n)]
≤ 64π γ̂
2
n
φ+
f(n)−1∑
l=γ̂
p¯l64π
2l + 1
n
φ+ p¯f(n)
(
1− 64πf(n)
2
n
φ
)
.
Thus
E[Xn] = E[
∑
e∈E(Kn)
Xen] =
∑
e∈E(Kn)
E[Xen] =
∑
e∈E(Kn)
Pr[Xen = 1] ≤
(
n
2
)
Pr[Xpqn = 1]
≤
(
n
2
)64π γ̂2
n
φ+
f(n)−1∑
l=γ̂
pl64π
(2l + 1)
n
φ+ pf(n)
(
1− 64πf(n)
2
n
φ
) .
Lemma 2.44. For f(n) ∈ ω(logn) and f(n) ∈ o(n) there is a constant 0 < z < ∞,
such that:
lim
n→∞
n
64π γ̂2
n
φ+
f(n)−1∑
l=γ̂
pl64π
(2l + 1)
n
φ+ pf(n)
(
1− 64πf(n)
2
n
φ
) = z,
where p is the constant given in Lemma 2.42.
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Proof.
lim
n→∞
n
64π γ̂2
n
φ+
f(n)−1∑
l=γ̂
pl64π
(2l + 1)
n
φ+ pf(n)
(
1− 64πf(n)
2
n
φ
)
= lim
n→∞
64πγ̂2φ+ lim
n→∞
f(n)−1∑
l=γ̂
pl64π(2l + 1)φ+ lim
n→∞
pf(n)
(
n− 64πf(n)2φ)
=64πγ̂2φ+ lim
n→∞
f(n)−1∑
l=γ̂
pl64π(2l + 1)φ = 64πγ̂2φ+
∞∑
l=γ̂
pl64π(2l + 1)φ =: z
The last expression is a constant because lim supl→∞
l
√
pl64π(2l + 1)φ = p < 1, hence
by the root criterion the series
∑∞
l=γ̂ p
l64π(2l + 1)φ converges.
Theorem 2.45. For f(n) ∈ ω(logn) and f(n) ∈ o(n) we have E[Xn] ∈ Θ(n).
Proof. We have by Theorem 2.43 and Lemma 2.44:
lim sup
n→∞
E[Xn]
n
≤ lim sup
n→∞
n− 1
2n
n
64π γ̂2
n
φ+
f(n)−1∑
l=γ̂
pl64π
(2l + 1)
n
φ+ pf(n)
(
1− 64πf(n)
2
n
φ
)
= lim sup
n→∞
n− 1
2n
lim sup
n→∞
n
64π γ̂2
n
φ+
f(n)−1∑
l=γ̂
pl64π
(2l + 1)
n
φ+ pf(n)
(
1− 64πf(n)
2
n
φ
)
=
z
2
<∞.
Thus, E[Xn] ∈ O(n). On the other hand, we have clearly E[Xn] ∈ Ω(n), since an optimal
TSP tour exists for every instance and consists of n edges which are thus not useless.
Therefore, we conclude E[Xn] ∈ Θ(n).
3 Smoothed Analysis of Jonker and Volgenant
In this section we analyze the expected number of edges that are not eliminated by the
criterion of Jonker and Volgenant. Like in the previous section we consider a fixed edge
pq. Moreover, we assume that r is a vertex other than p or q.
3.1 Geometric Properties
We start with showing geometrical properties that allow us to bound the probability
that an edge can be eliminated.
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Definition 3.1. The α-border Bα of the unit square is defined as the set of points whose
distance to the border of the unit square is smaller than α (Figure 9).
In the following, we fix an α < 1
2
. Note that this ensures that [0, 1]2\Bα 6= ∅.
α
αα
α
Figure 9: α-border Bα
Definition 3.2. The improvement hyperbola Iprq is defined by {z ∈ [0, 1]2| dist(p, z) −
dist(z, r) ≥ dist(p, q)− dist(q, r)} (Figure 10). Iqrp is defined similarly.
r
p
q
Figure 10: The improvement hyperbola Iprq
Corollary 3.3. If the edge pq can be detected to be useless by Theorem 1.11, then Iprq
and Iqrp do not contain vertices other than p, q and r.
Proof. If Theorem 1.11 can be applied to pq, then for all z 6∈ {p, q, r} we have dist(p, q)−
dist(q, r) > dist(p, z) − dist(z, r) and dist(p, q) − dist(p, r) > dist(z, q) − dist(z, r). By
the definition of the improvement hyperbolas this is equivalent to Iprq and I
qr
p does not
contain any other vertex except p, q, r.
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Now, we want to show that the improvement cone Iprq has a large area for the most
positions of r. Combined with the last corollary we are able to show that the edge pq is
unlikely to be detected as useless in the next section.
Definition 3.4. For every vertex r let ar :=
dist(p,q)−dist(q,r)
2
and br :=
√(
dist(p,r)
2
)2
− a2r .
Note that if we shift and rotate such that the center of pr is the origin and pr lies on
the x-axis where r has positive x-coordinate, then ar and br are chosen such that the
improvement hyperbola Iprq is defined by the intersection of {x ∈ R2|x
2
a2r
− y2
b2r
≥ 1, x ≥ 0}
with the image of the unit square under this affine transformation.
Lemma 3.5. For every vertex r we have br
ar
≥ 1√
2
dist(r, pq).
Proof. We have:
br
ar
=
√
dist(p, r)2 − 4a2r
2ar
=
√(
dist(p, r)
2ar
)2
− 1 =
√(
dist(p, r)
dist(p, q)− dist(q, r)
)2
− 1
=
√√√√ dist(p, r′)2 + dist(r, r′)2(
dist(p, q)−√dist(q, r′)2 + dist(r, r′)2)2 − 1
≥
√√√√ dist(p, r′)2 + dist(r, r′)2(
dist(p, q)−√dist(q, r′)2)2 − 1 =
√
dist(p, r′)2 + dist(r, r′)2
(dist(p, q)− dist(q, r′))2 − 1
≥
√
dist(p, r′)2 + dist(r, r′)2
dist(p, r′)2
− 1 =
√
dist(r, r′)2
dist(p, r′)2
=
dist(r, r′)
dist(p, r′)
≥ 1√
2
dist(r, r′)
=
1√
2
dist(r, pq).
Lemma 3.6. Let s be a point lying on the segment pr and p 6∈ Bα. Then, the distance
of s to the border of the unit square is at least dist(s,r)
dist(p,r)
α.
Proof. Let dp and ds be the distances of p and s to one fixed side of the unit square and
let t be the intersection point of the line pr with this side (Figure 11). Because p 6∈ Bα
we have dp ≥ α. Now, if r lies between s and t we have by the intercept theorem applied
on the perpendiculars of p and s to the boundary of the unit square:
ds
dp
=
dist(s, t)
dist(p, t)
=
dist(s, r) + dist(r, t)
dist(p, r) + dist(r, t)
≥ dist(s, r)
dist(p, r)
.
Together with dp ≥ α we get ds ≥ dist(s,r)dist(p,r)α. If p lies between s and t we have ds > dp ≥ α
Hence, ds ≥ dist(s,r)dist(p,r)α holds in both cases. Since this argument works for all four sides
of the unit square, the distance from s to the boundary of the unit square is at least
dist(s,r)
dist(p,r)
α.
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rp
qs
g h
Figure 11: Sketch for Lemma 3.6 and Lemma 3.8. In the proof of Lemma 3.6 when
considering the upper boundary of the unit square we have t = h
Lemma 3.7. We have:
dist(p, r) + dist(r, q) ≥
√
dist(p, q)2 + (2 dist(r, pq))2.
Proof. Let g be the line parallel to pq through r. Consider q¯, the reflection of q in g
(Figure 12). Then, by symmetry dist(r, q) = dist(r, q¯). Hence dist(p, r) + dist(r, q) =
dist(p, r) + dist(r, q¯) ≥ dist(p, q¯) =√dist(p, q)2 + (2 dist(r, pq))2.
p q
r
g
q¯
Figure 12: Sketch for Lemma 3.7
Lemma 3.8. There are constants d, f > 0 such that we have either λ(Iprq ) ≥ d brar or
λ(Iprq ) ≥ f .
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Proof. We rotate and shift such that pr lies on the x-axis, the center of pr is the origin
and r has positive x-coordinate. Denote by S the image of the unit square under this
affine transformation. Then, we know Iprq is given by the intersection of the set {x ∈
R
2|x2
a2r
− y2
b2r
≥ 1, x ≥ 0} with S. Consider the cone C defined by |y| ≤ br
ar
(x − ar). If a
point (x¯, y¯) lies in C, then we have 0 ≤ |y¯| ≤ (x¯r − ar), thus x¯r ≥ ar ≥ 0. Moreover
|y¯| ≤ br
ar
(x¯− ar)
⇒ |y¯| ≤ br
ar
√
x¯2 − a2r
⇔ y¯2 ≤ b2r(
x¯2
a2r
− 1)
⇔ x¯
2
a2r
− y¯
2
b2r
≥ 1.
Hence, the intersection of C with S lies inside of Iprq . To prove the Lemma, we distinguish
two cases: If br
ar
≤ tan(60◦), then denote the intersection point of the boundary of C with
pr by s := (ar, 0), note that s is at the same time the intersection point of the boundary
of Iprq with pr. Let g be an intersection point of the boundary of C with the boundary
of S and let h be the intersection point of the ray −→pr with the boundary of S (Figure
11). Next, we want to show that the distance from s to the boundary of S is at least k
for some constant k. We distinguish two cases: If r 6∈ Bα
2
then the distances of p and r
to the boundary of S is at least α
2
and hence the distance of s to the boundary is also
at least α
2
. If r ∈ Bα
2
, as we assumed that p, q 6∈ Bα, we know dist(r, pq) ≥ α2 . We have
by Lemma 3.7 dist(p, r)+dist(q, r) ≥√dist(p, q)2 + (2 dist(r, pq))2. Hence, by the basic
properties of hyperbolas we conclude:
dist(s, r) =
dist(p, r)− 2ar
2
=
dist(p, r)− (dist(p, q)− dist(q, r))
2
=
dist(p, r) + dist(q, r)− dist(p, q)
2
.
Thus
dist(s, r)
dist(p, r)
=
dist(p, r) + dist(q, r)− dist(p, q)
2 dist(p, r)
≥
√
dist(p, q)2 + (2 dist(r, pq))2 − dist(p, q)
2 dist(p, r)
≥
√
dist(p, q)2 + α2 − dist(p, q)
2
√
2
=
dist(p, q)2 + α2 − dist(p, q)2
2
√
2(
√
dist(p, q)2 + α2 + dist(p, q))
=
α2
2
√
2(
√
dist(p, q)2 + α2 + dist(p, q))
≥ α
2
2
√
2(
√
3 +
√
2)
.
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By Lemma 3.6 the distance of s to the boundary of the unit square is at least α
3
2
√
2(
√
3+
√
2)
.
So k := min{α
2
, α
3
2
√
2(
√
3+
√
2)
} fulfils the property. Now, by the definition of C we have
tan(∠hsg) = br
ar
≤ tan(60◦), hence ∠hsg ≤ 60◦. Moreover, by convexity the triangle
∆shg lies in S. Altogether
λ(Iprq ) ≥ λ(∆shg) =
dist(s, h) dist(s, g) sin(∠hsg)
2
≥ k
2 sin(∠hsg)
2
=
k2 tan(∠hsg) cos(∠hsg)
2
=
k2 cos(∠hsg)br
2ar
≥ k
2 cos(60◦)
2
· br
ar
.
This proves the first case with d = k
2 cos(60◦)
2
. In the second case we have br
ar
> tan(60◦).
Here, we can replace C with a smaller cone C ′ defined by |y| ≤ tan(60◦)(x− ar). Then
C ′ lies inside of C and the first case shows λ(Iprq ) ≥ k
2 cos(60◦)
2
tan(60◦). Setting f to this
value proves the claim.
Lemma 3.9. If r does not lie in the circle around q with radius dist(p, q), then λ(Iprq ) ≥
α2
8
.
Proof. If r does not lie in the circle, then dist(q, r) > dist(p, q). Hence, dist(p, q) −
dist(q, r) < 0. The perpendicular bisector of pr divides the unit square in into two
parts. Consider the part P which contains r. For all vertices z ∈ P we conclude
dist(p, z) − dist(z, r) ≥ 0 > dist(p, q) − dist(q, r). Hence, P lies in Iprq and it is enough
to show that λ(P ) ≥ α2
8
. Let l be an intersection point of the perpendicular bisector of
pr with the boundary of the unit square and let o be the intersection point of the line
pr with the boundary of the unit square that lies in P . Moreover, let m be the center of
pr (Figure 13). Since P is convex, the right-angled triangle ∆lmo lies in P . By Lemma
3.6 the distance of m to the boundary of the unit square is at least dist(m,r)
dist(p,r)
α = α
2
. Thus,
we get dist(m, l), dist(m, o) ≥ α
2
. Altogether
λ(Iprq ) ≥ λ(P ) ≥ λ(∆lmo) =
dist(l, m) dist(m, o)
2
≥ α
2
8
.
Definition 3.10. Let p¯ be the point obtained by reflecting p in q. Define ProbAreak of
the edge pq by {z ∈ R2|z′ lies on the segment pp¯, k
n
≤ dist(z, pq) < k+1
n
} (Figure 14).
Note that geometrically ProbAreak is the union of two half open rectangles.
Lemma 3.11. There is a constant 0 < w < 1 such that for all k ≤ n if p, q 6∈ Bα and
r 6∈ ∪k−1i=0 ProbAreai, then λ(Iprq ) ≥ w kn .
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r
p
l o
m
q
Figure 13: Sketch for Lemma 3.9.
1
n
1
n
p
q
p¯
Figure 14: ProbArea1 of the edge pq
Proof. Choose w := min{d 1√
2
, f√
2
, α
2
8
}. If r 6∈ ∪k−1i=0 ProbAreai, then either r ∈ ProbAreal
for some l ≥ k or r 6∈ ProbAreai for every i ≥ 0. If r ∈ ProbAreal, then
√
2 ≥
dist(r, pq) ≥ l
n
. By Lemma 3.8 and Lemma 3.5 we have either λ(Iprq ) ≥ d brar ≥
d 1√
2
dist(r, pq) ≥ d 1√
2
l
n
or λ(Iprq ) ≥ f ≥ f√2 ln , hence λ(Iprq ) ≥ w ln ≥ w kn . In the sec-
ond case let p¯ be the reflection of p by q. By the definition of ProbArea the point r′ does
not lie on the segment pp¯ and hence r does not lie in the circle with radius dist(p, q)
around q. Thus, by Lemma 3.9 we have λ(Iprq ) ≥ α
2
8
≥ w k
n
.
3.2 Probabilistic Analysis
Since we know the minimum size of Iprq in dependency of the position of r, we can get an
estimate of the probability that it has a certain area. If the area is large, we can bound
the probability that it is empty and hence by Corollary 3.3 the probability that an edge
is detected as useless.
Definition 3.12. Let Innerpq be the event that p, q 6∈ Bα.
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Definition 3.13. Let Cert(r) be the event that the vertex r fulfills the condition of
Theorem 1.11 and we can therefore identify pq as being useless.
From now on, we denote the constant in Lemma 3.11 by w.
Lemma 3.14. For every k ≤ n the following inequalities hold:
Pr[Cert(r)|r ∈ ProbAreak ∧ Innerpq] ≤ (1− wk
n
ψ)n−3
Pr[Cert(r)|r 6∈ ∪k−1i=0 ProbAreai ∧ Innerpq] ≤ (1− w
k
n
ψ)n−3.
Proof. By Corollary 3.3 if Cert(r) happens, then Iprq ∪Iqrp does not contain the remaining
n − 3 vertices. If r ∈ ProbAreak, then r 6∈ ∪k−1i=0 ProbAreai and hence by Lemma 3.11
λ(Iprq ) ≥ w kn . Thus
λ(Iprq ∪ Iqrp ) ≥ λ(Iprq ) ≥ w
k
n
.
W.l.o.g. assume that p = Un−2, q = Un−1 and r = Un. Then, we can bound both
probabilities by
Pr[Cert(r)|r ∈ ProbAreak ∧ Innerpq] =
n−3∏
i=1
∫
[0,1]2\Iprq
didλ =
n−3∏
i=1
(
1−
∫
I
pr
q
didλ
)
≤ (1− λ(Iprq )ψ)n−3 ≤ (1− w
k
n
ψ)n−3
The second inequality can be shown similarly.
Lemma 3.15. For every k we have Pr[r ∈ ProbAreak | Innerpq] ≤ 4 dist(p, q) 1nφ.
Proof. We know that ProbAreak is the union of two half open rectangle with base length
2 dist(p, q) and height 1
n
, therefore the intersection with the unit square has at most area
4 dist(p, q) 1
n
. The result follows from the fact that the density function of r is bounded
from above by φ.
Lemma 3.16. We have:
Pr[Cert(r)| Innerpq] ≤ 4 dist(p, q)φ 1
n
n−1∑
i=0
(1− w i
n
ψ)n−3 + (1− wψ)n−3.
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Proof. By Lemma 3.14 we have:
Pr[Cert(r)| Innerpq]
=
n−1∑
k=0
Pr[Cert(r)|r ∈ ProbAreak ∧ Innerpq] Pr[r ∈ ProbAreak | Innerpq]
+ Pr[Cert(r)|r 6∈ ∪n−1i=0 ProbAreai ∧ Innerpq] Pr[r 6∈ ∪n−1i=0 ProbAreai | Innerpq]
≤
n−1∑
k=0
(1− wk
n
ψ)n−3 Pr[r ∈ ProbAreak | Innerpq]
+ (1− wψ)n−3Pr[r 6∈ ∪n−1i=0 ProbAreai | Innerpq]
≤
n−1∑
k=0
(1− wk
n
ψ)n−34 dist(p, q)
1
n
φ+ (1− wψ)n−3(1− 4 dist(p, q)φ)
≤
n−1∑
k=0
(1− wk
n
ψ)n−34 dist(p, q)
1
n
φ+ (1− wψ)n−3.
The second last inequality follows from Lemma 1.15 with the sequences (ai)0≤i≤n, (bi)0≤i≤n
and (ci)0≤i≤n defined by:
ai = (1− w i
n
ψ)n−3
bi =
{
Pr[r ∈ ProbAreai | Innerpq] if i < n
Pr[r 6∈ ∪n−1j=0 ProbAreaj | Innerpq] if i = n
ci =
{
4 dist(p, q) 1
n
φ if i < n
1− 4 dist(p, q)φ if i = n.
Since w < 1 we get that ai is nonnegative and monotonically decreasing. Moreover,∑n
i=0 bi = 1 =
∑n
i=0 ci and by Lemma 3.15 bi ≤ ci for all i < n. This implies bn ≥ cn.
So the conditions of Lemma 1.15 are fulfilled.
3.3 Asymptotic Analysis
With the estimate of the probability we can now bound the number of edges that remain
after the elimination procedure.
Lemma 3.17. For all constants c > 0 we have:
lim
n→∞
Pr[Y pqn = 0| Innerpq ∧ dist(p, q) ≤ c] ≤
1
(1− e−wψ)4cφ.
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Proof. By Lemma 3.16 we know:
Pr[Y pqn = 0| Innerpq ∧ dist(p, q) ≤ c] = Pr[∨r∈V (Kn)\{p,q}Cert(r)| Innerpq ∧ dist(p, q) ≤ c]
≤
∑
r∈V (Kn)\{p,q}
Pr[Cert(r)| Innerpq ∧ dist(p, q) ≤ c]
≤
∑
r∈V (Kn)\{p,q}
n−1∑
k=0
(1− wk
n
ψ)n−34c
1
n
φ+ (1− wψ)n−3
≤ n
(
n−1∑
k=0
(1− wk
n
ψ)n−34c
1
n
φ+ (1− wψ)n−3
)
≤
n−1∑
k=0
(1− wk
n
ψ)n−34cφ+ n(1− wψ)n−3.
Hence
lim
n→∞
Pr[Y pqn = 0| Innerpq ∧ dist(p, q) ≤ c] ≤ lim
n→∞
n−1∑
k=0
(1− wk
n
ψ)n−34cφ+ n(1− wψ)n−3
≤ lim
n→∞
n−1∑
k=0
(1− wk
n
ψ)n−34cφ+ 0
≤ lim
n→∞
n−1∑
k=0
e−wkψ4cφ
=
1
(1− e−wψ)4cφ.
Lemma 3.18. Given a constant 0 < c ≤ 1−2α
2
we have Pr [Innerpq ∧ dist(p, q) ≤ c] > 0.
Proof. Innerpq ∧ dist(p, q) ≤ c happens if p lies in [0, 1]2\Bα and q lies in the disk with
center p and radius c intersected with [0, 1]2\Bα. Let S be this intersection, for c ≤ 1−2α2
it has at least area π
4
c2, since at least a quarter of the disk lies in [0, 1]2\Bα. Remember
that we chose α such that λ([0, 1]2\Bα) > 0. Let d1 and d2 be the density functions of p
and q, we have
Pr [Innerpq ∧ dist(p, q) ≤ c] =
∫
[0,1]2\Bα
d1dλ
∫
S
d2dλ ≥ λ([0, 1]2\Bα)ψπ
4
c2ψ > 0
Theorem 3.19. E[Yn] ∈ Θ(n2)
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Proof. Choose c := min{ (1−e−wψ)
8φ
, 1−2α
2
}, we have:
E[Yn] =
∑
e∈E(Kn)
E[Y en ] =
∑
e∈E(Kn)
Pr[Y en = 1] =
(
n
2
)
Pr[Y pqn = 1]
≥
(
n
2
)
Pr[Y pqn = 1 ∧ Innerpq ∧ dist(p, q) ≤ c]
=
(
n
2
)
Pr[Y pqn = 1| Innerpq ∧ dist(p, q) ≤ c] Pr[Innerpq ∧ dist(p, q) ≤ c]
=
(
n
2
)
(1− Pr[Y pqn = 0| Innerpq ∧ dist(p, q) ≤ c]) Pr[Innerpq ∧ dist(p, q) ≤ c].
Then, by Lemma 3.17 and Lemma 3.18:
lim inf
n→∞
E[Yn]
n2
=
1
2
Pr[Innerpq ∧ dist(p, q) ≤ c]
(
1− lim
n→∞
Pr[Y pqn = 0| Innerpq ∧ dist(p, q) ≤ c]
)
≥ 1
2
Pr[Innerpq ∧ dist(p, q) ≤ c]
(
1− 1
(1− e−wψ)4cφ
)
≥ 1
2
Pr[Innerpq ∧ dist(p, q) ≤ c]1
2
> 0.
Therefore, we have E[Yn] ∈ Ω(n2). On the other hand, we have E[Yn] ∈ O(n2), since the
graph Kn has
(
n
2
)
edges. This proves E[Yn] ∈ Θ(n2).
Remark 3.20. A computer program was written to analyze the probability that an edge
is eliminated in practice by the criterion of Jonker and Volgenant for uniformly dis-
tributed instances. The results are shown in Table 1 , it suggests that the probability
of eliminating an edge is asymptotically constant. Hence, a quadratic number of edges
is eliminated in practice and this provides experimental evidence for our result being
sharp.
# vertices edge elimination rate
10 21.60%
100 16.13%
1000 15.92%
10000 15.89%
100000 15.45%
Table 1: Probability that an edge is eliminated. For each number of vertices the elimi-
nation condition has been checked for 40000 edges
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