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Abstract
In this paper we investigate the role of deterministic components and initial
values in bootstrap likelihood ratio type tests of co-integration rank. A number
of bootstrap procedures have been proposed in the recent literature some of which
include estimated deterministic components and non-zero initial values in the boot-
strap recursion while others do the opposite. To date, however, there has not been
a study into the relative performance of these two alternative approaches. In this
paper we ¯ll this gap in the literature and consider the impact of these choices
on both OLS and GLS de-trended tests, in the case of the latter proposing a new
bootstrap algorithm as part of our analysis. Overall, for OLS de-trended tests our
¯ndings suggest that it is preferable to take the computationally simpler approach
of not including estimated deterministic components in the bootstrap recursion and
setting the initial values of the bootstrap recursion to zero. For GLS de-trended
tests, we ¯nd that the approach of Trenkler (2009), who includes a restricted esti-
mate of the deterministic component in the bootstrap recursion, can improve ¯nite
sample behaviour further.
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11 Introduction
Likelihood-based procedures for testing the co-integration rank in VAR systems of I(1)
variables, see Johansen (1996) and Saikkonen & LÄ utkepohl (2000), are extensively used in
empirical research. However, it is now well understood that the ¯nite sample properties
of these tests, when based on asymptotic inference, can be quite poor; see, in particular,
Johansen (2002) and the references therein. It is also well-known that the bootstrap,
when correctly implemented, can be an important device to compute critical values of
asymptotic tests in samples of ¯nite size thereby delivering tests with empirical rejection
frequencies closer to the nominal level. As a consequence, it is not surprising that there has
been an increasing interest in using bootstrap methods in determining the co-integration
rank in vector autoregressive models. For the use of bootstrap tests in co-integrated
VAR models with independent and identically distributed (i.i.d.) innovations, see, in
particular, Swensen (2006) and Trenkler (2009), while for VAR models with potentially
heteroskedastic innovations, see Cavaliere, Rahbek & Taylor (2010).
In cases where deterministic components are allowed for, a key di®erence exists be-
tween the bootstrap recursion used to generate the bootstrap data in some of the ap-
proaches outlined above. In particular, the bootstrap recursion in Swensen (2006) includes
an estimate of the deterministic component (obtained from estimating both the restricted
and unrestricted VAR models) together with initial values taken as the corresponding
initial values of the original data, while the corresponding recursion in Cavaliere et al.
(2010) imposes zero start values and does not include an estimate of the deterministic
component. Trenkler (2009) also includes an estimate of the deterministic component
in his bootstrap recursion but, unlike Swensen (2006), his estimate is based only on the
restricted VAR model. As argued in Cavaliere et al. (2010), the original statistics being
bootstrapped are exact invariant to the deterministic component (by usual least squares
projection arguments), and therefore these do not need to be included in the bootstrap
recursion. Moreover, provided a constant is included in the deterministic component, the
co-integration tests will be (exact) similar with respect to the starting values. In contrast
we show that, crucially, the bootstrap tests obtained from the recursion in Swensen (2006)
are not exact invariant to the level term in the deterministic component. In contrast, the
tests outlined in Trenkler (2009), which include a restricted estimate of the deterministic
component, are exact invariant to the level term.
In this paper our aim is to investigate which of these two approaches delivers the better
¯nite sample performance. We investigate approaches based both on OLS de-trending and
on GLS de-trending; for the former we use the trace tests of Johansen (1996) and for the
2latter we use the corresponding trace tests of Saikkonen & LÄ utkepohl (2000). We ¯nd
that the simpler recursion where no estimated deterministics are included and where initial
values are set to zero delivers the best ¯nite sample performance in the context of OLS
de-trended tests, but is slightly inferior to the approach outlined in Trenkler (2009) for the
case of GLS de-trending. The approach of Swensen (2006) displays the worst behaviour
of all the approaches under both OLS and GLS de-trending with dependence of both size
and power on the magnitude of the level of the deterministic component. We concentrate
our attention in this paper on the trace type tests from a VAR model which contains a
linear trend component. Qualitatively similar conclusions are drawn from Monte Carlo
results in the case where the VAR contains only a constant and for inference based on the
corresponding maximal eigenvalue type tests. These additional results are available from
the authors on request.
The paper is organized as follows. Section 2 outlines our reference co-integrated VAR
model and reviews the asymptotic likelihood-based trace tests of Johansen (1996) and
Saikkonen & LÄ utkepohl (2000). In section 3 we outline the various bootstrap implemen-
tations of the trace tests from section 2, focusing on the issue of whether or not to include
the estimated deterministic component in the bootstrap recursion and how to treat the
initial values of the recursion. In section 4 we outline the invariance properties of the
various statistics discussed in sections 2 and 3, showing that the approach of Swensen
(2006) results in bootstrap tests which are not exact invariant to the level term in the
deterministic component. In section 5 we compare the ¯nite sample performance of both
the asymptotic tests from section 2 and the various bootstrap tests outlined in section 3
for a variety of co-integrated models. Section 6 concludes.
In the following `
w !' denotes weak convergence, `
p
!' convergence in probability, and
`
w !p' weak convergence in probability (Gin¶ e and Zinn, 1990; Hansen, 1996), in each case
as the sample size diverges to positive in¯nity; I(¢) denotes the indicator function, and
`x := y' (` x =: y') indicates that x is de¯ned by y (y is de¯ned by x). For any m £ n
matrix A, if A is of full column rank n < m, then A? denotes an m £ (m ¡ n) matrix of
full column rank satisfying A0
?A = 0. For any square matrix, A, jAj is used to denote the
determinant of A.
2 The Model Framework and Rank Tests
Let us consider a n-dimensional times series yt := (y1t;:::;ynt)0, t = 1;:::;T, which is
generated by
yt = ¹0 + ¹1t + xt; t = 1;2;:::; (2.1)
3where ¹0 (the level term) and ¹1 (the linear trend coe±cient) are unknown (n £ 1)
parameter vectors. Hence, the deterministic part consists of a constant and a linear
trend. The term xt is an unobservable stochastic error process which is assumed to follow
a vector autoregressive process of order p, VAR(p),
xt = A1xt¡1 + ¢¢¢ + Apxt¡p + "t; t = 1;2;:::; (2.2)
where Aj, j = 1;:::;p, are (n £ n) coe±cient matrices and the initial values, xt = 0,
t · 0, are taken to be ¯xed.
As usual, we can write the VAR(p) model in vector error correction (VEC) form as
¢xt = ¦xt¡1 +
p¡1 X
j=1
¡j¢xt¡j + "t; t = 1;2;:::; (2.3)
where ¡j, j = 1;:::;p ¡ 1, are (n£n) lag coe±cient matrices and the impact matrix ¦
satis¯es ¦ = ®¯0, where ® and ¯ are full column (n £ r) matrices for 0 < r · n.
Multiplying (2.1) by A(L) := In ¡ A1L ¡ ¢¢¢ ¡ ApLp = In¢ ¡ ®¯0L ¡ ¡1¢L ¡ ¢¢¢ ¡
¡p¡1¢Lp¡1 and rearranging yields the VECM representation for yt
¢yt = º + ®(¯
0yt¡1 ¡ Á(t ¡ 1)) +
p¡1 X
j=1
¡j¢yt¡j + "t; t = p + 1;p + 2;:::; (2.4)
where º := ¡¦¹0 + ¡¹1 = ¡®µ + ¡¹1, ¡ := In ¡
Pp¡1
j=1 ¡j, µ := ¯0¹0, and Á := ¯0¹1.
Throughout the paper, the process in (2.3) is assumed to satisfy the following assump-
tions.
Assumption 1: (a) All of the characteristic roots associated with (2.3), that is the so-
lutions to the characteristic equation A(z) := (1 ¡ z)In ¡ ®¯0z ¡ ¡1z (1 ¡ z) ¡ ¢¢¢ ¡
¡p¡1zp¡1 (1 ¡ z) = 0, lie either outside the unit circle or are equal to unity; (b) j®0
?¡¯?j 6=
0, with ¡ := In ¡ ¡1 ¡ ¢¢¢ ¡ ¡p¡1.
Assumption 2: The innovations f"tg form a martingale di®erence sequence with respect










! § > 0; (2.5)
and (ii) Ek"tk
4 · K < 1.
Assumption 1 is standard in the co-integration testing literature, while Assumption
2, which is used by Cavaliere et al. (2010), implies that "t is a serially uncorrelated,
4potentially conditionally heteroskedastic process. The latter therefore contrasts with the
assumption that "t is i.i.d. as made in Johansen (1996) and Swensen (2006).
We consider the so-called trace test version, i.e. we aim to test the pair of hypotheses
H0(r) : rk(¦) = r vs: H1(r) : rk(¦) = n: (2.6)
For unknown parameters ®, ¯, ª := (¡1;:::;¡p¡1), º, Á, and when ® and ¯ are p £ r
matrices, not necessarily of full rank, (2.4) denotes our co-integrated VAR model for the
observable yt. The model may then be written in the compact form
Z0t = ®¯
+0Z1t + ±Z2t + "t (2.7)
with Z0t := ¢yt, Z1t := (y0
t¡1;t)0, Z2t := (U0






¯+ := (¯0;¡Á0)0 and ± := (ª;º).
As is standard, let Mij := T ¡1 PT
t=1 ZitZ0
jt, i;j = 0;1;2, with Zit de¯ned as in (2.7),
and let Sij := Mij ¡ Mi2M
¡1






¯ = 0, we obtain
the ordered generalized eigenvalues ^ ¸1 > ¢¢¢ > ^ ¸n. The (pseudo) likelihood ratio [PLR]




log(1 ¡ ^ ¸i):
Cavaliere et al. (2010) derive the limiting null distribution for LRr for data gener-
ated according to (2.2) under Assumptions 1 and 2, and this result is reproduced for
convenience in the following theorem.
Theorem 1 Let xt be generated as in (2.2) under Assumptions 1 and 2. Then under
H0(r),
LRr
















with Bn¡r(¢) a (n ¡ r)-variate standard Brownian motion and Fn¡r := (B0
n¡r;uj1)0, where




b(s)b(s)0ds)¡1b(¢) denotes the projection residuals
of a onto b.
1Notice that the subscript r in LRr is a generic notation denoting the null rank being tested. If the
speci¯c rank r = 0 were being tested, for example, then the statistic would be referred to as LR0. The
same convention will be adopted for all other statistics introduced in this paper.
5The PLR test, LRr, outlined above is based on OLS de-trending. More recently,
Saikkonen & LÄ utkepohl (2000) have suggested alternative tests, in the same spirit as
Elliott et al. (1996) for univariate unit root tests, which use (pseudo) GLS de-trending to
adjust the data for deterministic terms before applying the LR test procedure described
above. To that end, de¯ne
a0t :=
(
1 for t ¸ 1
0 for t · 0
and a1t =
(
t for t ¸ 1
0 for t · 0
and multiplying (2.1) by A(L) we obtain
A(L)yt = H0t¹0 + H1t¹1 + "t; t = 1;:::;T; (2.10)
where Hit := A(L)ait (i = 0;1), and "t = A(L)xt. Furthermore, de¯ne Q such that QQ0¡1




0H1t¹1 + ´t; t = 1;:::;T; (2.11)
where ´t:=Q0"t. The matrix Q can be chosen as Q=[­¡1®(®0¡1®)¡1=2 : ®?(®
0¡1
? ®?)¡1=2].
Hence, the error term ´t has a zero mean and a unit covariance matrix as it is required for
a GLS transformation. To render the GLS estimation feasible, Saikkonen & LÄ utkepohl
(2000) propose using the reduced rank (RR) estimators ~ ®, ~ ¯, ~ ¡j, j = 1;:::;p ¡ 1, and e ­
which are obtained from (2.4) by applying r, the rank under the null hypothesis of the
co-integration test. Based on these RR estimators, one can compute the estimators ~ Q
and ~ Hit (i = 0;1). Thus, feasible GLS estimators of ¹0 and ¹1, say ~ ¹0 and ~ ¹1, are then
obtained by multivariate LS estimation of the model
~ Q
0 ~ A(L)yt = ~ Q
0 ~ H0t¹0 + ~ Q
0 ~ H1t¹1 + ~ ´t; t = 1;:::;T: (2.12)
The estimated deterministic terms are used to adjust yt, giving the GLS de-trended
analogue ~ xt := yt ¡ ~ ¹0 ¡ ~ ¹1t of xt. Then, the LR-type test is performed with respect to
the model
¢~ xt = ¦~ xt¡1 +
p¡1 X
j=1
¡j¢~ xt¡j + ~ "t; t = p + 1;:::;T; (2.13)
where ~ "t is an error term, speci¯cally the GLS de-trended analogue of "t. Since ~ xt is
adjusted by the deterministic terms, a test version without deterministic terms, as in
Johansen (1988), is applied. Denote the ordered generalized eigenvalues obtained from
the corresponding eigenvalue problem by ~ ¸1 > ¢¢¢ > ~ ¸n. Then, the GLS de-trended trace




log(1 ¡ ~ ¸i): (2.14)
The limiting null distribution of GLSr is given in the following theorem, critical values
from which can be computed using the response surface approach of Trenkler (2008).
This result was derived under a slightly stronger version of Assumption 2 by Saikkonen
& LÄ utkepohl (2000); the generalisation to cover Assumption 2 is entirely straightforward
given the results in Saikkonen & LÄ utkepohl (2000) and is therefore omitted.
Theorem 2 Let the conditions of Theorem 1 hold. Then under H0(r),
GLSr






























n¡r(u) := Bn¡r(u) ¡ uBn¡r(1) is a (n ¡ r)-variate Brownian bridge.
Remark 2.1. As stated in Theorem 1 of Saikkonen & LÄ utkepohl (2000), the level pa-
rameter ¹0 is not consistently estimated in the direction of ¯? because ¹0 is not identi¯ed
in that direction in (2.4). Therefore, Saikkonen, LÄ utkepohl & Trenkler (2006) suggest
avoiding the estimation of the level parameter in the ¯rst stage and only adjusting for the
trend component. However, the relative performance of the resulting bootstrap tests with
respect to the asymptotic test is little di®erent from Johansen's PLR test; see Trenkler
(2009) for further discussion on this point. Consequently, we will not consider this version
of the test any further here and will focus on the GLSr test procedure as outlined above.
3 Bootstrap Co-integration Tests
In this section we describe the various bootstrap schemes which we will subsequently
compare in section 4. In Algorithm 1, we ¯rst outline our leading recursive bootstrap
used to generate the so-called pseudo or bootstrapped observations, y¤
1;:::;y¤
T. In the case
of the OLS de-trended PLR test, LRr, this algorithm has been previously suggested in
2Note that the generalized eigenvalue problem described here is slightly di®erent from the one in
Saikkonen & LÄ utkepohl (2000). However, the eigenvalue problems can be transformed into each other by
an appropriate rede¯nition of the respective eigenvalues.
7Cavaliere et al. (2010), and has the key property that both deterministic terms and initial
values are set to zero in the bootstrap data recursion. This scheme can be regarded as an
adjusted version of the bootstrap algorithms discussed in Swensen (2006) and Trenkler
(2009), which, in contrast, do include estimated deterministic components and non-zero
initial values in the bootstrap recursion. These alternative algorithms are subsequently
discussed in Remarks 3.3 and 3.4.
Algorithm 1.
(1) Estimate an unrestricted version of (2.4) setting r = n, i.e. estimate a VAR(p)
model for yt, in order to obtain the OLS estimators ^ ¡j, j = 1;:::;p ¡ 1, and the
ordinary least squares (OLS) residuals ^ "p+1;:::; ^ "T.
(2) The remaining parameters are estimated by performing a RR regression of (2.4)
under the rank hypothesis H0(r) : rk(¦) = r. Let ~ ® and ~ ¯ be the estimators of ®
and ¯ respectively.
(3) Construct the bootstrap sample data, y¤
t; t = p;:::;T, recursively from
¢y
¤











with sampled residuals "¤
t drawn with replacement from the estimated residuals
^ "p+1;:::; ^ "T. The starting values of the recursion, y¤
1;:::;y¤
p, are set equal to 0.
(4) Obtain the bootstrap test statistics, LR1¤
r and GLS1¤
r , analogous to LRr and GLSr,
respectively.
(5) Bootstrap p-values are then computed as, p¤
r;T(LRr) := 1 ¡ G¤
LR;r;T (LRr) and
p¤
r;T(GLSr) := 1 ¡ G¤
GLS;r;T (GLSr), where G¤
LR;r;T(¢) and G¤
GLS;r;T(¢) denote the




Remark 3.1. Cavaliere et al. (2010) establish the asymptotic validity of the test based
on the bootstrap PLR statistic, LR1¤
r , from Algorithm 1. In particular they demon-
strate that the bootstrap LR1¤
r statistic attains the same ¯rst-order limiting null distri-
bution as the LRr statistic. Formally, they show that under the conditions of Theorem 1,
LR1¤
r
w !p LRr;1 and that, as a consequence, the associated bootstrap p-value, p¤
r;T(LRr)
is (asymptotically) uniformly distributed under the null hypothesis, leading to tests with
(asymptotically) correct size. It is entirely straightforward but tedious to show using the
8results in Cavaliere et al. (2010), that similar conclusions hold for the GLS de-trended
statistic, GLSr, and its bootstrap analogue. Speci¯cally, under the conditions of Theo-
rem 1, GLS1¤
r
w !p GLSr;1 and, consequently, p¤
r;T(GLSr) is (asymptotically) uniformly
distributed under the null hypothesis.
Remark 3.2. As discussed in Cavaliere et al. (2010), the unknown cdfs, G¤
LR;r;T(¢) and
G¤
GLS;r;T(¢), required in Step 5 of Algorithm 1 can be estimated through numerical sim-
ulation. This is done by generating B (conditionally) independent bootstrap statistics,
LR1¤
r;b and GLS1¤





















r;b > GLSr): (3.3)
For B ! 1, we have that ~ p¤
r;T(LRr)
a:s: ! p¤




e.g. Hansen (1996). Estimated p-values for the alternative bootstrap procedures discussed
below can be obtained in the same way.
Remark 3.3. In terms of the OLS de-trended LRr test, Algorithm 1 above is similar
to Algorithm 1 in Swensen (2006) except that a di®erent recursion is used in step 3.
Speci¯cally, Algorithm 1 in Swensen (2006) replaces the bootstrap recursion in (3.1) with
¢y
¤
t = ^ º + ~ ®(~ ¯
0y
¤








where ^ º is the OLS estimator of º obtained from an unrestricted VAR(p) model for yt
and ~ Á is the RR estimator of Á obtained from an estimation of (2.4) under the rank hy-
pothesis H0(r). The starting values of the recursion, y¤
1;:::;y¤
p, are set equal to y1;:::;yp.
Thus, parameter estimates obtained from two di®erent models are combined within the
bootstrap recursion which, unlike Algorithm 1 of this paper, contains an estimate of the
deterministic component. Trenkler (2009) argues that, speci¯cally, the combination of ^ º
with the VECM estimates ~ ®, ~ ¯, and ~ Á can cause serious deteriorations in the small sample
properties of the bootstrap tests, in particular of the GLS test. In fact, his simulation
results show that the larger the deterministic component of the data generating process
[DGP] is, the smaller are the tests' rejection frequencies. Hence, serious under-rejection
and poor power properties have to be expected. We will analyze in our simulation experi-
ment whether setting the deterministic part and the initial values to zero, as in Algorithm
1 of this paper, avoids these distortions. To this end, we also consider Algorithm 1 of
9Swensen (2006) which we will refer to as Algorithm 1d in what follows. The resulting OLS
and GLS de-trended bootstrap test statistics are labelled LR1d¤
r and GLS1d¤
r , respectively.
Remark 3.4. Trenkler (2009) suggests replacing the bootstrap recursion in (3.1) with
¢y
¤
t = ~ º + ~ ®(~ ¯
0y
¤








where ~ º and ~ ¡j, j = 1;:::;p ¡ 1 are RR estimators obtained from an estimation of (2.4)
under the rank hypothesis H0(r). Hence, and in contrast to Algorithm 1 of Swensen
(2006), estimators from di®erent models are not combined. Simulation results in Trenkler
(2009) suggest that the resulting bootstrap tests are signi¯cantly less distorted than the
corresponding tests based on Algorithm 1 of Swensen (2006) in the case of a non-zero
deterministic component in the DGP. As a consequence, we will include this scheme in
our comparative study in section 4. We will consider both the original version considered
in Trenkler (2009) with estimated deterministic component and nonzero initial values
(which we denote by Algorithm 2d in what follows), as well as a new version based on
the recursion ¢y¤








p set equal to 0 (referred
to as Algorithm 2 in what follows). We denote the resulting OLS and GLS de-trended
bootstrap test statistics from Algorithm 2d as LR2d¤
r and GLS2d¤
r , respectively, and those
from Algorithm 2 as LR2¤
r and GLS2¤
r , respectively.
Remark 3.5. All of the bootstrap algorithms discussed above require that the roots of
the equation j ^ A¤ (z)j = 0 are either one or are outside the unit circle, where
^ A
¤ (z) := (1 ¡ z)Ip ¡ ^ ®^ ¯
0z ¡ ^ ¡1 (1 ¡ z)z ¡ ::: ¡ ^ ¡k¡1 (1 ¡ z)z
k¡1.
Moreover, it is also required that j^ ®0
?^ ¡^ ¯?j 6= 0 where ^ ¡ := Ip ¡ ^ ¡1 ¡ ::: ¡ ^ ¡k¡1. While
the latter condition is always satis¯ed in practice, if the former condition is not met,
then the bootstrap algorithms cannot be implemented, since the bootstrap samples may
become explosive; cf. Swensen (2006, Remark 1). As a consequence, we will not consider
iterations in the simulations where the former condition is violated.
4 Invariance Issues
All of the tests considered are exact invariant to the trend coe±cient, ¹1. However, while
all of the tests considered in sections 2 and 3 are asymptotically invariant to the level
parameter, ¹0, not all of the tests considered in this paper are exact invariant to ¹0.
Both the LRr and GLSr statistics are invariant to the value of ¹0 given that they are





r are also invariant to ¹0 since the corresponding bootstrap algorithms do not
contain any deterministic terms and because the initial values are set to zero.
For the remaining tests we note ¯rst that changes in ¹0 will only a®ect the estimates of
the constant term vector º in the unrestricted VAR model and in the VECM with the rank
under H0 imposed. The other estimates considered will not respond to variations in ¹0.
If ¹0 is varied, say by r¹0, the estimates of the constant term vector º in the unrestricted
VAR model and the restricted VECM adjust in such a way that the variation in ¹0 is
exactly matched. Note, however, that these adjustments in ^ º and ~ º depend on the model
setup used for estimating the model parameters. Accordingly, all bootstrap data are
only shifted exactly by r¹0 if the same model is used to estimate º and to generate the
bootstrap data. This is indeed the case for the recursion of bootstrap Algorithm 2d. Here,
the VECM estimated under the rank null hypothesis is used for both the estimation of all
parameters and the generation of the data. Thus, LR2d¤
r and GLS2d¤
r also do not depend
on ¹0 since the test procedures are invariant to simple shifts in the data.
The latter result does not hold in general for LR1d¤
r , and GLS1d¤
r . The reason is that the
VECM-recursion in Algorithm 1d uses some parameter estimates (including the estimate
of º) obtained from a di®erent model, speci¯cally the unrestricted VAR model. Hence,
the change in ^ º cannot exactly reproduce r¹0. To be more precise, the initial values
will, by de¯nition, change by r¹0 but the same will not happen with the observations
of the remaining bootstrap sample. In fact, the inappropriate reproduction of r¹0 will
generate a mismatch between initial values and the remainder of the bootstrap sample.
This mismatch will depend on the underlying magnitude of ¹0. We will analyze in the




There is, however, one special case where LR1d¤
r and GLS1d¤
r are invariant to ¹0: if
the null r = 0 is tested within a VAR(1). In this setup, the recursion in Algorithm 1d
is equal to ¢y¤
t = ^ º + "¤
t. Here, y¤
1 will exactly change by r¹0 and y¤
t, t = 2;3;:::;T,
will change by r¹0 + (t ¡ 1)r^ º. Hence, the change is described by a linear trend and
can, therefore, be perfectly captured by both the OLS and GLS de-trended tests. Hence,
LR1d¤
0 and GLS1d¤
0 do not depend on ¹0 in this setup. Note, however, that this result
does not carry over to higher order VAR processes. This is due to fact that all initial
values y¤
1;:::;y¤
p will adjust by r¹0 so that the change in the bootstrap sample is not a
simple linear trend. In fact, the change may even be manifested as a higher order trend.
In any case, we again have a mismatch between initial values and the remainder of the
bootstrap sample.
115 Numerical Results
In this section we use Monte Carlo simulation methods to compare the ¯nite sample size
and power properties of the various bootstrap and asymptotic tests discussed previously
in Section 3.
We ¯rst consider a data-based DGP by referring to an empirical study of King, Plosser,
Stock & Watson (1991) (KPSW) who analyse a small macroeconomic model for the
U.S. which consists of the logarithms of per-capita private real GNP, per-capita real
consumption, and per-capita gross private domestic ¯xed investment. We estimate a
subset-VECM with one lag and two restricted co-integrating relationships using quarterly
data in logarithms for the period 1949:1-1988:4. Subset restrictions have been imposed by
using a Top-Down strategy employing the AIC.3 We obtain the following process, which























































As starting values we chose the corresponding empirical data. The same process was
used by Trenkler (2009) in a related simulation study. The results in Trenkler (2009)
highlighted poor ¯nite sample behaviour in both the asymptotic tests and the bootstrap
co-integration tests from Remark 3.4 using the recursive scheme in (3.4) for this process.
Hence, we may regard the KPSW-DGP as a demanding reference model for the bootstrap
test procedures under consideration.
The second DGP we consider is a co-integrated VAR(2) process; cf. Johansen (2002)
and Swensen (2006). We will consider processes of dimension n for n = 2;:::;5. We set the
true co-integrating rank, r0 say, equal to one throughout. The general model we consider
is therefore given by
yt = ¹0 + ¹1t + xt (5.2a)
¢xt = ®¯
0xt¡1 + ¡1¢xt¡1 + "t; "t » N(0;In); t = 1;:::;T; (5.2b)
3The subset restrictions have been obtained using JMulTi; see LÄ utkepohl & KrÄ atzig (2004, Ch. 3).
12where ® and ¯ are n £ 1 vectors and ¡1 = »In with ¡1 < » < 1. Following Johansen
(2002) and Swensen (2006), we consider the parameter combinations, ¯ = (1;0;:::;0)
0 and
® = (a1;a2;0;:::;0)
0, leading to the model
¢x1;t = a1x1;t¡1 + ¡1¢xt¡1 + "1;t (5.3a)
¢x2;t = a2x1;t¡1 + ¡1¢xt¡1 + "2;t (5.3b)
¢xi;t = ¡1¢xt¡1 + "i;t, i = 3;:::;n: (5.3c)
We focus on » = 0:5 and consider three cases for a1 and a2: a1 = a2 = ¡0:4 (Case 1),
a1 = a2 = ¡0:1 (Case 2), and a1 = a2 = ¡0:8 (Case 3). As described in Johansen
(2002), Case 2 refers to a situation close to no co-integration whereas Case 3 represents a
setup close to the case of I(2) data. We do not consider VAR(1) processes since they are
of limited interest, given the discussion in section 4 on the invariance properties of the
test statistics. Moreover, due to the exact invariance properties of the tests discussed in
section 4, we may set ¹1 = 0 in all simulations with no loss of generality.
The speci¯c values of ¹0 in the KPSW-DGP are implied by the set-up in (5.1). To
this end, we have to recover ¹0 in the generic formulation of the model in (2.1) from the
parameters of the DGP in (5.1). However, as pointed out in Trenkler (2009), only the
di®erences of the entries in ¹0 are identi¯ed in (5.1) via ¯0¹0 = (®0®)¡1®0(¡¹1 ¡ º). The
corresponding results in Trenkler (2009) show that these level di®erences amount to 20
to 200 times the standard deviation of the error terms in (5.1). Regarding the second
simulation DGP considered in (5.2), since the error terms in (5.2b) have an identity
covariance matrix, we set ¹0 equal to a unit vector multiplied by 0;5;20;50;200, and
1000 in our simulations, where the ¯rst value represents the benchmark case of a zero
level term. We do not present results for vectors ¹0 with di®erent individual entries
because such set-ups do not provide any new insights. Moreover, in order to eliminate the
e®ect of the initial values we generate 200 pre-sample values initiated at the zero vector,
in addition to the main sample of size T. The pre-sample values are discarded afterwards.
Results are reported for T = 50, T = 100, and T = 200.
All tests are run at the 5% signi¯cance level. The rejection frequencies of the asymp-
totic Johansen and GLS tests are based on asymptotic critical values computed from
response surfaces given in Doornik (1998) and Trenkler (2008), respectively. We use the
response surface critical values since these are known to deliver a more accurate approxi-
mation of the tests' limiting distributions than the standard tabulated asymptotic critical
value; see Doornik (1998). The computations are performed using the RNDNS function
(with ¯xed seed) of GAUSS 9.0 for Windows. The number of replications is R = 5000.
For determining the quantiles of the empirical bootstrap distributions we use B = 499
13bootstrap replications.
5.1 KPSW-DGP
The results for the KPSW-DGP (5.1) are shown in Table 1. Looking at the results in
Panel A, which concerns tests for the true null hypothesis that the co-integrating rank is
two, it is immediately observed that the bootstrap tests based on Algorithm 1d of Swensen
(2006) display poor empirical size properties. In particular, LR1d¤
2 is far too conservative
while GLS1d¤
2 is badly over-sized, displaying worse size control even than the asymptotic
LR2 and GLS2 tests, respectively. In contrast, using Algorithm 1, where the starting
values and deterministic components are set to zero, yields signi¯cant improvements,
most notably for smaller samples sizes, in empirical size vis-µ a-vis the asymptotic tests. In
particular, both LR1¤
2 and GLS1¤
2 display a lesser degree of downward size distortion than
LR2 and GLS2 respectively.
The poor ¯nite sample properties of the GLS1d¤
2 test have previously been discussed
in Trenkler (2009), who shows that the unrestricted estimates of º obtained from KPSW-
DGP can be heavily biased in small samples. As a consequence, the bootstrap data
generated by Algorithm 1d typically contain deviating drifts such that there is a mis-
match between the initial values taken from the original data and the actual properties of
the bootstrap data generated from Algorithm 1d (which use the estimated deterministic
component). Moreover, the GLS-type tests tend to be sensitive to the initial values of
the process, since these have a strong impact on the estimation of ¹0 in (2.1). Given
the mismatch between the initial values and the remainder of the bootstrap sample, the
GLS-adjustment for deterministic terms can therefore be quite inaccurate, resulting in
poor small sample properties for GLS1d¤
2 .
Using only parameter estimates from a restricted VECM within the bootstrap al-
gorithm, as suggested by Trenkler (2009), is also bene¯cial relative to Algorithm 1d.
However, LR1¤
2 is still the best procedure among the OLS de-trended tests, although the
di®erence relative to LR2¤
2 is rather small. In contrast, GLS2d¤
2 , the test originally pro-
posed by Trenkler (2009), outperforms the other GLS de-trended tests. Hence, in the case
of the GLS-type tests, setting the initial values and deterministic components to zero is
bene¯cial when using Algorithm 1, but not when using Algorithm 2.
Overall there appears to be little di®erence between Algorithms 1 and 2. To be precise,
once initial values and deterministic components are set to zero it does not seem to matter
much whether the estimates for ª are taken from an estimated unrestricted VAR (Algo-
rithm 1) or a restricted VECM (Algorithm 2). This result may well be attributable to the
fact that the data obtained from Algorithms 1 and 2 are strongly correlated. On average
14this correlation turns out to be about 0.8. In contrast, regarding Algorithms 2 and 2d on
the one hand, and Algorithms 1 and 2d on the other, the correlations amount to about
0.6 and 0.7 (after trend adjustments), respectively. Moreover, the correlations involving
Algorithm 1d are practically zero after trend adjustment. These smaller correlations help
explain the di®ering performances of some of the bootstrap tests. Similar results are
found for the VAR(2) processes which we analyze in detail in the next subsection.
Turning to the results for power (that is for tests of either the null hypothesis of rank
one or zero), we see that bootstrapping tends to be associated with some loss of power.
This e®ect is more pronounced when r = 0 is being tested. For the tests of r = 1 power
losses are very mild. Finally, we observe that GLS1d¤
0 displays a very large loss in power
relative to both the asymptotic test, GLS0, and the other GLS de-trended bootstrap tests.
This, coupled with the bad over-size problems noted above, arguably renders the GLS1d¤
r
test unusable in practice.
5.2 Co-integrated VAR(2)
We now discuss the results for the co-integrated VAR(2) processes (5.2) which are reported
in Tables 2 - 9. Recalling that the true co-integrating rank, r0, is one, we ¯rst comment
on the empirical sizes of tests for the null hypothesis of r = 1 and then subsequently
investigate the power properties of tests for r = 0. Notice that Tables 3, 5, 7, and 9 only
report results for the LR1d¤
r and GLS1d¤
r tests since all the other tests are invariant to the
value of ¹0; cf. section 4.
As was also observed for the results for KPSW-DGP, using Algorithm 1 instead of
Algorithm 1d (i.e. leaving out the deterministic terms and using zero initial values) is
clearly bene¯cial relative to the asymptotic tests. Moreover, applying LR1¤
1 typically
results in empirical sizes which are closer to the nominal level than those of LR1d¤
1 , the
latter tending to be under-sized, even when ¹0 = 0. Other things being equal, the under-
sizing seen in LR1d¤
1 becomes more pronounced: (a) the larger is ¹0; (b) the smaller is
the sample size, and (c) the larger the dimension of the system, n. For example, while
LR1d¤
1 has almost correct nominal empirical size for T = 200, n = 2 and ¹0 = 0 under
Case 2, for T = 50, n = 5 and ¹0 ¸ 20 empirical size drops below 1%. In contrast, recall
from section 4 that LR1¤
1 is invariant to the value of ¹0. Notice, however, that LR1¤
1 has
a tendency to be somewhat over-sized under Case 3 for T = 50 and n > 2. However, in
these cases it still constitutes a massive improvement over the asymptotic test.
Similarly, GLS1¤
1 turns out to be the better choice than GLS1d¤
1 . In particular, GLS1¤
1
avoids the excessive size distortions seen with GLS1d¤
1 for n = 2 and reduces the often very
large downward bias (in both size and power) of GLS1d¤
1 for larger systems, in particular
15for T = 50. Comparing the results in Tables 3, 5, 7, and 9, it is also observed that GLS1d¤
1
is much more negatively a®ected by increasing values of ¹0 than is LR1d¤
1 . The empirical
size of GLS1d¤
1 approaches zero for increasing values of ¹0. This e®ect, which starts to
become visible for ¹0 = 20, tends to be stronger the larger the dimension of the system
when n ¸ 3. For n = 2, the situation is more complex, presumably due to the fact that
n ¡ r0 = 1 here. For example, for Cases 1 and 2, the rejection frequencies are decreasing
for increasing values of ¹0 if T = 50 and T = 100, while the opposite is true for T = 200.
What can clearly be seen again from these results is that the ¯nite sample behaviour of
GLS1d¤
1 is far too unreliable to allow it to be recommended for use in applied work, as
has previously also been argued by Trenkler (2009).
Again, using only estimates from an restricted VECM, i.e. applying either Algorithm
2 or 2d, yields bootstrap tests with better size properties than the corresponding tests
resulting from Algorithm 1d. As regards, the OLS de-trended tests, LR2¤
1 appears to be
generally preferable to LR2d¤
1 , the former tending to be less conservative than the latter.
Accordingly, it also pays here to exclude the deterministic terms from the bootstrap
recursion and to use zero initial values. In contrast, GLS2d¤
1 tends to be less conservative
than GLS2¤
1 . This relative advantage of GLS2d¤
1 was also observed for the results from
KPSW-DGP. Hence, in this particular case one may keep the estimated deterministic
components in the bootstrap recursion. However, this is the only case for which we can
make this recommendation.
Once again, the choice between Algorithms 1 and 2 appears not to be crucial. We
observe some di®erences between LR1¤
1 and LR2¤
1 and between GLS1¤
1 and GLS2¤
1 in the
smallest sample size considered (T = 50). However, these do not a®ect the relative
performance of the tests. Among the OLS de-trended bootstrap tests, LR1¤
1 and LR2¤
1 are
preferable in terms of empirical size, while GLS2d¤
1 is the preferred procedure among the
GLS de-trended tests. These tests are seen to best reduce the size distortions from which
the corresponding asymptotic tests, LR1 and GLS1, su®er. Applying bootstrap methods
is seen to be particularly bene¯cial where the asymptotic tests display either excessive
upward size distortions, as occurs, for example, for both the LR1 and GLS1 tests in
the case of the higher dimensional systems considered, or are under-sized as occurs, for
example, in the case of the GLS1 test in bivariate (n = 2) VAR processes (see Table 2).
We now turn to the ¯nite sample power properties of the tests for the null hypothesis
that the co-integrating rank is zero. In general, there are no signi¯cant di®erences between
the power of the OLS de-trended bootstrap tests. It is only for Case 3 with T = 50, that
LR1¤
0 and LR1d¤
0 have higher power than LR2¤
0 and LR2d¤
0 , respectively.
Interestingly, the ¯nite sample power of LR1d¤
0 tends to only slightly decrease as ¹0
16increases, other things equal. This may appear surprising given that the rejection fre-
quencies fall with ¹0 when r = 1 is tested. It should be kept in mind, however, that
under the null hypothesis of r = 0 estimates from di®erent models are not combined in
the bootstrap recursion. As discussed at the end of Section 4, here there only occurs a
mismatch between the initial values and the remainder of the bootstrap sample. Obvi-
ously, for this particular DGP this mismatch does not seem to have a strong impact on
the ¯nite sample power of LR1d¤
0 . In order to clarify this point further, we also simulated
power results for tests for the null hypothesis of r = 1 in the three-dimensional VAR(2)
process with two co-integrating relations (r0 = 2) given by:
yt = ¹0 + ¹1t + xt
¢xt = ®¯









¢0 and ¡1 = »I3, with » = 0:5 as before. Here, for
example, the empirical rejection frequencies of the LR1d¤
1 test (for the null of r = 1)
are 0.271, 0.252, 0.223, 0.201, 0.184, and 0.178 for ¹0 = 0, 5, 20, 50, 200, and 1000,




1 have rejection frequencies of 0.300, 0.334 and 0.321,
respectively, regardless of the value of ¹0.
Returning to our main results for the tests of r = 0 in DGP (5.2), in contrast to what
was observed above for LR1d¤
0 , it is seen that the small sample power of GLS1d¤
0 is heavily
dependent on the value of ¹0; speci¯cally, it approaches zero, other things equal, as ¹0
increases. Moreover, GLS1d¤
0 has much smaller power than the other GLS de-trended
bootstrap tests for the case of T = 50. Otherwise, the powers of the GLS de-trended
bootstrap tests procedures do not di®er as much as their OLS de-trended counterparts.
However, notice that GLS1d¤
0 has higher power in smaller systems (n = 2, n = 3) for Case
3 when T = 200.
Our results also show that there can be signi¯cant di®erences in power between the
asymptotic tests and the corresponding bootstrap tests. To assess the importance of these
di®erences one must also compare the empirical size properties of LR0 and GLS0 for a non-
co-integrated VAR(2) with those of the bootstrap tests. For DGP (5.2) with ® and ¯ set to
zero, we found that LR0 and GLS0 both display large upward size distortions, in particular
for T = 50 and larger dimensional systems, while the bootstrap tests have smaller sizes
often very close to the nominal level. The size distortions of LR0 are comparable to
those of LR1 in Case 3 of (5.2). Regarding GLS0, excessive size distortions are even
more pronounced than for GLS1. To illustrate these ¯ndings (full details of which are
available on request), for n = 3, T = 50, and ¹0 = 0, LR0 and GLS0 have empirical sizes









0 , and GLS2d¤
0 they are 0.057, 0.015, 0.052, and 0.055, respectively. Accordingly,
the higher powers of the asymptotic LR0 and GLS0 tests would seem to be an artefact
of the signi¯cant di®erences in the empirical sizes between the asymptotic and bootstrap
tests. Note also that the decrease in power relative to the asymptotic test is generally
smaller for the GLS de-trended bootstrap tests than it is for the corresponding OLS de-
trended tests (consistent with the smaller size distortions seen in GLS0 compared to LR0)
with the obvious exception of GLS1d¤
0 test when the level term, ¹0, is non-zero.
Overall, taking both size and power results into consideration, LR1¤
r and GLS2d¤
r are
respectively the best performing OLS and GLS de-trended bootstrap tests. In a cou-
ple of experiments, the OLS de-trended bootstrap procedures have higher ¯nite sample
power than the corresponding GLS de-trended tests, while there is no situation in which a
GLS de-trended bootstrap test dominates the corresponding OLS de-trended test. More-
over, LR1¤
r has, on average, better size properties than GLS2d¤
r . Therefore, LR1¤
r is the
bootstrap test that overall seems to be preferred, given our simulation results.
To summarise, excluding deterministic components from the bootstrap recursion and
setting the initial values to zero is nearly always bene¯cial. It is only for the GLS de-
trended tests of Trenkler (2009) (where all of the parameter estimates used in the recursion
are obtained from an estimated restricted VECM) that including the estimated determin-
istic component and using the empirical initial values in the bootstrap recursion scheme
appears superior. For both OLS and GLS de-trended tests the bootstrap recursion out-
lined in Swensen (2006) should be avoided since in both cases it delivers bootstrap tests
which are not invariant to the level of the deterministic component. The simulations given
here show that the impact on the ¯nite sample behaviour of these tests can indeed be
quite large.
6 Conclusions
We have investigated the role of deterministic components and initial values in bootstrap
likelihood ratio type tests of co-integration rank, comparing a number of bootstrap pro-
cedures that have been proposed in the recent literature some of which include estimated
deterministic components and non-zero initial values in the bootstrap recursion while
others do the opposite. In the case of OLS de-trended tests, our ¯ndings suggest that
it is preferable to take the computationally simpler approach of not including estimated
deterministic components in the bootstrap recursion and setting the initial values of the
18bootstrap recursion to zero. For GLS de-trended tests this approach again works well,
although slightly better results can be obtained where all of the parameter estimates used
in the recursion are obtained from an estimated restricted VECM, as in Trenkler (2009).
Here including the estimated deterministic component and empirical initial values in the
bootstrap recursion seems preferable. For both OLS and GLS de-trended tests we rec-
ommend against the use of the bootstrap recursion outlined in Swensen (2006) since the
resulting bootstrap tests are not invariant to the level of the deterministic component.
Taking into account both OLS and GLS de-trended tests, overall we recommend the use
of the OLS de-trended bootstrap LR1¤
r trace test which sets the deterministic component
and initial values to zero in the bootstrap recursion.
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