Abstract. Statecharts are state-transition machines endowed with hierarchy on states and parallelism on transitions. The relationship between structure over states and behaviour is investigated. It is shown that a statechart is described by a pair of relations over transitions (a transition structure), the former describing causality and the other describing a notion of asymmetric independence. A statechart can be e ectively constructed from its transition structure. Transition structures corresponding to a subclass of Statecharts are characterized. Natural notions of morphisms among transition structures allow to de ne classes of statechart transformations which preserve behaviour.
Introduction
Statecharts (see 1]) is a graphical speci cation formalism which enriches statetransition diagrams with a hierarchical structure (i.e., tree-like) on states and with graphical conventions for explicitly representing parallelism and communication among parallel components.
In recent years, a great e ort has been devoted to semantics of statecharts (e.g., 3, 5, 4, 10, 9, 6] ). On the contrary, as far as we know, the relationship between the structure (on states and transitions) of a statechart and its behaviour has never been investigated. In particular, the relevant issue of behaviour preserving transformations and the related issue of \a priori" correct development of speci cations has never been considered. This paper gives a contribution for that investigation.
One of the criticism addressed against Statecharts is that they are rather complicate syntactical objects (due to the structure imposed on states) and, that, therefore, they cannot be handled in an elegant way. The classical representation of statecharts emphasizes the structure of the speci cation (it is a graphical structured formalism), but, if behaviour properties are the main concern, structure might be an useless complication. For this reason we provide a basic representation of a statechart in terms of its set of transitions, a relation of causality and a relation of asymmetric independence on transitions (transition structure). We show that a transition structure is su cient to describe a statechart and that states, hierarchy on states and representation of parallelism can be derived from the transition structure. In particular, we provide a recursive algorithm which associates, with the transition structure of a statechart Z, a statechart Z 0 having the same transition structure. In general, the statechart Z 0 is not isomorphic to Z, since it has minimal structure on states (we say it is in normal form). Therefore, transition structures are useful for normalizing statecharts. We also characterize transition structures corresponding to \well structured statecharts" -a widely adopted restriction of statecharts (e.g., see 4, 6] )-and we call them good structures. Good structures are dual with respect to well structured statecharts and it is possible to shift e ortless from one formalis to the other.
As opposite to the standard representation of statecharts, transition structures are simple objects which emphasize behavioural properties of a statecharts such as causality and independence among transition performances. For these reason, transition structures are a proper representation for studying transformations. We investigate statechart transformations by investigating morphisms of transition structures which preserve behaviour. Implicitly, each notion of morphism de nes a class of transformation of statecharts, in the sense that if there is a morphism from the transition structure of a statechart Z to that of Z 0 , then Z can be transformed into Z 0 . First, we consider the class of transformations induced by isomorphis (for instance, the normalization of a statechart). Then, we provide two notions of morphism which support two meaningful classes of structural transformations: transformations which allow to reshape a statechart into a well structured statechart and a form of top-down re nement.
Some remarks. Transition strucures are not intended to be a formalism alternative to Statecharts. Statecharts are a real usage speci cation formalism, whereas transition structures are better suited to study basic dynamic properties of statecharts. For sake of simplicity, we consider statecharts in a version where many communication features are simpli ed (e.g., we do not consider shared variables and negative events). The semantics we enforce is the original one (see 3]). However, since our main concern is neither communication nor semantics, we stress that the results of this paper depend neither on the particular type of enforced semantics nor on the restriction over communication.
In section 2 Statecharts, transition structures and semantics are de ned. In section 3 the technique for reconstructing a statechart from its transition structure is described and it is proved correct. In section 4 transition structures corresponding to well structured statecharts are characterized. In section 5 notions of behaviour preserving morphisms of transition structures are de ned.
Statecharts
The graphical convention is that states are depicted as boxes, and the box of a substate of a state b is drawn inside the area of the box of b. In the following, we shall write B Z intending the set of states of statechart Z (analogously for all the other statechart components). We shall write L Z to stress that relation L is over Z and we omit the index when the context is clear (analogously for all the other relations).
When a state b is entered a subset of its substates is entered consistently with the requirement that if an and-state (resp.: an or-state) is entered, then all of its (resp.: exactly one) of its immediate substates are entered. In particular, one of these sets of states is that induced by the default function (i.e., the chosen immediate substate of an or-state is its default substate), called default closure of b. As an example, the default closure of state L is the set fL; K; J; G; Hg.
For K B Z , the default closure of K, denoted as + Z K, is the least superset of K such that
When the target state b of a transition is entered, states in the default closure of b are entered. When an and-component of an and-state is entered, states in the default closure of all the other components are entered. As an example, when transition a is performed the set of entered states is fL; K; F; J; Hg. In general, when a transition t is performed, the set of entered states is given by the default closure of the set of substates of L(t) which are ancestors of in(t).
On the transition set we de ne a sequentiality relation. A transition t 0 follows t if the source state of t 0 belongs to the set of states entered by performing t.
Actually, we enrich the set of transitions T by a transition imp representing the \start up" of statechart activities. We can assume that imp is a transition without source and leading to the root. A transition t 0 is independent w.r.t a transition t if t and t 0 are concurrent and the performance of t does not disable the performance of t 0 (i.e., the performance of t does not cause exiting the source state of t 0 ).
) is an and-state and t k Z t 0 :
With reference to Note that if L(L(t); out(t 0 )) = out(t 0 ), then t k t 0 and that t > t 0 but t 0 > = t 0 (the relation > is not symmetric). If t >t 0 and not t 0 > t, then t 0 can be seen as being an interrupt for t. The performance of t does not disable the performance of t 0 , but the performance of t 0 disables that of t since all of the substates of out(t 0 ) are exited. If t > t 0 and t 0 > t (in this case we write shortly t t 0 and we say that t and t 0 are parallel), then t and t 0 can be performed, if enabled, in any order as well as in parallel. With reference to Fig.1 , transition e is an interrupt for f and g and d is an interrupt for c. Transition c and b can be performed simultaneously.
The transition structure of Z is the quadruple
We shall introduce now the standard semantics of statecharts (see 3]). At each instant of time (a discrete time domain is enforced, for instance natural numbers IN) the environment prompts a statechart with a set of events. So, we assume to have a function Env : IN ! 2 P describing environment. At a xed instant of time n, a statechart con guration is characterized by the set of states which are currently entered an by the set of events communicated at that time. A statecharts reacts by simultaneously performing a number of transitions (i.e., a microstep) enabled by events Env(n). The e ect is that the set of currently entered states is changed and the set Env(n) is augmented by adding events in the action part of the performed transitions. As a consequence, a larger set of transitions might be enabled at time n (than that enabled by Env(n)) and a chain reaction might occur (i.e., a sequence of microsteps). Events can be sensed only at the instant of time they have been communicated (i.e., they are instantaneous), and only sets of parallel transitions can be performed instantaneously. Thus, the sequence of microsteps triggered by Evn(n) is nite.
In our de nition a con guration consists of a set D of transitions and a function describing the environment. Transitions belonging to D are those having source state in the set of currently entered set of states. Semantics is de ned only by exploiting the transition structure of a statechart without any direct reference to the notion of state and hierarchy on states. in is enabled at time in C and t t 0 , for any t; t 0 2 with t 6 = t 0 .
For a microstep at time from C, the con guration reached from C by is (D 0 ; Env 0 ), with:
D 0 = ft 2 D : t 0 > t; for all t 0 2 g S t2 t ! Env 0 (n) = Env( ) S t2 Act(t) for n = = Env(n) for n 6 = : A sequence (possibly null) S = 0 : 1 : : : n of pairwise disjoint transition sets such that t i t j , for each t i 2 i and t j 2 j with 0 i < j n, is a step at time from a con guration C to a con guration C 0 i there exists a sequence C 0 : : :C n+1 of con gurations such that C 0 = C, C n = C 0 , C i+1 is reached from C i by microstep i at time , for 1 i n + 1.
Step S is maximal i S: is not a step, for each non-empty microstep from C 0 .
A sequence S 0 : : :S n , where S i is a sequence (possibly null) of transition sets, for 0 i n, is a behaviour from an initial con guration C i there exists a sequence of con gurations C 0 : : :C n+1 , with C 0 = C and S i is a maximal step at time i from C i to C i+1 , for all 0 i n.
Statecharts from Transition Structures
In this section we show that a transition structure completely describes a statechart. We present a recursive algorithm which associates, with the transition structure of a statechart Z, a statechart Z 0 having the same transition structure of Z. Actually, the algorithm is given for a slight restriction of the class of statecharts, namely, for statecharts all of whose states are downward reachable.
A state b 2 B Z is downward reachable i there exists a transition t such that b 2+ fin(t)g. But in few pathological cases, a statechart can be transformed into a statechart with downward reachable states.
In order to give a recursive de nition of the algorithm, we have to extend the notion of statechart given in Def.1, thus allowing statecharts possibly having transitions either without source or without target state (dangling transitions). In particular, each state b in a statechart Z induces an (incomplete) statechart whose set of states is ? (b) and whose set of transitions is ft 2 T Z : in Z (t) 2 ? Z (b) or out Z (t) 2 ? Z (b)g ft 2 T Z : b 2 + Z fin Z (t)gg:
The other components are the obvious restrictions of the corresponding components of Z.
As concerns the transition structure = (T ; ! ; > ; ) of an incomplete statechart Z, we need to distinguish dangling transitions from the others. In particular, we are interested in the following subsets of T :
1. K T is the set of non dangling transitions; 2. O T is the set of transitions without target; 3. W O is the set of transitions whose source is the root; 4. I T is the set of transitions without source; 5. U I is the set of transitions not having a substate of the root as target. Note that T = I K O . Note, also that, if Z is a complete statechart (i.e., as in Def.1), then the initial transition imp can be regarded as an incomplete transition leading to the root of Z, and so, our convention is that, for = T S(Z), K = T Z , I = U = fimpg, and O = W = ;. Now, given a transition structure , we associate a pair of symbols o(t) and i(t) with each transition t 2 K , a symbol i(t) with each transition t 2 I , and a symbol o(t) with each transition t 2 O . Symbols o(t) and i(t) represent a source and a taget state, respectively, for transiton t. Over that set of symbols we de ne an equivalence relation and we consider the quotient set. If the quotient set is not a singleton, then we associate with a statechart whose root is an or-state. The set of immediate substates of the root is in one-to-one corresponddence with the quotient set. On the contrary, if the quotient set is a singleton, then we associate with a statechart whose root is an and-state and the set of parallel components of the root is in one-to-one correspondence with the quotient set of the set of transition T under an equivalence relation (de ned below). Moreover, each element of the quotient sets under and induces a transition structure. So, the required statechart can be obtained by recursively applying the outlined transition step to transition structures induced by elements of the quotient set.
De nition6. For a transition structure , assume that i; o : T ! M are xed injective and image disjoint maps, with M a suitable alphabet; then, M M is the least equivalence relation s.t.:
1. if t ! = t 0! = ;, then i(t) i(t 0 ), for t; t 0 2 Let be the transition structure of the statechart of Fig Since the quotient set is not a singleton, a statechart with an or-state root corresponds with (See Fig.2 ). We de ne now the equivalence .
De nition7. For a transition structure , (T ? (U W )) (T ?
(U W )) is the least equivalence relation s. We de ne now the algorithm associating statecharts with transition structure. Since there might not be a unique way for de ning the set U v for an element v 2 V , more than one statechart can be associated with a transition structure.
De nition8. For a transition structure , a statechart Z and a symbol sym, ) sym Z i T Z = T ? (U W ), Z is the restriction of to T Z , and 1. if T = U W , then B Z = fsymg, Z = f(sym; ;)g, Z = f(sym; OR)g, in Z = out Z = Z = ;. can be proved that if T S(Z) ) sym Z 0 , Z is in normal form, and the choices for constructing Z 0 agree with , then Z and Z 0 are isomorphic. The proof is by induction on the smallest natural n such that n Z (root Z ) = n+1 Z (root Z ) (i.e., the height of the tree of states of Z) and it takes advantage of Lemmata 1, 2 and 3.
In this case, it follows immediately that T S(Z) = T S(Z 0 ). We also show that if ) sym Z 0 and ) sym Z 00 , then Z 0 can be transformed into Z 00 by applying syntactical transformations which do not change the transition structure (i.e., T S(Z 0 ) = T S(Z 00 )), and, thus, the thesis holds also in the general case. u t If is a transition structure such that imp ! ? t The idea is that a statechart is in normal form when its structure on states is, in some sense, minimal. In other words, structuring on states is allowed only if it really a ects behaviour. An interesting application of the algorithm in Def.8 is that it can be used for simpli ng the structure of a statechart Z by removing structural details which do not a ect behaviour. We have to nd its transition structure T S(Z) and then to construct a statechart Z 0 such that T S(Z) ) sym Z 0 . For instance, consider the statechart in the left-hand side of Fig.3 and, in the right-hand side, its correspondent statechart in normal form obtained by the mentioned procedure.
Characterizing Transition Structures for Well Structured Statecharts
In the previous section we have shown that a given statechart can be represented by its transition structure. In general, a quadruple (T; !; >; ) (we call it structure), where ! and > are relations over set T and is a function on T, describes a statechart if there is a statechart Z s.t. T S(Z) = (T; !; >; ).
We are able to characterize the class of structures which describe well structured statecharts. A statechart Z is well structured i in Z (t); out Z (t) 2 Z (L Z (t)); for all t 2 T Z :
(1) Transitions of a well structured statecharts preserve the hierarchy on states (i.e., no transition crosses borders of boxes depicting states). Well structured statecharts is a proper restriction of the formalism which has been adopted frequently in literature to enjoy a simpler de nition of semantics (e.g. see 4]).
With reference to Fig.4 , statechart in the left-hand side is well structured, and the other one is not since transition b does not satify the constraint ( 1) . Structures describing well structured statecharts can be axiomatically de ned.
De nition10. A tuple (T; !; >; ), where T is a nite set, !; > T T are anti-re exive relations and : T ! 2 P 2 P , for some nite set P, is a good structure i :
1. if t ! ? t 0 , then t > = t 0 ; 2. there exists t s.t. t ! ? t 0 , for all t 0 2 T ? ftg, and t 00 ! = t, for all t 00 2 T; 3. if t ! t 0 and t > t 00 , then t 0 > t 00 ; 4. if t > t 0 and t 0 > = t, then h ! t and h > = t 0 implies h ! t 0 ; 5. if t > t 0 , t 0 > = t, t 0 > t 00 and t 00 > = t 0 , then t > t 00 ; 6. if t > t 0 , t 0 > = t and t 0 t 00 5 , then t t 00 ; 7. if t > t 0 , t 0 > = t and t t 00 , then t 00 > t 0 ; 8. if t ! t 0 and t t 00 , then t 0 t 00 ; 9. if t ! t 0 , h ! h 0 , t 0 h 0 , t 6 h 0 and h 6 t 0 , then t ! h 0 and h ! t 0 ; 10. if t ! t 0 , h ! h 0 , t 0 h 0 , t 6 h 0 and h t 0 , then t ! g 1 ! : : : ! g n ! h and g i t 0 ;
11. if t ! \t 0! 6 = ;, then t >h, for all h 2 t 0! ?t ! and t 0 >h, for all h 2 t ! ?t 0! ; 12. if t ! h; h 0 ; h 00 , then h > h 0 and h 00 > = h 0 implies h > h 00 ; Theorem 11. A statechart Z in normal form 6 is well structured i T S(Z) is a good structure. Proof. See Appendix 2. u t Actually, the correspondence between good structures and well structured statecharts is stronger. In fact, each good structure is the transition structure of a well structured statechart Z, and Z can be e ectively constructed by exploiting relation ) sym . Therefore, in the case of well structured statecharts, the standard de nition given in Def.1 and transition structures are dual representations for statecharts and it is possible to shift from one to the other by exploiting map T S and relation ) sym . With respect to the standard representation, transition structures are simpler objects which emphasize basic properties of statechart dynamics, namely, causality (which can derived from )), parallelism (which can derived from ) and interruptions (or hierarchy) (which can be derived from >).
Theorem 12. If is a good structure, then there exists a (well structured) statechart Z such that = ST (Z).
Proof. (Sketch) It can be shown that the procedure we have de ned for constructing a statechart from a transition structure is well de ned when it is applied to good structures. In particular, it can be shown that if is a good structure, and V is a singleton, then A is not a singleton. Moreover, it can be shown 5 t t 0 is a short writing for t > t 0 and t 0 > t. 6 For a de nition, see Appendix 1. that if v 2 V or v 2 A , then v (the structure induced by v) is also a good structure. This implies that the procedure always terminates and that to each good structure there exists Z such that ) sym Z. Moreover, it is possible to show, by induction on the de nition of relation ) sym , that if ) sym Z, then Z is a a well structured statechart and it is such that ST (Z) = .
u t
We believe that the characterization we have provided is interesting from a theoretical viewpoint, since it precisely states the relationship between causality, parallelism and interruptions (i.e., hierarchy) in the formalism. We believe that it might be interesting also from a practical viewpoint. For instance, one may want to specify the basic dynamic properties of a system by using a speci cation language of higher level than Statecharts (for instance, by logical formulas). Then, transition structures can be used for providing implementations of that speci cation. Finally, we can obtain a structured graphical representation of that implementation by shifting to the domain of statecharts. (It is the methodology of stepwise development of complex systems suggested by Olderog in 7] .)
Morphisms of Transition Structures and Transformations of Statecharts
In this section we show that the investigation of transition structure morphisms is useful for investigating transformations of statecharts which preserve behaviour. A morphism between two transition structures is a map from the transition set of the former to the transition set of the latter which preserves the initial transition, sequentiality and independence relations, and transition labels. We are interested in morphisms which preserve behaviour in the sense that a behaviour corresponding to the former transition structure can be suitably mapped into a behaviour corresponding to the latter and viceversa. Behaviour preserving morphisms induce classes of behaviour preserving transformations over statecharts.
De nition13. A (partial) map ! : T ! T 0 is a morphism of transition structures and 0 , i :
1. !(imp) = imp; 2. t ! t 0 implies !(t) ! 0 !(t 0 ) (whenever !(t) and !(t 0 ) are de ned); 3. t > t 0 implies !(t) > 0 !(t 0 ) (whenever !(t) and !(t 0 ) are de ned); 4. 0 (!(t)) = (t) (whenever !(t) is de ned). Morphism ! is an isomorphism i it is a bijection and ! ?1 is also a morphism of transition structures. Unless otherwise said, a morphism is assumed to be a total map. As an immediate consequence of the de nition of semantics, isomorphism of transition structures preserves behaviour. is a behaviour from (imp ! 0 ; Env). 7 We consider now which is the relationship (from a structural viewpoint) between two statecharts, when their transition structures are isomorphic.
Proposition15. If ! is an isomorphism of transition structures of T S(Z) and T S(Z 0 ), Z and Z 0 are in normal form, and t Z t 0 8 i !(t) Z 0 !(t 0 ), for all t; t 0 2 T Z , then Z and Z 0 are isomorphic.
Proof. Analogous to that of Th.9.
u t Let us consider now the general case. In order to prove Th.9 (see the sketched proof), we have de ned a a set P of basic transformations which preserve transition structure (i.e., if Z is transformed into Z 0 , then T S(Z) = T S(Z 0 )). Now, we could show that if T S(Z) and T S(Z 0 ) are isomorphic, then there exists a sequence of transformations (by means of basic transformations in P) leading from Z to Z 00 with Z 00 a statechart isomorphic to Z 0 . In that sense, we can say that the class of transformations induced by isomorphism of transition structures is the class of sequences of statechart transformations by means of transformations in P. One of the most interesting kind of transformation is that which allows to associate with a statechart Z a statechart in normal form with the same transition structure. Actually, we are interested in structural transformations of statecharts which can be induced by a notion of morphism less strict than isomorphism. For instance, consider the problem of transforming a statechart into a well structured equivalent statechart. In 8] we have de ned a set of transformations on statecharts accomplishing that task. Sometimes, a statechart can be transformed into 7 If Si = 1 : : : n, !(Si) def = !( 1) : : : !( n)). 8 we recall that Z is a relation on TZ such that t Zt a well structured statechart only under the condition that states and transitions are duplicated. In that case, the corresponding transition structures fail to be isomorphic (as an example, see Fig.4 ).
Unfortunately, morphisms as de ned in in Def.13 do not preserve behaviour, since maximality of steps is not preserved. However, maximality is preserved by the subclass of morphisms in the following de nition.
De nition16. Morphism ! of transition structures and 0 is strong when, for s; s 0 2 T 0 , if s ! 0 s 0 (resp.: s > 0 s 0 ) and there exists t 2 T such that !(t) = s, then there exists t 0 2 T such that !(t 0 ) = s 0 and t ! t 0 (resp.: t > t 0 ). With ref. to Fig.4 , the map !, from the transition set of the statechart in the left-hand side to transition set of the other, such that !(a) = a, !(b) = b, !(k 0 ) = !(k 00 ) = k, !(h 0 ) = !(h 00 ) = h and !(c 0 ) = !(c 00 ) = c is a strong morphism. Let us consider how behaviours are mapped. For a morphism !, we de ne now a function f ! which takes a sequence of transition sets (more precisely, a step) as argument and gives a corresponding sequence of transition sets under morphism !. In the resulting sequence, a transition occurs at most once and the empty set does not occur. Partial strong morphisms do not preserve behaviour. Other constrains must be added. So, we shall consider partial morphisms which preserve causality and choice in the sense that if a morphism is de ned over a transition t, then it is de ned over all the transitions causing t, and it is de ned over all the transitions which are concurrent and mutually exclusive with respect to t. Fig.1 When a morphism of transition structures and 0 is partial, we compare the part of the transition structure over which morphism is de ned, with 0 . Partial morphisms can be exploited for proving the correctness of some re nement techniques. As an example, statechart of Fig.1 is a re nement of statechart of Fig.5 (leaf state C has been re ned by states D and E and transitions f and g). The map ! from the set of transitions of statechart in Fig.1 to the set of transitions of statechart in Fig.5 such that ! is not de ned in f and g and ! is the identity elsewhere, is a surjective strong morphism which preserves causes and choices. Assume that Z 0 is a re nement of Z as in the example above, and that transitions introduced by re nement do not communicate events triggering transitions belonging to Z. In this case, each behaviour of Z 0 restricted to transitions which belong also to Z is a behaviour of the non re ned statechart. Top down re nement is only one of the possible transformations induced by surjective strong partial morphism. A methodical investigation of behaviour preserving morphism and corresponding classes of transformations will be the natural extension of this work.
Therefore, L(in(t) ; out(h)) = L(L(t); L(h)) is an and-state and thus t h (and in particular t > h). (assume that n > 0). In this case t n > h 0 but h 00 > = h 0 and point 4 of Def.10 is not satis ed. Otherwise, we have that t ! h 00 , and since (b) is not a singleton and U b = I b , there exists h 2 K(b) such that t ! h. Now, h > h 0 , h 0 > = h, t ! h; h 0 ; h 00 but h 00 > = h 0 and so point 12 of Def.10 is not satis ed. Consider the case where b is an and-state, t 2 U b and h 2 O b ? W b . We have that out(h) 2 ? (c) for some c 2 ? (b). Since U b = I b there exists h 0 such that h 0 2 K c 0 ) for some c 0 2 (b) ? fcg. We have that there exists a chain t ! t 1 ! : : : ! t n ! h 0 with t i 2 K c (assume that n > 0). In this case t n h 0 but h > = h 0 and point 8 of Def.10 is not satis ed. Otherwise, we have that t ! h, and since (c) is not a singleton and U c 6 = I c , there exists h 00 2 K c such that t ! h 00 and h 0 h 00 . Now, h 0 > h, h > = h 0 , h 0 h 00 but h 00 > = h and so point 11 of Def.10 is not satis ed.
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