Abstract-This letter examines a variation of the canonical distributed detection system: a sensor may overhear other sensors' transmissions and thus may choose to refine its output in the hope of achieving a better detection performance. We show that while this is indeed possible for the fixed sample size test, asymptotically (in the number of samples) there is no performance gain, as measured by the Kullback-Leibler distance achievable at the fusion center, provided that the observations are conditionally independent. For conditionally dependent observations, however, we demonstrate that asymptotic detection performance may indeed be improved when overhearing is utilized.
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I. INTRODUCTION

D
ISTRIBUTED detection has been a well studied topic in the past few decades [1] - [3] . Most existing results assume either a parallel structure where all sensors propagate their local data/decisions to a fusion center (FC), or a tandem network where sensors are connected in a serial manner and the last node becomes the FC. Noteworthy exceptions include that of tree structures and directed acyclic topologies as studied in [4] - [7] .
We consider a variation of the parallel fusion system that is largely motivated by the broadcast nature of the wireless transmission. While it is typically assumed that the fusion center implements a mapping (decision rule) that takes inputs from all the sensors, communications from sensors to the FC often occur asynchronously (e.g., in a traditional TDM -time division multiplexing system or in an Aloha type of random access system). As such, it bears the question of whether sensors should perhaps take advantage of the asynchronism by listening to transmissions from other sensors before deciding what to transmit. Such an ability of overhearing other sensors' transmissions is made possible given the broadcast nature of wireless transmissions. Using a two-sensor system as an illustration, our task is to compare the performance between the two systems schematically shown in Fig. 1 . At each time, local sensors make decisions based on current observations with or without aid of other sensors' output, where (a) is the classical parallel system and (b) is one where overhearing occurs. It is clear in Fig. 1 that (b) should perform no worse than (a). One may also view (b) as subsuming a two-sensor serial system, which is well known to perform no worse than the parallel system with identical observations [2] . To see that this is true, we note that the system in (b) can reproduce the final decision of a serial system when sensor 2 serves as a fusion center, i.e., let sensor 2 make the final decision and send it to the fusion center as its final decision, thus the input from sensor 1 is essentially ignored in the FC.
This letter is interested in comparing the two systems in Fig. 1 for the large sample regime, i.e., when the number of samples become large. Notice that the asymptotics is with respect to the number of observations as opposed to the number of sensors (i.e., network size) as studied in, for example, [8] . This will become clear in Section II. While it can be easily shown that with fixed sample size, overhearing may strictly outperform the classical parallel system (c.f. Appendix), we show in this letter that for the large sample regime, the performance comparison largely depends on the observation model. For conditionally independent observations, we show that there is no difference in asymptotic detection performance between the two systems. However, for conditionally dependent observations, strict performance improvement is possible using the overhearing scheme.
The overhearing system allows one of the sensors to have access to side information (in the form of the other sensor's output) in addition to its own observation. There have been other forms of side information studied in the literature in decentralized detection. The unlucky broker problem, considered in [9] , involves decision making where some sensors have access to the decision output of an initial fixed detector. Separately in [10] , an interactive decentralized detection scheme was considered where a peripheral sensor takes input from the other sensor (which also serves as a fusion center) before sending its decision back to the fusion center where a final decision is made. A key distinction between the overhearing scheme and the interactive detection is in the system model: the fusion center in the overhearing scheme has quantized decision output from the two sensors, with one of them making decision based on its observation as well as the same output from the other sensor; for the interactive scheme, the fusion center has access to its own observation as well as the output of the peripheral sensor.
II. PROBLEM STATEMENT
We consider throughout this letter a two-sensor system and the asymptotics is taken in the time domain, i.e., when the two sensors observe a sequence of observations. Generalization to a system involving multiple sensors will be briefly discussed wherever applicable.
To be more specific, in reference to Fig. 1 , let the sensor observations be . The observations are assumed to be independent and identically distributed (i.i.d.) in time , i.e., where is the joint distribution function of ( ) on the sample space ( ). The two hypotheses under test are defined by the joint distribution of ( ):
is true is true
The FC, however, does not have direct access to the entire observation. Instead, at time , the observations ( ) are quantized to ( ) where , and for system for system
Thus in system (b), the output of sensor 2 not only depends on its observation , but also depends on , the output of sensor 1 at time . The fusion center takes the sequence ( ), and makes the final decision where and . The objective is to determine if the overhearing scheme is superior in detection performance as the number of samples grows to infinity. As per Chernoff-Stein Lemma [11] , we use Kullback-Leibler distance (KLD) as the asymptotic performance metric in our study.
For probability measures and defined over the sample space , the KLD between them is given by
We assume for ease of presentation that all sensor outputs are binary; our result can be easily extended to multi-bit quantization. Therefore, the objective is to find, for both systems in Fig. 1 , and that maximize , and to compare the maximum achievable KLD between the two systems.
For the parallel topology in Fig. 1(a) , ( ) can be equivalently characterized using two binary partitions Thus, the optimum KLD for the parallel system can be equivalently defined as (1) With overhearing, i.e., the system described in Fig. 1(b) , where has both and output of quantizer as its input, an equivalent characterization of ( ) is
The corresponding optimum KLD for the overhearing system is therefore (2) It is clear that . The question we attempt to answer is whether strict improvement in asymptotic performance is possible, i.e., if can be true for some observation models.
We show in the next two sections that the answer to the above problem depends on the observation model. For conditionally independent observations, i.e., for ( ) that satisfy overhearing does not provide asymptotic detection performance improvement. For conditionally dependent observations, however, we show through a simple example that asymptotic detection performance improvement in terms of KLD is indeed possible. We now introduce a lemma [12] that shows, for a binary hypothesis test, a monotone likelihood ratio (LR) quantizer maximizes the KLD of the quantizer output. (3) for some , where is log LR function of . Notation used in this letter: For simplicity we use and to denote distribution function of and conditional distribution function of given under . Furthermore, define (4) (5) (6) These quantities will be used in evaluating the KLD under different distribution models.
III. CONDITIONALLY INDEPENDENT OBSERVATIONS
For the parallel system, conditional independence between and leads directly to conditional independence between and as they are respectively independent functions of and . Therefore,
From Lemma 1, the optimal are given by (9) (10) for some . For the model described in Fig. 1(b) where sensor 2 makes its own decision based on both and , it may appear that there is potential improvement in terms of the KLD as compared with the parallel case. In particular, it is apparent that the and are no longer conditionally independent as explicitly depends on . We show, however, in Proposition 2 that such an overhearing scheme does not improve the asymptotic detection performance, i.e., it attains the same maximum KLD as with the parallel case.
Proposition 2: If ( ) are conditionally independent, then . Proof: Denote by complement set of ,
Note that for , due to the conditional independence. From (5) and (6), we have Therefore,
Combined with , we have . .
Remark 1:
The above result can be generalized to sensors with each having quantization levels. The th sensor takes as input its own observation and output of sensors . The result also holds if we allow random quantizers for the same reason as that of [12] for the centralized case.
The above result about the asymptotic performance is in contrast to that of fixed sample size test where, as shown in the Appendix, the overhearing scheme may strictly outperform the parallel system for conditionally independent observations. It is easy to show that local LR quantizers are degenerate (i.e., the output is a constant), which can never achieve optimal KLD. To see this, we note that the marginal distributions under and are identical to uniform distribution, hence marginal LR is constant 1. The fact that local LR quantizer is no longer optimum for maximum KLD is due to the conditional dependence between and under each hypothesis. For this discrete example, however, one can compute the maximum KLD for both systems through exhaustive search. For example, for the parallel system, each quantizer amounts to a mapping from the ternary alphabet to a binary one.
IV. CONDITIONALLY DEPENDENT OBSERVATIONS
The result is plotted in Fig. 2 where , are plotted together with the difference of the two (scaled by a factor of 10) as a function of . It is apparent from the figure that strict 
V. APPENDIX: EXAMPLES FOR FIXED SAMPLE SIZE TEST
We use two examples, one discrete, one continuous, to show that strict detection performance improvement is possible for the overhearing scheme for the finite sample size test. We use the receiver operating characteristic (ROC) curve for performance comparison. Binary quantizers are assumed throughout the examples. For independent observations under each hypothesis, the optimal binary quantizers are local LR single threshold quantizers for both parallel and overhearing systems [2] .
A. A Discrete Example
Let and be independent ternary random variables with identical sample space . The distributions of the pair under the two hypotheses are given in Table. I.
Since and are independent under each hypothesis, for fusion rules AND and OR, we can get their respective ROC curves by exhausting all local binary LR quantizers. Fig. 3 shows ROC curves under fusion rules AND and OR. Similarly, the ROC curve of the overhearing system can be attained via an exhaustive search. It turns out that for this example, the overhearing scheme has a ROC curve that achieves the same detection performance as the parallel system provided that the parallel system uses the better of the two fusion rules, i.e., the ROC curve of the overhearing scheme is the same as the concave envelope of the ROC curves for the parallel system with fusion center implementing AND and OR rules.
B. A Continuous Example
Consider the detection of the shift in the mean value of Gaussian observations where the two hypotheses are specified by The observations and are independent under each hypothesis, hence, for the parallel system, we only need to determine the optimal thresholds of local LR quantizers, which are given in [2] .
As for the overhearing system in Fig. 1(b) , let be the threshold for quantizer 1, be the threshold for quantizer 2 if the output of quantizer 1 is , . Define which are all functions of ( ). For a given false alarm probability , we can get the optimal ( ) by solving the following nonlinear equations, (17) (18) Eqs. (17) and (18) are derived using the Lagrange multiplier method similar to that of the parallel case [2] . Fig. 4 shows the result of three ROC curves. The ROC curve of the overhearing system is strictly above that of the parallel system, and the latter is the concave envelope of ROC curves with FC implementing AND and OR rules. Notice that in this case, the parallel system needs to use dependent randomization to achieve the detection performance determined by the concave envelope of that using AND and OR fusion rules.
