Abstract
Introduction
Background modeling is crucial and fundamental for many computer vision applications. There are numerous background models appearing in the literature in recent years. For example, Pfinder [1] assumes that the pixels over time window at a particular image location are Gaussian distributed. W 4 [2] models the background by maximum and minimum intensity values, and the maximum intensity difference between consecutive frames in the training stage. Although these methods work well when the background includes only a static scene, they may fail if background pixels are multi-modal distributed.
Several methods have been proposed to deal with multiple-modal distributed background pixels. For example, Wallflower [3] employs a linear Wiener filter to learn and predict background changes. Tracey [4] models foreground and background by codebook vectors; CB [5] which quantizes and compresses background samples at each pixel into codebooks; In [6] , "cooccurrence" of image variations at neighboring image blocks is employed for modeling a dynamic background. The pixel-level Mixture of Gaussians (MOG) background model [7, 8] is used to model multiple-modal distributed backgrounds. Elgammal et. al. [9] presented a non-parametric background model to model dynamic background.
In this paper, we propose a new efficient background modeling method, SAmple CONsensus (SACON), and we apply it to background subtraction. SACON gathers background samples and computes sample consensus to estimate a statistical model at each pixel. SACON is easy to perform but highly effective in background modeling and subtraction. Numerous quantitative experiments show the advantages of SACON over several other popular methods in background modeling/subtraction.
The organization of the remainder of this paper is as follows: in section 2, we present the SACON method. In section 3, we propose a framework for applying SACON to background subtraction. Experiments showing the advantages of our method over other popular methods are provided in section 4. We summarize in section 5.
The method of SACON
We now propose our background model: Sample Consensus:
Let N be the number of background samples at each pixel. For an observation at pixel m at time t-x t (m), we need to classify it into either a background pixel or a foreground pixel according to the background
has k channels (e.g., in RGB color space, each observation is expressed by three channels of R, G, B). Let:
where T r is a constant value reflecting the error tolerance.
For each observation at time t, we form a binary mask B t defining the sample consensus classification (with "one" for a background pixel and "zero" for a foreground pixel):
where T n is a value thresholding the number of data points that are within the error tolerance T r of a mode.
T n should reflect both the sample size N and the error tolerance T r : when the larger value N is and the larger value T r is set, the larger value T n should be and vice versa. Thus, T n can be approximately set to T r N where is a constant.
Framework
In this section, using SACON as a core step, we present a complete framework for background subtraction.
The major components are shown in Figure 1 . Key additional elements include a Foreground Mask (FM) and a Time Out Map (TOM). FM is used to mark foreground (FG) pixels. TOM is used to record the consecutive times that a pixel is marked as a FG pixel. As Figure 1 shows, the proposed framework mainly contains three phases. In the first phase, the adjacent frame difference method [3] is employed to extract possible foreground pixels. However, if the background includes dynamic parts, these pixels may belong to the background. This issue will be resolved in the next phase. In the second phase, we feed the possible foreground pixels, and also the pixels whose TOM values are high, as well as the background samples, to SACON. The output is the detected foreground (FG) pixels. Only the FM of the pixels from the first stage is updated at this stage. However, there may be holes inside the foreground regions. In the third phase, we validate the pixels inside the holes of the detected FG regions, and we update the background samples and the TOM. 
Suppressing the influence of shadow
We employ the normalized (r, g, I) color space similar to [9, 10, 11] , where r=R/(R+G+B), g=G/(R+G+B), I=(R+G+B)/3. (Note: in our case, we scale r, g and I to be in the range [0, 255] ).
Let (r b , g b , I b ) be the observed value of a background pixel x b and (r t , g t , I t ) be the observed value at this pixel (i.e., x t ) in frame t. The shadow can be suppressed if the following two conditions hold:
where , β γ are constant and are chosen empirically (in our case, we set =0.6, =1.5).
If the background is dynamic and includes multiple modes, we compute the sample consensus by checking how many data points of the N background samples satisfy Equation (3), if the number is larger than T n , we label B t (m) in Equation (2) with value 1.
We find that when the intensity I is small, the estimated normalized color r, and g can be very noisy. In this case, we use I only instead of using (r, g, I).
Validation of pixels inside holes
When a foreground object has similar color to the background scene, the foreground pixels may be wrongly labelled as background pixels. Let us consider Equation ( x is large), the pixels are wrongly marked. We use a validation procedure to recheck the pixels inside the holes. For these pixels inside the holes, we use 
Background updating
We use a selective update mechanism to update the background samples. To incorporate the moved/inserted background object or static foreground object into the background model, we use a Time Out Map (TOM). Let TOM t (m) be the TOM at pixel m at frame t. We have:
We update the background samples at both pixel level and blob level. At pixel level, when a pixel of an object has remained in place too long (i.e., the value of TOM of the pixel is high), that pixel will be assigned to the background. For pixels whose 4-connected pixel numbers are high, we treat these pixels at blob level. If an object (i.e., a blob) is static, we increase the TOM value of all pixels of that object by one; otherwise, we set the TOM values of the pixels to zero. If the TOM value of an object is high, we add the all pixels of the object to the background samples. 
Experiments
In this section, we evaluate our method using the Wallflower sequences (Toyama et. al. [3] ) and compare with several other methods. For the evaluation of performance against each image sequence, we use three terms: False Positive (FP), False Negative (FN), and total error (te). FP is the number of background pixels that are wrongly marked as foreground; FN is the number of foreground pixels that are wrongly marked as background; te is the sum of FP and FN for each image sequence. For the evaluation of overall performance, we use TE (the sum of total error for all seven image sequences) and TE* (the sum of total error excluding the light switch image sequence). For each resulting image, we eliminated the foreground pixels whose 4-connected foreground pixels number less than 8. Figure 2 and Table 1 show the results obtained by SACON, and several other state-of-the-art methods. From Figure 2 and Table 1 , we can see that our method achieves the most accurate overall performance on TE and TE* among the competitive methods. SACON also obtains the best results of total error (te) for image sequences of MO, TOD, WT, C and B. For the LS sequence, Wallflower (which maintains the background at frame level) achieves the least total error. For the FA sequence, Wallflower achieves the most accurate result based on the measure te. However, the authors of [3] used a region-level processing as a post-processing step. In contrast, SACON validates pixels inside the foreground holes at pixel level only.
Because our method is based on sample consensus, we also investigate the influence of the background sample number N on the results. We use the same set of image sequences but various numbers of background samples, and N changes from 20 to 200, with interval 10. From Figure 3 (a) , we can see that the influence of the sample number is small on most image sequences, except for image sequence B, where there is relatively large fluctuation in total error (te). Figure 3 (b) shows the overall performance on various N. We can see that when N is larger than 50, TE* remains relatively stable. When N is less that 50, TE* increases with the decrease of N.
(a) (b) Figure 3 . Plot of (a) total error (te) and (b) TE* vs different background sample number N.
We perform our method in MATLAB language (interfaced with C MEX) on a Laptop with Pentium M processor 1.6GHZ. The averaged processing time for the seven Wallflower image sequences (120x160 color images) is about 10 fps when we set N equal to 100, and 6 fps when N is set to 200.
Conclusion
In this paper, an effective and robust background modeling method (SACON) is proposed. An effective framework is also proposed to apply SACON to background subtraction. The proposed method has been tested and validated by a significant number of experiments. SACON has proved to be robust in various environments (including indoor and outdoor scenes) and different types of background scenes such as dynamic or static scenes. We also numerically evaluate the performance of SACON with the Wallflower benchmarks and compare its results with those of several popular background modelling methods. The comparisons show that SACON achieves promising results. [4] ; the fifth to the sixth rows show the results reported in [3] .
