I. INTRODUCTION
This paper describes numerical simulations of shear flows and the development and evolution of coherent structures. There are two aspects of this problem which are addressed here. The first is developing the numerical model that was used in these studies. In particular, we are concerned with the treatment of inflow and outflow boundary conditions suitable for both compressible and incompressible flows. The second aspect is using this model to describe shear flows in a splitter-plate configuration.
The problem of developing the proper computational tools has been discussed previously (Boris et al. 1985) . We elaborate on this subject in Section III. The numerical model we use is a restructured version of the FAST2D computer code. This incorporates the Flux-Corrected Transport (FCT) continuity equation algorithm (Boris 1976b , Boris & Book 1976 ) which has been tested extensively for shook, blast, detonation, fluid instability and beam-generated turbulence calculations (e.g., Book et al. 1980 , Oran et al. 1982 , Picone & Boris 1983 . Since the algorithm is explicit, the code is best for studying flows that move at a substantial fraction of the * speed of sound in the material. Using time step splitting techniques, FCT may be coupled to algorithms representing other physical processes, such as diffusion and conduction (Oran and Boris, 1981) .
The second aspect, application of the model, is the main goal of this work. We have used the model to simulate time-dependent flows in the splitter-plate configuration for which substantial data exist on the II.
BACKGROUND
The development and structure of turbulent flows is the focus of intense study. We now know that flows which previously were thought to be totally chaotic and statistical in nature are dominated by the persistence of relatively large structures. These coherent structures were ignored since their existence was masked or de-emphasized by experimental averaging techniques. The classical description of turbulence and the mechanisms responsible for its development are now considered deficient in their explanations of these transient but organized and persistent structures which transport much of the stress in a shear layer. I at which point in the flow the label 'turbulent' is applicable. Indeed, large scale coherent structures have been found to dominate well downstream in flows which appear chaotic on smaller scales. By using similarity arguments, for example, we see that the splitter-plate flow is always dominated by ever larger coherent structures.
Through flow visualization experiments, a great deal of insight has been achieved into the exact mechanisms involved in the individual instabilities as well as some indication of the sequence of appearance of various scales of motion.
The shear layer generated by the splitter plate is unstable to the Kelvin-Helmholtz instability. Small perturbations in the flow grow into nonlinear waves which break and roll up, transforming the original vorticity of the shear layer into isolated clumps. The primary wavelength generated by the instability is usually that of the fastest growing mode for that particular geometry or of some impressed wavelength determined by boundary conditions or initial conditions. Further development of the shear layer proceeds through the pairing of vortex clumps, a process which may be repeated many times downstream. One of the effects of pairing is to generate subharmonics of the original unstable wavelength, but smaller wavelength disturbances are created as well. These disparate wavelengths arise from at least two causes: imperfect pairing due to small fluctuations in the flow leaving an unpaired vortex which then merges with a previously formed pair (Browand & Winant 1973) , and the generation of small-scale disturbances in the interaction of the cores of the two vortioity clumps
(Zabusky 1981).
A number of experimental investigations have shown that the large spanwise coherent structures dominate the entrainment and mixing processes at the shear layers (Winant & Browand 1974 , Brown & Roshko 1974 a.i & Brown 1976 , Breidenthal 1981 This allows us to use variably-spaced grids as well as moving adaptive grids (Book et al. 1980 , Oran et al. 1982 . forms. The reaction wave overtakes the reflected shock and the result is a propagating detonatiz-n. This problem was studied computationally using FCT coupled to a chemical kinetics model, and the results were compared to experimental shock tube data (Oran et al., 1982) . 
general, the spacing should not stretch or compress more than 20-30% from cell to Cell.
Typical convergence tests varied the spacing in both directions by plus or minus 50%. The observed differences in the calculations made minor differences in the quantitative results, and no differences in the qualitative observations. In an Eulerian finite-difference calculation, varying the grid spacing is the most rigorous test of a computational model. The results presented in Section IV have been calculated on a -'j 60x150 grid. A discussion of the sensitivity of the results to the location o"' the boundaries and the boundary conditions used in the calculations is given at the end of Section IV.
C. Boundary Conditions
As shown in figure 2(b), the top and the bottom of the computational region are perfectly reflecting hard walls. These boundary conditions are implemented by assuming that the X-component of the velocity at the guard cell is equal to minus the X-component of the velocity at the first cell inside the domain. These type of boundary conditions are also imposed at the splitter plate to ensure that there is no flux of material across its surface. Assuming a free-slip condition at the walls is a first approximation that we use in this inviscid calculation. It is unlikely that the effects of boundary layers at the walls would considerably affect the calculated flowfield. In particular, the location and presence of the walls does not significantly affect the calculated asymmetries described below in Section III.C.
The fundamental difficulty when solving problems with outflow boundary conditions is that information about the flow beyond the computational mesh is required to make the fluid near the boundaries 10 6, '. % behave properly. This problem is generally handled by using guard cells.
Guard cells are just outside the computational regime, and are not actually part of the calculation. They are used to tell the boundary cells how the outside world is behaving. The simplest model of outflow in guard cells is to say that the momentum, energy, and density do not change, i.e., there is effectively zero gradient. This causes problems in extended calculations since it does not provide a way for the solutions to relax to background conditions.
An outflow boundary algorithm was developed to use with the FCT algorithm described in Section III.A. This algorithm defines the values of quantities at the guard cell from a zeroth-order extrapolation of the value at the boundary cell. In addition, it assumes that there is a slow local relaxation outside the mesh towards the known ambient value. The strong nonlinear stabilizing properties of the FCT method appear to eliminate instabilities which occur in other nonlocal methods when low order extrapolations are used for specifying boundary conditions (Turkel, 1980) . Previous tests (Boris at al. 1985) have suggested this as a
simple, yet effective approach to the outflow boundary conditions. Such an expression is expected to be an approximation to the lowest order terms in an asymptotic expansion, valid for times short compared to a sonic transit time of the system. In particular, it might be useful to include an explicit dependence on physical parameters of the problem such as the separation between the walls, the size and rate of flow of the structures and the local speed of sound. This requires further physical assumptions about conditions outside of the computational domain in the downstream direction.
In our preliminary calculations, we used inflow boundary conditions which prespecified, constant values of the mass, momentum and energy of the inflowing gas. Also, the inflow boundary was at the tip of the splitter plate. These conditions, however, did not correctly provide the feedback between the fluid just entering the computational domain and the disturbances created downstream by the Kelvin-Helmholtz roll-ups and vortex merging. Pressure pulses from downstream disturbances create small transverse flows at the trailing edge of the splitter plate. These pulses re-initiate the instability and lead to the next coherent vortex roll up.
When the inflow pressure was held equal to the ambient pressure, the first vortex structures formed very far downstream. They eventually flowed off the computational domain, and the instability appeared to die out. The apparent reason for this is that the pressure perturbations arriving at the inflow boundary were cancelled by the non-physical condition which kept the inflow pressure constant. A more physically reasonable treatment of the inflow response to pressure fluctuations was required.
The inflow boundary conditions we use now specify the inflow density and velocity, and then use a zero-slope condition on the pressure at the inflow boundary to derive the energy. This algorithm allows pressure differences between the top and bottom streams to generate transverse flows. In addition, a short inflow plenum is modelled by including the 2.0 cm region behind the end of the splitter plate, in the computational domain, as shown in figure 2(a).
With a fluctuating inflow pressure condition, it is important to relax the outflow pressure toward an ambient value. This is because a base pressure for the system has to be specified in compressible calculations when the value of the inflow pressure is allowed to vary. 
).
The time evolution of the flow is shown through sequences of isovorticity and number density ratio (R) contour plots, where
The Nf and N are the number densities corresponding to the faster and slower inflowing streams, respectively. R varies between 0 and 1, which correspond to 100% of the slower stream or 100% of the faster stream,
respectively.
In figures 3 and 5, 2 is *ontoured in the interval 0.3 -0.7. This particular choice of contour levels is useful for describing the mixing.
The transition from a uniform shear flow is first noticeable by the appeareance of a pair of vortices forming just ahead of the tip of the plate, shown at 0.525 ms in figure 3. As this pair travels downstream, it grows steadily due to the vorticity which is being fed in to it from both directions. In addition, smaller structures are entrained by the roll-up on the side of the splitter-plate. As the system evolves, the Wmaller instabilities close to the trailing edge of the splitter plate. The choice of the inflow boundary condition was crucial in allowing for this physical feedback mechanism to occur. This concept was tested by damping the acoustic pulses reaching the inflow boundary. This was the initial inflow boundary condition described above in Section III, where the pressure at the tip of the splitter plate was set equal to the ambient pressure. In order to evaluate the mixing asymmetries in our calculations, we have simulated this fluorescence diagnostic.
We assume that the streams of air are prepared as in the experiment, namely, that one is a dilute * 'acid' solution carrying a pH sensitive dye which 'fluoresces' when the pH _* is above a certain threshold, and the other is 'basic'. The acid (plus 18 % -.
dye) and base additives to the streams of gas are small enough that convection is not perturbed by their presence.
We then define a 'fluorescence? intensity, I. Let streams 's and Figures 8 -10 show that as the velocity ratio increases, the ". instability appears closer to the edge of the splitter plate, and the structures grow faster. This result is expected, since the growth rates of the Kelvin-Helmholtz instability increase with the velocity difference.
We can roughly define fluorescent regions as those regions covered by the lighter colors, i.e., those for which I is greater than a threshold value 10 = 0.125, equal to 25$ of the maximum attainable value. The figures show ., \., that the fluorescent area is greater when the faster stream is basic and the dye is in the slower acid stream. This means that the mixing layer has more of the faster than of the slower fluid.
In order to gat a global measure of the asymmetry, we consider a ratio of effective fluorescent areas, Q(Y), defined by
The sum over the index 'i' is in the cross-stream X-direction and N is The numerator and denominator in equation (7) 
C. The Effects of Boundaries on the Mixing Asymmetry
We performed a number of tests to evaluate the sensitivity of the calculations to the location of the boundaries and to different forms of outflow boundary conditions. Our studies indicated that the results were not particularly sensitive to these kinds of variations. Some representative results involving rather significant changes are shown below in figures 12 and 13.
To test the effects of the location of the boundaries, we added computational cells above and below the splitter-plate in the cross-stream direction, and at the outflow boundary in the streamwise direction. However, the general features and, in particular, the asymmetry patterns, are essentially the same.
In figure 13 we show the sensitivity of the results to changes in the outflow boundary condition.
We compare Although this condition is unphysical, it gives a useful limiting case.
For the times considered, the differences between the curves are only 
?z
The co-flowing system of two streams of air described above is unstable as long as the Reynolds number is high enough and there is some Nsmall perturbation in the system. This perturbation can be an imposed frequency at the beginning of the calculation, or simply noise or roundoff error. Because feedback is allowed between the downstream events and the inflow boundary conditions through the zero pressure gradient condition at the inflow, there is no need to constantly drive the instability.
The mechanism which reinitiates the instabilities close to the inflow boundary works through pressure pulses generated at various scales by the fluid accelerations caused by downstream vortex rollups and mergings.
They are required to ensure that the flow remains essentially divergence free everywhere when a coherent structure or vortex is locally accelerated. Though these pulses are transmitted acoustically, they exist even in the incompressible limit.
Evidence supporting this mechanism is given by the sequences of 
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A number of tests were made to evaluate the importance of the resolution and size of the computational region and the location of the solid bounding walls to the mixing asymmetry. The resolution tests showed that the large-scale features and the mixing asymmetry reported above were adequately resolved by the computational grid chosen. The locations of the bounding walls did not appear to affect the basic calculated mixing asymmetry. Also, the mixing asymmetry results were not particularly sensitive to the choice of the outflow boundary conditions, although using a physically correct inflow boundary condition is extremely important. finer. The result we have seen is that the large-scale structures and ., features of the asymmetry are not significantly affected by the grid spacings. Future investigations will look at the finer details of how the re-initiation process might be affected by these missing short wavelengths propagating from downstream. 
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