We study single-qutrit gates composed of Clifford and T gates, using the qutrit version of the T gate proposed by Howard and Vala [M. Howard and J. Vala, Physical Review A 86, 022316 (2012)].
I. INTRODUCTION
Fault tolerant quantum computing based on qudits of prime dimension d = 2 [1] is of considerable interest for both theoretical and practical reasons. At a theoretical level, it has been possible to identify contextuality as a necessary feature of quantum mechanics responsible for the power of quantum computers, via the study of magic state distillation of qudits of odd prime dimension [2] . At a practical level, high thresholds for magic state distillation have been observed for magic state distillation schemes in odd prime dimension [3] [4] [5] . See also, e.g., [6] [7] [8] for additional results and motivation for studying qudits of odd prime dimension.
A few important examples of experimental efforts to implement quantum computing using qudits with dimension greater than two include [9] , which implements qutrits (and qudits) encoded in the orbital angular momentum states of photons; [10] , which considers the implementation of a single-qutrit quantum computer via trapped ions; and [11] which demonstrates control and tomography of a three-state artificial atom.
In principle, the computational power of an ideal quantum computer does not depend on the dimensionality of the qudits used as its basic building blocks; however, many important practical aspects -in particular, the problem of gate synthesis from a finite set of fault-tolerant elementary gates, which we study in this paper -depend non-trivially on the dimensionality of qudits used as the basic units of information.
A. A brief review of gate synthesis
Much work has been done in the area of gate synthesis for qudits, e.g., [12] [13] [14] [15] [16] [17] [18] [19] . It has been shown in [13, 14, 20] that any multi-qudit gate may be implemented exactly by composing single-qudit gates with any two-qudit gate (known as the elementary two-qudit gate) that creates entanglement without ancillas. Some examples of elementary two-qudit gates include the controlled-increment gate proposed by Brennan et al. in [17] , and the generalized controlled-X gate proposed by Di and Wei in [18, 19] . These authors investigated the synthesis of multi-qudit gates using the proposed elementary two-qudit gate, assuming the ability to implement an arbitrary single-qudit gate.
However, it is generally not possible to implement arbitrary single-qudit gates in a fault-tolerant manner [21] , so any fault-tolerant quantum computer will be restricted to a certain finite set of elementary gates. A finite set of elementary single-qudit gates (supplemented with an elementary two-qudit gate as discussed above) is sufficient for universal quantum computing if it can be used to efficiently approximate an arbitrary single-qudit unitary to any desired accuracy.
In the canonical model for fault tolerant quantum computing, this elementary gate set is the Clifford group [1] , which is generated by the two-qudit controlled-SUM gate, the singlequdit Hadamard (H) gate and the single-qudit phase (S) gate, as we review in detail below in Section III. The single-qudit Clifford group, generated by H and S gates, is a finite group, and thus cannot be used to approximate arbitrary single-qudit gates. To achieve universal quantum computation, one must supplement the Clifford group by at least one additional gate to promote it to an infinite and dense discrete subgroup of SU(d). In the magic state model [22] of quantum computation generalized to qudits of odd prime dimension [3] [4] [5] , a fault-tolerant implementation of the Clifford group is supplemented (via state injection) with the generalized qudit-version of the π/8 gate proposed in [23] -which we will henceforth refer to the T gate -to achieve universal quantum computation.
We are thus naturally motivated to study exact and approximate gate-synthesis of singlequdit unitary gates from elements of the Clifford group supplemented by T gates -which defines an infinite discrete group generated by H, S and T we call the single-qudit Clifford+T group. In the magic state model, the T gate is much more difficult to implement than gates in the Clifford group. Hence, for synthesizing any given single-qudit gate, one would like to use the least number of T gates possible.
Efficient approximation of arbitrary unitary gates of arbitrary single qubit gates from the single-qubit Clifford+T group is a fascinating problem in which great progress has been made, using ideas from algebraic number theory. See [24] [25] [26] [27] [28] [29] and, e.g., [30] [31] [32] and references therein for related work in other gate sets. Normal forms [33] [34] [35] [36] , particularly the Matsumoto-Amano normal form [34] , for single-qubit Clifford+T gates play an important role in these works.
B. Summary of the paper
In this paper, we hope to initiate the program of extending these results to qudits of odd prime dimension, by making the first step of proposing a normal form for single qutrit Clifford+T gates, which possesses the same attractive properties as the Matsumoto Amano normal form for qubits. As a byproduct of our investigations, we will also present an efficient exact synthesis algorithm for single qutrit operators in the Clifford+T group. In conjunction with the Solovay-Kitaev algorithm (e.g., [37] ), our results also enable approximation of arbitrary single-qudit gates from the Clifford+T gate set. However, it is an important open question as to whether more optimal approximation schemes, based on algebraic number theory, exist.
The paper is organized as follows. In Section II and III, we review the concept of a normal form and the Clifford+T group in p dimensions. In Section IV we present our normal form for single-qutrit Clifford+T gates, and in Section V, we prove its existence and T-optimality. In Section VI we prove the uniqueness of our normal form and give an exact synthesis algorithm; we also discuss the problem of approximate synthesis. In Section VII we provide some concrete examples to show how our normal form can be applied in practice.
In Section VIII we end with conclusions and discussion.
II. NORMAL FORMS
Let us briefly review the concept of a normal form. The single-qudit Clifford+T group is an infinite discrete group generated by the operators H, S and T (all of which have natural definitions in p dimensions, given in section III). Any element of the single-qudit Clifford+T group can be represented uniquely as an element of SU(p) -i.e., as a matrixor non-uniquely, as a string of H, S and T 's (such as HSHT HSHT T HS). The string can be converted into a matrix, by multiplying the matrices representing H, S, and T in the order specified. Two strings are equivalent if they correspond to the same element of the Below we define a normal form for single qutrit operators which also has the above properties. Our proof of uniqueness also translates into an exact synthesis algorithm: i.e., given a matrix in SU(3) we can determine whether or not it is in the single-qutrit Clifford+T group, and efficiently construct a string of H, S and T operators (using the minimum number of T gates possible) that corresponds to that matrix.
III. THE CLIFFORD+T GROUP IN p DIMENSIONS
Before we present our proposed normal form, it is necessary to first briefly review the definition and elementary properties of the Clifford+T group in p dimensions, where p is an odd-prime.
A. The Clifford group in p dimensions
Pauli operators in p dimensions [1] generalizing σ x and σ z are defined as
Here, and in what follows, letters j and k denote elements of the finite field Z p , with multiplication and addition defined modulo p. ω denotes a pth root of unity: ω p = 1.
Explicitly, for p = 3, these gates are given by
The Clifford group in p > 2 dimensions acting on a single qudit is generated by S and H, which are given by:
where 2 −1 is an element of Z p . (Here we are using the definitions given in [38] , which differ slightly from [1] in the definition of the generator S.)
Let us present the matrices for these gates for qutrits explicitly:
Note that Z = H 2 S −1 H 2 S and X = H −1 ZH, hence X and Z are elements of the Clifford group.
B. T gates in p dimensions
The analogues of T gates in odd prime dimensions were defined in [23] and [4] . Here we review the results of [23] for general p, though in this paper, we only consider p = 3. Let us note that, a more general discussion of diagonal gates in the Clifford hierarchy appears in [39] .
For p = 3 the group of T gates is isomorphic to Z 9 ⊗Z 3 and has two generators. However, the first generator can be obtained from the second using Clifford operations, so it is sufficient to consider a single T gate, which we take to be
Here ξ = e 2πi/9 is a primitive ninth root of unity.
is an element of the Clifford group, but T 2 is not. However, one can check that
so it suffices to implement only one element the T group. In what follows, we will assume that one can implement either T or T 2 with T -count 1. In other words, we define the T -count of a string to be the total number of disjoint T or T 2 operators it contains. For example the T -count of HSHT HSHT 2 HSHT S is 3.
p ≥ 5
For p > 3 the group of T gates is isomorphic to Z 3 p and has three generators:
However it is sufficient to consider only one generator as U and V can be obtained from W using Pauli operations and Clifford operations. This can be taken to be:
Note that for p > 3 one does not need to use any roots of unity other than powers of ω to define T gates, so the case of p = 3 is qualitatively different from the case of general p > 3.
(The reason the construction in (9)- (11) does not apply to p = 2 and p = 3 can be traced back to the fact that 6 does not have in an inverse in Z 2 and Z 3 .)
C. The Clifford group and SL(2, Z p )
Elements of the Clifford group can be related to elements of SL(2, Z p ) and translations in discrete phase space [40, 41] , as shown in [42] . (See also [43] .) Let us briefly review this correspondence.
The group SL(2, Z p ) is the set of matrices of the form
with all entries in Z p and ad − bc = 1. SL(2, Z p ) has (p 2 − 1)p elements (which we will denote by overhats), and can be generated from the two matricesŜ andĤ given by:
Any element of SL(2, Z p ) with b = 0 can be written asŜ mĤŜnĤŜq with
and any element of SL(2, Z p ) with d = 0 can be written asĤŜ mĤŜnĤŜq , where
Together these two forms cover all elements of SL(2, Z p ).
The elements of SL(2, Z p ),Ŝ andĤ are closely related to the elements of U(p), S and H. As shown in [42] , up to an un-physical overall phase, members of the Clifford group (a subgroup of U(p)) can be written as
where
are Heisenberg-Weyl displacement operators, and the specific form of VF was given in [42] to be:
This is a homomorphism, in that
where ∼ denotes equality upto an overall phase.
The generators S and H can be written as D (0,2 −1 ) VŜ and VĤ respectively. One can also check that this is an isomorphism [42] . The Clifford group therefore has p 3 (p 2 − 1) elements (ignoring overall phases).
IV. A NORMAL FORM FOR SINGLE-QUTRIT CLIFFORD+T GATES
We now restrict our attention to p = 3. To present the normal form, we first define the following subsets of the Clifford group H, H ′ and P.
We define P to be the subgroup of C generated by S, X and V −1 . Note that
P is equivalent to the group of all operators of the form D p,q V ±Ŝ n where p, q, n ∈ Z p .
Using the fact that the set Ŝ , −1 ⊆ SL(2, Z p ) consists of all matrices of the form:
one can check that P has 2p 3 elements, and therefore contains (p 2 − 1)/2 left cosets in the Clifford group, which are those elements Vĝ, where g is one of the left cosets of Ŝ , −1 in
Using (23) it is easy to see that the left cosets of Ŝ , −1 in SL(2, Z 3 ) can be taken to be matrices of the form:
These left cosets can be represented by the following subset of the Clifford group, which we denote as H:
where m = 0, 1 or 2.
Let us define H ′ = H\1, and C ′ = C\P. Then from the results above, H ′ contains 3 elements, which we denote as
Using these ingredients, we propose the following normal form for single qutrit Clifford+T operators:
The above expressions uses a hybrid notation of sets and regular expressions that is hopefully self-explanatory -so, e.g., (H ′ T ) denotes a string consisting of any element of the set H ′ followed by T .
Note that C, H, P, T and H ′ are finite sets, so we need not be very concerned with the details of how their elements are represented. Each element of P could, for instance, be represented as a different character, and not necessarily as a product of H's and S's. For our purposes it is convenient to regard the sets H ′ and T above to be composed of the following elementary "syllables":
Then the normal form (26) can be written explicitly as
V. EXISTENCE AND T-OPTIMALITY
Following the approach of [35] , which elegantly rederives basic properties of the MatsumotoAmano normal form for qubits, we provide a proof of existence and T -optimality of the qutrit Matsumoto-Amano normal form. Let us define T = {T, T 2 }.
The following facts follow from the discussion above:
S clearly commutes with T . We also have XT = ξT XZS 2 for qutrits, so
Using these facts we now prove that any Clifford+T operator can be written in the normal form (26).
Let M = C n T an C n−1 . . . C 1 T a 1 C 0 be any Clifford+T operator, where C i are Clifford operators. Apply to M the following the following two-step process:
Step 1: If any of the C i ∈ P (other than the leftmost one C n and the rightmost one C 0 ), then we can use (31) to replace
expression, without increasing the number of T gates required.
Step 2: If a ′ i = 3, then we replace T 3 by ωZ 2 .
Then simplify the Clifford operators occurring in the string (which can be done using, e.g., a finite look-up table), and repeat this two-step process until one obtains an expression of the form
where each C i ∈ C ′ for n > i > 0, C 0 ∈ C and C n ∈ C.
Since C ′ = H ′ P, (and C = HP for the leftmost operator) using relations (29), (30) and (31), we can push any elements of P occurring in any C i to the far right of the expression as follows:
so that each C i ∈ H ′ , for i = 0, i = n. The leftmost operator C n satisfies C n ∈ H and the rightmost operator C 0 satisfies C 0 ∈ HP.
We are finally left with an expression of the form
In the process of converting any Clifford+T operator into the normal form (26) described above, the number of T gates used may have either decreased or stayed the same. Suppose we were given a string representing a single-qutrit Clifford+T operator that uses the minimal number of T gates possible. We could use the above procedure to rewrite it in the normal form (26) , without increasing the number of T gates. Hence we have shown existence and T-optimality -for any string representing a Clifford+T operator, there exists an equivalent string written in the normal form (26) which expresses the operator using the minimum number of T gates possible.
Below, we will also show that the decomposition of any single qudit operator into the normal form (26) is unique, hence the normal form of a given Clifford+T operator necessarily uses the minimum number of T gates possible.
Let us remark that the above existence proof directly translates into an efficient algorithm for rewriting any string of Clifford+T operators in the proposed normal form, though perhaps it could be optimized.
VI. UNIQUENESS AND EXACT SYNTHESIS
We also need to show that the normal form defined above is unique -i.e., A given element of the single-qutrit Clifford+T group cannot be expressed as a string in the form (26) in more than one way. We provide a proofs of uniqueness similar in spirit to the proofs of uniqueness for qubits given in [35] . This proof of uniqueness translates into an exact synthesis algorithm, similar to [26] for qubits. (Note, however, that we have not provided an complete algebraic characterization of Clifford+T operators.)
A. Algebraic Preliminaries
Let us define the following rings:
In this ring ξ 3 = ω and ω 3 = 1.
We also have ω 2 = −1 − ω. Notice that (1 + 2ω) 2 = −3.
•
If a ∈ Z, letā ≡ a mod 3 denote the corresponding element in Z 3 . It is convenient to denote the elements of Z 3 as {0, + 1, − 1}.
We define the parity map P : Z[ξ] → Z 3 as follows:
Let us denote χ = 1 − ξ. Note that the norm of χ is 3 in this ring. We remark that the ) is 6.
We will only consider denominator exponents relative to χ defined above.
A denominator exponent of a matrix M with entries in Z[ξ, 1/3] is defined to be any non-negative value of k such that all the entries of χ k M are in Z[ξ]. The least denominator exponent of M is the smallest such value, which we denote as d(M).
If k is a denominator exponent of M relative to χ, then we define
B. A proof of uniqueness using the SU (3) representation of Clifford+T operators
We can provide a fairly simple proof of uniqueness using the U(3) representation of
Clifford+T operators. Observe that the 3-dimensional matrix representing any Clifford+T operator clearly has entries only in Z[ 1 3 , ξ]. 
Let us first define the H
and
The proof of this theorem is given in Appendix A.
Using this fact, it is possible to read off the decomposition of an 3 × 3 matrix representing a Clifford+T operator into a string of syllables in the normal form (26) . Suppose M has denominator exponent k ≥ 3. (The case k = 0 can be handled by a finite lookup table.) , ξ]. The converse is not true as Theorem 1 indicates, and we
have not yet discovered a complete algebraic characterization of qutrit Clifford+T operators.
Nevertheless, we can still use the above procedure for exact synthesis: if we were to apply the procedure above to a matrix with entries in Z[ 1 3 , ξ] that is not an element of the Clifford+T group, it would necessarily fail at some step: either it will be impossible to reduce the denominator exponent of the matrix by multiplying by
, or upon reaching a matrix with denominator exponent k ≤ 3 it would not match one of the finite possibilities in a look-up table. The total number of steps before it fails (or succeeds) would be of order k, where k is the least denominator exponent of the matrix.
C. Comments on approximate synthesis
Ref. [4] argues, using the results of [44, 45] , that the single-qutrit Clifford+T group is dense in the space of single-qutrit unitaries. Therefore, our exact synthesis algorithm, in conjunction with the Solovay-Kitaev algorithm allows for efficient approximation of arbitrary single-qutrit unitaries.
Let us briefly sketch how this works: Suppose we want to approximate the single-qutrit unitary U in SU(3). The Solovay-Kitaev algorithm, which we do not review here as it is covered in many textbooks, would generate an operator U ′ in the Clifford+T group, given by a string of H, S and T operators, that approximates U to some specified accuracy. This string of H S and T operators would, in general, not be given in the normal form we present here, and would likely contain more T gates than necessary. By converting this string into a normal form, using the methods described in the previous section; or alternatively running our exact synthesis algorithm on U ′ , we would obtain the decomposition of U ′ into H, S, and T operators which uses the minimum number of T gates.
However, the Solovay-Kitaev algorithm itself does have limitations, and it is possible that the unitary U ′ that it outputs is not optimum -i.e., there might exist another unitary U ′′ that approximates U as well as U ′ , but the minimal T -count of U ′′ is less than the minimal T -count of U ′ . Obtaining the best approximation of an arbitrary single-qubit unitary for a given T -count, is in general a very difficult problem. However, for diagonal single-qubit unitaries, there exist approximation algorithms that perform much better than the SolovayKitaev algorithm (at least in practice) [30] [31] [32] , that are based on the methods of algebraic number theory. Generalizing these algorithms to the single-qutrit case would require (ii) a normal form for single-qutrit Clifford+T gates that we have provided in this paper, and,
(ii) a simple algebraic characterization of the Clifford+T group, which we have not provided here. A simple-algebraic characterization of our Clifford+T group may or may not exist, and we leave this question to future work.
VII. EXAMPLES
In this section, we provide three concrete examples that illustrate how our results may be used in practice.
A. Minimizing the T-count of a string of operators in the Clifford+T group
Suppose one wants to implement the following sequence of single-qutrit operators, which apparently has T -count 5:
(This string could, for instance, be the output of the Solovay-Kitaev approximation algorithm for some single-qutrit unitary.) Using, e.g., a finite-lookup table, one can see that this string is of the form
Applying step 1 of the algorithm to both P operators we obtain:
Now applying step 2, we obtain
We see that this is of the form T C, and so is now in normal form with T -count 1. The
Clifford operator at the end can be simplified using the SL(2, Z 3 ) representation (or a finite lookup table) to be D (2,0) VŜ 2 = X 2 Z 2 S 2 (up to an overall phase).
B. Synthesis of a matrix in the Clifford+T group
Suppose we want to exactly synthesize the following matrix, whose entries are all elements
We first see that this matrix has denominator exponent 5, as multiplying it by (1 − ξ) 5 gives a matrix whose entries are all in Z[ξ]:
hence the matrix has H ′ -count 3, by Theorem 1. We find that by multiplying from the left by (H 
The operator has T -count 3.
C. Attempt to synthesize a matrix outside the Clifford+T group
Suppose we instead wish to synthesize the following matrix, which differs only very slightly from the previous matrix in the example.
This matrix has denominator exponent 6. Multiplying it from the left with (
any combination of n = 0, 1, 2 and m = 0, 1, 2 only increases its denominator exponent.
Hence our exact synthesis algorithm fails, and we conclude that this matrix is not an element of the single qutrit Clifford+T group (despite the fact that its entries are in Z[1/3, ξ].) One could also have reached this conclusion by noting that
which is a necessary (but probably not sufficient) condition for the matrix to be in the single-qutrit Clifford+T group.
VIII. CONCLUSION AND DISCUSSION
In this paper, we defined a normal form for single-qutrit Clifford+T operators that shares the useful properties of the Matsumoto Amano normal form for qubits -namely, existence, uniqueness and T -optimality. We also provide an exact synthesis algorithm for single-qutrit
Clifford+T operators. Let us briefly comment on some future directions of research.
Our results, in conjuction with the Solovay-Kitaev algorithm can be used for approximate synthesis as well. However, our result is also an important prerequisite for developing number-theoretic approximate-synthesis algorithms for single-qutrit Clifford+T operators that would be expected to outperform the Solovay-Kitaev algorithm, as they do in the qubit case [30] [31] [32] .
The results also provide us with a better understanding of structure the Clifford+T group for qutrits, which unlike the qubit case is difficult to visualize.
The question of optimal gate sets for approximation of single-qubit unitaries was studied more systematically in [46] , and it would be interesting to generalize the analysis for qutrits.
Finally, it would also be interesting to generalize this normal form to single-qudit
Clifford+T operators of arbitrary odd-prime dimension, although it may be challenging to prove uniqueness for general p.
We hope to address these questions in the future.
Note Added: After our paper was submitted for publication, we received the following preprint [47] which also discusses single-qutrit Clifford+T operators. 
Let M be a matrix with entries in the ring Z[ξ, 1 3 ] whose first four residues satisfy the following properties: Thanks to particular forms of the first two residues of H ′ i T n , no assumptions about any of the higher residues of M, such as M (4) or M (5) , need to be made in this calculation.
By equation, (A2), each H ′ i T n also satisfies these above four properties, and therefore by induction, theorem 1 follows, and also any Clifford + T operator of the form (H ′ T )
has residues satisfying properties P1-P4.
