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Traditional, or 1st generation, solar cells have a theoretical upper limit of 33% power conversion 
efficiency based on the thermodynamic limitation of the single p-n junction cell design. This limitation is 
known as the Shockley-Queisser limit and methods to design solar cells to circumvent it have been 
creative, with a significant part of the field focused on quantum dot (QD) based systems. With theoretical 
efficiencies ranging between 44 and 67% for one sun concentration, QD solar cell designs are clearly 
superior to the limits of 1st generation solar cells. However, maximum achieved efficiencies for QD-based 
designs are far lower at present, with the current record at ~13%. These low efficiencies are caused in 
part by the fact that these cell types absorb in relatively narrow regions of the solar spectrum, thereby 
using only a fraction of the photons incident upon the earth’s surface. A broad absorption solar device 
would present an opportunity for unparalleled absorption capability.  
In that vein, this thesis work has focused on the investigation of the electronic band structure of 
ultrasmall CdSe QDs. Below 2 nm in diameter, approximately 90% of the atoms in ultrasmall QDs are on 
the surface, making them highly disordered structures. When excited by UV light, CdSe QDs in the 
ultrasmall size regime emit white light, i.e. all colors of the visible spectrum. The cause of this unpredicted 
behavior has been attributed to two possible hypotheses: 1) a multitude of defect states or 2) fluxionality, 
a process in which bonds between neighboring atoms are constantly being made and broken, resulting in 
conformational and electronic fluctuations. Determining which model most accurately describes these 
QDs will allow for the strategic manipulation of this single material that possesses either many midgap 
energy states (defect hypothesis) or a constantly fluctuating bandgap (fluxionality hypothesis) with the 




Ultrasmall CdSe QDs were synthesized in the non-commercially available solvent, N-oleoylmorpholine 
(NOM). Differences in the purity of NOM batches had the capability to alter QD radiative relaxation 
pathways and therefore the kinetics of NOM formation were investigated. Using a test matrix with a range 
of reaction temperatures (110-170 °C) and morpholine feed rates (250-1000 μL/hr), the rate law for the 
formation of NOM was derived, in addition to chemical analysis via infrared (IR) spectroscopy and 
structural analysis of NOM via solution state nuclear magnetic resonance (NMR) spectroscopy. 
Importantly, this contribution to the kinetics of an open-air, low-temperature, single-size synthesis route 
for ultrasmall QDs should allow for more facile scale up.  
Next, the sensitivity of the QD band structure based on the environment of the surface of the QDs 
was examined by 1) ligation and 2) alteration of dielectric environment. First, QDs were ligated with one 
of the following: dodecanethiol, oleic acid, piperidine, or benzenesulfonic acid monohydrate. Second, the 
absorption and emission characteristics and stability of the QDs in solvents with dielectric constants 
ranging from 2.4 (toluene) to 78.4 (water) were analyzed both via experimental methods and simulation. 
Following initial studies, the QDs in these different dielectric systems were taken to Brookhaven National 
Labs (BNL) and examined via x-ray absorption spectroscopy (XAS), which yielded information on the 
nature of the Cd-Se bond as a function of the QD surface environment. These findings are compared to 
simulations of thermodynamic and optoelectronic properties of CdSe clusters conducted across a range 
of temperatures and dielectric constants.    
Finally, ultrasmall CdSe QDs were incorporated into metal oxide mesoporous structures, which served 
as the active material in QD-sensitized solar cells. The performance of these solar cells was evaluated via 
linear sweep voltammetry, which allows for the measurement of the open circuit voltage (VOC), the short 
circuit current (ISC), the power conversion efficiency (PCE), and the fill factor (FF). It was found that the 
greater the overlap of the valence band of the QDs with the metal oxide substrate, the higher the PCE of 




the location of the valence band in relation to the energy level of absolute vacuum (0 eV) by an 
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It is not only the effects of global warming on our planet that have motivated clean energy research, 
but a desire by many countries to move toward energy autonomy. The enormity of the importance of 
access to energy and the strain of global politics in an era of globalization and expanding populations has 
prompted an agenda to reduce dependence on the fossil fuel-producing oligopolies of the world. Just five 
countries possess 61.5% of all proven oil reserves: Venezuela, Saudi Arabia, Canada, Iran, and Iraq; 58% 
of proven natural gas reserves are concentrated in four countries: Russia, Iran, Qatar, and Turkmenistan1.  
Moreover, poorer nations and underdeveloped areas where a consistent, robust, reliable electrical 
grid is not available would benefit greatly from improved solar technologies in particular, which could be 
used to provide electricity for light and communications devices, i.e. internet access, cell phones, and 
radio, to buildings and homes independently. The subjects of climate change, energy autonomy and its 
related geopolitics, and the energy economies of underdeveloped nations are vast topics in and of 
themselves and further discussion is beyond the scope of this thesis. It is noted however that the 
motivations for alternative energy solutions are strong, global in their scope, and increasing in urgency as 
the world population continues to grow.  
One concern regarding the move to a solar energy infrastructure is that of intermittency. Improved 
battery storage capacity will be required to address energy needs during the evening hours, however, 
during the daytime hours, no region is too cloudy to make solar work for them if the efficiencies of current 




As an illustrative example, the solar energy available in London, England is compared to that available 
in Phoenix, AZ. The amount of energy from the sun striking the earth is location dependent due to several 
factors: 1) cloud cover, 2) latitude, 3) season, and 4) particulate matter in the atmosphere. The amount of 
energy reaching typically overcast regions such as the UK as compared to sunnier regions such as the 
American Southwest is significant, but not detrimental to the former. Using the Global Solar Atlas, which 
calculates various solar parameters for all locations between 60°N to 45°S with a nominal resolution of 1 
km, the daily global horizontal irradiance for London, England and Phoenix, AZ is obtained. The global 
horizontal irradiance (GHI) is a measure of the direct and diffuse irradiation that reaches the surface of 
the earth at a particular location; it is measured in units of kWh/m2. The Solargis model used by Global 
Solar Atlas uses a combination of data from five different geostationary satellites and meteorological 
models to calculate GHI. The approach begins with a clear-sky irradiance value that accounts for a 
location’s altitude, aerosol and water vapor content, and ozone to calculate the flux of solar energy 
reaching the location on a clear day. Next, data from the geostationary satellites is used to calculate a 
cloud cover index and its effective attenuation of solar irradiance. The clear-sky irradiance and cloud cover 
index are coupled to provide an all-sky irradiance value, which is further processed to correct for shading 
from the local terrain. This final corrected value is the GHI for a particular location and will be discussed 
in comparing London and Phoenix.  







Figure 1. Maps of Phoenix, AZ and London, England with surrounding regions; color gradient represents the intensity of global 
horizontal irradiance (GHI) in kWh/m2 that strikes each region yearly.  
The maps in Figure 1 show yearly values of GHI; for ease of discussion, the daily values (yearly 
GHI/365) will be used. London receives a daily GHI of 2.79 kWh/m2 while Phoenix is more than double 
this, at 5.82 kWh/m2. Consider a 1 m2 commercially available silicon solar panel that operates with 25% 
power conversion efficiency (PCE); in London, that solar panel receives enough irradiance in one day to 
power a 100 W-equivalent LED lightbulb (25 W) for 27.9 hours and in Phoenix that solar panel can power 
the same lightbulb for 58.1 hours. Larger appliances of course require far more energy and a solar cell 
with only 25% PCE is unlikely to be sufficient in terms of efficient use of available surface area; this is 
discussed in more detail later. 3rd generation solar cells are estimated to have theoretical efficiencies of 
up to 67% for one sun concentration depending on the specific cell therefore a 60% PCE is compared now 
to the 25% PCE of the silicon solar cell to highlight the difference in available hours of appliance operation2. 
The power draw in watts for some common large appliances including an electric car, air conditioner, and 
refrigerator is shown in Figure 2 along with a table that estimates the hours of use for a 1 m2 solar panel 







Figure 2. The power draw in watts of common appliances is compared3. Inset shows the hours of use of each appliance that would 
be available from a 1 m2 solar panel in London or Phoenix with 25 or 60% PCE. 
 
It is noted that for appliances such as electric furnaces and water heaters heating by electricity is not 
the most efficient method; a water tank that makes use of concentrated solar light for direct thermal 
energy is far more economical. However, the difference between London and Phoenix is clear in the case 
of a 1 m2 solar panel. In London, a refrigerator can be run for less than an hour with a day’s worth of solar 
energy if the panel only operates at 25% PCE, but that number increases to over 2 hours with an increase 
to 60% efficiency.  
The question of surface area becomes apparent as a key factor as well; 1 m2 is quite small and the 
roofs of buildings as well as land dedicated for solar fields can provide many square meters for energy 
generation. Taking the far lower GHI in the United Kingdom as an example of energy generation potential, 
start first with the total surface area of the region. The United Kingdom is 242.5 billion square meters and 




energy generation in the form of 25% PCE panels, in one day it could generate 1.69 TWh*. For comparison, 
the UK currently uses 0.82 TWh of electricity per day4. Using 60% PCE panels with the same land area 
marked for solar energy generation, the daily generation would increase to 4.06 TWh. 
Solar energy is abundant, even in regions that are predominantly overcast, such as the UK. This need 
not be detrimental. As demonstrated above, while sunny regions like Phoenix, AZ receive far more solar 
irradiance, cloudy regions still receive enough to meet current and growing future energy demand. The 
upper limit on theoretical solar cell efficiencies for silicon has nearly been reached and, in terms of 
pragmatic economic practices, 25% PCE is the limit. However, new solar cell designs promise far higher 
theoretical efficiencies and could lessen the energy burden in sectors other than electricity. As an 
example, solar energy can be used to power electric vehicles to reduce or eliminate the need for oil; in 
2018, the UK’s oil demand was 59 million tonnes, therefore this represents a significant market4.  
The Introduction to this thesis makes the case that solar energy is ubiquitous, current solar cells 
demonstrate sufficient PCE for current electricity sector loads but the potential to capitalize on the far 
greater amount of solar energy available as the electricity sector expands, e.g. increasing population and 
additional loads such as electric vehicles, and that the quantum dot model investigated in this work is a 
promising novel material that has the potential to take advantage of a far greater percentage of terrestrial 
irradiance.  
 
Solar Cells: Foundations and the Current State of the Field 
 
The discovery of the photovoltaic effect is credited to Alexandre Edmond Becquerel. In 1839, at the 
age of nineteen, he was conducting experiments with metal electrodes in an electrolytic solution and 
 




observed that when light was shown upon the metal electrodes, a small current could be generated5. The 
field would not advance for another five decades, until Charles Fritts built the first rooftop array in New 
York in 18836. However, his setup was plagued by low efficiencies—less than 1%—and he was unable to 
compete with the coal power plants of Thomas Edison5,6. Albert Einstein was the first to understand the 
physics behind light-matter interaction, publishing “Concerning an Heuristic Point of View Toward the 
Emission and Transformation of Light” in Annal der Physik in 1905, which would later earn him the Nobel 
Prize7. Another half a century later, Bell Labs developed the first practical silicon based solar cells, which 
operated at about 6% efficiency5.  
While the research and advancement of solar technology was initially slow, the pace has increased in 
the last several decades as a clearer understanding of the detriments of our dependence on fossil fuels 
has become clear. Today, commercially available silicon solar cells are the most prolific, representing 
~85% of the global market share for PV sales in 2011, and operate at about 25% efficiency, near their 
theoretical maximum; this is discussed further in 1st Generation Solar Cells8. Due to this still relatively low 
efficiency, research in the solar energy field has focused on two fronts: 1) increasing the efficiency of solar 
cell devices and 2) bringing down the cost of manufacturing these devices. Silicon solar cells are known as 
1st generation solar cells. The 2nd generation focuses mostly on lowering the cost of device fabrication 
through work with thin films rather than crystalline solids. 3rd generation solar cells take this bedrock of 
cheaper production methods and combine it with advances in material science to achieve higher 
efficiencies than 2nd generation while maintaining lower costs than 1st generation designs. This is 
summarized in Figure 3, which demonstrates the cost in USD per m2 of light active material versus the 





Figure 3. 1st, 2nd, and 3rd generation solar cells are compared based upon their fabrication costs and efficiencies.  
The three generations of solar cells encompass the progress that has been made in the last several 
decades in the solar photovoltaic field. Understanding each generation motivates the research goals of 
the next generation and highlights the key issues that needed to be resolved at each stage.  
 
1st Generation Solar Cells 
 
First generation solar cells are defined as those that possess a single p-n junction. They are 
traditionally made from doped silicon and commercially available models currently exhibit efficiencies of 
around 25%. This lack of efficacy in light-to-electricity conversion is a major hurdle in the solar energy 
technology field.  
In 1961, William Shockley and Hans Queisser published a paper that is now recognized as one of the 
greatest contributions to the field to date10. In it, they calculate that the maximum efficiency achievable 
by a p-n junction solar cell is approximately 33%. A p-n junction is the interface between an n-type and a 
p-type material. An n-type material has e- as the majority charge carriers and h+ as the minority carriers; 




commonly silicon doped with pentavalent (n-type) and trivalent (p-type) materials such as phosphorous 
and boron, respectively. 
The ultimate efficiency is denoted u(xg). The key variables for a discussion of the ultimate efficiency 
calculation computed by Shockley and Queisser are defined below.  
 
𝑥𝑔 = 𝐸𝑔/𝑘𝑇𝑠 
Equation 1 
𝐸𝑔 = ℎ𝜈𝑔 
Equation 2 
where Eg is the band gap energy of the solar cell material, k is the Boltzmann constant, Ts is the 
temperature of the sun, h is Planck’s constant, and νg is the minimum photon frequency that can produce 
an electron-hole pair (exciton) in the given material.  
A number of important approximations will be made in calculating this ultimate efficiency, namely 1) 
any photon with energy > hνg will be assumed to produce a single exciton while any photon with energy 
< hνg will have no effect on the cell, 2) any e- produced will proceed through the circuit to power the load, 
i.e. recombination routes, radiative or otherwise, are not considered here, and 3) the temperature of the 
solar cell is 0 K and is constant.  
First, we describe Qs, the number of quanta of frequency hνg or greater per unit area per unit time 
exposed to a blackbody radiation with temperature Ts. This formula comes from the Planck distribution10.  
 

































where c is the speed of light. Thus, it can be seen that the output power generated by a cell can be 
described by the number of quanta with an energy hνg incident upon a specified area, i.e. power 
generated = hνgQsA, where A is the area of the cell. Efficiency is the ratio of power generated to power 
incident upon the cell. Power incident, Ps, is the total energy density per unit time striking the cell of area 



























In order to compute the ultimate efficiency, we compare the power generated to the power incident 

















































We note that xg is a constant at constant temperature thus it can be seen that the function goes to 
zero as xg tends toward both zero and infinity, signifying that there is a maximum efficiency at some cutoff 
frequency νg. Recalling that νg is determined by the band gap energy of the material in question, Eg, it can 
be concluded that a material of a certain band gap can achieve the maximum theoretical ultimate 
efficiency and that other materials will fall short. The relationship between Eg, xg, and u(xg) is shown in 
Figure 410.  
 
Figure 4. The effect of increasing xg and Eg on the ultimate efficiency, u(xg), is demonstrated. A maximum occurs at a band gap 




What Shockley and Queisser so critically demonstrated was that only a material of band gap 1.1 eV 
could achieve the maximum ultimate efficiency of 44% with the single p-n junction design. Other materials 
with different band gaps could not achieve this, based upon the available terrestrially-incident light as 
modeled by the Planck distribution. Shockley and Queisser go further in their groundbreaking proof to 
show that when temperature, recombination, and the angle of the incident radiation upon the solar cell 
are taken into account, the actual maximum achievable efficiency for this type of cell falls from the 
ultimate efficiency of 44% to approximately 33%. 
It must be noted that increasing temperatures of the solar cell diminish its efficiency and that these 
increases in temperature stem from thermalization processes within the cell, occurring when a photon 
with energy > hνg excites an e- high into the conduction band and the e- nonradiatively relaxes to a lower 
level within the conduction band. While the ultimate efficiency calculation does not account for these 
phenomena, they are real and non-negligible in all solar cell designs.   
This upper limit for the efficiency of a single p-n junction solar cell merits the exploration of new 
designs for light energy capture from the sun. Furthermore, the cost of producing highly crystalline silicon 
for first generation solar cells was prohibitively high and solar could not compete with traditional fuel 
sources. The response came in the form of thin film solar cells, whose purpose was to provide a cheaper, 
scalable alternative to silicon. They came to be known as 2nd generation solar cells.  
 
2nd Generation Solar Cells 
 
To address the need for cost competitiveness, which is critical for any emerging technology, the issue 
of scalability must be addressed. Highly crystalline silicon with very few defects has beem one of the major 




response has been to seek other materials. In today’s market as well, alternatives are critical; silicon is 
needed for several major industries including manufacturing of computer chips and sensors and it is a 
rigid material, heavy when incorporated into solar cell designs, thus limiting the breadth of solar 
applications it can service.  
Thin film solar cells made of CdTe, GaAs, and copper indium gallium selenide (CIGS) are frequently 
discussed as the 2nd generation solar cell materials11,12. While all have their advantages and disadvantages, 
a few key aspects are noted here.  
CIGS have achieved commercial efficiencies comparable to silicon based cells, about 22% in 2013 and 
held a market share of 2% as of that same year13. They can be fabricated by a variety of solution and vapor 
phase methods and their bandgap is tunable from 1.0-2.4 eV, based on altering the ratio between the 
multiple elements involved in their design11,13. However, due to the scarcity of indium, low open circuit 
voltages, and the challenge of uniform film stoichiometry, the potential to move to large scale production 
is highly questionable. 
GaAs has achieved the highest efficiency for a single junction cell at 28.8% in the lab13. In commercially 
available modules, their efficiency is still high at 24% but their manufacture is similar to silicon in that 
typically wafers of high purity are required. From these wafers, techniques such as epitaxial liftoff are 
performed to create the thin films used in GaAs cells, but whether or not these techniques can be made 
scalable is uncertain11,13.  
CdTe cells are the most prolific thin film cells in the market, with 5% of global market share and 56% 
of the thin film market share in 201313. With strong absorption and cell efficiencies of 21%, CdTe has the 
added bonus of being producible via high throughput deposition methods, hence its dominance of the 
market. One of the key factors that will likely hold back its wide scale deployment however is its 
composition: Cd is toxic and Te is fairly rare, with an abundance about 300,000,000 times less than 




as a response to the 1970s oil crisis14. Based on the vast number of studies done on these two systems, 
they are ideal models for investigation of as yet understood QD properties. 
Importantly, 1st and 2nd generation solar cells are hindered by low power conversion efficiencies 
(PCEs), reliance on rare materials, and a lack of robustness13. To address these design issues, researchers 
have branched into the investigation of new materials for solar cells, known as the 3rd generation.  
 
3rd Generation Solar Cells 
 
The 3rd generation approach to solar cell design is broad in its scope and includes organic-based cells, 
dye-sensitized solar cells (DSSCs), perovskites, and a variety of nanoscale materials.  
A comparison of the certified efficiencies of solar cells from all three generations is provided in Figure 
5 by the National Renewable Energy Laboratory (NREL)15. Certified efficiencies are provided by 
independent, recognized test labs such as NREL, Fraunhofer, and others following specific test protocols 






Figure 5. NREL maintains a database of record solar cell efficiencies based on type of solar cell over time, here shown 
from 1976 to present. 
As is seen, multijunction cells currently lead the pack, with efficiencies as high as 46%, while 
perovskites have reached about 24%, and QDs 16%. There are various reasons for supporting each 
particular design; as has been mentioned in the prior sections, production cost, environmental and human 
health hazards, scalability, and robustness must be taken into account when a material or design is being 
evaluated for solar energy harvesting applications.  
Nanostructured materials, and quantum dots in particular, have moved to the forefront of the field 
as a response to the 33% Shockley-Queisser limit of single junction cells and the need for scalability. The 
observation of multiple exciton generation (MEG), the potential for improving charge extraction to limit 
thermalization, and the precise tunability of the band gap have spurred massive research efforts into 
utilizing QDs in new solar cell designs. At the nanoscale, size dictates the energy level spacing of a given 




altered in size, offering exceptional control over the electronic structure of these materials. Solution 




QDs are highly tunable with regards to their optoelectronic properties because of the physics of 
confined materials. As bulk materials are reduced to the nanoscale, the electronic structure of the 
material is greatly altered. Reducing a single dimension of a nanocrystal yields a material that can be 
modelled as a quantum well; reduction of two dimensions yields a quantum wire; reduction of all three 
dimensions yields a quantum dot. Figure 6 illustrates the way in which confinement of one or more 









These spatial dimension restrictions alter both the density of states (DOS) of the material and can 
induce quantum confinement effects. Confinement effects are not noticeable until one or more 
dimensions of the nanocrystal reach the natural length scale of the exciton radius. An exciton is a quasi-
particle consisting of an electron (e-) in an excited state and the vacancy it left behind in the ground state, 
called a hole (h+).  
This length scale is known as the Bohr radius, rBohr, and is compared for any given material to the Bohr 







where ε is the dielectric constant of the semiconductor material, m* is the carrier effective mass, and 
m0 is the free electron mass. As Table 1 demonstrates, the Bohr radius is material dependent and can vary 
greatly14. For example, quantum confinement is not felt in CdSe QDs until the effective diameter of the 
dot reaches 4 nm or less, whereas for PbSe a QD of 55 nm or less is enough to induce quantum 
confinement effects.  





There are three quantum confinement regimes, namely weak, intermediate, and strong14. The 
criterion for inhabiting one of these regimes is based upon the diameter of the QD and the Bohr radii of 
the e- and the h+.  
(a) 𝑟𝐵𝑜ℎ𝑟,ℎ+ < 𝑟𝑄𝐷 >  𝑟𝐵𝑜ℎ𝑟,𝑒−   → weak confinement 
(b) 𝑟𝐵𝑜ℎ𝑟,ℎ+ > 𝑟𝑄𝐷 >  𝑟𝐵𝑜ℎ𝑟,𝑒−  𝑜𝑟 𝑟𝐵𝑜ℎ𝑟,ℎ+ < 𝑟𝑄𝐷 <  𝑟𝐵𝑜ℎ𝑟,𝑒−  → intermediate confinement 
(c) 𝑟𝐵𝑜ℎ𝑟,ℎ+ > 𝑟𝑄𝐷 <  𝑟𝐵𝑜ℎ𝑟,𝑒−  → strong confinement 
 
Equation 10 
Quantum confinement places spatial restrictions on the e- and h+ wavefunctions, forcing them to 
occupy a smaller volume than they would in the bulk material. These restrictions cause the energy levels 
of the QD to be spaced farther apart; hence, for a given composition, larger dots emit red light and smaller 
dots emit blue light. This relationship between size and energy level spacing can be described by a particle 
in a spherical potential.  










 𝑉(𝑟) = {
0  𝑟 ≤ 𝑎
∞ 𝑟 > 𝑎
} 
Equation 12 
where a is the radius of the sphere and m is the mass of the charge carrier of interest. Thus from the 
potential function, V(r), we impose the boundary condition that the charge carrier cannot exist outside of 
the physical boundary of the QD, i.e. the wavefunction is zero. The left side of equation 11, the 
Hamiltonian, goes to infinity and thus the equation states that for the charge carrier to exist outside of 
the QD, infinite energy would be required.  
Examining the case for r=a, separation of variables is employed and Ψ is defined as a product of the 
radial and angular equations, 
 
𝛹(𝑟, 𝜃, 𝜑) = 𝑅(𝑟)𝑌(𝜃, 𝜑) 
Equation 13 
The angular function Y(θ,φ) is a spherical harmonic function when normalized and it does not contain 
the energy term, E. In addition, for this case the potential depends only on r. Thus only the radial function 
needs to be analyzed to determine the allowable energy levels.  


































For the simple case where l is zero, the solution to equation 15 is a combination of sine and cosine 







The solution to equation 15 is more complex when l ≠ 0. The resulting solution is a combination of 
Bessel and Neumann functions. Because Neumann functions are not defined at the origin, the solution to 
the radial equation then becomes, 
𝑅(𝑟) = 𝐴𝑗𝑙(𝑘𝑟) 
Equation 18 
where jl is the lth order spherical Bessel function and A is a normalization constant. This must satisfy 









where βnl is the nth zero of the lth order spherical Bessel function. The allowed energy levels in the case of 






From equations 17 and 20, it is clear that energy levels scale with 1/a2. Thus, as a QD becomes larger, 
the energy at a specified n value becomes smaller, i.e. a charge carrier requires less energy to be promoted 
to level n.  
In real systems, tunneling is of course a possibility and the potential is not truly infinite outside of the 
QD; however, for the purpose of illustrating quantum confinement effects, this model is sufficient. 
Moreover, advanced spherical potential models include the periodic crystalline potential of QD materials, 
using the Bloch function and a plane wave to describe Ψ; other models include the multiband envelope 
function and atomistic approaches14. While these models are more accurate for describing real systems, 
the basic energy level-QD radius coupling property can be easily described using the simple model 
outlined here.  It is this relationship between size dependence and band gap energy that has brought QDs 
to the forefront of the solar energy field. The ability to finely tune the band gaps of a light harvesting 
material offers unprecedented control over absorption and emission properties. However, quantum 
confinement effects are not uniform for all QD systems. Below diameters of 2 nm, a new regime exists. 





Ultrasmall CdSe QDs 
 
As has been shown previously, the absorption and emission characteristics of QDs are strongly 
dependent upon their size, with smaller dots showing a blue shift for a given composition. However, as 
the diameter of the QD continues to decrease, the predictability of the emission behavior breaks down 
and a new regime is entered: that of the ‘ultrasmall’ QD. Below diameters of ~2 nm, QDs exhibit 
unexpected behavior in regards to their emission properties.  
For CdSe QDs, it has been observed that these ultrasmall QDs emit not over a narrow spectral range 
as is observed with their larger counterparts, but over the entire visible spectrum, i.e. white light17. Other 
materials have since been fabricated into QD structures that can also emit white light directly, including 
Mn and Cu co-doped ZnSe, carbogenic material, and SA/TOPO capped ZnSe18–20. CdSe QDs have been 
extensively studied and thus a great body of literature exists with which to compare electronic properties, 
synthesis routes, and other data of interest. As such, ultrasmall CdSe QDs will be the focus for the duration 
of this thesis, yet it is understood that an eventual move away from Cd is desired.  
White light emission from a single material is a fascinating and, as of yet, little understood 
phenomenon. When excited by UV light, ultrasmall CdSe QDs emit white light, the reasons for which are 
still contentious. Two main theories exist: 1) the white light emission is a result of relaxation to surface 
and deep trap states within the QDs arising from defects or 2) the high degree of disorder arising from the 
large surface area to volume ratio causes Cd and Se bonding partners to switch, which yields continuously 
fluctuating energy band gaps17,21. The latter of these two theories has been termed ‘fluxionality’ to 
describe the perpetual breaking, shifting, and reformation of bonds.  
As regards the first theory, early work by Bowers et al. attributed the white light emission to surface 




arise. These midgap energy states trap h+ long enough that they can recombine with e- before relaxing 
nonradiatively to the ground state. Because these surface traps/midgap states are variable over the 
surface of the QDs, the result is white light emission. 
This hypothesis of h+ trapping, supported by spectroscopic techniques, does not however explain 
another observed phenomenon. Pennycook et al. point out that white light emitting QDs display a 
continuum of emitted wavelengths, asserting that this cannot be explained by surface traps alone21. They 
state that the fabrication technique of the magic QDs allows for excellent monodispersity and that, 
because of this, there are simply not a large enough range of defects and traps to explain the observed 
consistent, high-quality white light that is produced21. The nature of these band gap changes is depicted 
in Figure 7 as a DFT simulation run by Pennycook et al. The zero on the bottom x axis corresponds to the 




Figure 7. Density function theory calculations performed by Pennycook et al. illustrate the femtosecond scale band 
gap shifts observed in sub 2 nm CdSe QDs21. These density of states (DOS) calculations were run at 40 femtosecond 




In part because of the much higher surface area to volume ratio inherent to ultrasmall QDs, i.e. 90% 
of atoms on the surface as opposed to 4 nm QDs with 22%, these ultrasmall nanostructures are highly 
disordered, containing many low coordination sites, which allow for increased motion over bulk/highly 
coordinated materials22. These motions involve structural changes in the form of bond switching within 
each nanocrystal. Such fluctuations in structure also lead to electronic state fluctuations; this overarching 
phenomenon is known as fluxionality. Each nanocrystal structure emits across the scope of the visible 
light spectrum due to continuously changing energy band gaps.  
While thus far the application of interest has been for white light solid state lighting, these 
femtosecond-scale energy gap changes could be of great use in a solar cell application if slowed down. 
The changing energy gaps could provide a means to absorb a much larger region of the terrestrial incident 
light given that across an entire solar array, the probability of a QD possessing any specific band gap at a 
single moment is equal to any other band gap, allowing for extremely high rates of absorption. The 
fluxional band gap changes occur at the femtosecond scale. If these fluctuations can be slowed down and 
the lifetime of a given band gap increased, these QDs may be made to absorb white light, instead of emit 
it. This thesis investigates the electronic and spatial structure of ultrasmall CdSe QDs to optimize them for 
the purposes of a broad absorption solar cell.  
 
Summary and Outlook 
 
Solar energy is ubiquitous, but current commercially available solar cells have low PCEs of about 25%. 
In order to take advantage of the vast amount of solar energy that reaches the earth every day, higher 
efficiency solar technology must be developed. Silicon solar cells have a thermodynamic 33% efficiency 




advancement of light harvesting devices that attempted to tackle the problems of production cost, flexible 
design, and energy conversion efficiency in what are now called 2nd and 3rd Generation solar cell devices. 
This thesis investigates a promising 3rd generation material with unique optoelectronic properties: 
ultrasmall CdSe QDs.  
In Chapter 2, the synthesis of the QDs via an open-air, low temperature route using noncommercially 
available solvent N-oleoylmorpholine (NOM) is discussed. Scale up of QD production processes is crucial 
to their success as an economically viable solar cell material, therefore the kinetics of the formation of 
NOM are investigated in a semibatch reactor system. The purity of NOM can affect the optoelectronic 
properties of the QDs it produces, therefore consistent batches are key; in this vein, the mechanism of 
formation of NOM is investigated via IR studies. Finally, the structure of NOM and the intermediate that 
forms during its synthesis are analyzed via solution state NMR.  
Chapter 3 discusses the characterization methods used to ascertain key properties about the QDs 
synthesized in NOM. Compositional analysis is conducted via XPS; the band structure of unmodified QDs 
is investigated via UPS; the optical properties are investigated via UV-vis, PL, and PLE; and finally, the 
lifetime of the excited state is measured for multiple emissive features via TCSPC.  
In Chapter 4, modifications to the QD surface environment explore the implications for the properties 
discussed in Chapter 3. The modifications used to probe the QD system are dielectric environment 
alteration and ligation with chemical species possessing different functional groups. To assess the nature 
of the effect of the modifications achieved through ligation of the QDs, 1) XPS and UPS measurements 
assess the binding energy shifts relative to non-ligated species in a series of samples dispersed in toluene 
and a series dispersed in acetonitrile, 2) the absorption and emission properties of ligated QDs are 
compared to unmodified QDs, and 3) the lifetime of the excited state is measured. For the series of QD 
samples subjected to different solvent environments with a range of dielectric constants, 1) the 




Chapter 5 combines simulations and XAS to assess if the modifications to the environment of the QDs 
result in structural changes.  
Chapter 6 combines the information gathered about unmodified QDs in Chapter 3 and modified QDs 
in Chapter 4 to compare their performance in a dye sensitized solar cell design. The performance is 
measured via linear sweep voltammetry and JV curves are generated to assess important solar cell metrics 
including VOC, ISC, FF, and PCE. The importance of band gap engineering is emphasized by the exponential 
decay function that can predict the PCE of a series of 6 QD cell types based on the location of EV relative 
to vacuum.  




2. Synthesis of Ultrasmall CdSe QDs 
 
Quantum dots can be synthesized from a variety of approaches that fall into two major processes: 
top-down and bottom-up methods. Top-down methods involve fragmenting and restructuring 
macroscopic materials via physical or chemical techniques. Bottom-up approaches, like the colloidal 
synthesis used in this thesis work, begin with molecular, atomic, or ionic precursors and build QDs from 
these smaller building blocks. The variety of methods available is vast and is summarized in Figure 8, 
below14.  
 
Figure 8. An overview of the classes of fabrication methods for QDs14.  
In a colloidal synthesis, the chemical precursors provide the monomer units used to build the QDs, 
e.g. Zn and Se ions from Zn and Se containing compounds. High temperatures cause the dissolution of the 
precursors, releasing the desired monomer units. The kinetics of this process and thus the final size of the 
QDs and degree of polydispersity can be controlled by the presence of surfactant molecules that serve as 




and the identity of the solvent14. The complexity of this process represents a field of study in and of itself. 
Herein, the colloidal synthesis of single size, ultrasmall CdSe QDs is optimized via the investigation of the 




Quantum dot (QD) applications are broad in scope, encompassing the fields of light harvesting, 
sensing, and drug delivery, among others23–26. The type of QD systems achievable regarding size, 
composition, degree of monodispersity, shape, solubility, and other critical parameters depend strongly 
upon the synthesis route27–29. Even as the field has matured over the last few decades, many synthesis 
routes still require inert environments, high temperatures, and very precise timing to obtain specific 
sizes30,31.  
N-oleoylmorpholine (NOM), a QD solvent first reported by Liu et al. in 2010, provides a low 
temperature, open-air route specifically for the synthesis of monodisperse ultrasmall CdSe QDs22. A 
particularly interesting system, these QDs display white-light emission upon excitation with UV light and 
the mechanism by which this occurs is still under investigation21,32,33. Currently, they are of interest for 
potential solid-state lighting applications, in addition to serving as a model system for ultrasmall QDs, 
which display the unexpected optoelectronic phenomenon of narrow absorption, i.e. monodispersity, but 
broad emission.  
NOM-mediated synthesis of CdSe ultrasmall QDs is facile: open-air, low temperature (<100 °C), single-
size growth, and rapid formation (<4 hours). While a general synthesis procedure for NOM has been 
reported previously, several key pieces of information about this commercially unavailable solvent are 




mechanism is unknown, and 3) a structure for NOM has been proposed but no experimental or theoretical 
evidence has been provided34. Therefore, this work seeks to address all three of these prerequisites for 
economic scale up of a facile synthesis procedure for ultrasmall QDs. 
NOM is synthesized via combination of morpholine and oleic acid (OA). The general class of this 
reaction is that of a fatty acid amidation and the overall pathway is shown in Figure 9. When combined in 
a 1.5:1 morpholine to OA molar ratio in air, then brought to reaction temperature as has been previously 
described, the reaction mixture progresses from colorless to brown within 30 minutes, likely due to the 
oxidation of the air-sensitive OA34. Therefore, an inert environment is necessary and Ar is used herein. 
When combined in air at room temperature at a molar ratio of morpholine:oxygen ≥1:1, flushed with Ar 
and the inert environment established, and temperature then raised to the desired reaction temperature, 
the final product obtained is red, reaching this color after only a few hours of reaction. Through extensive 
work in our lab which has shown that the red product does not produce QDs, it was necessary to establish 
a synthesis route capable of producing a consistent yellow NOM product, which requires using a slower 
feed rate of morpholine.  
Notably, one of the reagents, OA, is a well-known QD capping ligand and variations in the amount of 
OA left in a batch of NOM can affect the optoelectronic properties of the synthesized QDs as well as their 
solubility in various solvents. It is thus imperative to achieve complete conversion of the OA during the 
NOM synthesis. OA and NOM are both high boiling point liquids and are predicted to be structurally very 
similar, making their separation at the end of a synthesis difficult, whereas excess morpholine and water 







Figure 9. The general mechanism for the formation of N-oleoylmorpholine (NOM) is shown.  
 
Based on the advantages of the facile QD synthesis that NOM provides, a full kinetics study was 
launched to investigate the rate law of formation of NOM. This information can be used for reactor design 
and scale up, in addition to fine-tuning the ultimate purity of the NOM produced, which significantly 
affects the photoluminescence (PL) of the QDs produced.  
Therefore, in designing the test matrix for determining the kinetics of NOM formation, the total 
amount of morpholine injected for all tests was greater than a 1:1 morpholine:OA stoichiometric ratio in 
order to ensure maximum conversion of OA to NOM. The amount of OA loaded into the reaction flask and 
the total amount of morpholine injected was kept constant; the parameters that were varied between 
tests were the temperature and injection rate of morpholine. In order to mitigate the formation of the red 
product, we identified the feed rate regime wherein the red product was favored. At molar ratio feed rates 
of ≥0.37:1 morpholine to OA, the undesired red product was formed.  
To optimize the production of the desired yellow NOM product, we: 1) constructed a matrix of 
conditions that will allow for the determination of the rate law, 2) investigated the mechanism by which 




which is identified as a carboxyl-amino intermediate, and 3) analyzed the structure of the intermediate 
and final NOM product via IR and solution state NMR.  
This work develops a method for robust, repeatable production of the QD solvent NOM by providing 




N-oleoylmorpholine (NOM) was synthesized by the reaction of morpholine with oleic acid (OA); water 
is formed as a byproduct. NOM is a yellow-gold liquid with a molecular weight of 351 g/mol and a density 
of 0.924 g/mL. Morpholine (≥99%) was purchased from Sigma Aldrich (CAS 110-91-8). OA (99%) was 
purchased from Alfa-Aesar (CAS 112-80-1). Ar was 5.0 UHP (TW Smith). All chemicals were used as 
received, with no further purification.  
The test matrix for NOM synthesis included seven different sets of conditions: three operating 
temperatures and four feed rates; these conditions are summarized in Table 2.  
 






Molar Flow rate 
(morpholine: OA) 
total # of 
injections 
 
110A 110 500 0.183:1 10  
140A 140 500 0.183:1 10  
170A 170 500 0.183:1 10  
110B 110 250 0.091:1 20  
140B 140 250 0.091:1 20  
170B 170 250 0.091:1 20  
170C 170 1000 0.366:1 5  
   
Regardless of injection rate, the same total amount of morpholine was injected by the end of each 




and four injections on day 2; for feed rate B, twelve injections of morpholine were introduced into the 
system on day 1 and eight on day 2; for feed rate C, five injections of morpholine were introduced into 
the system on day 1 and none on day 2.  




Figure 10. The NOM synthesis apparatus consists of a condenser (1), a joint piece (2), 2-neck reaction flask, (3) under reflux 
conditions, heater (4), cold trap (5) for water and excess morpholine. The system is under Ar (6).  
 
The procedure for the synthesis was as follows. Into a 250 mL two neck roundbottom flask (3) a glass 
stir bar was placed and 10 g of OA was loaded. A septum was used to seal the reaction flask and the Ar 
tank was opened (6). A needle was used to pierce the reaction septum to institute Ar flow through the 
system; the system was flushed for 3 minutes. The needle was then removed and inserted into the 
condenser (1) septum. Again the system was flushed for 3 minutes. Finally, the needle was again inserted 
into the reaction septum and the system was flushed for 3 more minutes. The needle was removed and 




thermocouple in the oil bath. Additionally, insulation was wrapped around the oil bath, the neck of the 
reaction flask, and the joint piece directly above the reaction flask to maintain a consistent temperature.  
Once the desired temperature was reached, the first morpholine injection was made through the 
reaction septum; this time is the initial reaction time, i.e. t = 0. Upon completion of one hour of reaction, 
~250 μL aliquots of reaction solution were withdrawn for analyses at hours 1-12 and subsequently at 
hours 24, 26, 28, 30, 32, 34, and 48; aliquots were withdrawn prior to the addition of the next morpholine 
injection.  
Following the 48 hour reaction duration, the oil bath was removed and the solution allowed to cool 
to room temperature before Ar flow was shut off. White crystals were found to form in the synthesis, 
starting after several hours (~4 hours). The crystals were washed with acetone and analyzed via IR. They 
were identified as ethylene dioleamide and were likely caused by a slight impurity in morpholine, ethylene 
diamine, which is known to be present at levels of 0.029% w/w in Sigma Aldrich LR (lab reagents) grade 
products35. The crystals were not found to impact the synthesis or the final product.  
The final product must be vacuum filtered to remove the ethylene dioleamide prior to rotary 
evaporation for water and morpholine removal. The gas chromatography mass spectrometry (GCMS) 
tests were conducted with an Agilent 7890B/5977A. The method for analyzing the composition and 
concentration of the aliquots removed during synthesis was a 60.5 minute method run on a DB5-MS 
column with research grade (6.0 TW Smith) He as the carrier gas. The flow rate onto the column was 1 
mL/min. A split ratio of 25:1 was used for all samples and the volume injected was 1 μL. The method 
started at 35 °C, held an isotherm for 5 minutes, then increased at 10 °C/min up to 240 °C, and held an 
isotherm for 35 minutes. Samples were diluted 1:20 or 1:100 in acetone. 
A Thermo Scientific Nicolet iS50 FTIR spectrometer was used to conduct IR tests at ambient conditions. 




Solution state 1H NMR and 13C NMR data were collected in deuterated acetone (C3D6O) and deuterated 
chloroform (CDCl3) at 298.0 K using a Bruker AVANCE III HD NMR spectrometer operating at 800 MHz. 
 
Kinetics of Formation of N-Oleoylmorpholine 
 
Fatty acid amidation reactions, of which the NOM synthesis is one, typically take place at ≥140 °C 
under thermal conditions, i.e. without catalyst present; Liu et al. report running syntheses at ≥160 °C34,36. 
Furthermore, water is formed as a byproduct and is an inhibitor in the reaction, therefore removing it by 
operating above its boiling point was deemed necessary. The lowest temperature in the matrix was 
therefore chosen to be 110 °C, the highest 170 °C to follow Liu et al.’s procedure, and 140 °C as an 
equidistant midpoint, which is aligned with typical fatty acid amidation reaction temperatures for thermal 
conditions34.  
The two feed rates, A (500 μL/hr; 0.186:1 molar ratio) and B (250 μL/hr; 0.093:1 molar ratio) were 
chosen to be sufficiently slow to prevent the formation of the red product. To find the onset of the regime 
of molar ratio injection rates that causes the formation of the red product, rate A was doubled for one 
experiment, rate C (1000 μL/hr; 0.374:1 molar ratio). Rate C produced red NOM, becoming dark at 
approximately 24 hours reaction time. Each experiment is referred to herein based on its temperature 
followed by its feed rate, e.g. the 140 °C synthesis at feed rate B is denoted 140B. Each synthesis was run 
for 48 hours to obtain complete concentration profiles, shown in Figure 11 for OA and NOM for feed rates 
A and B. Morpholine concentration measurements exhibited large uncertainties as a result of the multiple 
injections and the volatility of morpholine under the imposed conditions, therefore its concentration 
profiles are not reported. 
As can be seen in Figure 11, OA consumption and NOM production are temperature dependent, as 




one another, which is an initial indication of first order kinetics. Specifically, at 170 °C, both OA and NOM 
follow the minimum/maximum possible concentration based on the number of moles of morpholine 
injected at time t, suggesting that OA is rapidly consumed with each injection of morpholine and reacts 
quickly to form NOM. While IR tests, discussed later, suggest the presence of an intermediate, we did not 




Figure 11. The concentration vs. time profiles for feed rate A (500 μL/hr) for a) OA and b) NOM and for feed rate B (250 μL/hr) 




At the 170A test conditions, NOM reaches the maximum possible concentration, 2.6 M, by hour 12 
whereas 110A reaches maximum concentration at about 24 hours. However, 170B never reaches the 
maximum possible concentration, leveling off at approximately 2.4 M. All three feed rate A tests show a 
decrease in NOM concentration from 24 to 30 hours while OA also decreases in 110A and is undetectable 
in 140A and 170A during this same time frame; this behavior is likely due to continued injections of excess 
morpholine that have little to no OA to react with and thus serve only to dilute the remaining OA in the 
case of 110A and the NOM in all cases.  
First order fits were applied to the concentration profiles based on the following forms.  
 
𝐶𝑂𝐴(𝑡) = 3.1 ∙ 𝑒𝑥𝑝
−𝑘𝑡 
Equation 21 
𝐶𝑁𝑂𝑀(𝑡) = 2.6 ∙ (1 − 𝑒𝑥𝑝
−𝑘𝑡) 
Equation 22 
The constants 3.1 and 2.6 in equations 21 and 22, respectively, are based on the maximum 
concentration of each species; the maximum concentration of pure OA, the starting condition for each 
synthesis, is 3.1 M. Similarly, the concentration of pure NOM is 2.6 M. The R2 and k values obtained for 






Table 3. 1st order fit parameters 
 
  rate A  rate B  
Temperature 
(K) 
Species Fit k R2 k R2 
383 OA 0.069 0.822 0.069 0.949 
 NOM 0.074 0.910 0.032 0.927 
413 OA 0.230 0.981 0.137 0.986 
 NOM 0.178 0.861 0.112 0.909 
453 OA 0.265 0.987 0.185 0.985 
 NOM 0.361 0.890 0.147 0.911 
 
Extracting Ea and the pre-exponential factor A from the plot of 1/T vs. natural log k for both feed rates, 
we find that Ea for rates A and B is 32.5 kJ/mol and 31.0 kJ/mol, respectively. These values match closely 
with other reported activation energies for fatty acid amidation reactions37. The A values found for rates 
A and B are 2,128 hr-1 and 649 hr-1, respectively.  
It is noted that while OA is well described by a single exponential decay at 140A, 170A, 140B, and 170B 
conditions, at the 110A and 110B conditions this description is poor, indicating that at lower 
temperatures, OA is better described by more complex kinetics. As it has been shown that the formation 
of NOM proceeds significantly faster at 140 and 170 °C conditions and that OA can be consumed below 
detection limits used here, these higher temperature conditions are preferable for the production of 
NOM. Therefore, further exploration of the non-elementary reaction kinetics of OA at low temperatures 
was not deemed necessary for optimization of the NOM production process.  
 
Intermediate Species Investigation 
 
Transition state theory can be applied to obtain thermodynamic parameters of the intermediate. From 




coefficient κ describes the probability of the transition state proceeding to the final product rather than 
reverting to reactants; it is typically assumed to be 138. Making use of this assumption, ΔG‡ at the relevant 
synthesis conditions is calculated. Furthermore, from the 1/T vs. natural log of k/T form of the equation 


















 Equation 23  
The calculated thermodynamic values for the transition state are summarized in Table 4. 












A 110 -0.126 29.082 77.66 
 140   80.99 
 170   86.52 
B 110 -0.136 27.519 80.33 
 140   82.58 
 170   89.90 
 
The sign of the entropy term indicates the general mechanism of the transition state in terms of an 
associative (negative) or dissociative (positive) complex39. That the entropy values for the OA-morpholine 
complex are found to be negative suggests that the mechanism is associative, yielding a single activated 
complex as the transition state; these are more stable than dissociative complexes.  
In order to detect and identify the hypothesized stable intermediate, a series of IR tests taking 
progressive measurements at shorter time intervals than the concentration profile data is carried out for 
three hour syntheses as nearly one-third of the OA has been consumed by this point. The synthesis 




injections at t = 0, 1, and 2 hours, aliquots of ~200 μL are removed at t = 1, 5, 15, 30, and 45 minutes, 




Figure 12. IR data for a) 110 °C, feed rate A, the Hour 2 samples; b) the amplitudes of the transmission peaks of the key features 
1540 (intermediate species, red squares), 1610, 1650, and 1710 cm-1 over the entire 3 hour synthesis for 110A condition; c) 170 
°C, feed rate A, the Hour 2 samples; d) the amplitudes of the transmission peaks of the key features 1540 (intermediate species, 
red squares), 1610, 1650, and 1710 cm-1 over the entire 3 hour synthesis for 170A condition. Key features are marked with arrows 




It is noted that the 1540 cm-1 peak seen in both 170A and 110A is not present in the morpholine or 
OA stock IR spectra (see Figure 14); it forms within the first minute upon injection of morpholine into OA. 
It is evident in 170A that the peak at 1540 cm-1 decreases over the course of each hour and is renewed 
following the next morpholine injection; this is less obvious in 110A where the peak at 1540 cm-1 is never 
fully consumed. In both however it is clear that the peaks at 1610 and 1650 grow as the peak at 1540 
diminishes. That the peak at 1650 represents the amide bond suggests that the peak at 1540 corresponds 
to an intermediate species that is consumed to give rise to the amide bond, i.e. the final NOM product. 
Both nitro and nitroso groups transmit in this region, however nitro groups give rise to two peaks, the 
asymmetric stretch at ~1550 and the symmetric stretch at ~1365. While both 170A and 110A spectra show 
a peak at 1360 cm-1, it does not decrease with the increase of the peak at 1650 cm-1 as the peak at 1540 
cm-1 does, suggesting that the 1360 and 1540 peaks are not related.  
However, the functional group COO- has been reported to also transmit in this region40–42. Previous 
studies of fatty acid amidation reactions under thermal conditions have reported either a zwitterionic 
intermediate, wherein the amine group attacks the carbon of the carbonyl group  and retains its H, or a 
neutral intermediate where the amine is deprotonated by the oxygen in the carbonyl group and 
subsequently attacks the carbon in the carbonyl group43,44. In both cases, the carbonyl bond is destroyed 
and a C-O bond remains. Figure 12b,d shows the % transmittance over the course of the three hour 
syntheses of the peaks that are marked with arrows in Figure 12c. The carbonyl peak at 1710 cm-1 
decreases abruptly at the start of every hour, i.e. immediately following a fresh injection of morpholine, 
as the 1540 cm-1 intermediate peak abruptly increases. This observation denotes the consumption of the 
carbonyl in the OA to form the intermediate species. Over the course of an hour, the peak at 1540 cm-1 
decreases, while the carbonyl peak remains constant, and the amide peak at 1650 cm-1 increases. These 
changes indicate that the intermediate species is consumed to form the amide-containing final NOM 




morpholine is made. At temperatures <140 °C, the intermediate is relatively long-lived and manifesting as 
non-elementary kinetics with respect to the OA; at temperatures ≥140 °C, the intermediate is consumed 
rapidly and the OA is consumed following first order kinetics. 
The IR progression tests for 170C show similar behavior to that of 170A, the test conditions that 
produce the desired yellow NOM. The same features at 1540, 1610, 1650, and 1710 cm-1 are observed, 
shown in Figure 13.  
 
 
Figure 13. IR data for the 170C test condition.  
 
Thus we find that the k values obtained from the 1st order fits of the concentration profiles of NOM 
and OA can be analyzed via: 1) the Arrhenius relationship for the overall reaction, yielding Ea values that 
are comparable to other fatty acid amidation reactions and 2) the Eyring-Polyani relationship for a 
thermodynamic description of the transition state. That the entropy change from reagents to 
intermediate is negative suggests an associative complex, and the IR progression experiments identify an 
intermediate species that transmits at 1540 cm-1. This is likely a carboxyl-amino intermediate based on 




(<30 minutes) and long (>1 hr)-lived. However, to establish the identity of the intermediate and to provide 
further mechanistic insight, sample 170A 3:01 was compared to pure NOM and the starting reagents via 
IR and NMR.  
 
Structural Analysis for Mechanistic Insight 
 
To ascertain the structure of the NOM, verify purity, and compare the functional groups present in the 




Figure 14. IR spectra of stock OA and morpholine with NOM 170A.  
The lack of the broad -OH stretch in the region from 3350-2400 cm-1 in the NOM spectrum confirms 
the high conversion of OA observed from the GCMS data, although a small carbonyl peak at 1710 cm-1 
remains. The characteristic shift of the carbonyl bond in OA from 1710 cm-1 to the carbonyl bond in the 




species represented in Figure 14 is the aliquot taken 1 minute after the third morpholine injection in the 
170A test conditions. It can be clearly seen that the broad N-H stretch apparent in the morpholine 
spectrum from 3650-3000 cm-1 is entirely absent in the intermediate spectrum, emphasizing that the 
morpholine is rapidly consumed, <1 minute, to yield the intermediate structure, which does not have an 
amine functional group.  
Next the reagents, intermediate, and final NOM product were compared via 1H NMR, Figure 15, and 
13C NMR, Figure 16.  
 
 
Figure 15. Solution state 1H NMR spectra in CDCl3 of OA, morpholine, intermediate species, and final NOM product from -1 to 9 




The solution state 1H NMR spectra of morpholine, intermediate, and final NOM product show several 
key differences in the region between 2.8-4.2 ppm. Morpholine is a 2° amine and proton 2 gives rise to a 
signal at 2.81 ppm. This peak does not appear in the intermediate nor in the final NOM product. In the 
case of the intermediate, the N-H signal splits into the two triplets, 8 and 9. The N-H peak in morpholine, 
2, shifts downfield to 2’. Protons 3 and 6 appear at 3.00 ppm; 4 and 5 appear at 3.80 ppm. It is noted that 
in both the intermediate, the protons equivalent to 4 and 5, namely 7 and 10, are shielded relative to the 
original morpholine structure due to the positive charge on the N in the intermediate and they shift 
downfield as a result.  
The protons adjacent to the N moieties, 3, 6, 8, 9, 12, and 15, show distinct differences in their peak 
shape and ppm shifts. The broad peak centered at 3.65 ppm, protons 12 and 15, is unique to the final 
NOM product; in the intermediate structure the feature in this region manifests as two sharp triplets at 
3.55, 8, and 3.70 ppm, 9. In the zwitterionic intermediate species, the fourfold coordinated N is not able 
to rotate about the C-N bond as in the final NOM structure. Based on proximity to either the aliphatic 
chain or one of the –OH groups, 8 and 9, respectively have different electronic environments and are 
unable to exchange via the C-N rotation in the intermediate. In the final NOM structure, the broad peak 
observed at 3.65 ppm is the result of 13 and 14 exchanging due to the C-N rotation.  
 The solution state 13C NMR shown in Figure 16 corroborates conformational changes occurring only 
on protons adjacent to the N moiety, 12 and 15, as only the carbon species adjacent to the N moiety 






Figure 16. 13C NMR spectra in CDCl3 of reagents, intermediate, and yellow NOM from -10 to 180 ppm with an inset from 64 to 
67 ppm. The peak at 77.2 ppm is attributed to CDCl3. 
It is noted that the broad feature at 66.8 ppm in the final NOM product is split into two peaks in the 
intermediate, 66.7 and 67.0 ppm, demonstrating again that the final NOM product is capable of exchange 
that the intermediate is not capable of. This finding suggests steric hindrance in the intermediate structure 
that impedes exchange behavior, as was seen in the 1H NMR spectra as well, corroborating the 
zwitterionic structure over the neutral. Based on the intermediate structure proposed, steric hindrance 
may explain the high barrier to rotation. However it is also noted that ring conformational changes have 
been reported in piperazines and morpholines45,46. In morpholines, these conformational changes take on 
the form of ring inversions, which agrees better with the data presented in Figure 16, showing that only 
12, 15 show exchange broadening, whereas 13, 14 do not. 
Both conformational changes and rotational barriers are temperature and solvent polarity 




with significantly different dielectric constants, ε = 20.7 and 4.8, respectively, and therefore significantly 






Figure 17. NOM product in C3D6O: a) solution state 1H NMR spectrum from -1 to 9 ppm, inset from 3.3-3.8 ppm and b) 
solution state 13C NMR spectrum from -10 to 180 ppm, inset from 66.0-67.5 ppm.  
As expected, in the higher dielectric solvent, C3D6O, the barrier to rotation is higher and the region 
from ~3.5-3.6 ppm, 12-15, displays three sharp peaks in the 1H NMR spectrum and the peak at ~67 ppm, 
13 and 14, in the 13C NMR shows splitting, indicating that this is the intermediate exchange rate range. By 





The formation of NOM is a 1st order process. The behavior of the concentration profiles of OA and 
NOM demonstrate single exponential decay and single exponential rise to a maximum behavior, 
respectively. Extracted k values from the 1st order fits agree with previously reported k values for fatty 
acid amidation reactions and demonstrate a linear relationship between k and T. Therefore the Arrhenius 
relation can be used to analyze the overall reaction to obtain Ea, which was found to be 29 kJ/mol, again 
in agreement with previous values reported in the literature. Further analysis was conducted using the 
Eyring-Polyani relation to calculate ΔG‡, ΔH‡, and ΔS‡ which describe the transition state that was detected 
via IR analysis. That the ΔS‡ value is negative indicates an associative complex, which would be expected 
to be relatively long-lived; this supports the observation of the intermediate carboxyl-amino species in 
the IR spectra.  
IR experiments detected the formation of an intermediate that is long-lived, >1 hr, at temperatures 
<140 °C and short-lived, <1 hr, at temperatures ≥140 °C. Aliquots were removed and quenched, thus 




in the final NOM product that is not present in the morpholine or intermediate indicates that the 
intermediate is a sterically hindered zwitterionic structure with a fourfold coordinated N as opposed to a 
threefold coordinated N in the final product, which enables ring conformation flips.  
Based on the injection rate of morpholine into OA, a red (0.374:1.000 morpholine into OA) NOM 
product or a yellow NOM (≤0.186:1.000 morpholine into OA) product forms. Yellow NOM is the desired 
product as it is the only one effective at synthesizing QDs. Using the method reported here, yellow NOM 
capable of producing ultrasmall white-light emitting CdSe QDs can be made with a purity of 98% and near 
complete OA conversion. The efficacy of OA consumption is especially important for QD synthesis due to 
the fact that OA is a common ligating agent for QDs and readily caps them, which is not desirable for all 
applications.  
This study provides kinetic and mechanistic insight that could be expanded in future work to scale up 
the production of NOM and the QDs it synthesizes, in addition to refining the understanding of the 





3. Characterization of QDs 
 
Owing to their small size, highly reactive surface, and differences in characteristic properties from 
their corresponding bulk semiconductor material, characterizing QDs via traditional analytical techniques 
can prove challenging. However, many techniques have adapted and improved in response to this 
challenge. It should be noted that in most cases, the properties measured are the ensemble properties of 
the particular QD batch and therefore represent the average value of a large population of QDs. Single 
QD studies are important but not as prominent, presenting unique challenges regarding isolation of a 
single QD, locating the QD, and of course, resolution. The work discussed here represents exclusively 
ensemble QD data of nominally 1.5 nm QDs. In this chapter, the focus will be on unmodified ultrasmall 
CdSe QDs in toluene or in the solid state, dried from suspension in toluene. The experimental 
methodology of each technique is detailed at the end of Chapter 3; these procedures are the same ones 
followed in experiments of the same technique that are discussed in later thesis chapters with any 
significant alterations specified in the later chapters.  
 
Synthesis of CdSe QDs 
 
The ultrasmall CdSe QDs were synthesized using a modified version of the method first reported by 
Liu et al22. To a 100 mL roundbottom flask, 3 mL of NOM, 8 mg of selenium powder, and 107 mg of 
cadmium acetate dihydrate are added and heated to 95 °C; this represents a 4:1 Cd to Se molar ratio. 
These components are mixed for approximately 24 hours after which the reaction solution is poured into 
5 mL toluene at room temperature. Excess methanol (~15 mL) is added, then the solution is shaken 




the toluene/methanol washing procedure is repeated 2-4 times. After washing, the QDs are stored in 
toluene. 
 
Elemental and Band Structure Analysis 
 
X-ray photoelectron spectroscopy (XPS) is a powerful tool for materials characterization that is 
capable not only of identifying elements present but also the chemical state of those elements. High 
energy x-rays are used to bombard the sample; electrons from inner shells (non-valence) of the material 
are ejected by virtue of this interaction. The lower the shell within an atom, the greater the binding energy 
of the electrons and the lower the kinetic energy when those electrons arrive at the detector. As molecular 
orbital theory shows, when atoms participate in different kinds of bonds their energy levels are modified. 
The principle behind this technique is described by equation 24.  
 
𝐸𝑏 = 𝐸𝑖𝑛𝑐 − 𝐸𝑘𝑖𝑛 − 𝜙𝑠 − 𝜙 
Equation 24 
where Eb is the binding energy of the electron, Einc is the incident energy, i.e. the energy of the x-ray, 
Ekin is the kinetic energy of the photoelectron, φs is the workfunction of the sample, and φ is an additional 
term for samples that are not conductors. In practice, φs and φ can be corrected for by choosing a standard 
peak to calibrate all samples. A common peak chosen for this purpose is adventitious carbon, discussed 
in more detail later.  
XPS is a high resolution technique, capable of detecting binding energy alterations at levels as low as 
10-2 eV, depending on sample quality, number of scans, and the pass energy employed. Pass energy refers 




pass energy employed, the greater the resolution. Typically, a survey scan with a relatively large pass 
energy is conducted first, scanning from 0 to 1100 eV. This allows for detection of all present peaks and 
areas of interest can be focused on with shorter energy ranges scanned at lower pass energies.  
To begin, literature data of CdSe QDs is examined. The XPS spectrum of CdSe QDs over a range of 
sizes, as reported by Katari et al., is shown below in Figure 1848.  
 
 
Figure 18. XPS spectra of the Cd 3d and Se 3d orbitals of CdSe QDs ranging from 10.0 to 15.9 Å, where a,b have radii r= 10.0; c,d 
have r= 15.9; and e,f have r=12.3 Å48.  
Katari et al. demonstrated that the e- in the Cd 3d and Se 3d orbitals of CdSe QDs in the ultrasmall size 
range do not alter significantly from 1.00 to 1.59 nm; the Cd 3d5/2 peak positions had a normal distribution 
centered at 405.6 eV ± 0.2 eV. That CdSe bulk has a Cd 3d5/2 peak at 405.13 eV indicates that this peak 
does not change significantly based on the dimensions of the CdSe sample and thus is a good indicator for 
the presence of CdSe49. The Se 3d peak is similarly consistent with a normal distribution centered at 54.6 
± 0.2 eV as reported by Katari et al. and 54.1 ± 0.2 eV as reported by NIST48,50. 
As has been reported in the literature, Cd 3d orbitals show clear variations depending on the chemical 




showing the clear progression to higher binding energies as the Cd is in more highly oxidized states. This 
aspect will be discussed in further detail in Chapter 4 where different organic compounds are used to 
ligate the QDs. The CdSe QD data reported here is from unmodified ultrasmall CdSe QDs stored in toluene 
and spin-coated on a gold substrate; for details see Experimental Methods. First, the survey scan in Figure 









Figure 19. XPS spectrum of ultrasmall CdSe QDs spin coated onto silicon substrate coated with 40 nm Au from a) 0-1100 eV and 
b) 0-575 eV. Insets in a show the higher resolution scans conducted at those energies, bordered by red boxes. In b, the blue boxed 
signals show regions where higher resolutions scans were not run; these are labelled.   
 
In the QD samples that were spin coated from toluene solution, the peaks found in the survey scan 
were Cd, Se, O, and Au peaks of various orbitals in addition to adventitious carbon, measured here at 
283.75 eV for Au control, which is so common that it is often used as a reference to correct for sample 
charging. In literature, the adventitious carbon peak is reported as 283.8 eV therefore the value measured 
for the Au control sample is in excellent agreement49. Based on these values, minor charging was found 
to occur in the CdSe QD samples, which displayed an adventitious carbon peak at 284.5 eV; this constitutes 
a 0.75 eV shift. However, while ubiquitous, carbon can come from a variety of contaminant sources. 
Moreover, in Chapter 4, purposely ligated QDs include the addition of different organic compounds whose 
carbon peaks would not be expected to show the same binding energies due to the differences in chemical 
composition. Therefore, the more reliable calibration method of using the Au 4f7/2 peak location is used 
herein51. The Au control sample displayed this peak at 83.5 eV which is in good agreement with 84.0 eV, 
reported by NIST50. The CdSe QDs had the Au 4f7/2 peak at 83.75 eV, indicating at +0.25 eV shift relative 
to plain Au. Therefore, all CdSe spectra values discussed subsequently in this chapter will account for this 
shift by subtraction of that correction factor (-0.25 eV).  
Thus, the Cd 3d5/2 peak for the unmodified CdSe QDs was found to be 404.75 eV. This energy is a lower 
binding energy than that reported by Katari et al. by -0.85 eV, which is significant but can likely be 
explained by the fact that the QDs in Katari et al.’s work are capped with trioctylphosphine oxide (TOPO) 
and with hexanedithiol, the latter of which was used as an anchor to the Au substrate. The QDs reported 
here compare to Cd metal and bulk CdSe according to the following ranking: Cd metal, 403.7 eV < CdSe 




CdO values: CdSe bulk, 405.13 eV < CdSe QDs, 405.6 eV < CdO, 406.3 eV. This comparison suggests that 
the QDs reported here contain Cd in a more reduced state than CdSe bulk, i.e. Cd2+, but a more oxidized 
state than Cd metal, i.e. Cd0, which leaves the Cd1+ oxidation state. Of course, oxidation states need not 
be integers when averaged over the ensemble. This observation will be discussed further in Chapters 4 
and 5.   
The insets in Figure 19a show the higher resolution scans of the regions indicated by red boxes. 
Regions without boxes were not anticipated to contain signals needed for in-depth analysis and therefore 
were not scanned at the higher resolution, however the data acquired in those regions is still useful, in 
particular the Se Auger signal is good confirmation of the presence of the CdSe QDs in addition to the Cd 
3d peaks. The Se 3d signal was found to be weak in the QD samples, with the additional complication of 
being located very near the Au 5p3/2 signal, shown in Figure 20 below.  
 
 
Figure 20. XPS scans in the binding energy region from 45 to 70 eV are compared for a Au survey scan (black), a Au Se 3d scan 





It is, however, noted that the Se 3d signal while noisy is nonetheless adequate for identifying the 
presence of Se, which is of course necessary to confirm the successful synthesis of CdSe QDs. Due to the 
much greater strength of the Cd signal at both the 3d and 4d orbital energies however, all comparisons 
made between samples in subsequent chapters will be made primarily through assessment of the shift 
and shape alterations between Cd peaks.  
Where XPS comprises interaction primarily with inner shell electrons, ultraviolet photoelectron 
spectroscopy (UPS) comprises interaction with the valence shell electrons, yielding information about the 
structure of the band gap. The parameters that can be measured with UPS depend upon whether the 
material is a conductor, semiconductor, or insulator; all parameters are shown in Figure 21 below52.  
 
 
Figure 21. The parameters that can be measured via ultraviolet photoelectron spectroscopy (UPS) include the valence band 
maximum (VBM), Fermi level energy (EF), ionization energy (IE), work function (WF), and electron affinity (EA)52.  
 
In a UPS experiment, a heated gas is used as the excitation source; when thermally excited, the gases 
emit photons of highly precise energy. This work used a He I source and therefore the excitation energy 
provided to the system was 21.2 eV. The photoelectrons collected at the detector are recorded as a 




low binding energy and form the basis for the low binding energy cutoff of the data. The low binding 
energy cutoff represents the parameter known as the valence band maximum (VBM), which is defined as 
the difference in energy between EF and the energy of the top of the valence band, EV. Conversely, 
photoelectrons that arrive at the detector with low kinetic energy have high binding energy and form the 
secondary electron cutoff (SEC) which when subtracted from the excitation energy put into the system 
yields EF. The low and high binding energy cutoffs are described by equations 25 and 26, below.  
 
𝑉𝐵𝑀 =  𝐸𝐹 − 𝐸𝑉 
Equation 25 
𝑆𝐸𝐶 = ℎ𝜈 − 𝐸𝐹 
Equation 26 
 
When using equation 25 it is important to take care with sign convention. If binding energies are 
reported as negative with respect to vacuum, then the absolute values of EF and EV should be used.  
Obtaining UPS spectra allowed for the location relative to vacuum of EV and EF for ultrasmall CdSe QDs 
to be measured. The same sample measured via XPS was measured via UPS; within the resolution limits 
of the XPS and UPS beam spot sizes, the same location on the sample was measured.  
Determination of the location of EF is done by taking the midpoint of the low binding energy cutoff, as 







Figure 22. The range of binding energies where the EF is located are shown for clean Ag51.  
 
Figure 22 demonstrates that in the low binding energy, i.e. high kinetic energy, region of the spectrum, 
the counts in a real experimental setup never quite reach zero due to the presence of a small amount of 
hν > 21.2 eV51. While this contribution is small, it is important to note so that the correct location for the 
extrapolation of the cutoff energy fit is chosen and, subsequently, the correct midpoint is chosen which 
determines EF and the zero point of binding energy for the spectrum.  
Additionally, at the high binding energy, i.e. low kinetic energy, end of the spectrum, the successful 
collection of the SEC is dependent upon the ability to efficiently gather the e- that had barely sufficient 
energy to escape the parent material. The conductivity of the substrate is therefore crucial because a 
negative bias is needed to obtain the complete UPS spectra shown in Figure 23, below. Without a negative 
bias across the sample stage to drive the low kinetic energy e- to the detector, the SEC would not be able 
to be measured accurately. For these tests, a bias of -12.0 V was sufficient to obtain the full spectrum. The 







Figure 23. UPS spectroscopy of CdSe QDs (gray) and Au (orange) allows for the measurement of the location of the (valence band 
maximum) VBM and Fermi level, both a) full spectra and b) zoom in of the VBM and EF regions.  
Here, the UPS spectrum of only Au on silicon is compared to the same film of ultrasmall CdSe QDs 
used in the XPS analysis discussed previously. This was done to ensure that the signal measured for CdSe 
QDs is unique and not simply the spectrum of the underlying Au; this approach is an over precaution as 




a standard material and the values calculated from the measurements taken in this work are compared 
to literature values to ascertain that correct measurements were acquired.  
As is shown in Figure 21, the work function (WF) is the amount of energy needed to move an e- from 
the Fermi level of a material to vacuum. By definition, the EF represents the point of zero binding energy, 
thus for all materials in good electrical contact with the sample stage, the zero point on the binding energy 
scale is the EF. Therefore the spectra shown in Figure 23 are corrected so that the midpoint of the 
extrapolation line used to calculate VBM is at zero eV. Note that this correction does not affect the 
calculation of EF, done with equation 26, as EF is the width of the spectrum subtracted from the input 
energy hν, but this will affect the VBM, making it such that the difference between EF and EV is always 
negative†.  This yields EV lower relative to vacuum than EF as fits with the definition of both of those energy 
levels.  
Therefore, by calculating EF via equation 26, the WF of Au was calculated to be 5.89 eV, about 0.36 eV 
higher than the value reported by Ashcroft and Mermin, 5.53 eV53. That the WF is 5.89 eV means that the 
EF is located at -5.89 eV relative to vacuum and the VBM denotes how much deeper in energy the EV is 
located relative to the EF.  
The EF level for the CdSe QDs was similarly calculated and found to be -2.77 eV relative to vacuum and 
the EV found to be -3.34 eV. These numbers represent a discrepancy with data reported by Jasieniak et al. 
shown in Figure 24.  
 
 







Figure 24. Sizing curve (left) for CdSe QDs reported by Jasieniak et al, demonstrating the absolute energy of the conduction and 
valence bands relative to vacuum as a function of QD diameter54. From the same study, the table (right) reports the equations 
used to generate the curves (solid lines) seen in the graph (left) and relevant parameters.  
 
According to the photoelectron spectroscopy experiments conducted by Jasieniak et al., EV for CdSe 
QDs of diameter 2 nm or less should be at approximately -5.5 eV. That the value calculated here is ~2 eV 
higher relative to vacuum indicates a significant difference in the surface chemistry of the QDs measured 
here versus the QDs measured by Jasieniak et al.; in their work, QDs were first capped in pyridine for IR 
measurements and then ligand exchanged with various ligands including alkyl amines, oleic acid, and 
alkane thiols54. Their study is discussed in greater detail in the next section, Absorption and Emission 
Properties. In Chapter 4 of this thesis, it is observed that the addition of ligands lowers the location of the 
QD band gap relative to vacuum considerably. While this does not completely resolve the discrepancy, 
the data shown in Chapter 4 confirms that the EV is strongly impacted by ligation.  
Measurement of the VBM and EF relative to vacuum level allows for detailed comparisons between 
materials to be made. With bandgap information only from UV-vis and PL techniques (see Absorption and 




to measure energy levels with vacuum level as a reference; this information is a necessary resource when 
considering the interactions of materials at interfaces, e.g. a core/shell QD, a polymer matrix for 
imbedding QDs, or a QD sensitizer in a solar cell on a substrate material (see Chapter 6, Incorporation of 
QDs into Solar Cell Devices). Crucially, however, UPS only measures EF and EV; the conduction band edge, 
EC, must be determined by other means and, in the case of this thesis work, was determined optically. 
This approach is an indirect measurement that provides the absolute bandgap energy, Eg, which is then 
used in conjunction with UPS data and the Brus approximation for Coulombic interaction of the e-/h+ pair 
to calculate the level of EC relative to vacuum, equation 2755.  
 







where Egopt is the optically measured band gap, e is the charge of an electron (-1.602 × 10-19 C), ε0 is 
the permittivity of free space, εQD is the optical dielectric constant of the semiconductor material, and R 
is the radius of the QD, typically determined based on the first excitonic transition in the absorption data 
for the given material. It is clear then that the absorption data is necessary both for the determination of 
Eg and the radius of the QD, R. The absorption and emission data of ultrasmall QDs is discussed in the 
following section.  
 
Absorption and Emission Properties 
 
Due to the quantum confinement effect (see Chapter 1, Quantum Dots), the size of a QD has a direct, 




Important work has been done by several groups in creating sizing curves for QDs of various 
composition56,57. In particular, Jasieniak et al. used photoelectron spectroscopy in air (PESA) to study the 
band gaps of CdSe, CdTe, PbS, and PbSe QDs ranging from ~1.9 to 8.5 nm in diameter54. They reported 
the sizing curve shown in Figure 24, demonstrating not only the absolute energy values of the band gaps, 
but the locations of the conduction and valence bands relative to vacuum.  
The size estimation range of the ultrasmall CdSe QDs reported by Liu et al. was 1.7-2.0 nm, as 
determined by x-ray diffraction (XRD) measurements with the use of the Scherrer equation and high 
resolution transmission electron microscopy (HRTEM)22. Due to the fact that this thesis work uses the 
same synthesis route as Liu et al. and the UV-vis absorption data obtained here are in excellent agreement 
with their work, optical measurements were used to determine both size and size distribution. Further 
work could include the use of XRD and HRTEM as well as other methods such as small angle x-ray 
scattering (SAXS).  
According to the equations shown in the table in Figure 24, the band gap for a CdSe QD of diameter 
1.7 nm ranges from 2.94-3.73 eV, with 2.94 eV yielded from use of the optically determined conduction 
band energy, Ecbopt. The middle value for the band gap, Ecbdir = 3.61 eV, includes a term for the Coulomb 
interaction between e- and h+; the greatest value, Ecb = 3.73 eV includes both the Coulomb interaction 
term and a polarization energy term54. Using UV-vis spectroscopy to measure the absorption events of 
CdSe QDs in toluene, we convert the wavelength values to eV by the Planck-Einstein relation and find that 
our QDs have a band gap of 3.1 eV based on the 1st excitonic transition (Ecbopt). Absorption data is shown 







Figure 25. The absorbance of ultrasmall CdSe QDs as measured by UV-vis is demonstrated, with excitonic transitions marked. The 
inset shows a depiction of the band structure in relative energy terms, with the valence band set at E = 0 eV, constructed from 
the UV-vis data. 
 
Using the model reported by Jasieniak et al., for Ecbopt to be 3.1 eV the size of the QDs would have to 
be closer to 1.5 nm, which is in closer agreement with earlier work reported by Jasieniak et al. and Yu et 
al56,57. The monodispersity of the sample can further be estimated based on the full width at half maximum 
(fwhm) of the peak of the 1st excitonic transition; a large fwhm value indicates a spread of 1st excitonic 
absorption events, i.e. a spread of band gaps, whereas a small fwhm value indicates only small variations 
in the width of the band gap. It is noted that the representative absorption graph shown in Figure 25 
displays a 1st excitonic transition with fwhm of approximately 8 nm if the region from the maximum of the 
1st excitonic transition to the minimum between the 1st and 2nd excitonic transitions is considered. 
Converting 392 nm, the high end of the spread, and 400 nm, low end of the spread, to eV, again using the 
Planck-Einstein relation, it is found that the 1st excitonic transition of these ultrasmall CdSe QDs ranges 




range represents 4.1% size distribution, i.e. 0.06 nm spread relative to the average value of 1.45 nm. QD 
samples are generally considered to be highly monodisperse if the ensemble displays 5% or less spread in 
the size distribution58.   
Equally important in the investigation of band structure, emissive events relate the possible relaxation 
pathways of an excited electron (e-) to a lower energy state. To measure these, both photoluminescence 
(PL) and photoluminescence excitation (PLE) spectroscopy were employed. In PL tests, a sample is excited 
with a particular excitation energy and the emitted photons over a specified range of wavelengths are 
collected. Figure 26 shows CdSe QDs in toluene excited with 375 nm light; while the 1st excitonic transition 
of these QDs occurs at 398 nm, it is noted that the band edge emission for these samples occurs at 400 
nm. Exciting with 398 nm light is too close to the first emission event and the data would be obscured by 
the signal collected from the excitation laser. Therefore, 375 nm is chosen as it is the next closest excited 








Based on the high degree of monodispersity exhibited by these samples, a single, sharp emission 
feature would be predicted. However, as Figure 26 demonstrates, there is a sharp band edge feature at 
400 nm and another very broad feature that spans the rest of the visible portion of the spectrum. This 
phenomenon of sharp absorption (monodisperse) broad emission behavior has been observed by several 
research groups using different synthetic methods. Figure 27 compares the PL of ultrasmall CdSe QDs as 




Figure 27. A comparison of absorption and emission data of ultrasmall CdSe QDs reported in the literature17,22,33. 
Liu et al. use the NOM synthesis method (see Chapter 2, CdSe QDs), which is an open-air method, but 
Bowers et al. and Mack et al. use pyrolytic methods, both based off of the work of Peng. As can be seen, 
all three demonstrate the band edge emission feature and a much broader, red-shifted emission feature; 
Bowers et al.’s QDs also demonstrate a peak at ~490 nm that is not seen in the PL data from the other 
groups. Nevertheless, it is noted that the PL spectrum reported here (Figure 26) matches closely with 
these three literature-reported spectra. That these data are all highly similar supports that the white light 
emission feature is neither anomalous nor potentially due to a contaminant; the PL reported herein and 
Liu et al.’s are the result of QD syntheses done at ambient conditions, whereas the PL reported by Bowers 




presented here and Liu et al. use cadmium acetate dehydrate CdAc∙2H2O as the Cd precursor, Bowers et 
al. and Mack et al. use CdO; all groups use Se powder as the Se precursor. Mack et al.’s synthesis is also 
conducted in the presence of trioctylphosphine oxide (TOPO) a known capping ligand. The temperatures 
in Bowers et al. and Mack et al.’s work are far higher (300 C) than those used in Liu et al. and the work 
presented here (100 C). Despite all of these differences in synthetic route, the CdSe QDs produced display 
the same optoelectronic behavior; thus, the white light emission is a real, reproducible property of CdSe 
QDs in the ultrasmall size regime.  
Next, we examine pyrolytic synthesis and UV-vis/PL measurement to verify that oxygen does not play 
a role in the absorption and emission properties of ultrasmall CdSe QDs; these data are shown in Figure 




Figure 28. UV-vis and PL data for ultrasmall CdSe QDs synthesized and measured under Ar environment. 
Comparison of Figure 25 with Figure 28 demonstrates that absorption is not at all affected by ambient 




broad emission features, but work in our lab has shown sensitivity of this feature due to different batches 
of NOM. It is postulated that slight differences in residual OA or morpholine concentration in the final 
batch of NOM affect the broad emission feature because it is a surface phenomenon. Both the trap states 
and fluxionality hypotheses are surface-focused theories: the surface either has undercoordinated bonds 
leading to trap states and emissive events at energies lower than the bandgap energy, or the surface is 
continuously undergoing conformational changes leading to energy fluctuations. The data presented in 
Figures 25, 26, and 28 is not enough alone to confirm either of these theories.   
Another technique, closely related to PL spectroscopy, is photoluminescence excitation (PLE) and it 
can give additional information about the emissive states of optically active systems. In PLE, only one 
wavelength of emitted light is collected and a range of excitation energies are used. This differs from UV-
vis absorption in that absorption measures only if an e- can be excited to a higher energy state by a given 
wavelength, not what happens to that photon after excitation. If a particular wavelength λ is absorbed, 
but no emission occurs, then the associated excited state can be said to be a dark state. Figure 29 shows 
the PLE spectrum for ultrasmall CdSe QDs in toluene, with the color of each curve an approximation of 







Figure 29. PLE spectrum of ultrasmall CdSe QDs in toluene. Curves are colored to approximate the color of the wavelength 
collected. The absorption curve of these QDs measured with UV-vis is superimposed in black.  
It is immediately clear that the 1st excitonic transition energy at 398 nm is capable not only of exciting 
all the observed emitted wavelengths, it is also probabilistically the energy value most likely to generate 
any particular emission phenomenon. Interestingly, 455 nm (2.72 eV) photons, the second highest energy 
photon collected, are capable of being generated by excitation energies well below the band gap, as low 
as 440 nm or 2.82 eV. Lower energy photons of 545 and 575 nm show significantly less absorption below 
400 nm than the higher energy photons. At 425 nm excitation, the intensity of 545 nm (2.27 eV) and 575 
nm (2.16 eV) photons is about half that of the 515 nm (2.41 eV) and 485 nm (2.56 eV) photons and the 
455 nm photons have the highest intensity of all emitted wavelengths.  
This finding suggests two possibilities, one based on each of the white-light emission hypotheses. 
First, that there are trap states just below the band edge and most QDs have a trap state that is 2.72 eV 
above the top of the valence band, some have a trap state at 2.56 or 2.41 eV, and only a few have trap 




peak at 398 nm is 0.06 eV; the range of energies for trap states at differing energies in the band gap is 
0.56 eV. If this hypothesis is correct, the location of the trap states in the band gap is unrelated to the 
small size dispersion of the sample.  
The second is that the bandgap is fluctuating in the range of 3.1 to 2.1 eV. Most absorption events 
occur at 3.1 eV while the majority of emission events occur at around 2.27 eV. Absorption of a high energy 
(3.1 eV or greater photon) and the resulting excited state is, according to Pennycook et al., the cause of 
the white light emission. Thus, absorption of a ≥3.1 eV photon causes the fluxional behavior and the 
preferred configuration of the QD yields a bandgap of about 2.27 eV. The excited e- is emitted and when 
it recombines with the h+ in the valence band, the QD relaxes and returns to its normal configuration with 
a 3.1 eV band gap. The theoretical possibility of fluxionality is investigated via simulations in Chapter 5. 
 
Lifetime of the Excited State 
 
The optical processes that take place in a photoactive material give rich information about its band 
structure and include: a) absorption, the event in which a ground state charged particle is promoted to an 
excited state from acquisition of external energy; b) internal conversion, the event in which highly excited 
particles relax rapidly to the band edge; c) radiative relaxation, the event in which an excited particle 
relaxes to a lower energy state and emits a photon in the process; and d) nonradiative relaxation, the 
event in which an excited particle relaxes to a lower energy state and does not emit a photon.  
All of these processes are important parameters to consider for solar cell design; the absorption 
dictates the range of wavelengths that the device may make use of, internal conversion yields phonon 
emission, which increases the heat of a solar cell and thus lowers conductivity and device performance, 




of an excited e- that was not successfully transported to the conductive substrate of the solar cell. The 
probability of successful transport of the e- depends largely upon the kinetics of each of the optical 
processes discussed. Figure 30 shows an example of a Jablonski diagram, which is a visual representation 
of the rates of optical processes in materials.  
 
 
Figure 30. An example of a Jablonski diagram59.  
Importantly, these processes display several magnitudes of order splay in their typical rates. 
Absorption events occur on the order of 10-15 seconds, internal conversion at 10-12 seconds, and emission 
events at 10-9 seconds. The time it takes for an emission event is known as the lifetime of the excited state 
and it can be measured with time correlated single photon counting (TCSPC), also known as time resolved 
photoluminescence (TRPL). In a TCSPC experiment, laser pulses excite the sample at a chosen time 
interval. During the interval, when a photon of the wavelength selected for analysis is emitted, the 
detector records the time since the previous laser pulse. The times are used to construct a histogram, 
which is reported as an exponential decay. The test concludes when the desired number of recorded 
emission events is reached; a standard value is 10,000 counts. A visual representation of this experiment 





Figure 31. Time correlated single photon counting (TCSPC) involves counting photons emitted between excitation laser pulses 
and constructing a histogram of the number of emission events as a function of time60. 




= (𝑘𝑟𝑎𝑑 + 𝑘𝑛𝑟)𝑛(𝑡) 
Equation 28 
where n(t) is the number of excited states as a function of time, krad is the radiative relaxation rate, 
and knr is the nonradiative relaxation rate. The lifetime of the excited state, τ, is defined as the inverse of 
the sum of the krad and knr. In practice, it is very difficult to decouple krad and knr. If a sample can be fit by 
a monoexponential model, it is generally interpreted as having a radiative relaxation pathway of lifetime 
τrad; if a sample requires a multiexponential fit, the interpretation becomes more complex and can include 
contributions from nonradiative pathways or fluorophores in multiple conformations61,62. The number of 
excited states is not directly measurable, but is proportional to the fluorescence intensity. Integrating 









where I(t) is the intensity at time t, I0 is the initial intensity, t is the independent variable time, and τ 
is the lifetime of the excited state. In cases where a single exponential cannot fit the decay data and a 
multiexponential fit is needed, the summation of the lifetimes with weighting correction factors is used, 
shown in equation 30 with the instrument response function (IRF) also accounted for.  
 










where Ai is the amplitude of lifetime τi and t’ is the time variable in the IRF. 
Ultrasmall CdSe QDs in toluene were measured via TCSPC with excitation at 375 nm and collection at 
400 and 530 nm to measure the lifetime of the band edge and broad emission features, respectively. This 






Figure 32. QDs dispersed in toluene were excited with 375 nm light and the corresponding a) exponential decay data, IRF, fits, 
and b) fit residuals are shown for collection at 400 and 530 nm. At 400 nm, τ1 and τ2 are calculated to be 4.054 and 0.602 ns, 
respectively; at 530 nm, τ1 of 43.358 ns and τ2 of 5.593 ns, respectively.  
As is immediately clear, the IRF yields a significant contribution to the decay data at early times and 
therefore reconvolution fitting, using equation 30, was deemed necessary. In the case of the unmodified 
CdSe QDs, the best fit achieved for 400 nm required starting the fit at 7 ns, following the most severe 
fluctuations in the IRF. Between 7 and 7.5 ns, peaks in the 400 nm data can be seen; these peaks arise 
from reflection in the measurement setup, which is difficult to eradicate with such high excitation energy 
and a collection wavelength so close to that excitation energy. In the 530 nm data, no such peaks are seen, 
but the severity of the IRF again requires starting the fit at slightly later times than the peak decay at ~6 
ns.  
The quality of the fit is assessed by a least squares analysis that yields a goodness of fit parameter, χ2, 
which is minimized by obtaining the best match between a calculated set of data and the measured set 












where σk2 is the standard deviation, N(tk) is the measured data and Nc(tk) is the calculated set of data. 
However, χ2 is inconvenient in terms of evaluation of the fit because it is dependent on the number of 










where n is the number of data points and p is the number of floating parameters. In TCSPC 
experiments, n >> p and thus χR2 should be close to unity if all errors arise from random events.  
To compare the efficacy of mono- and multiexponential rate models for this QD system, single and 
double exponential decay fits were applied to the band edge decay data (400 nm) in the form of equation 
30. The single exponential fit achieved a χR2 value of 9.376 and τ is calculated to be 0.07422; the double 
exponential fit achieved a χR2 value of 0.959 and the two lifetimes τ1 and τ2 are calculated to be 4.054 and 
0.602 ns, respectively. Based on the χR2 values, the double exponential fit was significantly better at 
accurately describing this decay. The 530 nm decay achieved a χR2 of 1.375 for the double exponential fit 
and τ1 of 43.358 ns and τ2 of 5.593 ns. For brevity, χR2 will simply be referred to as χ2 subsequently in this 
thesis; it should be known however that the reduced χ2is what is being discussed.  
Lifetimes for excitons in colloidal QDs are typically on the order of 10 ns and multiexciton lifetimes on 
the order of tens of picoseconds14. While for the 400 m decay τ1 is slightly shorter than 10 ns and τ2 is 
longer than 10 picoseconds, it is noted that the ultrasmall QDs here are not small wavelength range 
emitters as most QDs are and that if the band gap is governed by fluxional states, the lifetime values would 
be expected to deviate from normal QD behavior. The 530 nm decay does however display the expected 
order for τ1.  
Notably, the lower energy transition, 530 nm photon emission, has a much longer lifetime than the 
400 nm transition. That the lower energy emission event has a longer lifetime is expected. Figure 33 shows 







Figure 33. The radiative lifetime of a range of emission wavelengths of several types of colloidal QDs is compared, where E in CdE 
stands for Se or Te64.  
 
As is seen in Figure 33, lifetimes increase with increasing wavelength for CdSe. This relationship arises 
from a complex combination of factors including the material type, density of states, and e- and h+ 
wavefunction overlap and a more detailed discussion can be found elsewhere64.  
This property has important implications for the solar cell design as it demonstrates that this system 
has a long-lived lower energy e-, but that the higher energy e- will be more difficult to collect and will need 
careful bandgap engineering in order to be able to make use of these higher energy charge carriers. The 
lifetime of the excited state is an important parameter for solar cell efficiency. CdSe QD samples exhibiting 
different excited state lifetimes are discussed further in Chapter 6, Incorporation of QDs into Light 
Harvesting Devices, although it is noted that relationships between Ai and τ are difficult to discern as these 







The details of the experimental methodology for each technique discussed in this chapter are included in 




XPS. Physical Electronics VersaProbe II XPS was used for both survey scans and individual elemental scans 
of CdSe QDs spin coated onto a 10 nm layer of gold deposited onto glass slides. Survey scans were run 
from 0-1100 eV at 117.4 eV pass energy and 100 ms/step and at 29.350 eV pass energy and 100 ms/step 
for individual elemental scans, e.g. 399-419 eV for Cd.  
 
Au-coated silicon wafers with a 40 nm thick layer of Au, as determined by PVD, were prepared. QD films 
were made by addition of 15 μL of QDs in solution on to the Au side of the wafers and spin coated for ~45 
seconds. This addition and 45 second spin were repeated five times to ensure sufficient coating for each 
sample.  
 
UPS. UPS is an auxiliary technique on the Physical Electronics VersaProbe II. The source for sample 









UV-vis. QD samples in solution were contained in four-optical-side quartz cuvettes from ThorLabs. 
Measurements were taken on ThermoScientific Evolution 300 spectrometer from 250-800 nm at 0.5 nm 
intervals with a 2 nm bandpass.  
 
PL. QD samples were contained in the same cuvettes as specified above (UV-vis). Fluorescence 
measurements were performed on a Jobin Yvon Horiba fluorimeter from 250-800 nm with an excitation 
wavelength of 375 nm used unless otherwise specified. The excitation and collection wavelengths were 
both set to 1 nm bandpass and the collection step was set to 0.5 nm.  
 
PLE. QD samples were contained in the same cuvettes as specified above (UV-vis). PLE measurements 
were performed on the same Jobin Yvon Horiba fluorimeter specified above (PL). Excitation wavelengths 
ranged from 250-800 nm with 0.5 nm collection step and wavelengths were collected with a bandpass of 




Measurements were taken on a PicoQuant FluoTime 200 time-resolved spectrometer. A minimum of 5000 
counts was collected per decay curve. QDs were housed in the same quartz cuvettes used for optical 





4. Bandgap Engineering via Surface Modification 
 
In the ultrasmall size regime, as much as 90% of the atoms are estimated to be on the surface of CdSe 
QDs22. This implies that the majority of the Cd and Se atoms are undercoordinated and therefore highly 
reactive. While high reactivity presents challenges in terms of agglomeration and undesired ligation from 
contaminant species, it also makes the surface an attractive option for manipulation of electronic states. 
By changing the surface environment of ultrasmall CdSe QDs via alteration of the dielectric constant of 
the environment and ligation, the implications of interactions at the QD surface are explored through 
measured changes to the band structure and optoelectronic properties of several QD systems. 
Furthermore, the structure of modified and unmodified QDs is compared via a series of EXAFS 
experiments conducted at both the Cd and Se K edges.  
 
Ligation of Ultrasmall QDs 
 
The precise nature of QD-ligand bonding is not yet fully understood, but typically assumed to be akin 
to metal-ligand bond types, namely L, X, and Z14. In an L type bond, the ligand donates both electrons in 
the metal-ligand bond to the metal; in an X type bond, the ligand and the metal each supply one electron 
for the bond; and in a Z type bond, the metal donates both electrons to the ligand. The three general 






Figure 34. A visual representation of the three general classes of metal-ligand bonds, L, X, and Z.  
Understanding how a ligand affects the properties of the QD it is bonded to is critical if the ligating 
species is to be used to enhance the application of the QD. Specifically, ligands can be used to provide 
protection from the environment, prevent agglomeration, passivate undesired dangling bonds, enhance 
charge transfer from the QD, tether the QD to a substrate, or ensure a desired spacing between QDs for 
use in preparation of thin films. Given the utility of ligands in QD systems, it is important to fully 
characterize their effects on QD properties such that the concentration and chemical species of the ligand 
can be optimized.  
While the nature of ligand bonding is measurable via techniques such as XPS with analysis of 
alterations in binding energies and UPS with analysis of alteration of EV and EC levels relative to vacuum, 
the precise bonding mechanism becomes quite complicated when ligand species with multiple possible 
bonding sites are involved. Azpiroz and De Angelis conducted simulations on CdSe QDs with 
dithiocarbamate and long chain acid ligands and noted five possible anchoring mechanisms, shown in 






Figure 35. Five different anchoring mechanisms for long chain acid and dithiocarbamate model ligand species are shown65. 
Abbreviations are as follows: M—monodentate, MB—monodentate bridge, C—chelating, CT—chelating tilted, BB—bidentate 
bridged.  
 
The ligands studied in this work include oleic acid (OA), benzene sulfonic acid monohydrate (BSAM), 
dodecanethiol (DDT), and piperidine. These four ligands allow for a variety of different characteristics to 
be tested: 1) the OA provides a carboxylic acid head group and a long aliphatic chain; 2) BSAM provides a 
sulfo head group and a conjugated ring; 3) dodecanethiol provides a sulfur group and an aliphatic chain; 
and 4) piperidine provides a non-conjugated ring with an amine. CdSe QDs are ionically bonded clusters 
and it is expected that species in the ligand structures that possess lone pairs will predominantly bond 
with the Cd2+ or Se2-. For the OA and BSAM ligated QDs, a Cd/Se-O bond is predicted; for DDT, a Cd/Se-S 
bond is predicted, and for piperidine, Cd/Se-N bond is predicted.   
Ligated QDs and the solvent series QDs discussed in the subsequent section of this chapter 
(Manipulation of Dielectric Environment) were all synthesized in a single batch. Following the washing and 
purification procedure (see Chapter 2, CdSe QDs) this batch was divided into sixteen different samples. 
The ligated series comprised ten of these samples, with five of the samples dispersed in toluene and five 
dispersed in acetonitrile. Of the five samples stored in toluene, one sample was not capped as a control, 




DDT, or BSAM. The acetonitrile-dispersed samples followed the same protocol, with one uncapped control 
and four capped species. It is noted that for the ligation procedure, both sets were dispersed in toluene 
following the final washing procedure, the desired ligand was added in the same amount to each set, and 
only after this were half of the samples crashed out of solution and redispersed in acetonitrile. This 
ensures that the addition of the ligand happened in the exact same environment for both sets and any 
differences in measured properties between the two sets can be determined to be due to QD-solvent 
and/or ligand-solvent interactions. The total moles of Cd from the Cd precursor were calculated and a 
stoichiometric ratio of 1:1 Cd to ligand was added to ensure that capping would be as complete as 
possible; this amount of ligand is clearly excess as there will be some percentage of Cd atoms in the 
interior of the QDs and unable for bonding to ligands as well as limitations on the number of ligands at 
the surface due to steric hindrance constraints.  
The six solvent series samples were washed as well and, after the final washing procedure, were 
redispersed in the solvent of choice; these solvents included heptane, tetrahydrofuran (THF), 1,2-
dimethoxyethane (DMOE), isopropanol (IPA), acetone, and methanol. The two control samples for the 
ligand species were uncapped QDs stored in toluene and acetonitrile, therefore these data are also 
discussed in the solvent series experiments in the following section of this chapter.  
In order to ascertain if ligation was successful and to which species, Cd2+ or Se2-, the ligand 
coordinated, XPS tests were conducted. A 40 nm layer of Au was deposited onto silicon wafers via physical 
vapor deposition (PVD) to provide a clear background signal and a conductive surface, which is necessary 
for the UPS measurements conducted following XPS. QD solutions were added in 15 μL drops to the Au 
side of the wafers and spin coated onto the substrate; this process was repeated five times per sample to 
create a film. The toluene sample capped in BSAM precipitated out of solution following optical 




The acetonitrile-dispersed samples did not create films as uniform as the toluene-dispersed samples 
and these therefore had spectra very similar to the Au background spectra, which was measured 
separately on a plain Au sample as a control. With the exception of the OA capped sample which was 
identical to plain Au spectra, the acetonitrile samples show distinct Cd, C, and O peaks and these are 
analyzed first. It is noted that the N 1s signal, the strongest nitrogen peak, occurs at 397.8 eV and its high 
resolution measurement region, 391-411 eV, overlaps with the Cd 3d peak region; furthermore, peaks in  
this region were only observed at ~405 and ~411, the Cd 3d5/2 and Cd 3d3/266. Therefore, no nitrogen 
analyses were able to be conducted the CdSe QD XPS data.  
All Au 4f7/2 signals were examined prior to analyses to ensure that these signals occur at the same 
binding energy so that any shifts observed between peaks in the other sample-sensitive spectra, e.g. C 1s 
and Cd 3d, would be confirmed to be real phenomena. Any shift in this peak position in a sample is 
corrected based on the Au 4f7/2 peak measured on the plain Au control sample, as discussed in Chapter 3. 







Figure 36. XPS measurements of acetonitrile dispersed QD samples that are uncapped and ligated with piperidine, DDT, and 
BSAM at the binding energies of a) Cd 3d, b) C 1s, and c) O 1s.  
 
There is a distinct shift in the Cd 3d orbital binding energies, as seen in Figure 36a. In the acetonitrile 
stock solution, the 3d5/2 peak occurs at ~404.0 eV; this shifts to higher energies in all the ligated samples, 
with the BSAM-capped at 404.9 eV, piperidine-capped at 406.0 eV, and DDT-capped at approximately 
408.0 eV. That in every case where the QDs are capped the binding energy for the Cd 3d orbitals increases, 




bonding is either X or Z, i.e. the metal is donating one or both e- in the bond. Electron donation increases 
the influence of the positive nucleus on the remaining e-, thus increasing binding energy. Piperidine, DDT, 
and BSAM all contain an electronegative atom with a H bond: N-H, S-H, and O-H, respectively. The 
electronegative N, S, and O species are unlikely to bond with the Se on the surface of the QDs as Se carries 
a negative charge, however the H species in each ligand may bond with the Se atoms at the surface; to 
discern this, higher resolution scans of the Se Auger and 3d orbital regions are needed. While a Cd2+ may 
seem like an unlikely e- donor, it may be that there are also Cd0 on the surface due to the Cd-rich synthesis 
used in this work. Additionally, it is noted that carboxylic acids and thiols have been reported as X-type 
ligands in QD systems, therefore the Cd species are only contributing one e- per QD-ligand bond67.  Based 
on the possible anchoring modes reported by Azpiroz and De Angelis, the QD-ligand bond may behave in 
a monodentate bridge fashion and thus two Cd atoms would be participating in one X ligand bond, making 
the overall average e- contribution of each less than one65. Higher resolution scans would be needed to 
assess the shape of the Cd 3d peaks in order to quantify the Cd-O, Cd-S, Cd-N relationships and to 
potentially assign the ligand anchoring mechanism. In any case, the increase in binding energies observed 
in this work correlates well with the X-type nature of DDT and OA ligands. That the Cd 3d peaks for 
piperidine and BSAM lie between DDT and uncapped QDs indicates that these are also X-type ligand bonds 
as Z-type would be expected to increase the binding energy higher than the X-type bond.  
The C 1s peaks occur at 284.2 eV for DDT and BSAM, compared to slightly lower energies for uncapped 
and the peak of the piperidine feature, which occur at 283.9 eV. Notably, the piperidine sample shows a 
much broader feature and DDT shows a second peak at 287.5 eV.  
Only the BSAM capped sample shows a clear O 1s signal, which may either originate from the ligand 
or from oxidation of the QD sample due to incomplete capping. For further information, the S 2p peak 
was examined (not shown); this peak occurs at a binding energy of 167.7 eV. Wagner et al. report a binding 




this O 1s peak arises from the BSAM ligand, not from oxygen due to air exposure66. The other samples 
show only weak signal here suggesting that either these QDs were not oxidized to begin with or that the 
capping ligands displaced oxygen at the surface of the QDs; this second hypothesis aligns better with the 
uncapped sample’s O 1s peak which is larger than both the DDT and piperidine O 1s signals. Furthermore, 
Wagner et al. report the O 1s signal for RSO3Na to be at ~531.8 eV and the BSAM O 1s signal occurs at 
531.0 eV, again in fairly good agreement with this argument66.  
Next the toluene-dispersed QD series is examined. Again, Au 4f7/2 spectra were used for calibration of 
all peak positions. The toluene dispersed QDs achieved a larger signal to noise ratio than the acetonitrile 
dispersed QDs due to the more uniform, thicker films of the former. Therefore, analysis of additional 










Figure 37. XPS measurements of toluene dispersed QD samples that are uncapped and ligated with piperidine, DDT, and OA at 
the binding energies of a) Cd 3d, b) C 1s, c) O 1s, d) Cd 4d, and e) Se Auger. Dashed boxes in d and e outline the peaks relevant to 
the specified orbital.  
 
As with the acetonitrile samples, the Cd 3d binding energies again show an increase for all capped 
samples with piperidine (405.0 eV) also demonstrating the lowest shift relative to uncapped QDs (404.75 
eV), followed by DDT and OA which both have binding energies of 406.0 eV. The Cd 4d signals, shown in 
the dashed box in Figure 37d, follow the same trend: uncapped QDs have a binding energy at 10.75 eV, 
piperidine-capped at 11.3 eV, DDT at 12.0 eV, and OA at 12.25 eV. This is expected as donation of e- by 
the parent atom affects all of the still-bound e- energy levels.  
The C 1s peaks demonstrate similar binding energies for uncapped, piperidine, and OA samples, 
although it is noted that the widths of the uncapped and OA peaks are greater than the piperidine sample. 
Typically, carbon, being ubiquitous, is used as a calibration signal to align spectra, but in the case of 
organic-capped QDs, this is clearly not the best practice as the DDT has large eV shift relative to the 
uncapped QDs of ~1.3 eV. The uncapped, OA, and piperidine all exhibit peaks at ~284.0 eV, which is the 
expected binding energy value66. The width of the OA C 1s peak is seen also in its corresponding O 1s peak; 
a higher resolution scan could likely be used to identify the carboxylic acid in this case. The DDT O 1s peak 
shown in Figure 37c is too weak for adequate analysis, but the C 1s peak shows the characteristic shift for 
the C-S bond, with a binding energy at 285.8 eV as compared to 286.0 eV reported by Syari’ati et al68.  
The relatively little change in the Se Auger spectra support the finding that the ligands bind through 
the Cd atoms on the QD surface, leaving Se atoms available to interact with the solvent.  
The ligation successful, the absorption and emission properties of the QDs were measured next. As is 
discussed in greater detail in the next section (Manipulation of Dielectric Environment) the absorption 




scale on which these excitation and relaxation events occur, respectively. However, fundamental changes 
to the surface depending on the type of ligand interaction could alter the band gap sufficiently to produce 
noticeable changes in absorption and emission features. This effect is seen in both toluene and 
acetonitrile-dispersed QD samples that are ligated with sulfur-containing species, i.e. the DDT and BSAM. 
The absorption features are red shifted and there is a loss of sharpness, indicating many closely spaced 
energy levels rather than the sharp discretization prevalent in all other samples. A red shift in thiol-capped 
QDs has been observed in other studies as well and is postulated to be due to exciton delocalization over 
the thiol ligand67,69. The data is shown in Figure 38a.  
 
Figure 38. The a) absorbance and b) photoluminescence (λexc = 375 nm) for toluene (solid lines, circles) and acetonitrile (dashed 
lines, squares) dispersed ligated QDs is shown.   
The OA and piperidine ligated samples maintain the same absorption features as the uncapped QDs, 
regardless of which solvent they are dispersed in‡. That all samples have stronger absorption when 
dispersed in acetonitrile versus toluene, with the exception of the uncapped samples, is somewhat 
unanticipated. The polar head groups of OA, piperidine, DDT, and BSAM would be expected to be bound 
 
‡ It is noted that the noise in the toluene uncapped spectra is due to saturation of the detector. The concentrations 
of all of the samples are the same, however the QDs may have dispersed best in toluene with no capping ligand 




to the QD surface, and indeed, the XPS data corroborates this from the shifts noted in the Cd d orbitals; 
the nonpolar regions of these molecules should then be exposed to the solvent. In this case, the toluene 
samples would be expected to have better dispersion, i.e. less likelihood of crashing out of solution, and 
therefore stronger absorption features.  
PL data, Figure 38b, shows marked differences across QD samples in individual sets as well as relative 
to the same ligation species in the other dispersion medium. All samples were excited at λexc = 375 nm, 
the second excitonic transition, as this provides a stronger signal relative to 398 nm, the location of the 
first excitonic transition.  
In toluene, OA and piperidine enhance emission from the broad feature at the red end of the 
spectrum. Uncapped samples show a decrease in emission after the peak at 530 nm. The approximate 
midpoint of this decline is 550 nm whereas OA and piperidine capped samples show a decline midpoint 
at approximately 625 nm. This 75 nm difference is the equivalent of 0.27 eV, which in a ~3.1 eV band gap 
material, based on the energy of the first excitonic location (see Chapter 3), represents ~9% increase in 
the range of available emission energies. DDT capped QDs show a completely shifted spectrum, with the 
band edge emission occurring at 442.5 nm as compared with ~400 nm for the other samples, despite the 
fact that their absorption occurs at only slightly lower energies. A comparison to the other sulfur-
containing ligand, BSAM, would have been useful, but the BSAM capped samples did not emit in either 
solvent. The quenching of the luminescence in the DDT samples has been observed by other groups as 
well and is attributed to h+ transfer to the thiol head group67. In all of the toluene dispersed samples that 
emitted, the broad feature has a greater intensity than the band edge feature.  
Only OA-capped samples enhanced the emission of the acetonitrile dispersed set of samples; in all 
other cases, the uncapped QDs demonstrated more intense emission. Piperidine showed little effect, 
likely due to the fact that both acetonitrile and piperidine contain a nitrogen available for bonding to the 




emission intensity. Both uncapped and OA-capped samples showed a propensity toward band edge 
emission, with band edge emission versus broad feature emission intensity ratios > 1.00. Piperidine’s ratio 
was very nearly 1.00, but DDT capped samples behaved similar to toluene dispersed samples in general 
with a band edge to broad emission ratio of ~0.67.  
Across both sets of samples, ligated species behaved similarly in terms of the shape of the broad 
emission feature, with the only exception being the piperidine capped samples. However, it is clear that 
the choice of dispersion medium plays a key role in the interaction between the QD and its environment. 
Despite stoichiometric ligand addition to each sample such that the molar Cd to ligand ratio was 1:1 and 
complete capping therefore could have occurred, it is clear that the solvent is able to interact with the 
surface of the QDs, potentially affecting the behavior of Se atoms at the surface.  
Table 5 summarizes the key points of the absorption and emission data for the ligated series.  
 
Table 5. Absorption and emission properties of toluene and acetonitrile dispersed QD series.  







ratio of intensities, 




toluene uncapped 395.5 406.5 525.5 0.64 11.0 
toluene OA 396.5 402.0 530.0 0.91 5.5 
toluene piperidine 397.5 403.5 544.0 0.23 6.0 
toluene DDT 403 442.5 549.5 0.49 39.5 
toluene BSAM N/A N/A N/A N/A N/A 
acetonitrile uncapped 398.5 403.5 520.5 1.17 5.0 
acetonitrile OA 397.5 404.0 515.5 1.16 6.5 
acetonitrile piperidine 396.5 408.5 535.5 0.97 12.0 
acetonitrile DDT 409.5 442.0 547.0 0.67 32.5 
acetonitrile BSAM 445.5 N/A N/A N/A N/A 
 
With knowledge of the absolute band gap garnered via UV-vis and PL spectroscopy, UPS experiments 




ligation sample sets. Recall from Chapter 3 that UPS involves a lower energy source and thus excitation of 
valence electrons, instead of core electrons as in XPS; UPS gives the EV and EF relative to vacuum. In order 
to gain a complete picture of the band structure, absorption data is needed to calculate Eg; this data is 
then used in conjunction with the Brus approximation (equation 27) to calculate EC.  
Brown et al. utilized UPS in a study examining the effect of different ligands on the band structure of 
PbS QDs70. As can be seen in Figure 39e, the absolute energy values relative to vacuum are strongly 




Figure 39. PbS QDs were capped with twelve different ligand species and here is shown a) UPS data of a representative sample 
is shown, b) the absorption properties, c) a schematic of the energy level labelling, d) the chemical structure of the ligands used, 




Brown et al. used a variety of ligands, shown in Figure 39d, to cap PbS, yielding a 0.9 eV range of 
control over the energy levels of the band gap relative to vacuum.  
UPS experiments were run for the ligated series of QDs with the exception of BSAM capped QDs in 
toluene, which precipitated out of solution following optical measurements and were unable to make a 
film. It is noted that UPS tests are conducted immediately after XPS tests and that measurements are 
made at the same locations where corresponding XPS spectra are taken, within instrument resolution 
constraints§. An example of an UPS spectrum was shown in Chapter 3; the high and low binding energy 
cutoffs yield the locations of EV and EF relative to vacuum (eV = 0). The optically measured band gap is 
then used to calculate EC. Calculations for these energy levels are described in equations 25 and 26. The 




§ The spot size for the Al Kα radiation used in XPS experiments is 200 μm in diameter; the spot size for the He II 





Figure 40. Energy levels as measured by UPS are plotted relative to vacuum (0 eV): the conduction band minimum, EC (red), the 
Fermi level, EF (green), and the valence band maximum, EV (blue). 
 
Uncapped and piperidine capped QDs in toluene displayed relatively high energy level locations 
relative to vacuum, but in all other cases, EC starts at ~-3 eV or lower. Comparing toluene and acetonitrile 
samples, the band energy levels of the OA counterparts are similar, but DDT is lower in energy in the 
acetonitrile dispersion case. That the location of EF across all samples in the ligand series is closer to EV 
than EC indicates p-type doping behavior. Harris et al. wrote an extensive report on electronic processes 
in QD systems and their reported valence band maximum for CdSe QDs capped by alkanethiols is -5.65 eV 
which is considerably higher than the toluene dispersed DDT capped QDs, which have a valence band 
maximum of -6.78 eV71. However it is noted that the -5.65 eV reported by Harris et al. corresponds to 4.7 




QD, the deeper the valence band maxima relative to vacuum tend to be; this has been shown in multiple 
QD systems, including materials other than CdSe71,72. The majority of the EC and EV bands reported here 
are in close agreement with the general conduction and valence levels reported by Jasieniak et al. and 
discussed in Chapter 3, which range from ~-3 to ~-5.5 eV54. As noted in Chapter 3, the ligation of the QD 
systems studied in this thesis lowers the overall band gap relative to vacuum substantially, although the 
ligation of toluene samples has a markedly stronger effect on the energy levels of ligated species 
compared to uncapped than that seen in the acetonitrile series. This is likely due to the fact that 
acetonitrile is a considerably more polar solvent and the difference between the acetonitrile environment 
versus electronegative atoms N, S, or O on the capping ligands is far less than the difference between the 
toluene environment versus the same atoms on the associated capping ligands. Therefore, the effect in 
the toluene series is starker.  
Moreover, the binding energy shifts of uncapped to capped QD samples measured via XPS 
corroborate the trends observed in the UPS valence band maxima data. For uncapped toluene samples, 
the valence band maxima are measured at -3.34 eV, piperidine at -4.71 eV (-1.37 eV relative to uncapped), 
OA at -6.12 (-2.78 eV), and DDT at -6.78 eV (-3.44 eV). The XPS-measured binding energies of Cd 3d are 
404.75 eV for uncapped samples, 405.0 eV for piperidine (+0.25 eV), 406.0 for OA (+1.25 eV), and 406.0 
eV for DDT (+1.25 eV). The binding energy shifts are clearly not equivalent between the two techniques. 
Nonetheless, a higher binding energy indicates energy levels that are located lower relative to vacuum 
level as is observed here.  
The acetonitrile samples show similar behavior between the two analytical techniques. The valence 
band maximum of the uncapped acetonitrile sample is -6.76 eV, piperidine is -6.20 eV (+0.56 eV), DDT is 
-7.60 eV (-0.84 eV), and BSAM is -6.38 eV (+0.38 eV). XPS measured binding energies for the Cd 3d5/2 
orbital are 404.0 eV for uncapped, 406.0 eV for piperidine (+2.0 eV), 408.0 eV for DDT (+4.0 eV), and 




With ligation confirmed via XPS, optical properties measured via UV-vis and PL, and the band structure 
of the QDs investigated via UPS and XPS, the final important parameter in need of analysis is the lifetime 
of the excited state, i.e. how long after an absorption event the excited e- remains in the conduction band 
before relaxing. This is probed via TCSPC (see Chapter 3, Lifetime of the Excited State). The ligation series 
samples were excited with a 375 nm laser and emitted photons collected at 400 nm and 530 nm for all 
samples with the exception of DDT capped samples, which display a red shifted band edge emission, 
therefore necessitating 460 nm and 530 nm measurements. Two representative decays with 
corresponding instrument response function (IRF), double exponential decay fits, and fit residuals are 
shown in Figure 41.  
 
 
Figure 41. QDs capped with OA and dispersed in toluene were excited with 375 nm light and the corresponding a) exponential 
decay data, IRF, fits, and b) fit residuals are shown for collection at 400 and 530 nm.  
Using a high energy laser such as 375 nm adds the complication of increased reflectance in the setup 
even with the appropriate band pass filters installed. These reflectance features can be seen in the IRF at 




times did not describe the data well due to these reflectance anomalies. The residual graphs show the 
difference between the fit and the data; these should oscillate around zero, indicating that the fit 
adequately describes the data without favoring high or low values. It is noted that the residual for the 530 
nm fit shows deviation from zero at approximately 7 ns; this deviation can also be seen in the red curve 
overlaying the data in Figure 41. The change in the curve is steep at this location and the fit is not capable 
of entirely capturing the behavior, however to attain a better fit would require additional exponentials 
and beyond a double exponential decay, the fit presented, the physical description of the different τ 
components becomes questionable. Therefore in situations similar to the data sets presented in this work, 
the best χ2 value achievable was acquired by maintaining a double exponential fit, but adjusting the time 
range over which the fit was applied. The largest time range reasonable based on the log number of counts 
was used and no fit started later than 7.5 ns, with most starting at 6.5 ns to ensure that early times 
behavior was adequately described by the resulting fits. The goodness of fit is evaluated by χ2 with values 
close to 1 being desired (see Chapter 3, Lifetime of the Excited State). 
Double exponential decay fits were applied to all of the ligated series samples as single exponential 
decays were found to be incapable of accurately describing the data. The results of these fits for 400 and 






Table 6. The results of the TCSPC experiments using double exponential decays with reconvolution for relaxation events occurring 
at 400 and 530 nm for ligated samples are shown; *DDT capped sample lifetimes were measured at 460 and 530 nm. 
 400 nm   530 nm   
 τ1 τ2 χ2 τ1 τ2 χ2 
toluene uncapped 4.054 0.602 0.959 43.358 5.593 1.375 
toluene OA 4.221 0.426 1.103 49.066 5.863 1.484 
toluene piperidine 3.670 0.017 1.844 61.614 7.224 1.243 
toluene DDT* 3.452 0.268 1.349 42.570 5.413 1.295 
toluene BSAM 1.424 0.018 1.184 1.829 0.003 0.894 
acetonitrile uncapped 1.364 0.029 0.782 31.182 4.371 1.413 
acetonitrile OA 1.763 0.147 1.282 35.257 4.624 1.329 
acetonitrile piperidine N/A N/A N/A N/A N/A N/A 
acetonitrile DDT* 3.736 0.280 1.269 13.981 2.059 1.088 
acetonitrile BSAM 2.994 0.205 1.256 1.897 0.903 1.269 
 
For the toluene dispersed ligated series, only OA enhanced the lifetime of τ1 for the band edge 
emission feature, which is in keeping with OA being used to increase PL yield. For the 530 nm feature, 
DDT showed a significantly longer τ1 while all other toluene dispersed samples remained more or less 
constant with respect to τ1 of toluene uncapped.  
For acetonitrile dispersed samples, all ligands improved the τ1 of the band edge emission feature, but 
only OA improved the τ1 of the 530 nm feature whereas DDT and BSAM severely decreased this lifetime.  
 
Manipulation of Dielectric Environment 
 
Another route for control of the surface environment of the QD is solvent exchange. The QDs are 
synthesized in NOM (see Chapter 2, Synthesis of Ultrasmall CdSe QDs), then washed via a solvent/non-
solvent method using methanol and toluene. Finally, following the washing procedure, they are dispersed 
in toluene, which has a dielectric constant, ε, of 2.3873. The dielectric constant of a material denotes its 




Only photoactive materials that are themselves polar should exhibit alterations in optoelectronic 
properties as the polarity of the solvent is altered61. Due to the ionic bonding nature of QDs, the cadmium 
rich synthesis used herein (4:1 molar ratio Cd:Se), and the undercoordination of the surface, regions of 
charge nonuniformity can reasonably be expected.  
In the transition from ground to excited state, a dipole moment can be induced in photoactive 
materials as an e- formerly in the ground state, or EV in regards to QDs, moves to the excited state, or EC. 
Polar solvents then rearrange themselves around the photoactive material now exhibiting a dipole 
moment and stabilize the excited state; this lowers the energy of the excited state and is one of the 
explanations for the observed Stoke’s shift in photoactive systems. The Stoke’s shift is the difference in 
energy between the absorption of the first excitonic transition and the emission of that same transition, 
with the latter being a lower energy phenomenon**. Losses to vibrational relaxation are also a cause of 
the observed Stoke’s shift. The Stoke’s shift can be used to calculate the difference in dipole moment 
between the excited and ground states using the Lippert-Mataga equation, shown below61.  
 














where νA and νE are the wavenumber of the absorption and emission of the 1st excitonic transition, 
respectively, h is Planck’s constant, c is the speed of light, n is the refractive index of the solvent, μE and 
μG are the dipole moments of the excited and ground states, respectively, and a is the radius of the cavity 
occupied by the photoactive material. As can be seen from Equation 29, as the refractive index increases, 
the Stoke’s shift decreases and as the dielectric constant increases, the Stoke’s shift increases. It should 
 
** Anti-Stoke’s shifts are also possible, wherein the energy of the emissive event is higher than the energy of the 




be noted however that the range of refractive index for most organic solvents is relatively small, as is 
discussed in more detail in the experimental section below, but ε has a comparatively large range and 
thus more impact on the Stoke’s shift.  
The time scale of the relevant phenomena are important in the analysis of solvent effects on the 
optoelectronic properties of a photoactive material. As was demonstrated with a Jablonski diagram in 
Chapter 3 (Figure 26), the time scale for absorption events is on the order of 10-15 seconds, internal 
conversion about 10-12, and fluorescent emission 10-9 seconds. Solvent relaxation occurs on the order of 
10-10 seconds, therefore absorption is unaffected by this phenomenon and absorption data typically show 
no difference based on solvent ε alone. Internal conversion also occurs quickly, but emissive events are 
slower than solvent relaxation and therefore PL data is a strong indicator of solvent ε variation.  
UV-vis and PL tests were conducted in eight different solvents ranging in dielectric constant, ε, from 
2.4 to 36.6††. Two solvents with differing functional groups and structures were chosen at each ε 
increment in order to decouple the effects of ε from the function group chemistry of a particular solvent. 
The eight solvents chosen and their dielectric constants are heptane (1.9), toluene (2.4), 1,2-
dimethoxyethane (7.3), tetrahydrofuran (7.5), isopropanol (20.2), acetone (21.0), methanol (32.6), and 
acetonitrile (36.6). QDs are washed in the usual manner (see Chapter 2, CdSe QDs) then dispersed in 8 mL 
of toluene, which is split volumetrically between 8 centrifuge tubes with the assumption that the 
concentration of QDs is homogenous within the 8 mL of toluene. The QDs are crashed out of the toluene 
with methanol via centrifugation, the supernatant decanted, and 3 mL of the desired solvent is added to 
the centrifuge tube. The tubes are shaken vigorously to redisperse the QD precipitate. The PL spectra of 
the QDs in the eight solvents are compared in Figure 42.  
 
 
†† Water, ε = 78.3, was also attempted as a solvent, but QDs showed no absorption or emission features and are 





Figure 42. The a) absorbance and b) photoluminescence (λexc = 375 nm) for heptane, toluene, DMOE, THF, IPA, acetone, methanol, 
and acetonitrile dispersed QDs is shown. Insets in a and b show zoom in on the regions of the excitonic transitions and the band 
edge emission, respectively.  
With the exception of a slight red shift in DMOE dispersed QDs, which had a first excitonic transition 
at 404.5 nm as opposed to ~399 nm for all other samples, the overall absorption behavior is once again 
found to be consistent across a range of solvents. Interestingly however, the strength of the absorption 
transitions increases with increasing ε, shown in the inset of Figure 42a. Toluene and acetonitrile samples 
do not fit within this trend due to the fact that the ligand series of samples was allotted higher 
concentrations than the solvent series of samples; this was done to ensure ligated samples that were 
sufficiently concentrated for the additional XPS/UPS and solar cell tests that were conducted with the 
ligated series.  
The emission behavior of the QDs is once again seen to be highly sensitive to its environment, as has 
been observed by other groups76. Greater ε solvents favor band edge over broad feature emission. 
Critically, it was found that for all solvents except acetonitrile, the ratio between the intensity of the band 
edge emission peak and the broad emission peak scales exponentially with ε. The nature of the Cd-N 




only O, C, and H atoms. Heptane did not demonstrate PL above noise and DMOE is excluded from this 
comparison due to the absence of a clear band edge peak; the PL behavior in the 400 nm region for DMOE 
is plateau-shaped and therefore the intensity of the local maximum could not be identified. The 
relationship for all other solvent ε values and ratio of band edge to broad emission feature intensity is 




Figure 43. The relationship between ε and the ratio of the band edge and broad feature emission is plotted with an exponential 
fitting function.  
This fit allows for the calculation of the ratio of band edge to broad emission feature intensity across 
a wide range of dielectric constants, from toluene at ε = 2.38 to methanol at ε = 32.6. Additionally, these 
solvents have a variety of functional groups including the aromatic ring in toluene, an ether in THF, alcohol 
groups in IPA and methanol, and a carbonyl group in acetone. Despite these chemical variations, the 
provided equation fits the data presented here with R2 > 0.99 which allows for high precision in tuning the 




The results of these experiments are summarized in Table 7, below.  
 











ratio of intensities, 




heptane 1.9 399.5 N/A N/A N/A N/A 
toluene 2.38 395.5 406.5 525.5 0.64 11.0 
DMOE 7.3 404.5 N/A 512.5 N/A N/A 
THF 7.5 398.5 400.5 524.0 0.83 2.0 
IPA 20.2 399.0 400.5 520.5 1.49 1.5 
acetone 21.01 399.0 399 530.0 1.35 0.0 
methanol 32.6 399.5 400.5 520.5 2.33 1.0 
acetonitrile 36.6 398.5 403.5 520.5 1.17 5.0 
 
To determine the permanence of the solvent’s effects on the emission properties of the QDs, a sample 
of QDs was dispersed in ACN for about 10 minutes. Then the QDs were crashed out of solution and 
redispersed in toluene. Figure 44 compares the PL spectra for QDs in toluene, in ACN, and in QDs 
transferred from ACN back to toluene. It is noted that these measurements were performed on an earlier 






Figure 44. PL of ultrasmall CdSe QDs in toluene (purple), acetonitrile (red), and QDs dispersed in acetonitrile, crashed out of 
solution, then redispersed in toluene (black).  
The results shown in Figure 44 demonstrate that the alteration of QD emission behavior is as simple 
as solvent change out. Critically, the highly polar ACN (ε = 36.6) does not chemically bond with the surface, 
but alters the emission behavior of the QDs via creation of solvent-QD coordination complexes. This 
finding is in alignment with general solvent-fluorophore rearrangement theory, discussed at the beginning 
of this section61.  
Alteration of the absorption and emission characteristics of the QDs was found to occur in the range 
of solvent ε and functional groups examined in this work. Next, the lifetime of the excited state was 
measured via TCSPC (see Chapter 3, Lifetime of the Excited State). A representative example of the decay 
curves generated for the 400 nm and 530 nm excited states is shown in Figure 45 along with the fits, the 






Figure 45. Uncapped QDs dispersed in acetonitrile were excited with 375 nm light and the corresponding a) exponential decay 
data, IRF, fit, and b) fit residual are shown for collection at 400 and 530 nm.  
Solvent QD data shows similar features as the previously discussed ligand data. Here, a shorter time 
frame is examined and the contribution of the IRF can be clearly seen, ergo the need for the reconvolution 
fitting procedure. Again it was found that fits were best described by double exponentials, with t starting 
at 6.5 ns or later as needed to achieve a good fit, which was determined both by a χ2 value close to 1 and 
a residual that maintains oscillations about zero to avoid over-representing certain regions of the data.  






Table 8. The results of the TCSPC experiments using double exponential decays with reconvolution for relaxation events occurring 
at 400 and 530 nm for solvent samples are shown.  
  400 nm   530 nm   
 ε τ1 τ2 χ2 τ1 τ2 χ2 
heptane 1.9 3.841 0.022 1.498 3369.331 2.574 0.971 
toluene 2.38 4.054 0.602 0.959 43.358 5.593 1.375 
DMOE 7.3 N/A N/A N/A N/A N/A N/A 
THF 7.5 N/A N/A N/A 84.360 8.312 1.331 
IPA 20.2 0.857 0.517 1.447 30.685 3.800 1.304 
acetone 21.01 4.154 0.547 1.746 35.139 4.979 1.159 
methanol 32.6 N/A N/A N/A N/A N/A N/A 





The surface modification of QDs has been shown to be a powerful tool for controlling the optical 
properties of QD systems. Both ligation and solvent exchange are routes that offer the ability to alter the 
absorption, emission, and lifetime of the excited state. Ligands are a more permanent option and were 
explored via XPS, UPS, UV-vis and PL spectroscopy, and TCSPC. It was found that ligation of ultrasmall 
CdSe QDs occurs primarily through X-type metal-ligand bonds between the Cd and the polar head group 
of the ligands used, namely OA, piperidine, DDT, and BSAM. The solvent that the QDs were originally 
dispersed in before being spin-coated onto Au substrates for measurement was found to significantly 
affect both the energy shifts in the Cd d orbitals, C 1s, and O 1s orbitals as well as the location of the 
energy levels of the band gap relative to vacuum. UPS and XPS data agreed in terms of lower valence band 
energies correlating to higher binding energies for Cd d orbitals. Acetonitrile dispersed samples were 




difference may be attributed to differing interactions between the solvent and the Se on the surface of 
the QD either from residual solvent that remains after the samples are placed into the ultrahigh vacuum 
(10-7 mbar) environment or from structural differences in the QDs that arose from when the samples were 
in the solvent and/or were being made into spin-coated films.  
The fine structure apparent in the QD absorption features for most systems was found to be destroyed 
by both sulfur-containing ligands, DDT and BSAM in both dispersion solvents. BSAM samples did not show 
measurable emission, but DDT samples showed a strongly red shifted band edge emission, at ~460 nm 
versus all other samples ~400 nm. In all cases, toluene samples showed broader and more intense 
emission than the corresponding acetonitrile samples. Only in uncapped acetonitrile samples did the band 
edge emission display greater intensity than the broad emission feature.  
Solvents from ε = 1.9-36.6 were investigated to examine the effects of altering the dielectric of the 
QD environment on the absorption, emission, and lifetime properties. Absorption of both excitonic 
transitions was found to increase with increasing ε. Furthermore, the ratio of the band edge and emission 
intensities was found to increase exponentially with ε. These results allow for the fine-tuning of desired 
optical properties in these ultrasmall QD systems. TCSPC results indicated that there is little to no 
correlation between ε and either τ1 or τ2 for 400 nor 530 nm decay events.  
The findings presented in this chapter indicate that a great degree of control is available over key 
properties of ultrasmall QD systems including absorption and emission, absolute band gap energy, EV and 
EF levels relative to vacuum, and lifetime of the excited state of both band edge and broad feature emissive 
events.  
It is well known that the size of a QD controls its band gap energy and, related to this, the geometry 
and crystal structure have also been shown in the literature to affect the band gap and associated 
properties14,16,24,64,77. Therefore, to gain further insight regarding the implications of the QD properties 




behavior through bond types and energy dependent coordination complexes or if the structure of the QDs 
was fundamentally changing. To explore this question, both simulations and x-ray absorption experiments 







5. Structural Investigation via Simulation & Experiment 
 
Although size dispersion estimates may be made from absorption data and literature reported sizing 
curves, as is discussed in Chapter 3, little else is known about the structure of ultrasmall CdSe QDs. 
Parameters of interest include the coordination of Cd and Se species, the local geometry if any exists, the 
bond lengths between Cd, Se, and other bonding partners such as oxygen, which should exist in a system 
such as the one discussed here: synthesized under ambient conditions, dispersed in solvent with oxygen 
atoms in some cases, and ligated with capping species that contain oxygen in some cases. These properties 
and a theoretical description of fluxionality in terms of thermodynamics and the potential energy 




To attain further insight into the behavior of ultrasmall CdSe QDs in the context of fluxional vs. trap 
state hypotheses, simulations were conducted using a combined computational technique‡‡. Different 
environmental conditions were implemented to investigate optoelectronic behavior in a range of 
dielectric environments and temperatures. Specifically, (CdSe)3n clusters, where n ranged from 1-9, were 
subjected to environments with ε ranging from 1.0-3.0 and temperatures ranging from 0-1500 K. 
The flowchart in Figure 46 demonstrates the procedure of the complete simulations work, with the 
topics discussed in this thesis highlighted with green boxes. A potential energy landscape (PEL) was 
 
‡‡ These simulations are the result of a collaborative effort. A complete description of the simulations work can be 
found in López-Morales, G.I.; Kugelmas, S.J.; Cruz, A.; Webster, M.; McGregor, D.; Kretzschmar, I.; López, G.E.  
“Exploring the Correlation between Stability, Fluxionality and Absorption of Ultra-small CdSe Clusters: A 




generated via coupling of an empirical potential and simulated annealing. Monte Carlo procedures were 
then used to explore the PEL to extract thermodynamic properties of stable configurations of the clusters. 





Figure 46. Flowchart describing the procedure for CdSe cluster simulations. Boxes with red borders indicate data output; boxes 
with green borders indicate that the topic is discussed in this thesis. SA/EP denotes simulated annealing with empirical potential 
and MC/EP denotes Monte Carlo method with empirical potential.  
 
For a given cluster size, a pairwise empirical potential comprised of a Lennard-Jones and a Coulombic 
potential term was used to define the PEL. The thus generated PEL was sampled using a Monte Carlo 
annealing technique, which was performed by decreasing the temperature of the system in a step-wise 




= 100. Within each cluster size system, the lowest energy structure achieved was defined as the 
equilibrium structure and these structures were then used for the subsequent analyses.  
To evaluate if the clusters were energetically able to fluctuate between conformations, i.e. 
fluxionality, the behavior of the average constant volume heat capacity as a function of temperature was 








where <Cv> is the average constant volume heat capacity, V is the potential energy, kB is the Boltzmann 
constant, and T is the absolute temperature. When higher energy structures, i.e. not the equilibrium 
structure, in the PEL are sampled, thermodynamic signatures occur in the form of anomalies in the 
behavior of <Cv>. These anomalies are thus strong indicators of fluxional behavior.  
Within the PEL, there are local minima known as the inherent structure (IS). In the first regime, the 
average energy of the IS of the system, <EIS> is temperature independent. In the second regime, <EIS> is 
temperature dependent, which signifies that the topology of the PEL is relevant because multiple isomeric 
species can be sampled. The second regime is the one in which fluxionality will occur. The onset 
temperature, T0, is the crossover point between these two key thermodynamic regimes, defining the 
lowest possible energy at which the system can undergo fluxionality. Figure 47a below shows <Cv> as a 
function of temperature for each cluster size at ε = 1.0, 2.0, and 3.0. Figure 47b maps T0 as a function of 






Figure 47. The thermodynamic properties of CdSe clusters comprised of N total atoms are compared. In a) the <CV> as a function 
of temperature is shown for ε = 1.0, 2.0, 3.0 and b) T0 is shown as a function of cluster size with ε = 1.0 (blue), 2.0 (orange), and 
3.0 (green).   
At ε = 1.0 for the N = 6 cluster, i.e. Cd3Se3, there are no observable anomalies in the <Cv> data. 
However, in every other case, a critical temperature is reached and <Cv> increases rapidly relative to lower 
temperatures. The peaks in the <Cv> curves are anomalies and indicate that fluxionality is taking place in 
these systems. For ε = 1.0, fluxional behavior is observed beginning with cluster size N = 12; T0 increases 
from N = 12 to N = 24, after which it decreases with increasing cluster size. For ε = 2.0, the general trend 
observed is decreasing T0 for increasing cluster size; at N = 36 it is noted that T0 is approximately room 
temperature. At ε = 3.0, all systems larger than N = 6 have T0 < 300 K.  
These results are in good agreement with experimental observations. Ultrasmall CdSe QDs are 
approximately 1.5-1.7 nm in diameter and thus are slightly larger than the largest cluster size sampled 
here, N = 54. At ε = 2.0, the N = 54 cluster already has T0 < 300 K and based on the trends observed for ε 




low dielectric solvents at room temperature, fluxionality is theoretically possible. Toluene dispersed, 
uncapped QDs are the control sample for most QD experiments in this thesis work. In toluene, ε = 2.38, 
the QDs exhibit broad emission, a possible indicator of fluxional behavior. Based on the fact that QD size 
> N = 54 and εtoluene > 2.0, these simulation results support the possibility of fluxional behavior in the 
ultrasmall CdSe QD systems. While the QD size remains consistent, the ε values of the solvents used for 
experimental measurements increase from toluene up to acetonitrile (36.6) and therefore, from the 
perspective of ε alone, fluxionality is thermodynamically possible in all the experimental QD systems 
studied in this thesis. However, we note that there may be other factors, such as QD-solvent coordination 
complexes, i.e. chemical factors, that play a significant role in the behavior of the electronic band gap of 
the QDs.  
The equilibrium structures of each cluster size were further investigated via calculation of the density 
of states (DOS) of each system. From these calculations, the band gaps were able to be predicted and are 
presented below in Figure 48. 
 
 
Figure 48. The energy level diagrams of CdSe clusters with N total atoms are shown relative to vacuum, eV = 0. The gray arrows 




While N = 6 shows a large band gap of 3.37 eV that sits well below vacuum level, eV = 0, the rest of 
the cluster sizes have a small range of band gap energies, from 2.97 to 3.28 eV, and all are located at 
approximately the same energy level relative to vacuum. Furthermore, as the cluster sizes increase, the 
energy levels become more condensed, beginning to resemble valence and conduction bands seen in bulk 
CdSe. These results are in good agreement with band gap values experimentally measured via PL 
spectroscopy herein and also with photoelectron spectroscopy measurements conducted by Jasieniak et 
al., discussed in Chapter 354.   
Moreover, in addition to the data acquired from the collaborative simulation work, a larger cluster 
size was simulated to more closely model the size of an ultrasmall CdSe QD. Figure 49 below shows the 
Cd36Se36 compared to the model for bulk CdSe.  
 
Figure 49. CdSe bulk and Cd36Se36 models are compared. Cd atoms are yellow, Se atoms are teal, and two Se atoms in Cd36Se36 
are highlighted in black to demonstrate the difference in coordination for surface vs. core atoms.  
One of the primary differences between the CdSe bulk and Cd36Se36 models shown in Figure 49 is the 
coordination of the Cd and Se atoms. In CdSe bulk, each Cd and Se atom is tetrahedrally coordinated. 




fold coordinated; those that are in the center of the cluster and 4 fold coordinated do not display sufficient 
symmetry to be labelled as tetrahedrally coordinated. The bond angles in the 4 fold coordinated atoms 
are not the characteristic 109.5  and the bond lengths around a single Cd or Se atom are anisotropic. 
The impact of these structural differences on the optoelectronic properties of the CdSe QDs has the 
potential to be significant; symmetry affects charge carrier wavefunction de/localization and 
undercoordination yields materials with unfilled orbitals64.  
The first simulation experiments demonstrated that fluxionality is thermodynamically possible at 
room temperature in the solvents that have been used experimentally to probe the response of QDs to 
the ε of their surrounding environment. Moreover, the band gaps calculated for cluster sizes ranging from 
N = 12 to N = 54 show little variation in both total energy and depth relative to vacuum, aligning well with 
UPS measured band gaps of various QD samples. A slightly larger cluster, N = 72 demonstrates a clear, 
discernible difference in the coordination and lack of geometry in nanoscale CdSe vs. bulk CdSe and these 
are structural properties that can be measured experimentally to further investigate the correlation 
between the simulated, predicted structures and the experimentally synthesized QDs. Therefore, x-ray 
absorption spectroscopy (XAS) experiments were conducted at Brookhaven National Laboratory (BNL) in 
Upton, NY.  
 
X-ray Absorption Spectroscopy (XAS) 
 
As this thesis has shown, modification of ultrasmall CdSe QDs by alteration of dielectric environment 
or capping with various ligand species causes the QD systems under investigation to show vastly different 
optoelectronic behavior, specifically in terms of emission. The white-light emission observed from these 




bonding partners referred to as fluxionality. However, this white light emission can be quenched in certain 
solvents or with certain capping ligands (methanol, DDT, BSAM) or can significantly favor band edge 
emission over the lower emission events of the broad feature emission (IPA, acetone, methanol, ACN). 
The quenching of the white light emission or band edge dominance could be caused by 1) QD-solvent/QD-
ligand coordination that satisfies dangling bonds and thus eliminates trap states, or 2) interaction of QDs 
with solvent/ligand environments that thermodynamically favor particular conformations and that limit 
the ability of surface atoms to switch between bonding partners (fluxional behavior). Thus, it is clear that 
structural information about these QD systems is critical in order to discern the nature of the QD-
solvent/ligand interactions.  
XAS is an element specific technique that uses high energy (hard) x-rays to excite core level electrons 
in the K, L, or M shells of the element of interest. The emitted photoelectrons can be thought of as 
spherical waves; these waves interact with the electrons in the surrounding atoms, the scatterers, causing 
the scatterers to also emit photoelectrons that behave like spherical waves. These waves can be in or out 
of phase with one another, giving rise to constructive and destructive interference patterns that manifest 
as oscillations in the energy spectrum collected. Figure 50 shows a visual representation of photoelectron 






Figure 50. XAS involves the excitation of core electrons, yielding photoelectrons and fluorescence of x-rays of characteristic 
energy (top left)78. The basic principle of XAS is the relationship between initial and final intensity of x-rays that interact with the 
sample (equations, bottom left). Sample XAS data, μ(E), is shown, highlighting the pre-edge, whiteline, and EXAFS regions (right)79.  
The equations in Figure 50 are akin to the Beer-Lambert law. The intensity of the incident x-ray, I0, is 
attenuated, I, by the sample based on its absorption coefficient, μ(E), and the thickness, t, of the sample. 
In transmission experiments the t must be taken into account and this is done by normalizing Δμ0. The 
value μ0 is theoretical and represents the behavior that would be observed if a single absorber atom with 
no bonding partners were excited, i.e. there would be no scatterers to cause oscillations in the post-edge, 
EXAFS region. The parameter Δμ0 then is the difference between μ(E) at the pre-edge and for a single 
absorber atom (see Figure 50). However, for fluorescence experiments, correcting for the thickness is not 
necessary as I is collected at 90 to the incident beam, not 180 as in transmission. Fluorescence 
experiments are preferred when samples are opaque, as was the case with QDs-solvent/ligand systems 
contained in Kapton tubing (see Experimental Design).   
The important regions of an energy space XAS spectrum are known as the pre-edge, the whiteline, 
and the extended x-ray absorption fine structure (EXAFS) region. The pre-edge is the region prior to the 
onset of absorption; as the incident energy is increased, the energy for a K edge transition is eventually 




is known as the whiteline region. The post-edge, or EXAFS region, refers to any features that occur after 
the whiteline, i.e. at higher energy.  
These data are described by the expression for χ(E), as shown in Figure 50 and below in equation 35. 
This expression relates the difference between the μ(E) of the sample and μ0(E) of the theoretical single 
absorber atom, normalized by the difference between the pre-edge and the theoretical single absorber 















where m is the mass of an electron, E is the attenuated energy, E0 is the incident energy, and ℏ is the 
reduced Planck constant. The k space data is then Fourier transformed to obtain R space data, in units of 
Ångstroms.  
Due to the interaction between absorber and scatterer atoms, the information that can be garnered 
from XAS experiments is rich but requires careful, consistent analysis (see, Cd and Se K Edge Analysis, 
μ(E)). The coordination number/degeneracy and the species of nearest neighbors can be determined as 
well as the bond lengths and the disorder of the bond, expressed in the Debye-Waller factor, σ2. The full 




as the EXAFS equation, shown below80. The summation collects the contributions of the interactions from 
















where N is the coordination number in the first shell and degeneracy in the second or higher shells, 
S02 is the amplitude reduction factor and is a measure of the change in size of an atom’s orbitals in 
response to loss of an electron via excitation, f(k) is the amplitude of the scatter from the neighboring 
atom, k is the wavenumber in Å-1, Ri2 is the square of the bond length between the absorbing atom and 
the scatterer i, δ(k) is the phase shift of the scatter from the neighboring atom, σ2 is the disorder of the 
bond between absorber and scatterer and is also known as the Debye-Waller factor, and λ(k) is the mean 
free path of the photoelectron. The variables in boldface are those that are determined via fitting analysis 




XAS experiments were run at the 8ID-ISS beamline at the Se (12.7 keV) and Cd (26.7 keV) K edges. 
Ultrasmall CdSe QDs were stored in toluene and only crashed out and redispersed into other solvents 
immediately prior to loading the samples into the x-ray hutch. Four samples were loaded at a time and 
samples took an average of 30 minutes each to measure. The highest dielectric solvents were prioritized 




measured at both K edges. Due to the time necessary to adjust the mirrors needed to achieve 
monochromatic excitation, ~45 minutes, all samples were tested at one K edge first, the mirror adjusted, 
and then measured at the other K edge. Fresh samples were prepared for each K edge measurement. All 
tests were conducted at room temperature.  
QDs were measured in eight different solvents: heptane, toluene, DMOE, THF, IPA, acetone, 
methanol, and ACN. Additionally, a 135 °C synthesis was conducted to measure the parameters of slightly 
larger QDs, however optical testing done prior to XAS, post-synthesis, showed that the QDs had the same 
optical properties as those synthesized at 95 °C. Therefore, the batch was split into three volumetrically 
equal parts; one part was left uncapped, one part was capped with OA, and one was capped with BSAM. 
Ligated samples were dispersed in toluene.  
Samples were injected into Kapton tubing sealed at both ends with wax and taped into place in a 
sample mount, shown in Figure 51. Samples were scanned 10-50 times depending on the noise level of 







Figure 51. The experimental setup for XAS experiments is shown; a) zoom in of sample holder with liquid samples shown in 
Kapton tubes sealed at both ends with wax and b) configuration within the hutch showing the approximate beam path with a 
purple dashed line, ionization chamber measuring initial beam intensity I0, sample holder (not yet driven into measurement 
position), ionization chamber measuring beam intensity after interaction with sample I, and the reference foil wheel.  
 
Cd and Se K Edge Analysis, μ(E) 
 
Data was collected for all samples at the Cd and Se K edges, 26.7 and 12.7 keV, respectively. The 
Athena version 0.9.26 software package was used to process raw XAS data81. Briefly, the reference scans 
acquired simultaneously with each data scan are aligned based on the peak of their first derivative. The 
data scans are then merged and the peak of the first derivative of the merged reference spectrum is 
calibrated to the literature value for the absorption K edge energy of the absorber atom. E0 is set as the 
energy at the peak of the first derivative of the merged data spectrum. The background function is 
evaluated and spline strength typically set to zero. The high energy limit of the post edge is set such that 
the background function is smooth and in line with the end of the data curve. Data is analyzed with k 
weight of two.  







Figure 52. The normalized μ(E) data for the solvent series of QD tests is shown for the a) Cd and b) Se K edges. Data legend in b 
is applicable to both. Insets in both a and b show enlarged region around the absorption onset energy.  
 
The onset of absorption is referred to as the XANES region, or x-ray absorption near edge structure. 
The difference in the relative edge energies gives information about the oxidation state of the absorber 
atom; lower energy edges indicate reduced species and higher energy edges indicate oxidized species. As 
is clear, no general trends are observed at either the Cd or Se K edge with respect to ε, indicating that the 
solvent’s ε alone cannot affect the oxidation state of either Cd or Se. Nevertheless, there are differences 
in the edge locations. Examining the Se K edge in particular, it is clear that the whiteline region is sharper 
for heptane, toluene, and acetone, while for the other five solvents, the whiteline peak is nearly twice as 
broad. Broader absorption onset in this region of the μ(E) spectrum has been attributed to structure 
disorder in InAs and CdSe QD systems82. 







Figure 53. The normalized μ(E) data for the ligand series of QD tests is shown for the a) Cd and b) Se K edges. Inset in a shows 
enlarged region around the absorption onset energy. 
 
The OA and plain CdSe QDs show similar behavior, but the BSAM sample shows a higher absorption 
onset energy at the Cd K edge and a lower onset absorption energy at the Se K edge indicating a higher 
oxidation state of Cd relative to OA and uncapped QD samples and a lower, more reduced state of Se 
relative to the uncapped and OA samples.  
It is emphasized here that XAS is an element specific technique; any alterations in the spectra are a 
result of an alteration in the electronic environment around the absorber species. Due to the fact that 
neither BSAM nor OA contain Cd or Se atoms, any alteration in the XAS spectra with ligating species is a 
measure of a direct effect on the average Cd and Se local environments in the sample.  
 





The energy space data is translated into k space for further analysis by equation 36. Typically, k space 
data is analyzed for k≥2 because k<2 corresponds to energies very near the absorption edge; the sharp 
change in energy near the edge yields artefacts in the data when it is Fourier transformed into R space. It 
is noted that k = 0 is by definition E0, or the onset of absorption. The complete k space data for the solvent 
data set is shown in Figure 54. 
 
 
Figure 54. The k space data χ(k) for the solvent series of QD tests is shown for the a) Cd and b) Se K edges. Data legend in b is 
applicable to both. The dashed gray box in b indicates the region with a glitch.  
The range of k to be analyzed is chosen to include smooth oscillations; this is the range that is then 
translated into R space. Increasing the k range beyond the point of recognizable oscillations introduces 
noise into the R space data and additional shoulders or features in the data that are artefacts of the 






Figure 55. The R space data χ(R) for the toluene sample at the Cd K edge is shown with a) k space analysis range of 2-10 Å-1 and 
b) k space analysis range of 2-14 Å-1. Insets show the k space data with the range highlighted by a representation of the Hanning 
window function applied in red.  
 
Choosing an appropriate k range maximizes the information from defensible data and minimizes 
noise. That XAS is an elemental technique and acquires information about the environment around an 
absorber atom provides general guidelines for data analysis. Specifically, 1) the background value is 
chosen to minimize or eliminate peaks in the R space data that occur at <1 Å as it is physically unreasonable 
to predict bond lengths this short; and 2) any features occurring at ≥6 Å are attributed to background 
noise as it is physically unreasonable to predict scattering paths this long. It can be seen in Figure 55b that 
several shoulders have been added to the R space data shown in Figure 55a. Importantly, the level of 
signal at 6 Å in Figure 55b is approximately 0.05, whereas in Figure 55a, it is much lower, at approximately 
0.01.  
The quality of the R space data is strongly dependent upon the quality of the k space data. Therefore, 
the glitch in the Se K edge data in Figure 54b, denoted by a dashed gray box, presented a significant 
obstacle in using the data. Some Se K edge data suggested the presence of a Se-O scattering path and 




space data for the range > ~ 9 Å-1, certain datasets did not have a sufficient number of data points to fit 
the independent variables necessary for two scattering paths, even when it was hypothesized that a Cd 
scatterer alone was insufficient to describe the data.  
Several attempts were made to address this issue. First, deglitching can be conducted by removing 
data points that appear to be outliers based on the pattern of the rest of the data. Deglitching was 
conducted for all Se K edge data and while the glitch was mitigated overall, this still did not allow data 
post-9 Å-1 to be used reliably. An example of the k and R space data before and after deglitching is shown 
for the DMOE sample in Figure 56.  
 
 
Figure 56. The a) k space and b) R space data for DMOE CdSe QDs before (black) and after (red) deglitching.  
 
Second, global fits can be run using more than one set of data to simultaneously fit the R space for all 
involved data sets. Combining the Cd and Se K edge data for a given sample, it was found that in general 
the combination of the two sets drove the coordination number of Se to Cd well below 1. Moreover, when 
oxygen was included as a scatterer for Se, the E0 value for the oxygen contribution was well above the 




to a theoretically derived value. Therefore, given the high quality of the Cd data and the justifiable 
parameters extracted from the Cd K edge fits when run independently, the Se data was not used in the 
final fits presented here.  
It is noted that peaks in R space data correspond to the approximate length of a scattering path; there 
is a slight downshift relative to the actual length of the scattering path. A path can include scatter off of 
multiple atoms and in such a case is not the bond length between two atoms, but a more complex 
relationship describing the environment around the absorber. Figure 57 shows several examples of 




Figure 57. Examples of various types of scattering paths of a photoelectron80.  
 
EXAFS spectra are typically dominated by single scattering paths and moreover, in the case of 
nanomaterials such as the CdSe QDs studied here, there is no long range order and therefore multiple 
scattering events do not contribute significantly to the spectra80.  
Examining Figure 55a, there are two clear peaks at ~1.8 and ~2.6 Å; these peaks are consistent 




do occur. In order to determine the identity of the bonding partners responsible for these two peaks, the 
coordination number, bond length, and disorder of the bonds, processed XAS data were fitted with 




The Artemis 0.9.26 version software package was used to fit the EXAFS data83. The scattering paths 
calculated for model compounds are used to fit the experimental data. Models used to analyze the CdSe 
QD data included the Cd36Se36 shown in Figure 49 and CdO. The CdO is incorporated into the analysis to 
determine if the first peak in the R space data corresponds to a Cd-O bond. Given that these QDs are 
synthesized in ambient conditions and that oxygen bonds tend to be shorter due to the high 
electronegativity of oxygen, this is a plausible starting point.  
First, the unmodified QDs in toluene are examined in k space and R space with the fit achieved by 
using both the Cd36Se36 and Cd-O models. The absorber atom is selected prior to the fit and scattering 
paths are generated based on that absorber; the Cd absorber chosen for fitting and the corresponding Se 
scatterer chosen following the generation of the potential scattering paths are marked in black in the 
model of the Cd36Se36 shown in Figure 58. It is noted that a surface absorber atom was chosen as surface 






Figure 58. The data (black) and fits (red) for toluene dispersed CdSe QDs in a) R space and b) k space. The Cd36Se36 model is shown 
in panel a and the Cd absorber (larger atom) and Se scatterer (small atom) used for the Cd-Se fit are shown.  
The two peaks in the R space data correspond to the oxygen scattering path and the Se scattering 
path on the left and right, respectively. The fit was run using 2.0-10.4 Å-1 in k space to fit 1.50-4.5 Å in R 
space and achieved an R-factor of 0.017, indicating that in the region fitted, the data and the fit displayed 
1.7% mismatch. The amplitude reduction factor, S0, was defined as 0.85 for all fits as an estimate; the 
accepted range for this parameter is 0.7-1.0 indicating that after loss of an e- through interaction with the 
x-ray beam, the remaining e- in the atom shift down in energy from the stronger effect of the pull of the 
nucleus. If equal to 1, the S0 parameter indicates that there was no change in the radius of the atom due 
to the loss of an e-, i.e. the atom is 100% of its original size80. The parameters for this fit and the rest of 
the solvent series experiment are compared in Table 9. Acetone dispersed QDs were unable to be fitted 






Table 9. EXAFS fit parameters for solvent series of ultrasmall CdSe QDs.  
 
Sample ε paths used rbkg E0 R(Å) σ2 N R factor Total N Cd 
heptane 1.9 Cd-Se 1.4 9.15 2.65 0.0078 1.68 0.0106 3.975 
  Cd-O  2.90 2.28 0.0063 2.30   
toluene 2.38 Cd-Se 1.4 9.84 2.67 0.0174 4.01 0.0175 5.844 
  Cd-O  8.09 2.31 0.0042 1.84   
DMOE 7.3 Cd-Se 1.4 9.30 2.66 0.0074 1.87 0.0267 4.370 
  Cd-O  0.50 2.26 0.0104 2.50   
THF 7.5 Cd-Se 1.4 8.39 2.66 0.0088 2.14 0.0253 4.060 
  Cd-O  2.71 2.27 0.0039 1.92   
IPA 20.2 Cd-Se 1.6 0.77 2.61 0.0086 2.32 0.0059 5.082 
  Cd-O  9.28 2.33 0.0098 2.76   
methanol 32.6 Cd-Se 1.4 8.57 2.65 0.0103 2.44 0.0465 4.167 
  Cd-O  5.79 2.31 0.0034 1.72   
acetonitrile 36.6 Cd-Se 1.4 6.16 2.66 0.0173 1.92 0.0515 3.781 
  Cd-O  8.61 2.32 0.0000 1.86   
 
The highest R factor across all solvent series fits was for acetonitrile with 0.0515, or ~5.2% mismatch 
and the lowest achieved was ~0.6% mismatch for IPA, therefore that Cd has an oxygen and a Se scattering 
path as the two main contributors to its fine structure is a reasonable model for the uncapped QDs in a 
range of solvents.  
The total coordination of Cd is fairly consistent, with an average value across the solvent series of 4.47 
± 0.68; this value is not significantly altered by inclusion of the ligated species, which yields an overall 
coordination of Cd of 4.44 ± 0.61. Both toluene and IPA dispersed samples differ from the rest of the 
solvent series with coordination numbers of 5.8 and 5.1. Coordination numbers of five or six have been 
observed for CdSe, albeit usually in response to pressure or strain84–86. However, fivefold twinned CdSe 
nanoparticles have been fabricated from self-assembly and colloidal methods; these structures are more 
ordered than is anticipated for the ultrasmall CdSe QDs in this work, but the coordination greater than 
four for Cd is not unprecedented87. It is also noted that CdO, one of the models used for this analysis, 




coordination. While the Cd36Se36 model predicts primarily three-fold coordination, it is noted that that 
model does not take into account the presence of oxygen. In the cases of heptane, DMOE, and IPA data, 
the model predicts oxygen to be slightly more abundant than Se, while in toluene, THF, methanol, and 
acetonitrile data, the model predicts Se to be more abundant than oxygen. 
The nature of the Cd-O bond requires further investigation. From the data presented here, the Cd-O 
bond cannot be definitively determined as arising from Cd-O on the surface of the QD from exposure to 
oxygen, Cd-O scattering due to solvent complexation, or Cd that has leached out of the QD and reacted 
with ambient or solvent oxygen. In the last case, Cd is known to leach from QDs88. The dissolution process 
involves several factors including the surface area of the particle, the solubility of the leachate in the 
solvent, and the presence of other organic materials in the solvent, e.g. ethylenediaminetetraacetic acid 
(EDTA) is a known metal chelating agent and increases the mobility of Cd2+ in soil89,90. Methods for 
discerning between the Cd-O bond for Cd remaining in QDs versus for Cd that has leached out are 
discussed in Chapter 7: Conclusions & Future Work.  
The bond length predicted for both Cd-O and Cd-Se is also highly consistent across the solvent series: 
for Se, 2.34 ± 0.72 Å and for O, 2.13 ± 0.37. Again these values are not greatly affected by the inclusion of 
the ligated series values: Se, 2.50 ± 0.71 and O, 1.94 ± 0.48. Across the set of data, no apparent trends 
emerge with respect to ε, therefore no evidence of structural alterations to the QDs based on the 
dielectric of the solvent environment was found. This finding points to the observations of altered 
absorption, emission, and lifetime data reported in Chapter 4 as being dependent upon the coordination 
of the solvent molecules around the Cd and Se species in the QD rather than on structural changes such 
as bond length, bonding partner, overall coordination number, or coordination number with respect to 
any particular bonding partner.  
BSAM capped QDs were unable to be fitted due to insufficient k space data of a defensible quality, 





Table 10. EXAFS fit parameters for uncapped and OA-ligated QD synthesized at 135 °C.  
 
Sample paths used rbkg E0 R (Å) σ2 N R factor Total N Cd 
high temp uncapped Cd-Se 1.4 9.14 2.66 0.0098 2.96 0.0080 4.222 
 Cd-O  4.63 2.29 0.0016 1.26   
high temp OA capped Cd-Se 1.4 8.96 2.66 0.0098 3.15 0.0200 4.448 
 Cd-O  3.24 2.26 0.0018 1.30   
 
Very few differences emerge between the capped and uncapped high-temperature samples. The Cd-
O and Cd-Se bond lengths are essentially identical and the Cd-O coordination numbers are also highly 
similar. There is a slight increase in the coordination of Cd to Se in the OA capped samples, although it is 
noted that the uncapped sample was able to be fitted with 0.8% mismatch and the OA capped sample 
had slightly higher mismatch at 2.0% mismatch. This minor Se increase may simply be due to the slightly 
poorer quality of the OA-capped QD fit.  
That none of the samples were found to include a Cd-Cd scattering event matches well with 
observations reported in the literature for nanoparticles of this size. Rockenberger et al. measured ten 
CdS QD samples ranging from 1.32-12.23 nm diameter at the Cd K edge at temperatures from 5 to 290 
K91. At 5 K, QDs with diameters greater than or equal to 4.01 nm showed Cd-Cd scattering, but for all QDs 
from the 2.31 nm size to the smallest size 1.32 nm there was no Cd-Cd scatter present. At 290 K, even the 
bulk CdSe powder sample did not show Cd-Cd scattering. The explanation for this is not entirely clear, but 
could be due to sufficiently large σ2 from disorder and nonuniformity of the Cd environment across the 
ensemble average of the sample.  
 





Simulations conducted on CdSe clusters ranging from 6 to 54 total atoms were conducted for 
conditions of ε = 1.0, 2.0, and 3.0 and temperatures ranging from 0 to 1500 K. This study found that at ε 
as low as 2.0 and temperature as low at 200 K, all CdSe clusters within the size range studied were able to 
sample multiple stable isomers from the PEL. This finding is strong evidence of fluxional behavior in these 
systems, which is further corroborated by the emission data gathered experimentally (see Chapter 4).  
It was found that while modification of the QD environment leads to drastic changes in the emission 
behavior of the QDs, the changes are not fundamentally structural. While showing a significant impact on 
the broad emission feature of ultrasmall CdSe QDs, XAS experiments demonstrated that solvents do not 
affect the coordination number, bond length, or degree of oxidation in Cd species. This observation 
suggests that the alterations in emission behavior are due to coordination complexes formed between Cd 
and Se surface atoms and the solvent molecules. Similarly, ligation with OA demonstrated little effect on 
the bond length, bond disorder or coordination number of Cd-Se or Cd-O scattering paths. BSAM ligated 
QDs showed significant differences however in the XANES region, which was the only region of that data 
set that was of high enough quality for analysis. BSAM ligated QDs show increased oxidation states for Cd 
species and decreased oxidation state for Se species, supporting the earlier hypothesis (Chapter 4) that 
one of the electronegative O atoms binds selectively to Cd. Finally, our finding that there is no apparent 
Cd-Cd scattering event agrees with previously reported literature on CdS QD systems studied from 5 to 








6. Incorporation of QDs into Light Harvesting Devices 
 
When designing and optimizing solar cells for different applications, a variety of parameters need to 
be considered: the maximum achievable voltage (VOC), the maximum achievable current (ISC), the power 
conversion efficiency (PCE), and the fill factor (FF). In addition to these design parameters, the final 
application of the cell will motivate the need for robustness, flexibility, desired absorption range, size 
dimensions, and performance life.  
To optimize the above listed performance parameters, it is crucial to completely characterize the 
photoactive material and its behavior in the intended application environment. In previous chapters, 
several key analyses were run in order to inform the subsequent solar cell design. Band gap engineering, 
discussed in Chapter 4, Bandgap Structure & Engineering via Surface Modification, was achieved through 
ligand addition and analyzed via XPS and UPS. Alteration of the dielectric environment was achieved by 
crashing QDs out of their native solvent, toluene, and redispersing them in eight different solvents with ε 
ranging from 1.9 to 36.6. In both the ligation and ε alteration cases, the optical properties of the QDs were 
affected, as were the radiative relaxation lifetimes. It was determined from EXAFS measurements that, in 
the case of the ε alteration series, the structure of the QDs was not considerably altered. However, the 
ligation series of QDs did display changes in the overall structure of the QDs; this finding can be 
understood in terms of the differences between coordination complexes and covalent/ionic bonding.  
In the context of solar cell design, band gap engineering is critical as it predicts the way in which a 
photoactive material will behave in proximity to the other materials in the solar cell. For example, when 
depositing layers of QDs and other materials in a thin film solar cell, the structure of the band gaps and, 




direction charge carriers flow. The solar cells designed herein use a mesoporous metal oxide layer as a 
support into which the QDs are injected.  
The structure of the band gap is not the only important parameter in solar cell design; the lifetime of 
the excited state is also critical because it dictates how long an excited e- will remain in the conduction 
band. The longer the e- remains in the conduction band, the higher the probability it can be transported 
from the host material to the electrical contacts in the cell. If recombination occurs too quickly, the excited 
e- cannot be used by the cell to power the load. This issue of charge extraction is a field in and of itself, 
but it is also related to the band structure engineering of the material. An e- present in the conduction 
band of a material, even one with a relatively long lifetime, does not guarantee the transport of that e- 
away from the host material. If the ligand, shell, or material in proximity to the photoactive material has 
an unfavorable band structure, the e- will be effectively trapped in the host material. Such trapping would 
occur, for example, if EC of the photoactive material lies lower relative to vacuum than the material 
surrounding it. The e- cannot move to the higher energy level without additional energy supplied and will 
instead relax to either its own valence band or possibly the valence band of the surrounding material, 
depending on which is lower in energy. Therefore, it is noted that lifetime τ of the excited state and the 
band gap engineering of the device are critically interlinked with one another92.  
Five different QD solar cells were compared to the performance of plain cells, i.e. metal oxide 
substrate only, and N719 dye cells, which is an industry standard for dye-sensitized solar cells (DSSCs). 
Their performance was assessed in white light and UV light conditions via the metrics discussed above, 
VOC, ISC, PCE, and FF. These properties were measured using a technique known as linear sweep 
voltammetry and the results of these measurements are discussed in the context of the effects of ligation 




Dye Sensitized Solar Cells (DSSCs) 
 
Dye sensitized solar cells (DSSCs) belong to the 3rd generation of solar cells and incorporate low cost 
manufacturing processes and benign materials. First reported by Gratzel in 1991, the general concept of 
DSSCs is to utilize a greater portion of the solar spectrum by loading a wide band gap material such as a 
metal oxide, e.g. ZnO with band gap 3.44 eV, with a narrow band gap material, typically an organic dye, 
which can interact with lower energy photons93,94. Current efficiencies are in the range of 10-12.5%; these 
designs use TiO2 as the wide band gap material and a ruthenium complex as the sensitizer component in 
the 10% efficiency case and 4-(Bis(4-bromophenyl)amino)benzaldehyde in the 12.5% case93. The appeal 
of these types of cells lies both in the low fabrication cost and the materials, which are benign to the 
environment and human health. However, there is room for improvement. These types of cells have 
relatively low efficiency, scalability, and stability when compared to perovskites and traditional 1st 
generation silicon solar cells95. Still, the design concept of multiple photoactive materials capable of 
absorbing different parts of the solar spectrum as well as the capacity to be lightweight, flexible, and low 
cost is desirable. Several groups have expanded on the design by altering the identity of the sensitizing 
material from organic dyes to QDs; the latter case is investigated here.  
To assess traditional DSSC design as a blueprint for QDSSC design, an industry standard dye, N719, 
was first used to compare the performance of the dye vs. unmodified QDs93. Following this, ligated QDs, 
discussed in previous chapters, were incorporated into solar cells and compared with the unmodified QDs. 
Ultrasmall QDs and N719 dye are compared as sensitizers in solar cells that are made following a 
procedure reported in detail by Chang et al92. Briefly, a 0.16 cm2 circular template is placed on the 
conductive side of a fluorine-doped tin oxide (FTO) glass slide (Hartford Glass). Inside the template, a paste 




calcination, the TiO2 mesoporous substrate is soaked in N719 dye, dosed with QDs from solution, or 
neither in the case of control (plain) cells. After the soaking procedure, an insulative spacer is placed 
around the TiO2 network and a second FTO slide is adhered on top to seal the cell. A schematic and an 
image of a cell are shown in Figure 59. 
 
 
Figure 59. a) A schematic of the solar cell design with a mesoporous metal oxide support, b) image of a solar cell in the 
potentiostat apparatus. 
As shown in Figure 59a, the light source illuminates the mesoporous network through the top piece 
of FTO glass; electrical leads are connected to the cell via alligator clips on the left and right sides of the 
cell, Figure 59b. Linear sweep voltammetry tests are conducted with illumination by both white light of 
2,000 lux and UV light (λ = 365 nm) to test cell efficiencies under different lighting conditions. A linear 
sweep voltammetry test consists of the measurement of the cell’s maximum voltage, i.e. its open circuit 
voltage, VOC, followed by a sweep from that voltage to zero volts to determine the cell’s maximum current, 
i.e. short circuit current, ISC. The resulting data shows the cell’s voltage-current relationship and is known 
as a JV (or IV) curve. The shape of the curve is used to calculate the fill factor (FF) of the cell, which is the 




dimensions. The FF is the ratio that describes the maximum power point achieved by the cell compared 
to its theoretical maximum power, which is calculated by multiplication of the ISC and the VOC. Finally, the 
power conversion efficiency (PCE), expressed as a percentage, is the ratio between the maximum power 
achieved by the cell and the power incident on the cell, supplied by the light source, hν. 
The first set of linear sweep voltammetry tests considered compares the following sets of cells: 1) 
plain, i.e. TiO2 only, 2) TiO2 soaked in N719 dye, and 3) TiO2 loaded with unmodified CdSe QDs via drop 
casting. Both UV and UV plus white light simultaneously supplied lighting conditions were tested; the 
results are shown in Figure 60. 
 
 
Figure 60. JV curves representative of a) plain, dye, and QD-sensitized solar cells. ‘UVvis’ denotes exposure to 365 nm UV light 
and white light simultaneously. 
As is evident, the plain cells have the poorest performance, both in UV and UV plus white light 
conditions, as is expected. The band gap of TiO2 is ~3.2 eV and therefore can only absorb in the UV 
region96. However, N719 dye has a band gap of about 2.3 eV and the PLE tests conducted in Chapter 3 
demonstrated that the QDs have a nonzero absorption probability at energies below their 3.1 eV band 
gap97,98. Thus, both the dye and the QD sensitized cells can take advantage of the lower wavelength 
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energies available when the white light is added to the UV light supply. N719 dye shows a large 
improvement in both VOC and ISC when the visible light source is added to the UV; given the band gap of 
2.33 eV, N719 is ideally suited to absorb ~530 nm photons and thus the performance of the cell improves. 
The QD cells performed approximately the same in both UV and UV-vis lighting conditions; their 
performance was about the same as the N719 cells in mixed lighting, but in UV only conditions, they have 
both a higher VOC and ISC. A UV meter was not initially available for these tests and therefore the incident 
power cannot be compared to the output power to calculate PCE values. These calculations were however 
able to be performed for the second set of experiments with the ligated series of QDs, discussed next. The 
VOC, ISC, and FF values of the control, dye, and unmodified QD tests shown in Figure 60 are summarized in 
Table 11.  
 
Table 11. Reports the VOC (V), ISC (μA/cm2), and FF values for control, N719, and QD cells under UV lighting conditions.  
 
 VOC ISC FF 
control 0.098 4.42 0.60 
N719 dye 0.125 9.14 0.32 
QD 0.127 11.21 0.33 
 
Next, a series of unmodified and ligated QDs were compared, again with a control group of plain cells. 
The uncapped toluene dispersed, uncapped acetonitrile dispersed, and all of the capped samples of 
acetonitrile dispersed QDs were chosen for this set of experiments. The electrolyte used in the cells is 
acetonitrile-based and therefore using QD samples that had been stored and had all previous 
measurements (see Chapter 4) taken in acetonitrile offers the most consistent approach in terms of 
comparing all data sets. As an additional comparison, the toluene-dispersed uncapped samples were also 
included in this experiment set. Photographs in Figure 61 outline the fabrication procedure, which is the 






Figure 61. Images of solar cell fabrication and testing.  
The metal oxide substrate was prepared in a circular template and loaded with 15 μL drops of QDs 
five times, with several minutes between each loading to allow solvent to dry. Efficacy of loading was 
tested by illuminating the cells with a UV lamp (λ = 365 nm). Figure 61b demonstrates that the toluene 
samples emit with the greatest intensity, which correlates with both the intensity and width of PL tests 
conducted (see Chapter 4).  
It is clear that the acetonitrile dispersed QDs were more likely to spread outside of the TiO2 substrate 
than the toluene uncapped QDs. OA and DDT cells show small concentrated areas of emitting QDs both 
within the substrate and outside the substrate near the edges of the FTO glass. Additional aliquots of 5 μL 
were added to acetonitrile uncapped, OA, DDT, and piperidine cells to mitigate this issue and ensure 




discernible light, and therefore indicating that the QDs may have been destroyed, the BSAM capped QD 
cells were also fabricated and tested.  
Figure 61d,e show the sealed cells prior to electrolyte addition and the application of the final seal 
over the drilled holes to contain the electrolyte. Electrolyte was added to each cell in a single 15 μL aliquot, 
the cell sealed, and the electrolyte allowed approximately 15 minutes to soak into and saturate the TiO2 
substrate. Then the cell was placed into the setup pictured in Figure 61c,f and illuminated with either 
visible light of 2,000 lux or UV light (λ = 365 nm) with incident power 2.0 mW/cm2. Three linear sweep 
voltammetry tests were run on each cell; the three curves were averaged together to generate the JV 
curve that represents the average performance of the cell. Three cells of each type were fabricated; OA 
cell 3 and BSAM cell 1 were damaged during measurement and no usable data was generated, therefore 
these cells are omitted from analysis and discussion. JV curves for control and uncapped cells are 
compared in Figure 62a and all ligated QD cells are compared in Figure 62b. 
 
 
Figure 62. JV curves of a) the control, toluene uncapped, and acetonitrile uncapped QD cells and b) the ligated QD cells originally 




Examining the results from Figure 62a, the control cells and toluene cells have a broad spread of 
performance in terms of all parameters. The ISC for control cells ranges from 36 to 55 μA/cm2 and VOC 
ranges from -0.145 to -0.231 V and for toluene cells from 10 to 50 μA/cm2 and -0.191 to -0.226 V, whereas 
the acetonitrile cells show more consistent performance with cells 1 and 3 performing nearly identically, 
ISC values of 46 and 49 μA/cm2 and VOC values of -0.254 and -0.263 V, respectively. Cell 2 from the 
acetonitrile set demonstrated a lower ISC of 31 μA/cm2 but a VOC of -0.253 V, consistent with cells 1 and 3. 
The reasons for the lower level of performance and consistency in toluene cells as compared to 
acetonitrile cells are unclear given that all QDs were immersed in acetonitrile from the electrolyte 
throughout the linear sweep voltammetry testing; PL tests (see Chapter 4) demonstrated that dispersion 
in acetonitrile and subsequent exchange back to toluene dispersion yielded PL characteristics the same as 
QDs only ever immersed in toluene. Longer storage periods may yield more permanent effects however. 
Further tests would need to be conducted to confirm this hypothesis.  
That control cells performed on the same level in terms of ISC and VOC as toluene and acetonitrile 
uncapped cells is not wholly unexpected; the substrate, TiO2 has a similar absolute band gap as the 
ultrasmall CdSe QDs. DSSCs were specifically designed to incorporate a smaller band gap material into a 
larger band gap material to enhance the absorption range of both. Ergo, uncapped QDs that display the 
same band gap as the substrate would not be expected to yield large gains in absorption. However, small 
gains for acetonitrile samples are noted especially when the PCEs are examined; this finding may be the 
result of filling the empty spaces in the mesoporous substrate with more wide-band gap material. In the 
case of the toluene cells however, the additional material still overall yielded on average a lower PCE.  
While acetonitrile QDs were shown to emit preferentially at the band edge (see Chapter 4), toluene 
QDs emitted preferentially at lower energy wavelengths within the broad feature, going through a 
maximum emission at ~530 nm. QDs excited by incident UV light (λ = 375 nm) will emit some of the time 




QDs emit high energy, band edge photons ≈3 eV whereas toluene QDs would emit photons of considerably 
lower energy, ~2.3 eV. Therefore, the acetonitrile QDs could potentially excite TiO2 and other acetonitrile 
QDs deeper in the substrate while toluene QDs would not emit light of high enough energy to do so.  
This hypothesis assumes that some of the original solvent is retained in the TiO2 substrate, which is in 
keeping with the observation that when illuminated by UV, the toluene dispersed QDs emitted with the 
greatest intensity in the visible light range. Acetonitrile QDs favor band edge emission and while they may 
have been emitting with the same, or greater, intensity compared to the toluene QDs, light of ~3 eV is 
near the UV edge of the visible range and would be difficult to see under the UV lamp. To test this 
hypothesis, cells could be loaded with QDs then stored under vacuum for 24 hours to remove all traces of 
solvent.  
Comparing the ligated species with the uncapped and control cells, the general trend is an overall 
improvement in performance, as can be seen upon cursory examination of Figure 62a and b. In more 
detail, DDT cell 3 is seen to perform best, with an ISC value of 75 μA/cm2 and VOC of 0.318 V. This series of 
cells demonstrated the highest average PCE value by far; at 0.32%, these cells performed with 25% greater 
efficiency than the next best cell type, piperidine-capped QD cells, which displayed an average PCE of 
0.27% and with 60% greater efficiency than the worst performing cell type, toluene uncapped, which 
displayed an average PCE of 0.13%. As is the case with uncapped and control cells, there is a wide spread 
among VOC values, however it is notable that ISC values appear to cluster in three distinct regions with 
average values of 27, 57, and 78 μA/cm2.  
The key parameters of the solar cell measurements for each cell and the average value for the cell 
type are collected in Table 12. 
 






Importantly, the average cell type PCEs can be directly correlated to the Ev levels measured via UPS. 






Figure 63. The average PCE of uncapped and ligated QDs is compared to the energy level of the valence band, EV, as measured 
by UPS with a linear fit (dashed line).  
 
The correlation between EV and PCE coincides with XPS studies that demonstrated the successful 
ligation of QDs and the resulting alteration in energy level locations relative to vacuum; the nature of this 
relationship is still under investigation. Moreover, the changes in properties of ligated versus uncapped, 
and acetonitrile uncapped versus toluene uncapped were consistent between spin-coated XPS/UPS 
samples and drop casted QD-SSC samples.  
The reason for the enhance cell performance can be explained by degree of band energy level 
mismatch between the QD sensitizer species and the TiO2 mesoporous network. Figure 64 shows that the 
TiO2 EV and EC levels are located -7.46 and -4.26 eV relative to vacuum, respectively98. The DDT capped 
ACN samples had the highest PCE conversion of all QD sensitizer cell types tested here and had EV and EC 
levels of -6.78 and -3.71 eV, respectively, which allows for e- excited to EC in the DDT-capped QD to relax 
to the slightly lower EC of the TiO2 substrate. This transition is preferential to relaxation to the ground 






Figure 64. The energy levels of TiO2, N719, and CsSnI3 are shown relative to vacuum.  
 
The exponential decay relationship between PCE and EV for QD sensitizer materials in a TiO2 
mesoporous structure indicates that there is a limit the gains in PCE for depth of EV relative to vacuum. 
More precisely, it is not the relative depth of EV that governs the increase in PCE, but the close spacing of 
the valence band levels of the TiO2 substrate and the QD sensitizer species. Overlap of both the EC and EV 
levels are important for efficient charge transfer in solar cells.  
In Figure 64, the importance of EC overlap is shown: the e- excited into the higher N719 conduction 
band is injected into the TiO2 EC where it can then be transported to the conductive substrate. It is this 
close spacing of the EC levels that allows for more efficient e- transport from QD to mesoporous network. 
This injection of e- is energetically favorable.  
In the case of the ultrasmall QD cells, the QDs with the best EV overlap with the TiO2 substrate, i.e. 
DDT capped QDs, had the highest PCE. Moreover, the energy of EC levels have no discernible correlation 
with PCE, which suggests that a hole (h+) transport mechanism, like that shown in Figure 64 from N719 to 





7. Conclusions & Future Work 
 
This thesis work began by developing the context of the energy landscape in terms of the need and 
the viability of solar energy. First, the contrasting climes of London, England and Phoenix, AZ were 
described in terms of yearly available solar irradiance and it was demonstrated that in both cases solar 
energy is sufficiently abundant to warrant serious consideration as a primary energy source. Following 
this motivation of solar technology research, a brief history of photoactive materials segued into a 
discussion of the three generations of solar cells and the limitations and advantages of each, with most 
attention paid to the 1st generation Si-based solar cells as these are currently the most commercially 
prominent cells. Lack of efficiency was one of the key issues highlighted and it was demonstrated that 
thermodynamically, traditional 1st generation solar cells have reached their economical maximum 
efficiency. One of the main reasons for this lack of efficiency is the inability to use the vast majority of the 
solar energy incident on the earth’s surface. For this reason, the highly tunable optoelectronic properties 
of QDs have attracted much attention in research labs around the world. This thesis work focused on 
ultrasmall CdSe QDs due to the ability of a monodisperse sample set to emit over the entire visible 
spectrum with a mechanism as yet under investigation. It may be possible to engineer these QDs to 
instead absorb over the entire visible spectrum, thus vastly increasing the absorption range of a single-
material solar cell. In order to elucidate the mechanism of narrow absorption but broad emission, the 
ultrasmall CdSe QD system was thoroughly investigated: 1) the QD synthesis process was refined, 2) the 
QDs were fully characterized, and 3) modifications were made to their surface and environment, 
demonstrating an expansive degree of control over the absorption, emission, excited state lifetime, 
conformational structure, electronic band structure, and ultimately, solar cell performance via facile 




The synthesis of these QDs was found to be strongly affected by the purity of the solvent they are 
made in, N-oleoylmorpholine (NOM). Specifically, one of the reagents, oleic acid (OA) is a known capping 
ligand and is not always desired, especially in this work where the comparison of unmodified QDs versus 
ligated and solvent exchange QD samples was necessary. Therefore, the synthesis of non-commercially 
available NOM was refined in order to attain high conversion of OA and final purity of NOM, which was 
achieved at 170 °C operating temperature with a molar feed rate of morpholine to OA of ≤0.186:1. 
Critically, it was found that an undesired red-colored product was favored at higher molar feed rate ratios. 
Mechanistic insight into the formation of NOM was also provided via IR and NMR investigation. At all 
temperatures, a rapidly-formed intermediate was observed and was consumed within less than 1 hour at 
temperatures >140 °C; however at temperatures <140 °C, the intermediate was long-lived, i.e. not 
consumed within the 1 hour interval between morpholine injections. This finding is significant due to the 
fact that both OA and NOM follow first order kinetics at temperatures >140 °C, but at temperatures <140 
°C, the OA no longer follows first order kinetics and the behavior becomes more complex. Finally, solution 
state NMR demonstrated that the final NOM structure shows conformational changes of its morpholino 
group, but in the intermediate structure, this motion is impeded by the tetrahedral geometry of the 
nitrogen group on the morpholine ring.  
In order to facilitate analysis and comparison across different samples and with literature studies, 
unmodified CdSe QDs were characterized via several analytical techniques. XPS of unmodified CdSe QDs 
was compared to literature and found to exhibit lower binding energies and thus likely lower oxidation 
states. UPS demonstrated that the ultrasmall QDs had unexpectedly high energy levels relative to vacuum 
level, but lack of ligation was a suspected explanation that was explored further in Chapter 4. Based on 
the absorption data measured via UV-vis, CdSe QDs synthesized here have approximately a 4% size 
distribution, centered on 1.45 nm. PL tests indicate broad emission over the visible spectrum and auxiliary 




at energies less than Eg. TCSPC results demonstrated that τ increases with increasing λ, which matches 
reports in the literature.  
Based on binding energy shifts and previous studies on the ligand bond type of OA and alkanethiols 
in particle, ligated QDs are seen to participate in X type bonding between Cd and the ligand head group, 
with DDT showing the greatest binding energy shifts for Cd 3d and 4d orbitals. Ligands and solvents were 
found to induce small changes in absorption behavior but significant changes in emission behavior; the 
alterations in emission were found not to be permanent based on a solvent exchange experiment 
between a high ε solvent (ACN) and a low ε solvent (toluene). The absorbance of QDs in various solvents 
was found to correlate to ε based on a power law function. UPS results showed that ligated species had 
energy levels lower relative to vacuum than uncapped toluene dispersed QDs, in much better agreement 
with previously reported work. The τ parameters for ligand and solvent series were not seen to correlate 
to ε or to follow any distinguishable trends other than that the 530 nm emission lifetimes were orders of 
magnitude longer than the 400 nm emission lifetimes, as is expected.  
Simulations were conducted for CdSe clusters ranging from 6 to 54 total atoms in environments with 
ε = 1.0, 2.0, or 3.0 and temperatures ranging from 0 to 1500 K. At ε as low as 2.0 and temperature as low 
at 200 K, all CdSe clusters studied were able to sample multiple stable isomers from the PEL, evidencing 
fluxional behavior in these systems. This finding based on IS formalism is corroborated by the observation 
of anomalies in the <CV> behavior as a function of temperature in the same conditions. XAS studies to 
further knowledge of the structure of CdSe QDs determined that solvents do not affect the coordination 
number, bond length, or degree of oxidation in Cd species, but that coordination complexes formed 
between Cd and Se surface atoms and solvent molecules may be a better model for these systems. 
Ligation with OA demonstrated little effect on the bond length, bond disorder, or coordination number of 




That there is no apparent Cd-Cd scattering event in any of the solvent or ligand QD samples tested agrees 
with previously reported literature on CdS QD systems studied across a range of temperatures.  
Solar cells with TiO2 mesoporous networks as the substrate for sensitizer materials were constructed. 
It was found that N719 dye sensitized cells performed better than control TiO2 only cells, but not as well 
as QD sensitized cells where it was found that under UV conditions, current densities of ~11.2 μA/cm2 
could be achieved, as compared to ~4.4 μA/cm2 in control cells. While τ was not a good predictor of solar 
cell PCE for a series of ligated QD solar cells, it was found that the level of EV relative to vacuum was an 
excellent predictor, following an exponential decay relationship. This finding illustrates the importance of 
band gap engineering as toluene dispersed uncapped QDs performed worse in terms of average PCE than 
control cells with no sensitizer species, as compared to DDT-capped QDs whose PCE is nearly triple that 
of the toluene uncapped QDs.  
It is noted that while in this thesis work the application of interest was a broad absorption solar cell, 
white light emitting CdSe QDs are of interest in the field of solid state lighting32,99. Research into lighting 
applications using QDs is a growing field18,100.  
Continuing work could include the scale up of the NOM synthesis process by using the derived rate 
law for formation of NOM to design a flow reactor rather than the current semibatch model used. Further 
simulations focusing on emission phenomena in small QDs could be correlated to PLE experiments done 
on a variety of systems, e.g. QDs in solvents with a range of ε and different ligand species to compare to 
PLE data already collected on uncapped toluene dispersed QDs. Cold temperature XAS on ultrasmall QDs 
could help observe if fluxionality is slowed down based on the bond disorder parameter. In terms of the 
determination of the origin and nature of the Cd-O bond, QDs made and measured under ambient versus 
inert conditions could provide a comparison between systems with oxygen present in the environment 
compared to systems with either no oxygen present, or some oxygen present in the solvent molecules 




Cd scattering environment and a rate law may be able to be determined for the leaching of Cd from QDs 
in different solvents or with different capping ligands present. The use of selective precipitation following 
such experiments could be used to separate intact QDs from solubilized Cd ions or Cd-O complexes. The 
supernatant, containing the Cd ions and Cd-O complexes, could then be analyzed via inductively coupled 
plasma mass spectrometry (ICP-MS) to quantitatively determine the amount of Cd leached into solution. 
This could be compared to a freshly prepared batch of QDs made under the same conditions to generate 
a mass balance on Cd from fresh QDs to irradiated QDs. Greater numbers of scans and care take to avoid 
glitches in the data could allow for a new set of Se K edge data to be measured to allow for relatively facile 
global fits. Lastly, conjugated ligand species should be used to cap QDs to determine if charge extraction 
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