Abstract-In many applications, images are sensitive to an extent such that any modification in it could lead to serious problems. For example, hiding any portion of a medical image could lead to a misdiagnosis. Thus, detecting forgery in images is a mandatory as well as being a legal and ethical duty. The main contribution of this paper is to propose a new Content Authentication (CA) watermarking scheme, which aims at detecting any modification, forgery, or illegal manipulation of images even if it is small. Our proposed scheme is a fragile, secure, and a reversible watermarking scheme. It generates the watermark uniquely using a messy model. The generated watermark is embedded accumulatively; to obtain spreading over the whole image area, and embedded homogeneously; to obtain a high quality watermarked image. Our proposed scheme is a development of a recently proposed watermarking scheme. Our proposed scheme surpassed its counterpart in terms of capacity, quality, watermark spreading, fragility, and embedding time. The payload of the host image increased from 81.71 % to 93.82 %. The minimum obtained PSNR value increased from 27.15 dB to 31.76 dB. The watermark spreading percentage, or the percentage of the protected pixels, is noticeably increased. Our proposed scheme is very sensitive to modifications anywhere in the image even if it is tiny. Finally, our proposed CA scheme has a faster embedding time than that of its counterpart. We obtained an average reduction in time equals 0.15 second.
I. INTRODUCTION
A huge amount of digital information is moving around the world by means of the rapid growth in Internet technology and digital media. Digital media offers several distinct advantages such as high quality, easy editing, and high fidelity copying. This ease, by which digital information can be manipulated and duplicated, has made publishers, authors, artists, and photographers afraid that their innovations and products going to be modified illegally or claimed by others. Therefore, we need a technique for verifying content's integrity of the digital media.
Digital watermarking is a method of hiding information (watermark) into a host (cover) signal (image, audio, or video) so that the watermark can be detected or extracted later to make an assertion about the cover signal. Digital watermarking techniques initially used for limited intents, now it becomes a well-defined science with its own resourceful schemes. Presently, it is the core of many modern applications. To name a few amongst its innumerable applications, digital watermarking is employed in Copyright Protection (CP) [1] , Content Authentication (CA) [2] , Fingerprinting [3] , Telemedicine or e-health [4] , Copy Prevention or Control [5] , Content Description [6] , Secret Communication [7] , and ID Card Security [8] .
When digital watermarking is used for copyright protection the embedded watermark must survive against attacks, while when used for content authentication the embedded watermark should be fragile or easily broken. The fragility of the watermarking scheme refers to its sensitivity to attacks [9] . Thus, in content authentication schemes, the more fragility of the watermarking against attacks the more successful the watermarking algorithm.
In this paper, we propose a new digital watermarking algorithm, which has the ability of detecting any type of alteration that might infect images. In addition, it has the ability of locating the modified regions precisely with an accuracy reaches the level of a single pixel.
Many watermarking algorithms are proposed to solve the problems of content authentication. Each competes to accomplish higher fragility than others do. An intensive study and detailed analysis of the most promising proposed algorithms is performed, to find which of the proposed schemes can be adapted to meet our proposed algorithm requirements. According to their attractive properties (Secure, Reversible, and Easily Implemented); the idea of Poonkuntran and Rajesh algorithm [9] is chosen and developed to be used as a bases in building our proposed scheme.
The watermark embedding process embeds the watermark into the host signal. The watermark and the host signal are the inputs of this process. The watermarked signal is the output of this process. In some watermarking systems, a security key is used as additional input for the embedding process; it adds a level of security to the watermarking process and makes the watermark more robust against attacks. Fig. 1 shows the watermark embedding process, which is adapted from [10] . The watermark extraction process extracts the watermark from the watermarked signal. The watermarked signal is the basic input of this process, the output of this process is the extracted watermark. If the embedding process used a security key, the same key is needed in the extraction process. The extraction process is exactly the reverse of the embedding process. Other inputs may be needed based on which type of watermarking algorithms is applied. For example, in the CA and CP systems the original watermark is also needed as an input to the extraction process for comparing with the extracted one in order to determine whether the host signal is authentic or not. The comparison is performed using a comparator function, C∂, which is based on the correlation, C, of the two watermarks, W and W e , and the threshold, ∂. The comparison process can be represented mathematically as shown in (1) below.
Where, C is the correlation of W and W e , it is calculated as shown in (2) below.
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Where, M W and M We are the mean values of the original and the extracted watermarks respectively. Finally, Fig.2 shows the watermark extraction process, which is adapted from [10] . 
B. Performance Measurements of a Watermarking Algorithm

Normalized Cross Correlation (NCC)
NCC is an important performance parameter in any extracting module. Sometimes, it is needed to have a robust watermarking algorithm. Robustness means to have approximately undistorted extracted watermark even if the watermarked image is subjected to attacks. The NCC is used to verify the robustness of the watermarking systems by expressing the comparability between the extracted watermark and the original watermark quantitatively [11] . NCC is defined as in (3) below [12] .
Where, W(x, y), W'(x, y) are the original watermark image and the extracted watermark image respectively. NCC is a value between -0‖ and -1‖. The larger the NCC values the higher the watermark robustness.
Embedding capacity (EC)
It is a measure to determine the ratio of information that can be embedded into the host image; it is defined in (4) below: (4) Where, N and Ne denote the total number of the pixels and the total number of the embedded pixels respectively.
Mean Square Error (MSE)
It is one of the simplest functions used to measure the distance between the host image and its watermarked version. Suppose we have an image I of size MxN and its watermarked version is I'. The MSE is defined as in (5) below:
Where ( ) , ( ), ( ) , ( ) , ( ) , and ( ) are the pixels located at i th column and j th row of the host image I and watermarked image I' of the Red , Green, and Blue components respectively. 
Peak Signal to Noise Ratio (PSNR)
PSNR is used to measure how much the watermarked version of an image is similar to the original image. Suppose we have an image I and its watermarked version I'. Also suppose that the MSE values of the Red, Green, and Blue components are MSE R , MSE G , and MSE B respectively. The PSNR is defined as shown in (6) below:
Where, maxI is the maximum pixel value of the original image. Internationally, PSNR is measured in decibel units (dB), and the bigger the PSNR value the better the watermark conceals [11] . In general, the processed image is acceptable to the human eyes if its PSNR is greater than 30 dB [12] . At that level, the processed or watermarked image will be visually very close to the original, un-watermarked, image.
III. RELATED WORK
Hua et al. [13] , proposed a fragile watermarking algorithm, which is based on both Discrete Wavelet Transform (DWT) and Discrete Cosine Transform (DCT) to achieve content integrity protection, CA, of color images. The original image's brightness component is first three-discrete-wavelet decomposed. The sub-bands LL3 and LH3 are then extracted and divided into blocks. Then, DCT is applied to each block. A specific coefficient (namely, non-zero minimum value) in LH3's block's DCT is replaced by a corresponding coefficient (namely, non-zero minimum value) in LL3's block's DCT. Reverse DCT and DWT are done to get the watermarked image. Later, to detect whether the watermarked image has been tampered or not, those two replaced coefficients in each block are extracted and compared. If they are too close, then no tamper is detected in that block, otherwise, the block was tampered. Hence, the distortion will be located in each block independently.
In this work, the embedded watermark is represented by changing the LH3's block's DCT's coefficient value by LL3's block's DCT's coefficient value. Since the selected coefficients for replacement are independent and may have very different values (large in-between distance); replacement of one coefficient value by another (to have same values) will distort the original block's quality and hence will distort the original image quality permanently.
Liew and Zain [14] , proposed a reversible watermarking scheme for tamper detection and recovery of ultrasound grayscale images. Due to the characteristics of ultrasound images, they used four rectangles organized as a pyramid to locate Regions of Interest (ROI). The rest of regions are assumed as Regions of Non Interest (RONI). In the watermark embedding process, bits are embedded by replacing the LSBs of some ROI blocks with the watermark bits. The LSBs, which were replaced in the watermark embedding process, are stored in the RONI for the reason of restoration of ROI to its original state. They used a mapping sequence locating the blocks from where bits are removed and where bits are stored in.
From our point of view, the used mechanism by Liew and Zain for the reversibility of original bits of ROI is inappropriate. By any small attack at the RONI the stored bits will be lost. Also, along with the limitation of their scheme to grayscale images, their proposed scheme is dedicated only to images with a pyramidal shaped ROI, particularly, ultrasound grayscale images.
Tian [15] , proposed a reversible watermarking method for gray scale images based on difference expansion. In Tian's work, the difference between each neighboring pixel values of the image is calculated. Some of the calculated differences are selected for difference expansion and watermark bit embedding. Only expandable differences are selected to avoid both overflow and underflow. The pixel's pairing could be horizontally, vertically, etc. If it is found that the difference h is expandable, it is replaced by a new difference h'=2h+bit, where bit is the watermark bit to be embedded. A new pixel pair values are then calculated based on the new difference, h'. A location map of all expanded differences is created to be used as a guide in the watermark extraction stage. The size of the location map is equal to the number of differences or pixel pairs. A value of -1‖ is assigned in the location map to correspond to an expandable difference. Otherwise, a value of -0‖ is assigned. The location map of expanded difference numbers, the original values of the difference numbers, and the watermark itself will all be embedded into the host image.
The main drawback in Tian's method is that extra information need to be embedded other than the watermark, this of course at the expense of the payload which can be embedded into the host image.
Poonkuntran and Rajesh [9] , proposed a watermarking scheme for the authentication of color medical images. Their proposed scheme generates the watermark dynamically using a hybrid bi-stable messy system, which was used in [16] , and based on the green color plan of the host image as a seed to the messy system. Bits of the generated watermark are embedded by expanding the expandable differences between the corresponding pixel pairs from Red and Blue color plans in a method called intra plan difference expansion, which was used in Tian's scheme [15] . A location map is used to refer to the locations where embedding takes place. The location map is an image of binary pixels. Each pixel in the location map is set to one when the corresponding difference is expandable, otherwise that pixel is set to zero. In watermark extraction, the location map is checked to locate the previously embedded pixel pairs. The LSB of the difference of each located pair gives the corresponding embedded watermark bit. The most important point in Poonkuntran and Rajesh work is Generally, it is required to detect any modification in any location at the medical image even if it is tiny. We can obtain this high sensitivity to image tampering by allowing the watermark to cover whole the image area. Poonkuntran and Rajesh scheme is for the purpose of CA of medical images. But unfortunately, the difference between the color plans may be large to some extent leading to generate a non-expandable difference. Therefore, the generated watermark might not cover whole the image area. Thus, fragility is not enough high in Poonkuntran and Rajesh scheme. Image modifications might not be detected in all image locations.
Because it is secure, reversible, and easily implemented; we decided to improve the idea discussed in Poonkuntran and Rajesh work, solving its drawbacks, and finally use its improved version in our proposed CA watermarking scheme.
IV. PROPOSED SCHEME
A. Overview
In this paper we propose a CA watermarking scheme. It is a reversible, secure, and fragile watermarking scheme, which aims at detecting tampering of color images even if the tamper is tiny. Our proposed scheme is a development of the technique proposed by Poonkuntran and Rajesh [9] . Their proposed scheme aimed at authenticating medical images, especially fundus images. They claim that their proposed scheme is very sensitive to the jittering, geometrical, and various filtering attacks. Actually, we performed an intensive study, implementation, and tests to their proposed scheme. We found two drawbacks in their proposed scheme:
1. It is required to detect any modification in medical images even if it is small and either if it is intentional or not. In such cases of modification, the attacker is interested in small portions of the watermarked image, usually are certain important details of the image. The only way to survive such attacks is by allowing the watermark to spread over the whole image's area. But unfortunately, that is not the situation in the scheme proposed by Poonkuntran and Rajesh.
2. The way of embedding followed by Poonkuntran and Rajesh will generate a watermarked image with a distorted quality. The reason is that, their scheme is based on the difference between pixels among two different color plans, which is generally not a small quantity. Based on that large difference to embed each single watermark bit, Poonkuntran and Rajesh substitute a pair of pixels among two different color plans with a new completely different pixels pair. Therefore, using large watermark sizes in Poonkuntran and Rajesh scheme will introduce watermarked images having low PSNR, and hence, generate a distorted image quality.
These two drawbacks are addressed in our proposed watermarking scheme.
B. The Conceptual Model of the Proposed CA Watermarking Scheme
The architecture of the proposed scheme is summarized in Fig. 3 . Decomposing the original image is the first process in our model. Then, a specific color plan among the three is chosen as a base for generating the watermark, W, to be embedded. According to [9] , in some color images; the Green channel contains more important details than other channels. Thus, in our CA scheme, the Green color plan is chosen as a reference plan for the watermark generation process. One of the other two color plans can be used to embed the generated watermark. In our scheme, the Red color plan is used as a host for embedding the generated watermark in a method called inter-plan difference expanding. After watermark embedding, the three color plans are all used to reconstruct the watermarked image. At the other end, the receiver can make an assertion about the integrity of the received image. Firstly, the three color plans are obtained by decomposing the received watermarked image. Secondly, the watermark generation process is also conducted here based on the green color channel as before. Finally, the watermarked color plan, Red color plan, along with Green and Blue color plans are brought to the watermark extraction and image restoration process. The LM will be used in this process as a guide to refer to the locations where the watermark was embedded. The extracted watermark is then compared with the generated one. If a match is found, the restored image is the original image; otherwise, it is assumed a tampered image with a precise tampering location. The following parts of this section will discuss the core processes in our proposed CA scheme.
C. The Messy Watermark Generation Process
Using a messy system has several benefits:
1. The system complexity alone provides a secure watermark generation, especially when using a security key and parameters those are unknown by others.
2. Although it is deterministic, the behavior of the messy system appears random.
3. Based on the reference color plan of the host image, the watermark is generated dynamically. In other words, a unique watermark is generated for each different image.
In our proposed CA watermarking scheme, the watermark is generated using a messy, chaotic, system shown in (7), which was also used in Poonkuntran and Rajesh scheme [9] , and Ni et al. scheme [16] . The input variable, x n , refers to the current input of the system, and x n+1 refers to the output of the messy system, which may be used as the next input to the system.
As stated before, the green color plan will be used to generate the watermark. Therefore, it is used as a seed to the messy system seen in (7). Generally, each pixel value will iteratively enter the system until obtaining a sequence of values with a certain messy status, which will be discussed later. However, before entering the messy system, each pixel value is first converted to a corresponding initial value using (8) below.
Where, seq(k, 0) refers to the initial value of the k th pixel, s(k) is the value of k th pixel. Also, a, b, and c are predefined constants, l refers to the embedding depth, pos refers to the position index of the k th pixel, and key is the security key used for securing the watermarking method, it could be any positive integer value. The variable pos is used to achieve the requirement that, equal pixels on different positions in the same reference color plan should produce different messy sequences. The constants a, b, and c are used to fulfill the requirement that, equal pixels at the same positions of different reference color plans should generate different messy sequences. To enable each pixel to contribute significantly in calculating its initial value, the embedding depth, l, is set to a small quantity. These parameters are pre-shared among legitimate parties, and it could be changed by their agreement. Now, to obtain the messy sequence of the k th pixel, we substitute its initial value, seq(k,0), for x n in (7) to obtain seq(k,1), which is used as a new input to the same messy system to obtain seq(k,2), and so on. This process is repeated a reasonable number of iterations, I, for the k th pixel until attaining the messy status. The generated sequence of the k th pixel is referred to as seq(k,i), i=1,2,3,4,…..,I. It is evident that the generated sequence contains a floating numbers. The sequence is then converted to a binary sequence b_seq(k,i) using (9) . Where, T is a threshold set to 8/3, to attain approximately equal number of 0's and 1's according to the authors of [9] .
In the binary representation of sequences, the probability of having equal binary sequences is high if the length of the sequence is very small. Therefore, in our work, we defined the messy status as the situation where for a given set of generated binary sequences the probability of encountering equal consecutive sequences is as small as possible. After some experiments, we observed that we could attain a messy status when the length of the sequences is not less than 5 bits. Thus, for low complexity we have chosen I to be 5. The generated binary sequence is then summarized to one bit by applying XOR operation. The generated bit is the messy watermark bit for the k th pixel. The same procedure is repeated with the rest of pixels in the reference color plan, Green plan, to obtain the binary watermark, W, for entire the image as shown in Fig. 4 . 
D. The Watermark Embedding Process
A new embedding strategy is proposed aiming to solve the previously mentioned drawbacks of Poonkuntran and Rajesh scheme. It will be conducted to embed a watermark based on the spatial domain of the original image. It is designed homogenous, aiming at producing a high quality, undistorted, watermarked image. To obtain homogeneity we embed the watermark by expanding the differences between the neighboring pixels at the same color plan in a method called interplan difference expanding rather than expanding the difference between pixels from different color plans as in Poonkuntran and Rajesh scheme. We can choose either the Red or Blue color plan for embedding the watermark. The Red color plan is chosen for watermark embedding in our work. Inter-plan difference expanding is performed by employing the integer transform, IT, and its inverse, IIT, which will be discussed later.
In addition to homogeneity, our proposed embedding strategy is an accumulative strategy, which aims at wide and non-uniform spreading of the embedded watermark; and hence, it will sense any modifications in the watermarked image, even if it is very small. To obtain an accumulative watermark embedding, the watermark embedding process is divided into three stages; namely, vertical, horizontal, and diagonal. Each stage is responsible for embedding some selected watermark bits by expanding the difference between pixels in a predefined direction. The detailed steps of the embedding process are illustrated in Algorithm 1. This algorithm will perform an accumulative watermark embedding by running the three embedding stages one after another. The three embedding stages of the proposed embedding process share the same embedding mechanism which is inter-plan difference expansion based on integer transform, IT, and its inverse, IIT.
Watermark embedding by inter-plan difference expanding
Suppose that we have a pixel pair (p1, p2), such that p1 and p2 are both integers and satisfying . Let d is the difference between p1 and p2, and m is their average. The IT defines a one-to-one correspondence between (p1, p2) and (m, d). The integer transform to obtain (m, d) from (p1, p2) is defined as shown in (10) and (11) below.
Where, ⌊ ⌋ is the floor operator, which returns the greatest integer less than or equal v. The inverse integer transform to obtain (p1, p2) from (m, d) is defined as shown in (12) and (13) below.
To embed a watermark bit by expanding the difference between p1 and p2 a new difference d' is generated as seen in (14), which is equivalent to appending the bit to the binary representation of d, such that bit becomes the new LSB. (14) That new difference, d', along with the mean, m, will be used to generate a new pixels pair, (p1', p2'), to replace the old one using the IIT shown in (12) and (13) . But before generating the new pixels pair, the suitability of that new difference is checked to avoid both overflow and underflow of the new calculated pixels, i.e., to avoid having pixel values those fall outer the interval [0,255]. Particularly, the difference, d, is expandable if and only if the new difference, d', satisfies either part of (15), which is derived by bounding p1 and p2 of (12) and (13) respectively; such that 0 ≤ p1, p2 ≤ 255.
Using inter-plan difference expanding, each bit of the generated watermark, W, will be embedded by expanding the difference between a two selected neighboring pixels from the Red color plan. The three embedding stages share the task of embedding whole watermark bits. Each stage will be responsible for embedding some reserved watermark bits using its own predetermined pixels pairing direction. At each stage run, the previously generated watermarked plan is assumed as a new host plan for the current stage. Now, we will discuss each stage individually.
a) The proposed vertical embedding stage
It is the first embedding stage in our proposed watermark embedding process. The Red color plan, the generated binary watermark, W, and the location map, LM, are the inputs to this stage. The vertical embedded component, VEC, is the output of this stage. This stage is responsible for embedding some selected watermark bits, each of which is embedded by expanding the difference between two vertically neighbored pixels. (12) and (13).
END IF END FOR END FOR
END
As seen in Algorithm 2, the initial values and the way of incrementing the variables i and j enforces vertical moving through the Red color plan, and hence, generating vertical pixels pairing. Also, the variables i and j are responsible for relating each generated pixel pair with its corresponding watermark bit. Finally, the location map, LM, is updated just before each bit embedding takes place.
b) The proposed horizontal embedding stage
It is the second embedding stage in our proposed watermark embedding process. The same watermark, W, and location map, LM, are also used as inputs to this stage. But, the host color plan is changed in this stage. The new host color plan is the output of the vertical embedding stage; namely, VEC. The output of this stage is VHEC, which will carry both vertical and horizontal embedding. The detailed steps of the horizontal embedding stage are illustrated in Algorithm 3, which embeds some selected watermark bits by expanding the difference between horizontally neighbored pixels through the vertical embedded component, VEC.
Algorithm 3:
The horizontal embedding stage of the proposed CA scheme.
Purpose: Horizontal embedding of some selected watermark bits. with a new pixels pair, using IIT, which is based on the new difference, d', and the average, m, of the pair, as seen in (12) and (13) 
END IF END FOR END FOR
END
c) The proposed diagonal embedding stage
It is the last embedding stage in our proposed watermark embedding process. The output of the previous horizontal embedding stage; namely VHEC, is the new host color plan of this stage. The watermark, W, and location map, LM, are also used as inputs to this stage. Along with the previously embedded bits, the VHEC will be embedded with the rest of bits those were not embedded until now. The output of this stage is VHDEC, which will carry vertical, horizontal, and diagonal embedding. The detailed steps of the diagonal embedding stage are illustrated in Algorithm 4. As seen in the algorithm, it embeds bits by expanding the difference between diagonally paired pixels of the vertical and horizontal embedded component, VHEC.
As seen in Algorithm 1, the watermarked image, WI, is obtained by combining the original Green and Blue color plans with the accumulatively embedded component, VHDEC, which is the output of Algorithm 4. Also, by the completion of the three embedding stages the location map, LM, is obtained. Finally, it is worth mentioning that embedding by inter-plan difference expansion leads to a larger number of expandable differences than those obtained when using intra-plan difference expansion, which was used in Poonkuntran and Rajesh scheme. That because now pairing is based on neighboring pixels at the same color plan, which leads to smaller differences. This also solves the second drawback of their scheme, low PSNR, because we replace old pixels with new pixels those are very close to the old ones. 
E. The Watermark Extraction and Image Restoration Process
To coincide with the new former proposed watermark embedding process, a new process is proposed. Namely, watermark extraction and image restoration process. It aims to extract the previously accumulatively embedded watermark simultaneously with removing the effect of the embedded bits. The detailed steps of the watermark extraction and image restoration process are illustrated in Algorithm 5. As seen in the algorithm, the Red, Green, and Blue color plans of the watermarked image along with the location map, LM, which was constructed during the embedding process are inputs to the watermark extraction and image restoration process. Three stages are employed to extract then to remove the watermark which was embedded accumulatively in the Red plan. Each stage is responsible for detecting the watermark bits those were embedded in a specific direction and also it performs a restoration from that embedding. The order of the three stages is reverse to that followed by the embedding process. In other words, here we start with the diagonal direction where it is the last handled direction in the watermark embedding process. Finally, the restored image, RI, and the extracted watermark, EW, are the outputs of this process.
Algorithm 5:
Watermark extraction and image restoration process of the proposed CA watermarking scheme.
Purpose: Watermark detection and image restoration
Input: The color plans Red, Green, and Blue; and the Location Map, LM.
Output:
The Restored Image, RI, and the Extracted Watermark, EW.
Procedure:
a) Initialize VHDEC =Red b) Based on the accumulatively embedded component, VHDEC, and the location map, LM, the diagonal extraction and restoration stage extracts the diagonally embedded bits and modifies the extracted watermark, EW, accordingly. Then it restores from the diagonal embedding and generates the vertical and horizontal embedded component, VHEC.
c) Based on the vertical and horizontal embedded component, VHEC, and the location map, LM, the horizontal extraction and restoration stage extracts the horizontally embedded bits and modifies the extracted watermark, EW, accordingly. Then it restores from the horizontal embedding and generates the vertical embedded component, VEC.
d) Based on the vertical embedded component, VEC, and the location map, LM, the vertical extraction and restoration stage extracts the vertically embedded bits and modifies the extracted watermark, EW, accordingly. Then it restores from the vertical embedding and generates the restored component, RC.
e) The restored image, RI, is generated by combining the restored component, RC, along with the Green and Blue color plans. END Now, we discus each stage of the proposed watermark extraction and image restoration process individually.
a) The proposed diagonal extraction and restoration stage
This stage is responsible for both detecting and removing the diagonally embedded watermark bits from the vertically, horizontally, and diagonally embedded component, VHDEC, which is the Red component of the watermarked image.
The detailed steps of this stage are illustrated in Algorithm 6. The algorithm first searches for a diagonal pair for which the corresponding location map, LM, value is 1, i.e., the diagonal pair was previously embedded. Then it extracts the embedded bit using (16) , which finds the LSB of the pair difference, d'. Then, it restores from the diagonal embedding of that bit. Particularly, the restoration is simply replacing the current pixels pair with the old one, using (12) and (13) of the IIT, which is based on the old difference, d, and the average, m. The old difference, d, can be obtained based on the new difference, d', using (14) . (12) and (13), to get a new pair to replace the current Pair.
END IF END FOR END FOR
After the completion of this sage; the extracted watermark, EW, will only have the watermark bits, those were embedded diagonally. Therefore, the same extracted watermark parameter, EW, will also pass to the next two stages to obtain the full extracted watermark, which will have the diagonal, horizontal, and vertical bits.
b) The proposed horizontal extraction and restoration stage
It is the second stage in the extraction and restoration process of our proposed CA watermarking scheme and it is responsible for both detecting and removing the horizontally embedded watermark bits from the plan previously generated by the diagonal extraction and restoration stage, namely, vertical and horizontal embedded component, VHEC. The detailed steps of this stage are illustrated in Algorithm 7.
Algorithm 7:
The horizontal extraction and restoration stage of the proposed CA scheme.
Purpose: Detecting and removing the watermark bits those were embedded horizontally.
Input:
The vertical and horizontal embedded component, VHEC, and the location map, LM. Output: The vertical embedded component, VEC, and the extracted watermark, EW, which will have both the diagonally and horizontally embedded bits. Procedure: //Indexes: i for columns and j for rows 
EW[i, j]= (d' % 2).
Restoration:
 Based on the new difference, d', use (14) to calculate the old difference, as ⌊ ⌋.
 Using (10) (12) and (13), to get a new pair to replace the current Pair.
END IF END FOR END FOR
END
c) The proposed vertical extraction and restoration stage
It is the last stage in the extraction and restoration process of our proposed CA watermarking scheme. It is responsible for both detecting and removing the vertically embedded watermark bits from the vertical embedded component, VEC, which was generated by the previous stage, namely, horizontal extraction and restoration stage. The detailed steps of the vertical extraction and restoration stage are illustrated in Algorithm 8. The outputs of this stage are the restored component, RC, and the extracted watermark, EW. As stated in Algorithm 5, shown before, the restored image, RI, is generated by combining the restored component, RC, along with the Green and Blue color components. If we assumed that the watermarked image in not modified; then the restored image, RI, is identical to the original un-watermarked image.
Algorithm 8:
The vertical extraction and restoration stage of the proposed CA scheme.
Purpose: Detecting and removing the watermark bits those were embedded vertically.
Input:
The vertical embedded component, VEC, and the location map, LM.
Output:
The restored component, RC, and the extracted watermark, EW, which will have the diagonally, horizontally, and vertically embedded bits. (12) and (13), to get a new pair to replace the current Pair.
END IF END FOR END FOR
END
V. EXPERIMENTAL RESULTS AND ANALYSIS
Since our proposed scheme is a development of Poonkuntran and Rajesh scheme [9] , we implemented their proposed scheme then we conducted different comparisons to evaluate our proposed scheme relative to their scheme. All tests are performed using a laptop running windows XP operating system, with a 2 GHz core 2 duo processor, 2 GB memory, and 384 MB display adapter. Matlab 7.8 and Visual Studio 2011 are the main software components used in our work.
The broad goal of our proposed schemes is to protect color images; therefore, a general purpose image database is obtained, which includes 1000 color images, those are given in IPEG format, with size 384 x 256 or 256 x 384. This database was previously used in [17] , and we downloaded it from [18] . Database images are grouped into ten categories; including, African people, Beach, Buildings, Cars, Dinosaurs, Elephants, Flowers, Houses, Mountains, and Food. Also, because our proposed schemes may be directed to medical applications; a set of 50 colored medical images is established and joined to the aforementioned database under a new category named Medical. This medical set is obtained randomly from the Science Photo Library [19] and given in JPEG format in RGB color space. Therefore, our proposed schemes are evaluated using a dataset contains 1050 samples.
a) Comparing the Embedding Capacity
Each sample in our dataset is embedded by the watermark which is generated using the messy system which is based on the green component of the sample. Watermark embedding is performed using Poonkuntran and Rajesh scheme on the one hand and using our proposed CA scheme on the other hand. The percentage of the embedded bits at each sample is recorded. The average of that percentage is determined for each image category. Table 1 summarizes the obtained results for both schemes. As seen in Table 1 , the average embedding capacity for all image categories is 81.71% when using Poonkuntran and Rajesh scheme, and is 93.82% when using our proposed scheme. Therefore, for each introduced watermark to our proposed scheme, about 90 % of the watermark bits will be embedded, while, for each introduced watermark to their proposed scheme, about 80 % of the watermark bits will be embedded.
The interpretation for this increase at the embedding capacity in our proposed scheme is due to the use of inter-plan difference expansion rather than using intraplan difference expansion for watermark embedding. In using inter-plan difference expansion we embed each watermark bit by expanding the difference between two neighboring pixels, which are naturally highly correlated. This leads to a small difference which is mostly expandable. In other words, the new generated pixels, based on that small difference, will remain in the interval [0, 255]. And hence, using inter-plan difference expansion, leads a larger amount of expandable differences than those obtained when using intra-plan difference expansion, as in Poonkuntran and Rajesh scheme.
Finally, Poonkuntran and Rajesh mentioned that the embedding capacity of their scheme can be increased by using a multilayer difference expansion. Means, the same pairs of pixels are selected for further data embedding. But, it is worth mentioning that this solution can also further increases the embedding capacity of our proposed CA scheme. Thus, for a fair comparison, our recorded results are all based on a single layer embedding for both schemes. Means, each pixels pair is used only once.
b) Comparing the Effect of Watermark Embedding on the Host Image
Sometimes, the presence of a watermark in the host image might distort its quality. Therefore, in this section, the quality of the watermarked image is our main concern. The PSNR, seen in (6) Each of the 1050 samples in our dataset is watermarked by its generated watermark using either of the two watermarking schemes. But because the quality, PSNR, is proportional with the watermark size; for fair comparisons, the size of the watermark is fixed at both schemes for each sample. The quality, PSNR, of each watermarked sample is calculated and recorded. Also, the average PSNR is calculated per each category. Table  2 shows the obtained results of this experiment. As seen in the table, for each category, our proposed scheme has higher average PSNR than that obtained using Poonkuntran and Rajesh scheme. Also, over all sample categories our proposed scheme has an average PSNR equals 34.09 dB while it is 29.37 dB for Poonkuntran and Rajesh scheme, which is under the level of acceptable degradation, 30 dB. Thus, we conclude that Poonkuntran and Rajesh scheme fails to generate high quality watermarked images, especially, when the watermark size is large. This contrasts with the fact that, large watermark size is a mandatory issue in CA watermarking schemes. Finally, in our proposed scheme we obtained a minimum PSNR of 31.76 dB, which is 4.61 dB larger than the minimum PSNR of 27.15 dB obtained by using their scheme.
An example demonstrating how the watermarked image is affected when embedded by a large watermark size using Poonkuntran and Rajesh scheme in one hand and using our proposed CA scheme on the other hand is shown in Fig. 5 below. In this experiment, the original un-watermarked sample, shown in part (a) of the figure, is embedded by a watermark of size 90204 bits. A highly distorted watermarked image with PSNR= 25.60 dB is generated when using Poonkuntran and Rajesh scheme, as seen in part (b) of the figure. While, a high quality watermarked image, seen in part (c) with PSNR= 35.75 dB, is obtained when using our proposed watermarking scheme. Due to lack of quality; looking at part (b) one may erroneously think of a presence of a new disease. Finally, the PSNR obtained using our scheme is larger than that obtained when using their scheme by 10.15 dB. This increase of the quality of the watermarked images using our proposed scheme is due to the homogeneity of its embedding strategy, by which, pairing is based on neighboring pixels at the same color plan rather than different color plans. This leads to smaller differences and hence watermark embedding is performed by replacing old pixels with new pixels those are very close to the old ones.
c) Comparing Watermark Spreading
The only way to survive the attacker who is interested in a certain small important portions of the watermarked images is by allowing the watermark to spread over whole image area. Whenever the watermark spreads enough the ability to detect modifications anywhere is increased as well as the fragility of the watermarking scheme increased. This part is dedicated to compare the spreading of the watermark when being embedded using Poonkuntran and Rajesh scheme from one side and when using our proposed watermarking scheme from the other side. At this experiment, each of a five randomly selected samples from our dataset is embedded by the maximally possible watermark size using either of the two watermarking schemes. The watermark spreading degree is captured for each watermarking scheme and listed in Table 3 below. The watermark spreading degree is expressed by referring to the embedded locations at the host image. Note that, the embedded locations are represented by black color while non-embedded locations are left white. Also, the percentage of the embedded locations, (Total number of embedded locations/ Total number of image locations), is mentioned under each watermark spreading image. As seen in the table, the average percentage of the watermark spreading over all the watermarked images using Poonkuntran and Rajesh scheme is 66.47 %. Thus, only about 66.47 % of pixels of the watermarked image using Poonkuntran and Rajesh scheme are protected. Whereas, the average percentage of the watermark spreading over all the watermarked images using our proposed scheme is 93.78 %, which is the percentage of the protected pixels using our proposed CA scheme. Generally, the percentage of the watermark spreading varies from one image to the other, based on the amount of expandable locations found on it.
Actually, the vulnerability of the watermarking scheme is not only on the limitation of the watermark spreading but also related to where the watermark is concentrated. In protecting images of valuable contents, watermarks need to spread over whole image's area or at least concentrate at valuable positions of the image. In view of the foregoing; some of the aforementioned watermarked samples using Poonkuntran and Rajesh scheme are assumed as not protected yet. Take for example, Sample 2, in which the watermark is concentrated at the background of the sample. Therefore, any alteration on the un-watermarked space will not be detected. Thus, this watermarking is useless.
Practically, Fig. 6 (a) shows an original image, (b) shows a modified watermarked version of (a) using Poonkuntran and Rajesh scheme, and (c) shows a modified watermarked version of (a) using our proposed CA scheme. The error image between the generated and the extracted watermarks in Poonkuntran and Rajesh scheme is zero anywhere, and hence, it does not sense the modifications as seen in (d). While, the modifications are detected precisely using our proposed scheme as seen in (e). The failure to detect this attack in Poonkuntran and Rajesh scheme is due to the limited embedding locations rather than being spread as in our proposed scheme. Thus, we can say that our proposed scheme is exclusive in detecting small modifications. 
d) Comparing the Fragility against Attacks
Fragile watermarks can provide information about image completeness [20] . In this section, we compare the degree of fragility of Poonkuntran and Rajesh scheme with that of our proposed scheme. The results obtained in this experiment are shown numerically in Table 4 . In this experiment each sample in our dataset is watermarked by its generated messy watermark. Each watermarked image is subjected to a list of attacks. The percentage of mismatches between the generated and the extracted watermarks, percentage of defect, is recorded for every attacked image after applying each attack. The average of that percentage is estimated over all attacked images for each attack type. This experiment is repeated two times, by applying one of the two watermarking schemes at each time.
As seen in the table, although it is a slight difference, our proposed CA scheme outperforms Poonkuntran and Rajesh scheme in sensitivity to attacks. Generally speaking, we can say that both schemes have approximately an equal degree of fragility against attacks. Using either scheme for generating a watermarked image; about 40-50 % of its embedded watermark will be destroyed after being attacked.
Finally, in this experiment, each attack is applied with strength ranges from 5% to 95%, and then the results are averaged to get a single value for each attack application. For example, the rotation attack is applied in the range, (9° to 171°), which is 5% to 95% of the total rotation range, (0° to 180°).
e) Comparing the Embedding Time
Poonkuntran and Rajesh watermarking scheme, and our proposed watermarking scheme are used in turn to embed a watermark of fixed size into each of the 1050 samples in our dataset. The embedding time for each sample is calculated and recorded. Finally, we calculated the average embedding time for each category in our dataset. Fig. 7 shows the obtained results of this experiment. As seen in Fig. 7 , at most of sample categories our proposed CA algorithm is superior to or at least the same as Poonkuntran and Rajesh algorithm regarding the average embedding time despite of having a small difference. At the other categories, namely, C1, C3, and C4, the average embedding time of our proposed algorithm exceeds that of their algorithm by no more than 0.25 second. Finally, the recorded average embedding time for all samples using our proposed scheme is 1.45 seconds while using Poonkuntran and Rajesh scheme is 1.60 seconds.
During each watermark embedding process, both schemes visit all the locations of the host image; forming pairs of pixels. At each watermark bit embedding, the expandability of the difference of the corresponding pixels pair is checked. If it is found expandable, the bit is embedded by replacing the pixels of that pair. Otherwise, both the bit and its corresponding pixels pair are ignored, and both schemes move to the next bit and pixels pair. Thus, at each watermark bit embedding, the corresponding image location is accessed two times. The first time is merely for reading the pixels pair, the second is for writing the new pixels pair. Because Poonkuntran and Rajesh watermarking scheme forms pixels pairs among two different color plans of the host image while our proposed watermarking scheme forms pairs using the neighboring pixels at the same color plan; our proposed algorithm is faster than Poonkuntran and Rajesh algorithm.
VI. CONCLUSION
In this paper we proposed a content authentication watermarking scheme. The proposed scheme is a fragile and reversible watermarking scheme for tiny tamper detection of color images. It is a development of another technique proposed by Poonkuntran and Rajesh. Two drawbacks of their scheme are solved in our scheme.
The first drawback is regarding the lack of fragility of their scheme. Modifications in some specific locations in the watermarked image might not be detected using their scheme. We overcome this drawback by proposing an accumulative watermark embedding process, which aims at spreading the watermark over whole image's area. A wide and non-uniform spreading of the embedded watermark is accomplished in our proposed scheme, and hence, any modification in the watermarked image is necessarily sensed, even if it is very small.
The second drawback of Poonkuntran and Rajesh scheme is regarding the low quality of its generated watermarked images. Because embedding in their scheme is performed by replacing old pixel values with new distant values. We overcome this drawback by proposing a homogenous watermark embedding process, which aims at producing a high quality, undistorted, watermarked image. It embeds the watermark by expanding the differences between the neighboring pixels at the same color plan, in a method called interplan difference expanding, which is performed based on the Integer Transform (IT).
Our proposed scheme is evaluated and compared with its counterpart. Tests are performed based on a dataset of 1050 samples from eleven categories. Results are averaged over all the dataset samples. Our proposed scheme showed a noticeable superiority over its counterpart in terms of capacity, quality, robustness, fragility, and time.
Finally, the proposed scheme work in the spatial domain, which requires a lower computational cost than that required in transform domain based schemes.
