Abstract: Graph clustering has a long-standing problem in that it is difficult to identify all the groups of vertices that are cohesively connected along their internal edges but only sparsely connected along their external edges. Apart from structural information in social networks, the quality of the location-information clustering has been improved by identifying clusters in the graph that are closely connected and spatially compact. However, in real-world scenarios, the location information of some users may be unavailable for privacy reasons, which renders existing solutions ineffective. In this paper, we investigate the clustering problem of privacy-preserving social networks, and propose an algorithm that uses a prediction-and-clustering approach. First, the location of each invisible user is predicted with a probability distribution. Then, each user is iteratively assigned to different clusters. The experimental results verify the effectiveness and efficiency of our method, and our proposed algorithm exhibits high scalability on large social networks.
Introduction
As a sophisticated data model, the graph plays an important role in a broad range of real-world applications. A graph can capture both entities and their relationships in real-world applications. In a graph, each entity in the realworld application is represented as a vertex and an edge connects two vertices in the graph if two corresponding entities are related in the application. Typical examples of graphs include social networks, biological networks, the Web, communication networks, traffic networks, and citation networks. In recent years, graph analytic becomes a research hotspot. Extensive research efforts have been devoted to mining and querying graph data.
Graph clustering, a key operation in graph analytics, detects cohesively connected vertices in a graph. Graph clustering is widely applied in practical scenarios. For example, in social networks, graph clustering is an important method for community detection [1] . In biological networks, clustered vertices can be used to find protein complexes [2] . Other applications include spam detection on the Web [3] , designing communication protocols in wireless sensor networks [4] , and finding research groups in citation networks [5] . There are many applications, such as cyber-physical social systems [6] . Graph clustering has been the subject of comprehensive study. Representative work includes the modularity-based [7] , density-based [8] , division [9] , and seedgeneration [10] methods. The general framework of a graphclustering algorithm is as follows. First, the cohesiveness of a group of vertices is measured using a pre-defined metric, i.e., modularity or density. Then, a tuned algorithm is applied to peel vertices from (in the division method) or add vertices to (in the seed-generation method) each group to improve the value of the cohesiveness metric. Finally, the divided groups of vertices with optimized cohesiveness values are returned as clusters.
We note that these methods only utilize information regarding the relationship between the vertices in a graph. However, social networks today can provide far richer private information than simply relations between users [11, 12] . For example, in IM software packages such as QQ and WeChat, each user can publish his location. Location information can also make a difference in graphclustering results. Intuitively, this is because users located near to each other are more likely to form cohesively connected groups. In Fig. 1 4 } is tightly connected to the user group g 2 = {u 5 , u 6 , u 7 , u 8 }, users in g 1 and g 2 are in different cities. When considering the location information, it is much more reasonable to regard g 1 and g 2 as different clusters. In previous work [13] , a series of clustering algorithms, which take into account both relationship and location information, have also been proposed for social networks, verified by the authors in Ref. [14] , these algorithms can generate more meaningful clustering results, especially in recommendation [15] and promotion [16] applications. In the clustering methods developed for social networks, a necessary assumption is that the location information of each user is visible. However, this assumption does not hold in many real-world scenarios. For privacy reasons, the location information of some users may be unavailable [17] . For example, in the IM software packages such as QQ and WeChat, each user can choose whether or not to show his position information. Previous methods cannot cluster users without access to complete location information, which leaves a huge gap in the analysis of social networks having only partial location information.
To overcome this challenge, in this study, we investigate the clustering problem in privacy-preserving social networks, and take both the locations and relations of users into consideration. In privacy-preserving social networks, only a fraction of the user location information is available. For users whose location information is deleted before publishing, we propose a novel prediction algorithm that generates the probabilities of different locations. To improve efficiency, we have designed an effective method for selecting the initial cluster centroid. We also introduce a clustering algorithm that works iteratively. In each iteration, we assign each node to one of k clusters to maximally improve the clustering gain.
The main contributions of this study can be summarized as follows.
(1) The investigation of clustering based on locations and relations in privacy-preserving social networks, which is formally defined as an optimization problem.
(2) The proposal of a probability prediction method with regard to the neighbors' location information, which is effective in predicting the locations of users.
(3) The proposal of a clustering algorithm that maximizes the values of the cluster objective function. An effective initial cluster centroid selection algorithm can help reduce the number of clustering iterations and the clustering strategy can result in faster clustering convergence.
(4) Performance of an extensive evaluation of our proposed clustering approach on real-world data sets, which demonstrates that our method is both efficient and effective. The proposed algorithm also attains high scalability in processing large social networks.
The rest of this paper is organized as follows. In Section 2, we describe related work. In Section 3, we formally define the problem. In Section 4, we propose the clustering algorithms. In Section 5, we describe our experiments. Lastly, in Section 6, we draw our conclusions.
Related Work
Graph clustering. Graph clustering is a fundamental operation in graph analytics. The goal of graph clustering is to identify all the groups of vertices that are cohesively connected. Classical solutions for graph clustering are based on link analysis, i.e., they only employ relationship information to identify all clusters. A detailed survey on graph clustering can be found in Ref. [18] . These algorithms often pre-define a metric for measuring the cohesiveness of a group of vertices. Well-known metrics include modularity, as proposed in Ref. [19] , density, as proposed in Ref. [20] , and the graph cut value, as proposed in Ref. [21] . Based on these metrics, different algorithms have been proposed for grouping vertices to optimize their metric values. The authors in Ref. [22] proposed an algorithm based on multi-way graph partitioning, which divides vertices into different clusters. The authors in Ref. [23] presented an algorithm based on seed generation, where each vertex is iteratively assigned to different clusters based on their distances from different seed vertices. Another category of graph clustering is called spectral clustering [24] . This method utilizes the graph adjacency metric to generate clusters. We note that all these graph-clustering solutions only take relationship information into account in the graph.
Location-based graph clustering. In recent years, research regarding the location privacy problem has attracted the interest of many researchers [25] [26] [27] . The location information of users can be obtained by a variety of applications [28] [29] [30] [31] [32] . Recent work in clustering social networks has found location information to also be very important. The authors in Ref. [33] proposed a concept called geo-community, which is a group of vertices in a graph that are strongly connected and spatially compact. The authors in Ref. [34] proposed the average linkage (ALK) measure for clustering objects in spatially constrained graphs, and authors in Refs. [35, 36] proposed algorithms for detecting communities with spatial constraints by modularity maximization. In Ref. [37] , the authors developed an algorithm for processing large graphs online. However, all of above works make the unreasonable assumption that the location information in the graph is complete. Their techniques cannot handle graphs with incomplete location information in some vertices in the graph.
Privacy-preserving graph analysis. Privacypreserving graph analysis has become a popular research area in the analysis of graph data [38, 39] . The goal is to query or mine graph data while simultaneously maintaining the privacy of the property and/or structure data of the graph. Privacy-preserving graph analysis has been used to study many problems, i.e., subgraph query [40] , vertex reachability [41] , inference attacks [42] , shortest path [43] , spanning tree [44] , and graph matching [45] . In this paper, for the first time, we consider the problem of privacypreserving graph clustering with both relationship and location information.
Problem Definition
In this section, we present essential definitions used in clustering problems. First, we define the term of privacypreserving social networks.
Definition 1 The privacy-preserving social network
is the user set satisfying V a ∩V n = Ø, V a is the set of users whose locations are preserved and V p is the set of users whose locations are published. L is the locations of V p , and for v ∈ V p , L(v) is the location of v. E is the relation between users. Clustering in privacy-preserving social networks is achieved by partitioning the network G into k disjoined
Meanwhile, good clustering in privacy-preserving social networks achieves a good balance between the following two properties: (1) nodes within one subgraph have a high probability of being located at the same place, whereas nodes between clusters are unlikely to be located at the same place; and (2) nodes within one subgraph are close to each other in terms of their social relations, whereas nodes between clusters are connected only loosely to each other.
Definition 2 Cluster location probability. For a subgraph
where
is the expectation of nodes in location l, p l (v) is the probability of node v in location l and |V i | is the number of nodes in G i . If the location of v is known, there exists p l (v) = 1.
Due to the preservation of privacy in some nodes, location information is not complete in social networks. In each cluster, users whose locations are not given may be at different locations. Therefore, we give a probability of p l (v) to quantify their possible locations. Of all the locations, we choose the one that gives all the users in the cluster the largest sum of p l (v), which indicates that all the users in the cluster are likely to be at that location.
where |E i | and |V i | are the number of edges and nodes in G i , respectively.
There are various ways of measuring the structural closeness of nodes in clusters. Here, we choose a simple method for quantifying the density of clusters, which is the average number of edges in each pair of nodes.
Definition 4 Cluster objective function.
For a subgraph G i = (V i , E i ), the cluster objective function of
The cluster coefficient formula consists of two aspects: the cluster location probability and cluster density. For each cluster, the nodes with a high location probability should be located at the same place and be closely connected to each other. Also, the values of these two aspects range from 0 to 1. So, it is reasonable to consider them together to determine the clustering results. Therefore, we use the product of these two aspects to represent the quality of the cluster.
Definition 5 The cluster problem in privacypreserving social networks is formally defined as follows:
Input: A privacy-preserving social network G, the number of clusters k;
Output:
subject to the following:
From the problem definition, we can see that the clustering result is a maximum optimization problem, which maximizes the sum of all the cluster objective functions. To solve the cluster problem, we must address the two main issues:
• Location prediction. The location information for some users is sensitive, so this information is deleted before the social data is published. We must accurately predict the unknown locations of some users to cluster them at similar locations.
• The cluster algorithm. Based on the predicted locations, next, we propose an effective cluster algorithm for maximizing the sum of the cluster coefficients, to identify the nodes in each subgraph as having similar locations and close relations.
We will discuss these two issues in the following sections.
Algorithm
In this section, we introduce our location-prediction method for clustering. The location of users can be inferred from the locations of their friends.
Thus, we propose a location-prediction algorithm based on published social networks. Then, we propose an effective clustering algorithm with two aspects, locations, and relations, to insure that nodes within the same clusters have similar locations and strong connections.
Location prediction
As shown in Definition 1, for ∀v ∈ V p and ∀l ∈ L, there exists p l (v) = 0 or 1. This means that the location of v is certain. On the other hand, for ∀v ∈ V a and ∀l ∈ L, the probability of v in location l satisfies 0 p l (v) 1. Thus, the locations of these protected nodes are uncertain. The users have specific probabilities of being at different places. Next, we give two propositions for nodes.
On this basis, we can deduce that the locations of users are related to that of their friends. Users who have relations with each other are likely to be at the same locations, since they are likely to be not only friends in social networks, but may also attend the same events.
In addition, the locations of users are not merely determined by their neighbors. Sometimes, multiple-hop neighbors can also have an effect on the user locations. For example, messages can be propagated through networks. If users learn from their friends that there is an activity somewhere, they may attend that activity. However, this does not necessarily indicate that their friends are at that location; they may simply received the information from their friends.
Next, we present our location-prediction algorithm as shown in Algorithm 1.
This algorithm initializes the list T for recording the location numbers of neighbors and sum for storing the number of neighbors (Line 1). Then for each node v whose location information is published, we set the probability of the location of v to 1 and the probabilities of other locations to 0 (Lines 2-5). For each node v whose location information is preserved, we compute the probability of its locations through the location of its neighbors and 2-hop neighbors (Lines 6-11). Finally, the probability p l (v) is returned (Line 12). The time complexity of Algorithm 1 is O(|V | 2 ).
Clustering algorithm
In our clustering framework, a privacy-preserving social network G is partitioned with respect to both locations and relations. In this aspect, we address the challenges inherent in the clustering process by answering a number of
Algorithm 1 Location prediction algorithm
Input: a privacy-preserving social network G = (V, E, L) Output: the probability p l (v) questions. Based on our answers to these questions, we propose a heuristic clustering algorithm for a privacypreserving social network. In the clustering algorithm, we need to balance the relationship between cluster location probability and cluster density. As such, we must design a method that ensures that the nodes within one cluster have high location probability and density. There are two challenges for the clustering algorithm as follows:
• Selection of the initial k cluster centroids is important for the iteration. A reasonable selection method can ensure fast convergence of the iteration process. As such, we must design a strategy for selecting k initial centroids for the algorithms.
• Method for assigning nodes to different clusters. In traditional clustering methods, distance measures are used to compute the distances between nodes. In this paper, however, there is no quantifiable values for the distance measures. Determining a way to effectively partition nodes into different clusters is vital for solving this problem.
We propose two algorithms to tackle the clustering problems described above.
First, we propose an algorithm for the selection of the initial centroids. The main concept of this algorithm is as follows: We rank the locations in L to construct a max heap, according to their frequencies. Then, we select a node from V p that is located at the top of the heap for insertion into the centroid set. It is likely that there are many nodes sharing the same location. We choose the one having the largest degree as the centroid. Then we delete the top of the heap and update the heap. Similarly, we select the second centroid in accordance with the procedure for selecting the first centroid, albeit with a slight difference. This time, we choose the node that is located farthest from the existing centroids, rather than the largest degree.
The initial centroid selection algorithm is presented in Algorithm 2. First, we initialize the variables used in the algorithm (Line 1), which takes O(1) time. Then, we compute a certain number of users at each location on the published data set (Lines 2 and 3) . The time cost of this process is O(|V |). Next, we choose the first centroid by selecting the node whose location occurs most frequently. At the same time, this node is also the one with the largest degree (Lines 4 and 5), which consumes O(|L|) time. Then, we construct a max heap h based on the location frequencies (Line 6), which requires O(|L|) time. Next, we iteratively select the k − 1 centroids. In each iteration, we select the top l of the heap h, and for each node v whose location is l, we compute the shortest paths between a and the other nodes in centroid set C. In this process, we also record the length of the maximum paths, and insert the node into C. Then we delete l from h and update h (Lines 7-15). In each iteration, we select l from top of the heap, which requires O (1) Select l from the heap top 10:
for each v ∈ Vp and L(v) = l do 11:
for each u ∈ C do 12:
Compute the length sp of the shortest path between v and u 13:
if . Next, we introduce the clustering algorithm. After selecting the initial k centroids, we arrange the other nodes into different clusters. In each iteration, we assume that node v is put into the cluster G i , then we compute the cluster gain by adding v into G i . We select the cluster that has the largest cluster gain after adding v, which is therefore the cluster into which we should put v. Then, we cluster all the nodes in the network. Lastly, we select k centroids from the clusters as the new centroid set. The iteration continues until two adjacent clusters do not have much difference in their optimal function. Algorithm 3 shows the main procedure of the clustering algorithm. First, we initialize the k centroids as seeds of the k clusters and set the cluster objective function of each cluster to 0 (Line 1), which takes O(k) time. Then, we cluster the networks into k clusters (Lines 2-14) . For each node v that has not been put into any cluster, we assume that v is put into cluster G i , and compute the cluster objective function of G i . For all k clusters, we select the cluster by adding the v that leads to the largest cluster gain (Lines 3-9 ). This process takes O(|V | 2 ) time. Then, we compute the sum of the cluster objective
Algorithm 3 Clustering algorithm
Input: a privacy-preserving social network G = (V, E, L), the number of clusters k, the probability of node locations p l (v), the initial centroids
for each v ∈ Vr do 4:
end for 10:
Insert v into cluster candidate 11:
Delete v from Vr 12: end for 13:
Compute
Select the node with the largest pt(v) and degree as the next centroid 17:
functions (Line 10), which requires O(k|V |) time. Next, we select new centroids from the clusters. For each cluster, we select the node that has a similar location to that of most of the nodes in that cluster as well as a large degree (Lines 11-13), which costs O(k|V |) time. In each iteration, the time complexity is O(|V | 2 + 2k|V |). The iteration continues until the optimal functions show no obvious change (Line 14). Finally, the clusters are returned (Line 15). Here, we assume the iteration time is t, then the time complexity of Algorithm 3 is O(t|V |(|V | + 2k). Since 2k << |V |, the time complexity of Algorithm 3 is O(t|V | 2 ).
Experimental Study
In this section, we describe an extensive series of experiments we performed to evaluate the performance of our algorithm on real graph datasets. All experiments were conducted on a 2.8 GHz Intel PC with 4 GB main memory, running Windows 7. All algorithms were implemented in Java and compiled using a Myeclipse 8.0 compiler.
Datasets
Sina microblog datasets. We crawled a dataset from the Sina microblog. By extracting the personal information of users, we obtained location information. The dataset is a network of 2 162 users, 77 891 followers, and 72 367 fans. By analyzing the dataset, we found that 69% of users provided their location details. We established four network subsets to test the results of the algorithms, which are shown in Table 1 .
NLPIR microblog datasets.
From the Natural Language Processing and Information Retrieval (NLPIR) microblog corpus, which can be downloaded from http://www.nlpir.org/, we extracted a dataset with 9 940 users and 107 979 relations. To test the performances of the algorithms on datasets of different sizes, we constructed four dataset subsets. We assigned locations to these users from a specific location set. Table 2 shows the numbers of users and relations.
Effectiveness evaluation
Accuracy of location prediction. We evaluated the effectiveness of the location-prediction algorithm on the two types of datasets. Figure 2 is a comparison of the accuracies for different numbers of hops between neighbors on the NLPIR and Sina datasets. We took into account the different number of hops between neighbors when predicting the locations of users. Figure 2a shows the results of our accuracy evaluations on NPLIR datasets. The x-axis represents four data subsets with increasing size, and the y-axis represents the accuracy percentage of the prediction algorithm. From the results, we can see that the accuracy increases with the size of the dataset. This trend persists from dataset 1 to 3. The accuracy reaches a peak on dataset 3 of the NPLIR, where it reaches almost 0.77 with a 2-hop selection. As shown in the figure, the algorithm with 2-hop neighbors yields the When we tested the accuracy of location prediction on the Sina datasets, we define both followers and fans as user neighbors. Figures 2b and 2c show the experimental results. As shown in Fig. 2b , when taking the followers as user neighbors, the 1-hop and 2-hop selections achieve the best accuracy, followed by the 3-hop selection. The 4-hop selection performs worst. We can see that the prediction accuracy on the second Sina dataset is the highest, with 0.79 in the 2-hop neighbor selection. The prediction accuracy increases from datasets 1 to 2 and then begins to decrease from datasets 2 to 4. From the figure, we can see that more hops lead to poorer prediction accuracy. This is because friends with only distant relations may have little in common. Figure 2c shows the prediction accuracy results when considering user fans, in which we can see that the accuracy is much lower than in Fig. 2b . The best accuracy is close to 0.6 in the third dataset with the 1-hop selection. In contract with the previous two figures, the 1-hop selection performs best here. This is because in most instances, the locations of fans may have nothing to do with the users, which can result in low prediction accuracy. Thus, the accuracy of 3-hop and 4-hop selections drops dramatically. When the size of dataset increases, the accuracy of the 4-hop selection is very low.
Cluster quality. In our experiments, we used density and objective function values to evaluate the quality of the clusters. The objective function values are given in Definition 5, and the density is defined as follows: Figure 3 shows a comparison of the cluster density of datasets of different sizes when we set k = 6, 8, 10, 12, where the x-axis represents the k values and the y-axis the density. When k increases from 6 to 12, the cluster density of the first dataset decreases from 0.48 to 0.2. This is because the size of the dataset is small, and increasing the number of clusters makes the clusters smaller. Partitioning the networks into more clusters leads to the nodes within the cluster not being well connected, so the density decreases. In contrast, the cluster density of the fourth dataset increases when the value of k increases. Since the network is large, the nodes can be closely connected when the number of clusters is small, whereas, when the number of clusters becomes large, the nodes can be partitioned into more groups, which can make the nodes more cohesive. Figure 4 shows a comparison of the cluster objective functions for dataset of different sizes when we set k = 6, 8, 10, 12, where the x-axis represents the k values and the y-axis the objective function values. As shown in the figure, the objective function values increase as the value of k increases in all the datasets. The objective function values in the second dataset are larger than those in the other datasets. When k = 12, this value reaches about 0.78, due to the high density of the network and the high accuracy of the location prediction on the network. The clustering results on the third dataset follow those of the second. When k = 12, the function value reaches about 0.63.
Efficiency evaluation
In this experiment, we tested the efficiency of the proposed algorithms. Figure 5 shows the runtime for two methods on the NLPIR datasets. The Cen-Clu method uses the initial cluster centroid algorithm to choose the initial cluster centroids and the Ran-Clu method randomly selects the initial cluster centroids. Figures 5a and 5b show the runtimes when k = 8 and 10, respectively. As we can see in the two figures, the initial cluster centroid selection algorithm can reduce the clustering runtime on the four datasets. When the size of the datasets increases, the runtime increases. In Fig. 5a , the runtime on the selection of the initial cluster centroid of the first three datasets is less than 70 s. When the size of the dataset increases to about 117 919 (the fourth dataset), the algorithm requires about 220 s to cluster the network. In Fig. 5b , the runtime for the selection of the initial cluster centroid in the first three datasets is less than 160 s. The algorithm takes about 350 s on the largest dataset, which shows the good scalability of the algorithm.
Conclusion
In this paper, we investigated the clustering problem in privacy-preserving social networks. In this setting, the location information of only a fraction of users is visible for reasons of privacy. We proposed an algorithm to tackle this problem that uses two key techniques: a novel approach using probability to predict the location of each invisible user and an iterative method by which each user is assigned to the appropriate cluster. We verified the effectiveness and efficiency of the proposed algorithm in a series of extensive experiments. Moreover, our algorithm is scalable for processing large social networks. From the figure, we can see that the density of the second dataset grows from k = 6 to 10 and then decreases. The peak for the second dataset is about 0.8 when k = 10. Similarly, the density of the third data rises from k = 6 to 8 and then begins to decrease, having reached its peak of almost 0.72 at k = 8.
