A checker for a constraint on a variable sequence can often be compactly specified by an automaton, possibly with accumulators, that consumes the sequence of values taken by the variables; such an automaton can also be used to decompose its specified constraint into a conjunction of logical constraints. The inference achieved by this decomposition in a CP solver can be boosted by automatically generated implied constraints on the accumulators, provided the latter are updated in the automaton transitions by linear expressions. Automata with nonlinear accumulator updates can be automatically synthesised for a large family of time-series constraints. In this paper, we describe and evaluate extensions to those techniques. First, we improve the automaton synthesis to generate automata with fewer accumulators. Second, we decompose a constraint specified by an automaton with accumulators into a conjunction of linear inequalities, for use by a MIP solver. Third, we generalise the implied constraint generation to cover the entire family of time-series constraints. The newly synthesised automata for time-series constraints outperform the old ones, for both the CP and MIP decompositions, and the generated implied constraints boost the inference, again for both the CP and MIP decompositions. We evaluate CP and MIP solvers on a prototypical application modelled using time-series constraints.
Abstract.
A checker for a constraint on a variable sequence can often be compactly specified by an automaton, possibly with accumulators, that consumes the sequence of values taken by the variables; such an automaton can also be used to decompose its specified constraint into a conjunction of logical constraints. The inference achieved by this decomposition in a CP solver can be boosted by automatically generated implied constraints on the accumulators, provided the latter are updated in the automaton transitions by linear expressions. Automata with nonlinear accumulator updates can be automatically synthesised for a large family of time-series constraints. In this paper, we describe and evaluate extensions to those techniques. First, we improve the automaton synthesis to generate automata with fewer accumulators. Second, we decompose a constraint specified by an automaton with accumulators into a conjunction of linear inequalities, for use by a MIP solver. Third, we generalise the implied constraint generation to cover the entire family of time-series constraints. The newly synthesised automata for time-series constraints outperform the old ones, for both the CP and MIP decompositions, and the generated implied constraints boost the inference, again for both the CP and MIP decompositions. We evaluate CP and MIP solvers on a prototypical application modelled using time-series constraints.
Context and Motivation
Frameworks are given in [4, 14] for specifying a constraint on a sequence of variables in a high-level way by means of a finite automaton, possibly augmented with accumulators in the framework of [4] . An automaton can be seen as a checker for ground instances of the specified constraint. For example, in a nonogram puzzle, a row constrained to contain two stretches of black cells, of lengths 4 and 3 in this order, separated by at least one white cell but preceded and followed by any amounts of white cells, can be checked by an automaton equivalent to the regular expression w * b 4 w + b 3 w
Accumulators enable the specification of a constraint γ on a variable sequence X by an automaton whose size does not depend on the length of X: accumulators are initialised at the start state and are updated through the transitions; upon acceptance, the accumulators are linked to another variable of γ via an arithmetic constraint. For example, one could constrain the number of white cells between the two black stretches in the nonogram constraint above to be at most half the length of the row. The framework of [14] lifts an automaton without accumulators into a propagator for the specified constraint; it maintains domain consistency in polynomial time. The more general framework of [4] lifts an automaton, possibly with accumulators, into a decomposition of the specified constraint in terms of constraints with existing propagators; in the presence of accumulators, this decomposition does not maintain domain consistency in general [2] . Encoding the potential accumulator values in the states of the automaton may lead to an exponentially large automaton. In this paper, we focus on automata with accumulators.
The propagation achieved by the automaton decomposition of [4] in a CP solver can be boosted by invariants, seen as implied constraints, on the accumulators. If the latter are updated in the automaton transitions by linear expressions on the accumulators -such as increments and decrements by constant amounts (as in c := c + 1) or by other accumulators (as in c := c + r), or resets (as in c := 0) -then such implied constraints can be automatically generated [11] .
Automata with non-linear accumulator updates can be automatically synthesised for a large family of structural time-series constraints [3] . A time series is here a sequence of integers, corresponding to measurements taken over a time interval. Time series are common in many application areas, such as the power output of electric power stations over multiple days, or environmental data (temperature, humidity, CO 2 level) in buildings. Time series are constrained by physical or organisational limits, which restrict the evolution of the series.
After a summary of the background material in Section 2, the contributions and impact of this paper are as follows:
-We improve the automated automaton synthesis of [3] so as to synthesise automata with fewer accumulators and simpler accumulator updates, using fewer 'min' and 'max' operators, say (Section 3). -We decompose a constraint specified by an automaton with accumulators into a linear-sized conjunction of linear inequalities, for use by a mixedinteger programming (MIP) solver (Section 4). -We generalise the implied constraint generation of [11] so as to cover the entire family of time-series constraints of [3] and to rank the generated implied constraints by decreasing propagation strength, thereby easing the human selection of which implied constraints actually to use (Section 5). -We show that the newly synthesised automata for time-series constraints outperform the automata of [3] , for both the CP and MIP decompositions, and that the newly generated implied constraints boost the inference, again for both the CP and MIP decompositions (Section 6). -We evaluate CP and MIP solvers on a prototypical application modelled with the help of time-series constraints (Section 7).
We showed in [3] that many constraints γ(N, X 0 , . . . , X n−1 ) on an unknown time series X 0 , . . . , X n−1 of given length n can be specified as a triple p, f, g , where p is a regular expression over the alphabet {<, =, >} and is called the pattern; f ∈ {max, min, one, range, surface, width} is called the feature; and g ∈ {Max, Min, Sum} is called the aggregator. The semantics is that integer variable N is required to be the aggregation, computed using g, of the list of features f of all maximal words matching p within the sequence S 0 , . . . , S n−2 of variables, called the signature sequence, which is linked to the time series via the signature constraints
. A list of 23 patterns was identified, giving 266 constraints. We now introduce our running example.
Example 1. The MaxWidthStrictlyDecreasingSequence(N, X) constraint, requiring N to be the maximum width of the maximal strictly decreasing sequences within the time series X, is specified by the pattern > + , the feature width, and the aggregator Max. The time series 4, 4, 3, 2, 2, 6, 3, 5 contains two maximal strictly decreasing sequences, namely 4 > 3 > 2 and 6 > 3, of widths 3 and 2, so their maximum width is N = 3. The following figure shows how to check MaxWidthStrictlyDecreasingSequence(3, 4, 4, 3, 2, 2, 6, 3, 5 ) by (I) building the signature sequence by comparing adjacent time-series values; (II) finding all maximal words matching the regular expression > + ; (III) computing the feature width of each such strictly decreasing sequence; and (IV) aggregating the feature values using the Max aggregator: Figure 1 after consuming the signature sequence linked to its time series X. The automaton uses m = 2 accumulators: at any moment, accumulator c has the length of the current strictly decreasing sequence, while r has the length of the longest strictly decreasing sequence seen so far. The state set Q is {s, u}: at s the current sequence is not strictly decreasing, and at u the current sequence is strictly decreasing. The start state q 0 = s is indicated by an arc coming from nowhere, annotated within braces by the initialisation to zero of both c and r, hence I = 0, 0 . The alphabet Σ is {<, =, >}. The arc from s to u depicts the transition of δ from s to u upon consuming symbol >, and is annotated within braces by accumulator updates: r is updated to its maximum with 2, and c is set to 2. All states are accepting, hence A = Q. The acceptance function α transforms a memory c, r into r at both states, and is given in a box linked to s and u by dotted lines.
An automaton can be seen as a constraint checker. The framework of [14] lifts an automaton with m = 0 accumulators into a CP propagator for the specified constraint; it maintains domain consistency in time polynomial in the automaton size and sequence length. The more general framework of [4] lifts an automaton with m ≥ 0 accumulators into a CP decomposition of the specified constraint in terms of constraints with existing CP propagators; when m ≥ 1, this decomposition does not maintain domain consistency in general [2] . Encoding the potential accumulator values in the states of the automaton, so as to get an automaton with m = 0 accumulators, may lead to a large automaton.
In this paper, we focus on automata with m ≥ 1 accumulators, motivated [4] by the wish to specify a constraint on a sequence X by an automaton whose size does not depend on the length of X; this is the case for the automaton in Figure 1 . In Section 3, we improve our synthesiser [3] of automata from p, f, g specifications of time-series constraints, so that it automatically synthesises automata with fewer accumulators and simpler accumulator updates, namely linear accumulator updates rather than updates involving the min and max operators. In Section 4, we lift an automaton with m ≥ 1 accumulators into a MIP decomposition of linear inequalities. In Section 5, we boost the inference achieved for the CP and MIP decompositions by generalising our generator [11] of constraints implied by an automaton, so that it covers the entire family of time-series constraints of this section and [3] . Those sections are orthogonal and any subset thereof can be read in any sequence.
In [3] we synthesise automatically an automaton from a triple p, f, g specifying a time-series constraint. The synthesis relies on a declarative encoding of procedural knowledge into what we call decoration tables [3] . Each pattern is specified by a transducer [6, 15] obeying wellformedness conditions. The decoration tables are parametrised by features and aggregators, and define substitution rules on the transducers that allow an automaton with m = 3 accumulators to be synthesised. The future work in [3] included simplifying the synthesised automata, as they often have more accumulators and more complex accumulator updates than manually designed ones: this may slow down the checker and weaken CP or MIP decompositions of the constraint specified by the synthesised automaton.
In this paper, we largely overcome this bottleneck. Rather than designing a procedural minimisation algorithm for automata with accumulators, we have again opted for capturing such procedural knowledge in a declarative and thus more easily reusable way: it suffices to specialise the decoration tables of [3] for some combinations of algebraic properties of pattern-feature-aggregator triples.
First, we recall the concept of pattern e-occurrence from [3] , capturing where a feature value is extracted from the time series. Definition 1. Given a pattern p; a sequence X 0 , . . . , X n−1 ; its signature sequence S 0 , . . . , S n−2 ; and a non-empty subsequence S i , S i+1 , . . . , S j forming a maximal word that matches p, with 0 ≤ i ≤ j ≤ n − 2; the e-occurrence of that maximal word is the interval [ , u] of corresponding indices within X 0 , . . . , X n−1 .
In Example 1, the sequence X = 4, 4, 3, 2, 2, 6, 3, 5 gives the signature sequence S = =, >, >, =, <, >, < , which contains two maximal words matching the pattern > + of strictly decreasing sequences, namely S 1 , S 2 = >, > and S 5 = > , corresponding to the strictly decreasing sequences X 1 , X 2 , X 3 = 4, 3, 2 and X 5 , X 6 = 6, 3 , hence the e-occurrences are [1, 3] and [5, 6] . A pattern occurrence S i , . . . , S j within the signature sequence has the e-occurrence [i, j + 1] for this constraint, but it could be [i + 1, j] for other constraints [3] .
All synthesised automata in [3] have the accumulators c, d, and r, which respectively denote the feature value of the current pattern e-occurrence (such as accumulator c in Figure 1) ; the feature value of a potential part of a pattern e-occurrence (no such accumulator is needed in Figure 1 , and achieving this is the purpose of this section); and the aggregated result value for the feature values of the pattern e-occurrences already encountered (such as accumulator r in Figure 1 ). Figure 2B&C gives the functions used to compute the feature and aggregation values. If the pattern, feature, and aggregator satisfy some properties, then either it is enough to perform the accumulator update only on one specific transition of the automaton, as in Definition 3, or it is possible to start aggregating immediately upon finding an e-occurrence, as in Definition 4. To state these properties, we need another concept.
Definition 2.
A transition from state q to state q in an automaton is called a 'found' transition if it is the only transition on some path from the initial state q 0 to q that modifies the accumulator c.
Simplification
Percentage aggregate once 28.9 % immediate aggreg.
45.9 % other properties 11.6 % unchanged automata [3] 13.6 % (A) For example, the transition from the start state s to state u in Figure 1 is a 'found' transition, as it sets c to 2.
Definition 3. Given a time-series constraint γ on feature f , an e-occurrence [ , u] of its pattern such that X s triggers a 'found' transition of its automaton, with s ∈ [ , u], we say that γ is an aggregate-once constraint if δ For aggregate-once constraints the feature value of an e-occurrence depends only on the value of δ s f , hence we need only one counter for aggregating. For example, any constraint with feature f = one, i.e., any constraint counting the number of occurrences of a pattern, is an aggregate-once constraint, because for any e-occurrence [ , u] and any i, i
Also, consider any constraint with feature f = max and pattern '<(<|=)*(>|=)*>', which means there is a strict increase followed by a non-strictly increasing subsequence, possibly a plateau, and then a non-strictly decreasing subsequence, followed by a strict decrease. The maximal value δ s f of an e-occurrence [ , u] of that pattern is found already when we traverse the 'found' transition for s ∈ [ , u], which is the first transition on signature symbol '>': there is no need then to consider other elements of the e-occurrence because the rest of the pattern is a non-strictly decreasing sequence, so we can aggregate once we know δ s f . Formally, such a constraint is an aggregate-once constraint, because for any e-occurrence The second kind of time-series constraints, in Definition 4 below, is characterised by a combination of feature and pattern properties for which we can start aggregating a current feature value into the result accumulator r as soon as when we find out that we are within a pattern e-occurrence, i.e., without waiting for the end of that pattern e-occurrence. To understand how a synthesised automaton works, we define the following functions, parametrised by entries from Figure 2B&C , representing the updates of the accumulators c and r:
) When a synthesised automaton from [3] computes the value of feature f for an e-occurrence [ , u] and aggregates it into the result accumulator r, the new value of r is computed by first applying u − times the function F f and then applying the function G f,g . However it is often possible to aggregate this feature value into r without waiting for the end of the e-occurrence. There are two such situations: either (a) before aggregating, we must evolve the feature value of the e-occurrence in accumulator c; or (b) we need not evolve this feature value in c, but after each aggregation c is reset to the id f value from Figure 2B . We apply u − times the function G f,g or G f,g for the situations (a) and (b) respectively. Finally G f,g is applied once for both (a) and (b), since we do not have to keep in accumulator c the feature value when we are at the end of the e-occurrence. The old [3] order of accumulator updates corresponds to G f,g • F f • · · · • F f , called order (1), while the new order of updates corresponds to either
Definition 4. A time-series constraint is an immediate-aggregation constraint if for any e-occurrence the use of order (1) has the same result as using either order (2) or order (3).
Due to the immediate-aggregation property, we do not have to distinguish the potential and current parts anymore. In [3] , updating r is done after the end of an e-occurrence, taking into account the current feature value in c. However, we need not aggregate after the end of an e-occurrence, as the update of r should happen when we are sure that the current element X i belongs to the e-occurrence, so we can use c for keeping both the potential and current parts.
For example, the MaxWidthStrictlyDecreasingSequence constraint is an immediate-aggregation constraint. This is illustrated in Figure 3 , where c i and r i respectively denote the values of accumulators c and r after consuming X i : we consider an e-occurrence [ , u] and apply the two orders (1) and (3); after the last update, the value of the accumulator r coincides for both orders. The column 'before' contains the value of the accumulators just before the e-occurrence [ , u]. The simplified automaton for this constraint is given in Figure 1 .
The percentage of constraints for which we can simplify the automata using the different types of simplifications is given in Figure 2A . 
MIP Decomposition of Automaton-Based Constraints
Consider a constraint γ(N, X 0 , . . . , X n−1 ) and signature constraints linking its n variables X j to n + 1 − w signature variables S i , each S i being functionally determined by a linear relation on w consecutive X j variables. For ease of notation, we here assume w = 2: each S i is linked to X i and X i+1 , as for the time-series constraints in Section 2. (Other frequent scenarios are w = 1, where each S i is linked to X i only, and the absence of signature constraints, in which case one would assume S i = X i are the signature constraints, also with w = 1.) Assume a ground instance of γ(N, X 0 , . . . , X n−1 ) holds iff an automaton A with m ≥ 1 accumulators a j that are updated by linear expressions φ, possibly using the 'max' and 'min' operators, returns the value of its variable N , called the result variable, after consuming the values of its signature variables S 0 , . . . , S n−2 .
Following [1] , we decompose γ for a MIP solver by formulating logical constraints that model the triggering of transitions in A (Section 4.1) and linearising those constraints (Section 4.2). For m = 0, there is the flow-based MIP decomposition of [8] . For m = 1 accumulator that is only updated through increments by positive integers, there is the column-generation approach of [9] .
Logical Constraints
Beside the integer variables X 0 , . . . , X n−1 and N of γ, to model the behaviour of A = Q, Σ, δ, q 0 , I, A, α on the signature variables S 0 , . . . , S n−2 over Σ, the key idea is to represent the states visited by A using state variables Q 0 , . . . , Q n−1 over Q: each Q i denotes the state reached after consuming S i−1 , with Q 0 = q 0 .
Also, we need transition variables T 0 , . . . , T n−2 over the set T = Q × Σ of constants denoting all the transitions of the total function δ: each T i denotes the (i + 1) st triggered transition of A, that is while consuming S i . Last, we need accumulator variables A i,j for i ∈ [0, n − 1] and j ∈ [1, m]: each integer A i,j denotes the value of accumulator a j after the i th transition of A, that is after consuming S i−1 ; each A 0,j is given in the tuple I of initial values.
The signature constraints functionally determine each signature variable S i from a linear relation on X i and X i+1 . For example, the signature constraints for time-series constraints are given at the beginning of Section 2.
The transition constraints encode the transitions of δ as follows:
For example, a representative transition constraint for the automaton of Figure 1 is:
The accumulator constraints are of three kinds: the values of the accumulator variables A 0,j before any transitions are found in the m-tuple I of initial values; there is an implication constraint for each transition of δ with its accumulator updates; and the values of the accumulator variables A n−1,j after all transitions are linked to the result variable N according to the acceptance function α. If A Q, then we have to pose the additional constraint Q n−1 ∈ A.
For example, the accumulator constraints for the automaton in Figure 1 are as follows, using the accumulator variables C i and L i for denoting the successive values of the accumulators c and respectively: the constraints L 0 = 0 and C 0 = 0 correspond to the pair I = 0, 0 of initial values; the constraint N = L n−1 stems from the acceptance function; further:
For n variables X i and m accumulators, there are n − 1 signature variables, n state variables, n−1 transition variables, and mn accumulator variables, hence Θ(n) variables in total, since m is a constant. Since A has a constant size, each variable occurs in a constant number of constraints, so there are Θ(n) constraints.
Linearising the Logical Constraints
To obtain a linear model, we linearise each group of logical constraints.
For each variable S i over Σ, we introduce 0-1 variables S σ i , with 1 denoting truth and 0 denoting falsity, hence the semantics S σ i = 1 ⇔ S i = σ for all i ∈ [0, n − 2] and σ ∈ Σ. This requires that exactly one of the S σ i takes value 1:
We replace each atom S i = σ by the Boolean S σ i in each logical constraint. We perform the same operation for the Q i and T i variables with respect to their domains, getting variables Q q i and T t i for all q ∈ Q and t ∈ T . If A Q, then we additionally require Q q n−1 = 0 for all q ∈ Q \ A.
To linearise the transition constraints, which are now implications where both sides are conjunctions of Boolean variables, we use the technique of [17, pages 172-177] .
The accumulator constraints have the general logical form
where φ is here a linear expression, possibly using the 'max' and min' operators, that mentions variables A i,j denoting accumulator values before the considered i th transition. We linearise such an implication as follows:
, and t ∈ T where constant M j , chosen with respect to the function φ, is such that the constraints above always hold. Computation of M j may also require calculation of the values serving as plus and minus infinities. For example, for a time-series constraint specified by a triple p, f, g , we have that each M j depends on the extrema of feature f . If φ uses the 'max' and min' operators, then we first linearise it using the technique of [10, pages [4] [5] , introducing a constant number of new variables.
We linearise the signature constraints by using the following technique, explained on the example of time-series constraints, where the minimum difference between two consecutive integer variables X i is 1. We rewrite the signature constraint X i < X i+1 ⇔ S i = '<' as two linear inequalities enforcing S < i = 1 if X i < X i+1 , and S < i = 0 otherwise:
where constant M i is max (1) implies S = i = 1. For n variables X i and m accumulators, there are (n − 1) · |Σ| signature variables, n · |Q| state variables, (n − 1) · |Q| · |Σ| transition variables, and mn accumulator variables. Linearising any of the (n − 1) · |Q| · |Σ| accumulator constraints requires a constant number of new variables, if any. So we still have Θ(n) variables in total, since m, |Q|, and |Σ| are constants; for the time-series constraints, we have |Q| ≤ 4 for 240 of the 266 automata and |Q| ≤ 13 otherwise, m ≤ 3 upon the improvements in Section 3, and |Σ| = 3. Since each variable occurs in a constant number of constraints, there still are Θ(n) constraints.
Improved Generation of Implied Constraints
Given an automaton A with m ≥ 1 accumulators a j , our tool ImpGen [11] generates invariants of the form α 1 a 1 + · · · + α m a m + γ ≥ 0: these inequalities hold at every state of A for any symbols consumed so far. Let variable A i,j denote the value of accumulator a j after A has consumed the first i symbols of a sequence of n symbols: these variables appear in the CP decomposition [4] , for a sequence of n variables S i , of the constraint specified by A. This decomposition in general does not achieve domain consistency when m ≥ 1 [2] : achieving it is NP-hard for such a constraint in general [5] . Each invariant translates into n + 1 constraints of the form α 1 A i,1 + · · · + α m A i,m + γ ≥ 0, for all 0 ≤ i ≤ n. We showed in [11] that these constraints are implied by the mentioned CP decomposition, and that the implied constraints translating a suitable selection of invariants improve the propagation strength and speed of that decomposition. The generation of implied constraints is specific to an automaton, but neither to a constrained sequence of variables S i nor to its length n, and can thus be done offline.
ImpGen handles automata where each accumulator update is a linear expression on accumulators. This includes increments and decrements by constant amounts (as in c := c + 1) or other accumulators (as in c := c + ), resets (as in c := 0), etc. This excludes updates via the 'max' and 'min' operators, for instance: ImpGen handles only 64 of the 266 time-series constraints in Section 2.
Towards handling all the time-series constraints, we need to extend ImpGen to handle also conditional accumulator updates of the form c := if ρ then φ else ψ, where ρ is a linear (in)equality and φ, ψ are linear expressions on accumulators: following an idea in [16] , we extend the encoding of automaton transitions by allowing preconditions to be expressed. ImpGen now automatically first rewrites accumulator updates containing the binary 'min', 'max', or 'abs' operators into conditional updates. For example, the accumulator update on the arc from s to t in Figure 1 is rewritten as c, := 2, if > 2 then else 2 .
Finally, we extend ImpGen to rank the implied constraints by decreasing propagation strength when added to the CP decomposition: this is done based on a series of random instances. This enables automated selection via a top-k rule for a user-chosen parameter k, as opposed to the previous manual selection among a set of implied constraints. For example, the top three implied constraints generated from the automaton in Figure 1 
, where L i denotes the value of accumulator after consuming the first i symbols. The new tool is available online. Intuitively, the implied constraints generated by ImpGen can improve inference also for the MIP decomposition of Section 4 because they are generated directly from an automaton and are not necessarily linear combinations of the linear inequalities in that decomposition [13] . Our experiments in the next section confirm that implied constraints that improve the propagation of the CP decomposition can also improve the inference of the MIP decomposition. 
Benchmark on CP and MIP Solvers
To evaluate the CP and MIP decompositions of the time-series constraints, we compared their old automata [3] against the new automata of Section 3, and the new automata with and without implied constraints generated as in Section 5.
To compare the old automata against the new automata for CP, we generated instances for all the 266 time-series constraints over time series of length 15 over the domain {1, 2, 3}. Note that a domain of size 3 is large enough to allow all patterns to occur and to focus the propagation effort on the transition constraints and accumulator constraints but not on the signature constraints. We maximised the result variable, and used a timeout of 100 seconds. As can be seen in Figure 4 , the decompositions of the new automata are almost always faster (actually 1.6 times faster on average) and always have fewer backtracks (actually 25% fewer backtracks on average) than those of the old automata.
To compare the new automata with and without implied constraints both for CP and MIP, we generated 40 instances for each constraint used in Section 7 below over time series of length 100 and random sub-intervals of [0, 1000] as domains. We maximised the result variable, and used a timeout of 300 seconds.
Using SICStus Prolog [7] , we chose a static search strategy, assigning the variables X i by increasing index and trying values from smallest to largest. This means that the first solution found is the same with and without implied constraints, and that the times and backtrack counts are directly comparable. The decompositions of the new automata are always faster in the presence of the top two implied constraints, namely 3.33 times faster on average, and always have fewer backtracks, by up to 5 orders of magnitude. In particular, all instances of half the constraints are now solved in less than 1 second instead of timing out.
Using the Gurobi 6.5 [12] MIP solver, the decompositions of the new automata are almost always faster in the presence of the top two implied constraints, namely also 3.33 times faster on average, and can solve to optimality 14% more instances. For the considered constraints, the decompositions of the new automata are always faster than those of the old automata, namely 1.63 times faster on average.
Evaluation on a Staff Scheduling Application
For a more realistic evaluation, we introduce a prototypical staff scheduling application that uses a number of time-series constraints. We consider the case of a service company, where demand varies over time, and has to be met at each time point. In order to provide the service level required, we have to define a manpower resource profile over time. Resource cost may vary over time, i.e., employees may be paid different rates at different times. If we could hire and fire personnel arbitrarily, we could follow the demand curve exactly, but this is not allowed, as business processes, employment rules, and union contracts limit how quickly we can change the number of persons employed. We are therefore required to sometimes employ more people than strictly necessary. Note that we are not dealing with a shift rostering problem, where the demand must be covered by people working different shift patterns. In the current problem we are only interested in the total manpower curve, over a long-term horizon.
The overall problem is to cover the given resource demand over time, while minimising overall resource cost, and at the same time satisfying the given timeseries constraints.
Notation, Constants and Variables
In our benchmark, we use a time resolution of one week over a one year horizon, i.e. we consider n = 52 time points. The integer variables X i describe the scheduled resource level at time i. These variables form a single time-series X 1 , ..., X n , all constraints are expressed over this time-series or over one of its sub-sequences. The symbols d i define the given, fixed demand at each time point i. The symbols c i define the cost of a resource unit at time point i. For each constraint we also introduce an integer variable which represents the aggregated feature value for the constraint. The lower or upper domain bound of these variables will be constrained.
Objective Function
The objective is to minimise the total cost of the schedule, i.e.
The overhead obj * − n i=1 d i c i is the increase in cost due to the working rules. We can use the overhead also to evaluate the potential cost/savings due to adding/removing a specific working rule. Another lower bound is the sum of the lower domain bounds after initial propagation: we use this to compute the finite-domain optimality gap in our evaluation.
Constraints
There are two types of constraints, one concerning the demand profile, and the other a set of time-series constraints. At each timepoint, the resources provided must exceed the required demand
The constraints on the time series are given in natural language form below, we also note the constraints used, following the naming scheme in [3] .
1. The manpower profile can have at most two peaks. This is expressed with a NbPeak constraint with a parameter variable with an upper bound of two. 2. The manpower profile can have at most two valleys. This is handled by the NbValley constraint. 3. The maximal manpower level at any peak of employment is 250. The numbers employed at the start or end of the planning period can be higher. The MaxMaxPeak constraint handles this condition. 4. We can hire at most 5 persons in one week. This limit is caused by the induction training required. The induction covers safety training, where spaces in each course are limited. We use the MaxRangeIncreasing constraint to model this condition. 5. We can fire at most 7 persons in one week (expressed with a MaxRangeDecreasing constraint). 6. We can only have at most four consecutive increases of personnel in the planning period. This is expressed by the MaxWidthStrictlyIncreasingSequence constraint, considering that four consecutive increases lead to a pattern of width five. 7. We can only have at most six consecutive decreases of personnel numbers in the planning period (using MaxWidthStrictlyDecreasingSequence from Example 1). 8. If we reach a peak in the employment, the profile has to stay constant for at least 10 weeks. Otherwise, we will be violating a "hire and fire" union rule. This is handled by a MinWidthPlateau constraint. 9. If we fire a person, we can not hire another person for four weeks. Instead, we should keep on employing the person (MinWidthPlain). 10. We are not allowed to fire persons in the two weeks before Christmas (expressed with a NbDecreasing constraint on a sub-sequence). 11. In every month, we can have at most 20 new hires. This is due to limitations of the human resources department. For this we use one SumRangeIncreasing constraint for each month. 12. The difference between the highest and lowest peak should not be more than 30. We already have a MaxMaxPeak constraint to constrain the level of the highest peak. A MinMaxPeak constrains the height of the lowest peak, an inequality between the parameters limits the difference to at most 30.
Manually generated redundant constraints In order to find solutions more easily, we initially manually defined some redundant constraints controlling the domain envelope. Constraint (4) can be approximated by inequalities X i+1 ≤ X i + c with a constant c equal to five (this is also generated by ImpGen), while constraints (4) and (6) imply inequalities of the form X i+p+1 ≤ X i + pc, as any sequence of p + 1 intervals can contain at most p = 4 increases. These constraints are currently out of the scope of ImpGen because they are linear only at the instance level.
Search Routine and Experimental Setup
In order to evaluate the impact of different implementations of the constraints, we choose a static search strategy, assigning the X i variables by increasing index, and enumerating values from smallest to largest. This means that the first solution found is the same for all CP models used, and the times and backtrack counts are directly comparable. We create random sample problem instances that follow a common structure. There are demand peaks in Spring and Autumn, and reduced demand during Summer and Winter. The minimal difference between peaks and valleys is controlled by a parameter P , which we vary from 10 to 40 in steps of 5. For each parameter value, we generate 100 instances.
We compare different implementations of the time-series constraints, together with manually or automatically generated implied constraints, using the solvers described in Section 6, on the hardware introduced in Figure 4 . On their own, the time-series constraints perform quite poorly. Both the old and the new automata definitions only solve instances for the easiest instance set (P=10), finding solutions for 12, respectively 16, of the 100 problems. Adding either manually defined constraints or the top two implied constraints as described in Section 5 to the new automata allow us to find solutions for all problem instances for all parameter values. Using the old automata with the manually defined constraints solves 90, 70, 45, 36, 31, 35, and 32 out of 100 instances for parameter values 10 to 40.
For the combinations of automata and implied constraints that solve all instances we compare backtracks and solution times for the CP model in Table 1 , which also shows the average and maximal optimality gap for both the CP and MIP models. Note that the finite-domain solver typically only finds a first solution, and cannot prove optimality within the timeout period. We report results for finding that first solution. At the moment, the MIP solver, even when using the implied constraints and with a timeout of 300 seconds, only finds optimal solutions for some of the problem instances (column Opt), and performs worse than the CP model for some instances.
We can see that both automatically and manually generated implied constraints are important, and that their combination significantly reduces the search space explored. On average, the best CP solutions found are within 4% of the lower bound, but for some instances the gap is as large as 17%. The average MIP optimality gap is smaller, but the worst cases are even higher, and do not occur for the same instances as for the CP model.
Conclusion
Within the context of automaton-specified constraints in general, and time-series constraints in particular, the theoretical contributions of this paper have been shown to improve significantly both CP and MIP models. We hope our work motivates the quest for other general results that have a positive impact on different solving technologies, such as CP, MIP, local search, and SAT.
