(ii) L has center (0).
(iii) L is a direct sum of subspaces La.
(iv) If a is a nonzero root, then [P"P_a] is one-dimensional. (v) If a is a nonzero root and fSEH*, then there is a positive integer m such that @+ma is not a root.
Let L be a Lie algebra over P such that Lk is of classical type, where K is the algebraic closure of F. An extension field P of P is called a splitting field for L provided Lp is of classical type. We can now state the main theorem of this paper as: 
where the a(x) are distinct and different from zero in some extension P of F.
Proof.
Recall that an element x in L is regular provided the 0-space of ad(x) has minimal dimension. If x is regular in L and P is an extension of F then x is regular in LP. To see this, let («i, u2, • ■ ■ , un) be a basis for L and (Xi, X2, ■ • ■ , Xn) be algebraically independent indeterminants. Let 3. Proof of Theorem 1.1. Let L be a semisimple Lie algebra over F of dimension ra, with nondegenerate Killing form, and x a regular element, where the dimension of the zero-space of ad(x) is r and where the minimum polynomial of ad(x) has the form:
with all a(x) distinct, different from zero, and w -r in number. We will show that P is of classical type. Note that (ii) is satisfied by our hypotheses. Let H be the zero space of ad(x). Then H is the Cartan subalgebra of L which will play the role of satisfying the remaining axioms, and H has dimension r. Since all a(x) are distinct and characteristic roots of ad(x), the subspaces L0(*) corresponding to a(x) have dimension one. Then we have (2) L = H + IZ La. = (e-a, ea)h.
Since L has nondegenerate form, every derivation of L is inner [3] . Thus, for xEL, ad(x)p is a derivation in L and there exists a unique yEL such that ad(x)p = ad(y). Setting xp = y, L becomes a restricted Lie algebra over F and the adjoint mapping is a restricted representation of L.
We turn now to a modification of two results due to Jacobson dealing with low-dimensional Lie algebras and their representations (M, Lemma 4.1 and 4.2). The modification involves replacing algebraic closure of the ground field with the fact that for the representation U we have U(h) is diagonalizable for all hEH. Proof. Suppose U(e)p= U(ep)9*0. Then, since U(e)p and U(h)p -U(h) are diagonalizable by our assumptions, these matrices are scalar. For, if Vi = {v \ v U(e)p = \v}, and V2 = {v \ v (U(h)p -U(h)) = uv}, then these are invariant subspaces of the representation space V and since one of them is not zero for some X by diagonalizability one must be the whole space. Thus in each case, U(e)v = al, oEF, and Z7(ft)p-ZJ(ft) =pl, pEF-Now, let X be a characteristic root of Uih) and v^O such that vU(ti) =\v. Then vUie)v = vv, and the space spanned by \v, vUie), • ■ • , vUie)v~l) is an invariant subspace of dimension p, thus the whole space V. To see the invariance, we note:
Now, relative to this basis for V, the matrices of Uih) and ZJ(e) have the form of the lemma. and thus tr(P(e) Uif)) =0 as claimed.
Using these lemmas together with our diagonalizability condition we can now prove the following analogues of the required theorems in M. and either Ui(ea)p = 0 or Ui(ea) has the form of Lemma 3.2. In any case, tr(Ui(ea)pUi(h)) is zero so that (eva, h)=0. This holds whenever a(K)9*0. If a(h)=0, let hEH be chosen such that a(h) 9*0. Then a(hArh) 9*0 and (el, h) = (el, hArh) -(el, h) =0. Thus, (eva, H)=0, which gives ^ = 0. 
