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Abstract
Efﬁciency could be not only the ratio of weighted sum of outputs to that of inputs but also that of weighted sum of inputs to that of
outputs.When the previous efﬁciencymeasures the best relative efﬁciency within the range of nomore than one, the decision-making
units (DMUs) who get the optimum value of one perform best among all the DMUs. If the previous efﬁciency is measured within
the range of no less than one, the DMUs who get the optimum value of one perform worst among all the DMUs. When the later
efﬁciency is measured within the range of no more than one, the DMUs who get the optimum value of one perform worst among
all the DMUs. If the later efﬁciency is measured within the range of no less than one, the DMUs who get the optimum value of one
perform best among all the DMUs. This paper mainly studies an interval DEA model with later efﬁciency, in which efﬁciency is
measured within the range of an interval, whose upper bound is set to one and the lower bound is determined by introducing a virtual
ideal DMU, whose performance is deﬁnitely superior to any DMUs. The efﬁciencies, obtained from interval DEA model, turn out
to be all intervals and are referred to as interval efﬁciencies, which combine the best and the worst relative efﬁciency in a reasonable
manner to give an overall assessment of performances for all DMUs.Assessor’s preference information on input and output weights
is also incorporated into interval DEA model reasonably and conveniently. Through an example, some differences are found from
the ranking results obtained from interval DEA model and bounded DEA model using the Hurwicz criterion approach to rank the
interval efﬁciencies.
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1. Introduction
Data envelopment analysis (DEA), developed in [1], is a nonparametric technique for measuring and evaluating the
relative efﬁciencies of DMUs (decision-making units) which stands for decision making units with common inputs
and outputs. The efﬁciency could be the ratio of weighted sum of outputs to that of inputs and that of weighted sum of
inputs to that of outputs. Contrary to the ﬁrst kind one, in which the DMU who gets bigger efﬁciency value performs
better, the DMUwho gets the bigger efﬁciency value performsworse within the concept of the second kind of efﬁciency.
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Efﬁciency is a relative value and could be measured within different ranges. When the efﬁciency is measured within
the range of no more than one, the DMU, who gets the optimum value of one, is viewed as DEA efﬁcient within
the concept of the ﬁrst kind of efﬁciency and DEA inefﬁcient within that of the second one. When the efﬁciency
is measured within the range of no less than one, the DMU, who gets the optimum value of one, is viewed as
DEA inefﬁcient within the concept of the ﬁrst kind of efﬁciency and DEA efﬁcient within that of the second one.
Generally speaking, DEA efﬁcient DMUs perform better than non-DEA efﬁcient ones which include DEA inef-
ﬁcient ones. The efﬁciency obtained from the model that could get DEA efﬁcient DMU is called the best rela-
tive efﬁciency; the efﬁciency obtained from the model that gets DEA inefﬁcient DMU is called the worst relative
efﬁciency.
Doyle et al. [3] and Entani et al. [4] consider and measure efﬁciencies from the optimistic and the pessimistic view-
points. This paper will evaluate the efﬁciencies of DMUs within the range of an interval so that the best and the worst
relative efﬁciencies can be measured within a uniﬁed DEAmodel.Wang et al. [6] have discussed this problem.A virtual
anti-ideal DMU (ADMU)was introduced in [6], whose performance is deﬁnitely the worst among all the DMUs and the
best relative efﬁciency can be used as the constraint on the lower bound efﬁciencies ofDMUs; a newDEAmodel is devel-
oped, whose upper bound of constraint is one and lower bound of that is the best relative efﬁciency of the virtualADMU.
However, different conclusions may be obtained when efﬁciency is measured in different manner. It is one-sided that
only theADMU is considered. In order to get all-sided conclusion, intervalDEAmodel is proposed in this paper. In inter-
val DEAmodel, the efﬁciencies for DMUs are measured within the range of an interval, whose upper bound is set to one
and lower bound is determined by introducing an ideal DMU (IDMU), whose performance is deﬁnitely superior to any
DMUs.
The rest of this paper unfolds as follows. Section 2 will give a general idea about the basic DEAmodels for measuring
the best and the worst relative efﬁciencies of DMUs. Interval efﬁciencies of DMUs given by Entani et al.’s DEAmodels
and boundedDEAmodels and interval DEAmodel will be introduced in Section 3. Section 4will introduce theHurwicz
criterion approach (HCA) for comparing and ranking interval efﬁciency. An example will also be given in Section 5.
This is followed by our conclusions.
2. Basic DEA models for measuring the best and the worst relative efﬁciencies
2.1. CCR model
There are n DMUs under evaluation. The efﬁciency of DMUj (j = 1, . . . , n) with m inputs and s outputs denoted
as xij (i = 1, . . . , m) and yrj (r = 1, . . . , s), respectively, denoted by j is the ratio of weighted sum of outputs and
that of inputs. It is deﬁned as follows:
j =
∑s
r=1uryrj∑m
i=1vixij
, (1)
where ur and vi are the output and input weights assigned to the rth output and ith input, respectively. In order to
determine the efﬁciency of DMUj relative to the other DMUs, Charnes et al. [1] developed the following CCR model,
which measures the best efﬁciencies of DMUs within the range of no more than one:
Max 0 =
∑s
r=1uryr0∑m
i=1vixi0
s.t. j =
∑s
r=1uryrj∑m
i=1vixij
1, j = 1, . . . , n,
ur , vi, r = 1, . . . , s; i = 1, . . . , m,
(2)
where 0 is the best relative efﬁciency of DMU under evaluation, ur and vi are decision variables and  is the
non-Archimedean inﬁnitesimal. Through Charnes–Cooper’s transformation, the fractional programming above can
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be equivalently transformed into the following linear programming model:
Max 0 =
s∑
r=1
uryr0
s.t.
s∑
r=1
uryrj −
m∑
i=1
vixij 0, j = 1, . . . , n,
m∑
i=1
vixi0 = 1,
ur , vi, r = 1, . . . , s; i = 1, . . . , m.
(3)
If there exists a set of positive weights that makes ∗0 = 1, then DMU0 is said to be DEA efﬁcient (CCR-efﬁcient);
otherwise, it is called non-DEA efﬁcient.
2.2. DEA model within the range of no less than one
Efﬁciency can be measured within different ranges. The efﬁciency, obtained from the model above, is in the range
of no more than one. When efﬁciency is in the range of no less than one, the following model can be constructed [5]:
Min 0 =
∑s
r=1uryr0∑m
i=1vixi0
s.t. j =
∑s
r=1uryrj∑m
i=1vixij
1, j = 1, . . . , n,
ur , vi, r = 1, . . . , s; i = 1, . . . , m,
(4)
which can be transformed into the following linear programming through Charnes–Cooper’s transformation:
Min 0 =
s∑
r=1
uryr0
s.t.
s∑
r=1
uryrj −
m∑
i=1
vixij 0, j = 1, . . . , n,
m∑
i=1
vixi0 = 1,
ur , vi, r = 1, . . . , s; i = 1, . . . , m.
(5)
Efﬁciencies determined by model (5) are referred to as the worst relative efﬁciencies. The DMUs, whose efﬁ-
ciencies attain the minimum value of one, are rated as DEA inefﬁcient and determine an inefﬁcient production
frontier; otherwise, they are evaluated to be non-DEA inefﬁcient. Non-DEA inefﬁcient DMU is not necessarily
DEA efﬁcient in that only part of non-DEA inefﬁcient DMUs are DEA efﬁcient and the rest are neither DEA
efﬁcient nor DEA inefﬁcient. The DEA inefﬁcient DMUs are usually said to perform worse than the other
DMUs.
Models (4) and (5) give us the worst performances of DMUs, and models (2) and (3) give us the best performances
of DMUs. In order to give overall measurement and assessment of DMUs, it is necessary to combine the two kinds of
models together and any evaluation using only one type of efﬁciency is obviously one-sided.
3. New DEA models
3.1. Interval efﬁciency consisted of the optimistic and pessimistic efﬁciencies
The best efﬁciencies within the range of no more than one and the worst efﬁciencies within the range of no less than
one are incomparable. They cannot generate an efﬁciency interval to give an overall assessment of performances of
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DMUs. A model with upper and lower bounds is given as follows [4]:
Max/Min 0 =
∑s
r=1uryr0/
∑m
i=1vixi0
Maxj {∑sr=1uryrj /∑mi=1vixij } ,
s.t. ur , vi0, r = 1, . . . , s; i = 1, . . . , m,
(6)
where the upper bound model can be transformed into below when its denominator is ﬁxed to one,
Max U0 =
s∑
r=1
uryr0
/
m∑
i=1
vixi0
s.t. max
j
{
s∑
r=1
uryrj
/
m∑
i=1
vixij
}
= 1,
ur , vi0, r = 1, . . . , s; i = 1, . . . , m,
(7)
whose maximum value is equivalent to that of model (2), and proof has been given in [4]. Considering the minimum
problem in model (6), the lower bound of interval efﬁciency of DMU0 under evaluation, the lower bound model of
model (6) can be transformed into that shown below when its denominator is ﬁxed to one:
Min L0 =
s∑
r=1
uryr0
/
m∑
i=1
vixi0
s.t. max
j
{
s∑
r=1
uryrj
/
m∑
i=1
vixij
}
= 1,
ur , vi0, r = 1, . . . , s; i = 1, . . . , m.
(8)
By assuming that
∑s
r=1uryrj /
∑m
i=1vixij = 1 for each j, model (8) can be divided into the following n problems:
Min L0j =
s∑
r=1
uryr0
s.t.
m∑
i=1
vixi0 = 1,
s∑
r=1
uryrj −
m∑
i=1
vixij = 0,
ur , vi0, r = 1, . . . , s; i = 1, . . . , m,
j = 1, . . . , n
(9)
whose minimum value is denoted as L
∗
0j . When j = 0, it is obvious that L
∗
0j = 1. Thus, the lower bound of interval
efﬁciency of DMU0 can be obtained as follows:
L
∗
0 = 1 ∧ min
j=0{
L∗
0j }, (10)
where a ∧ b = min{a, b}. So, the efﬁciency interval of DMU0 can be given by [L∗0 , U
∗
0 ] where U
∗
0 is optimum value
of model (7).
However, models (6) and (8) have some drawbacks [6]. The ability of models (6) and (8) to identify inefﬁcient DMU
is limited. Most of the constraint conditions are not used sufﬁciently. So, models (6) and (8) cannot reasonably measure
the worst relative efﬁciencies of DMUs and determine the inefﬁcient frontier.
3.2. Interval efﬁciency belonged to the range of no more than one [6]
An ADMU, which consumes the most inputs only to produce the least outputs, is proposed in [6]. The inputs and
outputs ofADMU are denoted as xmaxi (j =1, . . . , m) and yminr (r=1, . . . , s), respectively, where xmaxi is the maximum
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of the ith input and yminr is the minimum of the rth output. They are determined by the following equations:
xmaxi = max
j
{xij }, i = 1, . . . , m,
yminr = min
j
{xrj }, r = 1, . . . , s.
(11)
Since the ADMU consumes the most inputs to produce the least outputs, its performance is without doubt the worst
among all the DMUs. Thus, its efﬁciency should be the smallest at any circumstance.
The best relative efﬁciency ofADMUdenoted as ∗ADMU, can be determined by the following fractional programming
model:
Max ADMU =
∑s
r=1uryminr∑m
i=1vixmaxi
s.t. j =
∑s
r=1uryrj∑m
i=1vixij
1, j = 1, . . . , n,
ur , vi, r = 1, . . . , s; i = 1, . . . , m,
(12)
which can be transformed into the below linear programming through Charnes–Cooper’s transformation:
Max ADMU =
s∑
r=1
ury
min
r
s.t.
s∑
r=1
uryrj −
m∑
i=1
vixij 0, j = 1, . . . , n,
m∑
i=1
vix
max
i = 1,
ur , vi, r = 1, . . . , s; i = 1, . . . m,
(13)
where  is the non-Archimedean inﬁnitesimal. ∗ADMU, obtained from model (12) and (13), is less than the efﬁciencies
of all the DMUs. Thus, the efﬁciencies of all the DMUs can be measured within the range of interval [∗ADMU, 1]. This
idea can be reﬂected by the following pair of models:
Max/Min 0 =
∑m
r=1uryr0∑m
i=1vixi0
s.t. ∗ADMU
∑m
r=1uryrj∑m
i=1vixij
1, j = 1, . . . , n,
ur , vi, r = 1, . . . , s; i = 1, . . . m,
(14)
which can be equivalently transformed into the following linear programming models:
Max/Min 0 =
s∑
r=1
uryr0
s.t.
s∑
r=1
uryrj −
m∑
i=1
vixij 0, j = 1, . . . , n,
s∑
r=1
uryrj −
m∑
i=1
vi(
∗
ADMUxij )0, j = 1, . . . , n,
m∑
i=1
vixi0 = 1,
ur , vi, r = 1, . . . , s; i = 1, . . . , m.
(15)
Both models (14) and (15) are called bounded DEA models. The maximum and minimum of them can be denoted as
U
∗
0 and L
∗
0 , respectively. Then they form an efﬁciency interval, denoted as [L
∗
0 , 
U∗
0 ], which measures the best and
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the worst relative efﬁciencies of DMU0 and its efﬁciency range. In the same way, efﬁciency intervals can be obtained
for all the DMUs and denoted as [L∗j , U
∗
j ] (j = 1, . . . , n).
If U
∗
0 = 1, then DMU0 is referred to be DEA efﬁcient; if L
∗
0 = ∗ADMU, then it is referred to be DEA inefﬁcient;
If DMU0 is neither DEA efﬁcient nor DEA inefﬁcient, then it is called DEA unspeciﬁed. The DEA efﬁcient DMUs
determine an efﬁcient production frontier (efﬁciency frontier), while all the DEA inefﬁcient DMUs determine an
inefﬁcient production frontier (inefﬁciency frontier). The DEA unspeciﬁed DMUs are enveloped by both the efﬁciency
and the inefﬁciency frontiers. The DMUs, which are both DEA efﬁcient and DEA inefﬁcient, have the widest efﬁciency
interval of [∗ADMU, 1]. Their evaluations have the biggest uncertainty.
3.3. Interval efﬁciency belonged to the range of no less than one
The concept of IDMU will be introduced so as to reasonably measure the interval efﬁciencies of DMUs.
Deﬁnition 1. IDMU is a virtual DMU, which only consumes the least inputs to produce the most outputs. Therefore,
we can denote by xmini (i = 1, . . . , m) and ymaxr (r = 1, . . . , s) the inputs and outputs of the IDMU, respectively, where
xmini is the minimum of the ith input and ymaxr is the maximum of the rth output. They can be determined by the
following equations:
xmini = min
j
{xij }, i = 1, . . . , m,
ymaxr = max
j
{yrj }, r = 1, . . . , s.
(16)
Since the IDMU only utilizes the least inputs to produce the most outputs, its performance should be the best among
all the DMUs. Its efﬁciency should be the biggest under any condition.
Let ∗IDMU be the worst relative efﬁciency of IDMU. Its optimum value can be determined by the following fractional
programming model:
Min IDMU =
∑s
r=1urymaxr∑m
i=1vixmini
s.t. j =
∑s
r=1uryrj∑m
i=1vixij
1, j = 1, . . . , n,
ur , vi, r = 1, . . . , s; i = 1, . . . , m,
(17)
which can be transformed into the following linear programming equivalently:
Min IDMU =
s∑
r=1
ury
max
r
s.t.
s∑
r=1
uryrj −
m∑
i=1
vixij 0, j = 1, . . . , n,
m∑
i=1
vix
min
i = 1,
ur , vi, r = 1, . . . , s; i = 1, . . . , m,
(18)
where  is the non-Archimedean inﬁnitesimal. When ∗IDMU is ﬁxed, the efﬁciencies of all the DMUs cannot be more
than it. Thus, the efﬁciencies can be measured within the range of an interval of [1, ∗IDMU]. This idea can be explained
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by the following fractional programming models:
Max/Min 0 =
∑s
r=1uryr0∑m
i=1vixi0
s.t. 1
∑s
r=1uryrj∑m
i=1vixij
∗IDMU, j = 1, . . . , n,
ur , vi, r = 1, . . . , s; i = 1, . . . , m,
(19)
which can be equivalently transformed into following linear programming models:
Max/Min 0 =
s∑
r=1
uryr0
s.t.
s∑
r=1
uryrj −
m∑
r=1
vixij 0, j = 1, . . . , n,
s∑
r=1
uryrj −
m∑
i=1
vi(∗IDMUxij )0, j = 1, . . . , n,
m∑
i=1
vixi0 = 1,
ur , vi, r = 1, . . . , s; i = 1, . . . , m.
(20)
The maximum and minimum of the above objective are denoted as U∗0 and L
∗
0 , respectively. Then they form an
efﬁciency interval, denoted as [L∗0 , U
∗
0 ], which measures the best and the worst relative efﬁciencies of DMU0 and its
efﬁciency range. In the same way, both the best and the worst relative efﬁciencies of all the DMUs can be obtained over
the solution of models (19) and (20) for each DMU. Their efﬁciency intervals are denoted as [L∗j , U
∗
j ] (j = 1, . . . , n).
About interval efﬁciency, [L∗0 , U
∗
0 ], the following deﬁnition is given:
Deﬁnition 2. If L∗0 = 1, then DMU0 is referred to be DEA inefﬁcient; if U
∗
0 = ∗IDMU, then it is referred to be DEA
efﬁcient; if DMU0 is neither DEA efﬁcient nor DEA inefﬁcient, then it is called DEA unspeciﬁed.
All the DEA efﬁcient DMUs determine an efﬁcient production frontier (efﬁciency frontier), while all the DEA
inefﬁcient DMUs determine an inefﬁcient production frontier (inefﬁciency frontier). For those DEA unspeciﬁed units,
they are enveloped by both the efﬁciency and inefﬁciency frontiers. Some DMUs have the widest efﬁciency interval
[1, ∗IDMU]. Their evaluations contain the biggest uncertainty.
3.4. Interval DEA model
The efﬁciencies above are all the ratios of weighted sum of outputs to that of inputs. The efﬁciencies discussed in
this part are the ratios of weighted sum of inputs to that of outputs.
Here, we will also use the concept of IDMU. The performance of IDMU is the best among all the DMUs, that is, the
efﬁciency of IDMU is the smallest among all the DMUs. Let ∗IDMU be the best relative value of IDMU. Its optimum
value is determined by the following fractional programming model:
Max IDMU =
∑m
i=1vixmini∑s
r=1urymaxr
s.t. j =
∑m
i=1vixij∑s
r=1uryrj
1, j = 1, . . . , n,
ur , vi, r = 1, . . . , s; i = 1, . . . , m,
(21)
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which can be transformed into the following linear programming model equivalently:
Max IDMU =
m∑
i=1
vix
min
i
s.t.
s∑
r=1
uryrj −
m∑
i=1
vixij 0, j = 1, . . . , n,
s∑
r=1
ury
max
r = 1,
ur , vi, r = 1, . . . , s; i = 1, . . . , m,
(22)
where  is the non-Archimedean inﬁnitesimal. When ∗IDMU is ﬁxed, the efﬁciencies of all the DMUs will be greater
than it because IDMU’s performance is best among all the DMUs. Thus, the efﬁciencies can be measured within the
range of interval [∗IDMU, 1]. This idea can be explained by the following fractional programming models:
Max/Min 0 =
∑m
i=1vixi0∑s
r=1uryr0
s.t. ∗IDMU
∑m
i=1vixij∑s
r=1uryrj
1, j = 1, . . . , n,
ur , vi, r = 1, . . . , s; i = 1, . . . , m,
(23)
which can be equivalently transformed into following linear programming models:
Max/Min 0 =
m∑
i=1
vixi0
s.t.
s∑
r=1
uryrj −
m∑
r=1
vixij 0, j = 1, . . . , n,
s∑
r=1
ur(
∗
IDMUyrj ) −
m∑
i=1
vixij 0, j = 1, . . . , n,
s∑
r=1
uryr0 = 1,
ur , vi, r = 1, . . . , s; i = 1, . . . , m,
(24)
where  is the non-Archimedean inﬁnitesimal. The subscript 0 means DMU0 under evaluation. The maximum and
minimum of them could be denoted as U
∗
0 and L
∗
0 , respectively. They can form an efﬁciency interval, denoted as
[L∗0 , U
∗
0 ], which measures the best and the worst relative efﬁciencies of DMU0 and its efﬁciency range. Repeating the
above solution process for each DMU, we can obtain the best and the worst relative efﬁciencies of all DMUs and their
efﬁciency intervals [L∗j , U
∗
j ] (j = 1, . . . , n). Efﬁciency for each DMU is an interval, hence, models (23) and (24) are
called interval DEA models.
About interval efﬁciency, [L∗0 , U
∗
0 ], we give the following deﬁnition:
Deﬁnition 3. If U∗0 = 1, then DMU0 is referred to be DEA inefﬁcient; if L
∗
0 = ∗IDMU, then DMU0 is referred to be
DEA efﬁcient; if DMU0 is neither DEA efﬁcient nor DEA inefﬁcient, it is called DEA unspeciﬁed.
All the DEA efﬁcient DMUs determine an efﬁcient production frontier (efﬁciency frontier); all the DEA inef-
ﬁcient DMUs determine an inefﬁcient production frontier (inefﬁciency frontier); the DEA unspeciﬁed DMUs are
enveloped by the efﬁciency and inefﬁciency frontiers. It is necessary to note that some DMU(s) may be both DEA
efﬁcient and DEA inefﬁcient. They have the widest efﬁciency interval [∗IDMU, 1]. Their evaluations have the biggest
uncertainty.
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Comparing model (19) with model (23), it is easy to get the following conclusions:
(1) ∗IDMU = 1∗IDMU .
(2) U
∗
j = 1L∗j , 
L∗
j = 1U∗j (j = 1, . . . , n).
3.5. Interval DEA model with preference information on weights
In order to restrict factor weights ur(r =1, . . . , s) and/or vi(i =1, . . . , m), assurance region (AR) approach or cone-
ratio method are often used. Details can be got in [2]. Wang et al. [6] discuss how to incorporate assessor’s preference
information on input and output weights into bounded DEA models.
Because ur(r = 1, . . . , s) and vi(i = 1, . . . , m) are factor weights with different dimensions, they are usually
incomparable. Scale transformation can be done to eliminate the dimension for each output and input factor so as to
take into assessor’s preference information [6].
Let
y˜rj = yrj
maxj {yrj } =
yrj
ymaxr
, r = 1, . . . , s; j = 1, . . . , n,
x˜ij = xij
maxj {xij } =
xij
xmaxi
, i = 1, . . . , m; j = 1, . . . , n.
(25)
Since DEA model has the property of unit-invariance, the use of scale transformation to input and output data does not
change the efﬁciencies of DMUs. Therefore,
0 =
∑m
i=1vixi0∑s
r=1uryr0
=
∑m
i=1v˜i x˜i0∑s
r=1u˜r y˜r0
, (26)
where ur(r = 1, . . . , s) and vi(i = 1, . . . , m) are the factor weights corresponding to the scale output and input data.
They are no dimensions and are thus comparable. They can be used to express assessor’s preference. Assessor may
provide the following preferences:
u˜r1 u˜r2 , v˜i1 v˜i2 , u˜r3 = u˜r4 , v˜i3 = v˜i4 ,  u˜r5/u˜r6,  v˜i5/v˜i6, and so on, substituting (25) into (26), the
following equation can be obtained:
0 =
∑m
i=1vixi0∑s
r=1uryr0
=
∑m
i=1v˜i x˜i0∑s
r=1u˜r y˜r0
=
∑m
i=1(v˜i/xmaxi )xi0∑s
r=1(u˜r/ymaxr )yr0
(27)
from which we can know that
u˜r = urymaxr , r = 1, . . . , s,
v˜i = vixmaxi , i = 1, . . . , m,
(28)
which show that the factor weights ur(r = 1, . . . , s) and vi(i = 1, . . . , m) multiplied by the maxima of output
and input data can be used to express assessor’s preference. Therefore, assessor’s preference information mentioned
above can be equivalently expressed as ur1ymaxr1 ur2y
max
r2 , vi1x
max
i1
vi2xmaxi2 , ur3y
max
r3 = ur4ymaxr4 , vi3xmaxi3 vi4xmaxi4 ,
ur5ymaxr5 /ur6y
max
r6 , vi5x
max
i5
/vi6x
max
i6
. Such preference information on factor weights can be easily incor-
porated into interval DEA models.
Let
A+ = {u = (ur)|ur1ymaxr1 ur2ymaxr2 , ur3ymaxr3 = ur4ymaxr4 , ur5ymaxr5 /ur6ymaxr6 },
A− = {v = (vi)|vi1xmaxi1 vi2xmaxi2 , vi3xmaxi3 vi4xmaxi4 , vi5xmaxi5 /vi6xmaxi6 }.
(29)
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Then interval DEA model (20) with the preference information on weights can be expressed as follows:
Max/Min 0 =
m∑
i=1
vixi0
s.t.
s∑
r=1
uryrj −
m∑
r=1
vixij 0, j = 1, . . . , n,
s∑
r=1
ur(
∗
IDMUyrj ) −
m∑
i=1
vixij 0, j = 1, . . . , n,
s∑
r=1
uryr0 = 1,
(ur) ∈ A+,
(vi) ∈ A−,
ur , vi, r = 1, . . . , s; i = 1, . . . , m,
(30)
where
∗IDMU = Max
m∑
i=1
vix
min
i
s.t.
s∑
r=1
uryrj −
m∑
i=1
vixij 0, j = 1, . . . , n,
s∑
r=1
ury
max
r = 1,
(ur) ∈ A+,
(vi) ∈ A−,
ur , vi, r = 1, . . . , s; i = 1, . . . , m.
(31)
4. HCA for comparing and ranking interval efﬁciencies
Several approaches have been developed to compare and rank interval numbers. We choose Hurwicz criterion
approach because the comparisons and ranking based on the best and the worst relative efﬁciencies of DMUs are only
two special cases of HCA [6]. In interval efﬁciency assessment, the ﬁnal efﬁciency score for each DMU is determined
by an interval. However, the way to obtain the ﬁnal efﬁciency score may be different when efﬁciency intervals are
obtained in different models. First, we will review the working on how to get the ﬁnal efﬁciency score when efﬁciency
is the ratio of weighted sum of outputs to that of inputs. Next, we will introduce the way to get the ﬁnal efﬁciency score
when efﬁciency is the ratio of weighted sum of inputs to that of outputs.
4.1. The ﬁnal efﬁciency scores of efﬁciency intervals obtained from models (14) and (15) [6]
LetAi =[aLi , aRi ]=〈m(Ai), w(Ai)〉(i=1, . . . , n) be the interval efﬁciencies of nDMUs, wherem(Ai)= 12 (aRi +aLi )
andw(Ai)= 12 (aRi −aLi ) are their midpoints andwidths. Let  be assessor’s level of optimism (01). ThenHurwicz
index value of Ai is deﬁned as
H(Ai) =  max(Ai) + (1 − )min(Ai) = aRi + (1 − )aLi = m(Ai) + (2 − 1)w(Ai). (32)
The parameter may be viewed as assessor’s attitude towards risk. For > 0.5, the assessor is referred to be optimistic
and risk-seeding. Those with  = 0.5 are called risk-neutral. If < 0.5, the assessor is pessimistic and risk-averse.
H(Ai) has the following properties:
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Property 1. Let A = [aL, aR] and B = [bL, bR] be two interval efﬁciencies. If aLbL and aRbR, then
H(A)H(B). (33)
Property 2. Let A = [aL, aR] = 〈m(A),w(A)〉 and B = [bL, bR] = 〈m(B),w(B)〉 be two interval efﬁciencies. If A is
included in B, i.e., aLbL but aRbR, then
(1) H(A) − H(B)m(A) − m(B) if > 0.5;
(2) H(A) − H(B) = m(A) − m(B) if  = 0.5;
(3) H(A) − H(B)m(A) − m(B) if < 0.5. (34)
Since the ranking order generated by HCR depends on assessor’s level of optimism, it is necessary to conduct a
sensitivity analysis to  in order to how stable assessor’s ranking is when his/her level of optimism varies. Wang et al.
[6] give a theorem.
Theorem 1. Let Ai = [aLi , aRi ] (i = 1, . . . , n) be a set of interval efﬁciencies. For a given level of optimism, 0, if the
ranking is Ai1  Ai2  · · ·  Ain , then there exists an interval for level of optimism, , which is determined by
(L, R) ∩ (0, 1), (35)
where
L = max
j
{
aLij+1 − aLij
|(aRij − aLij ) − (aRij+1 − aLij+1)|
∣∣∣(aRij − aLij ) − (aRij+1 − aLij+1)> 0
}
,
R = min
j
{
aLij − aLij+1
|(aRij − aLij ) − (aRij+1 − aLij+1)|
∣∣∣(aRij − aLij ) − (aRij+1 − aLij+1)< 0
}
.
(36)
When  varies within the above interval, the ranking among the interval efﬁciencies remains unchanged.
4.2. The ﬁnal efﬁciency scores of efﬁciency intervals obtained from models (23) and (24)
LetAi =[aLi , aRi ]=〈m(Ai), w(Ai)〉(i=1, . . . , n) be the interval efﬁciencies of nDMUs, wherem(Ai)= 12 (aRi +aLi )
andw(Ai)= 12 (aRi −aLi ) are their midpoints andwidths. Let  be assessor’s level of optimism (01). ThenHurwicz
index value of Ai is deﬁned as
H(Ai) =  min(Ai) + (1 − ) max(Ai) = aLi + (1 − )aRi = m(Ai) + (1 − 2)w(Ai). (37)
The parameter may be viewed as assessor’s attitude towards risk. For > 0.5, the assessor is referred to be optimistic
and risk-seeding. Those with  = 0.5 are called risk-neutral. If < 0.5, the assessor is pessimistic and risk-averse.
H(Ai) has the following properties:
Property 3. Let A = [aL, aR] and B = [bL, bR] be two interval efﬁciencies. If aLbL and aRbR, then
H(A)H(B). (38)
Property 4. Let A= [aL, aR] = 〈m(A),w(A)〉 and B = [bL, bR] = 〈m(B),w(B)〉 be two interval efﬁciencies. If A is
included in B, i.e., aLbL but aRbR, then
(1) H(A) − H(B)m(A) − m(B) if > 0.5;
(2) H(A) − H(B) = m(A) − m(B) if  = 0.5;
(3) H(A) − H(B)m(A) − m(B) if < 0.5. (39)
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Here, we will also conduct a sensitivity analysis to . Wang et al. [6] have conducted the similar analysis. The
following theorem will give assessor some information on how stable his/her ranking is when his/her level of optimism
varies.
Theorem 2. Let Ai = [aLi , aRi ] (i = 1, . . . , n) be a set of interval efﬁciencies. For a given level of optimism, 0, if the
ranking is Ai1  Ai2  · · ·  Ain , then there exists an interval for level of optimism, , which is determined by
(L, R) ∩ [0, 1], (40)
where
L = max
j
{
aRij − aRij+1
|(aRij − aLij ) − (aRij+1 − aLij+1)|
∣∣∣∣∣ (aRij − aLij ) − (aRij+1 − aLij+1)> 0
}
,
R = min
j
{
aRij+1 − aRij
|(aRij − aLij ) − (aRij+1 − aLij+1)|
∣∣∣∣∣ (aRij − aLij ) − (aRij+1 − aLij+1)< 0
}
.
(41)
When  varies within the above interval, the ranking among the interval efﬁciencies remains unchanged.
Proof. By Deﬁnition 1, the ranking, Ai1  Ai2  · · ·  Ain , can be equivalently expressed using Hurwicz index
values as follows:
H(Ai1) ≺ H(Ai2) ≺ · · · ≺ H(Ain)
or
H(Aij ) − H(Aij+1) ≺ 0, j = 1, . . . , n − 1.
That is
aLij + (1 − )aRij − aLij+1 − (1 − )aRij+1 ≺ 0, j = 1, . . . , n − 1,
which can be further expressed as
[(aLij − aLij+1) − (aRij − aRij+1)] + aRij − aRij+1 ≺ 0, j = 1, . . . , n − 1.
It is evident that if
(aRij − aRij+1) − (aLij − aLij+1)> 0,
then
 
aRij − aRij+1
|(aRij − aRij+1) − (aLij − aLij+1)|
, j = 1, . . . , n − 1;
otherwise,
 ≺
aRij+1 − aRij
|(aRij − aRij+1) − (aLij − aLij+1)|
, j = 1, . . . , n − 1.
These two inequalities can be further written as
  L = max
j
{
aRij − aRij+1
|(aRij − aLij ) − (aRij+1 − aLij+1)|
∣∣∣∣∣ (aRij − aLij ) − (aRij+1 − aLij+1)> 0
}
,
 ≺ R = min
j
{
aRij+1 − aRij
|(aRij − aLij ) − (aRij+1 − aLij+1)|
∣∣∣∣∣ (aRij − aLij ) − (aRij+1 − aLij+1)< 0
}
.
Since  is the level of optimism and in the range of interval [0, 1], the ﬁnal interval for  can be expressed as
(L, R) ∩ [0, 1]. 
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From above analysis, it is clearly that different conclusions could be obtained when efﬁciencies are obtained from
different type of models. Comparing Property 1 with Property 3, they all can get H(A)H(B) under the same
conditions. Let A and B be DMUA and DMUB ’s efﬁciency intervals, respectively, Property 1 means that DMUB
performs better than DMUA and Property 3 means that DMUB performs worse than DMUA. Let us compare Property
2 with Property 4, there are also different conclusions when they have the same level of optimism. When the level
of optimism varies, assessor should not only consider Theorem 1 but also Theorem 2 to learn how stable his/her
ranking is.
5. Numerical example
We now examine a numerical example using interval DEA models to illustrate its application. In order to compare
with ranking results obtained in [6], we consider a performance-measurement problem with 10 DMUs with one input
and two outputs and the data set is taken from [4] and shown in Table 1.
Assessment results are different from the viewpoint of the best relative efﬁciencies (models (2) and (3)) and that of
the worst relative efﬁciencies (models (4) and (5)) [6]. Entani et al. used model (6) to measure the interval efﬁciency of
each DMU, but their models failed to identify some inefﬁcient DMUs. Some results obviously contradict the previous
assumption [6].
In order to give an overall assessment for each the DMU,Wang et al. [6] have developed bounded DEA models from
the best and the worst relative efﬁciencies. The results are reported in the fourth column of Table 2. But using only one
type of model is one-sided, we develop interval DEA models from another angle. To do so, we deﬁne an IDMU, which
is shown in the last row of Table 1. Its worst relative efﬁciency is found to be ∗IDMU = 2.875 by running model (17).
(Here, models are solved by using LinGo and non-Archimedean inﬁnitesimal is set to be  = 10−10.) Running model
(24) for each DMU, we get the interval efﬁciencies of the 10 DMUs, which are presented in the last column of Table 2,
Table 1
Data for 10 DMUs with one input and two outputs
DMU Input (X1) Output (Y1) Output (Y2)
A 1 1 8
B 1 2 3
C 1 2 6
D 1 3 3
E 1 3 7
F 1 4 2
G 1 4 5
H 1 5 2
I 1 6 2
J 1 7 1
IDMU 1 7 8
Table 2
Relative efﬁciencies for the 10 DMUs with one input and two outputs
DMU The best efﬁciency The worst efﬁciency Bounded DEA model Interval DEA model
A 1 1 [0.2174, 1.0000] [0.3478, 1.0000]
B 0.5217 1 [0.2174, 0.5217] [0.6667, 1.0000]
C 0.8235 1.2308 [0.2676, 0.8235] [0.4224, 0.8125]
D 0.6522 1.125 [0.2446, 0.6522] [0.5333, 0.8889]
E 1 1.6923 [0.3679, 1.0000] [0.3478, 0.5909]
F 0.6957 1 [0.2174, 0.6957] [0.5000, 1.0000]
G 0.9565 1.75 [0.3805, 0.9565] [0.3636, 0.5714]
H 0.8261 1.1 [0.2391, 0.8261] [0.4211, 0.9091]
I 0.9565 1.2 [0.2609, 0.9565] [0.3636, 0.8333]
J 1 1 [0.2174, 1.0000] [0.3478, 1.0000]
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Table 3
Hurwicz index values and ranking orders for the 10 DMUs under ﬁve different levels of optimism obtained from two different bounded DEA models
DMU = 1 = 0.7 = 0.5 = 0.3 = 0
H1 Rank H2 Rank H1 Rank H2 Rank H1 Rank H2 Rank H1 Rank H2 Rank H1 Rank H2 Rank
A 1 1 0.3478 1 0.7652 3 0.5435 5 0.6087 3 0.6739 6 0.4522 4 0.8043 7 0.2174 7 1 7
B 0.5217 7 0.6667 7 0.4304 9 0.7667 9 0.3696 8 0.8334 9 0.3087 9 0.9000 9 0.2174 7 1 7
C 0.8235 4 0.4224 4 0.6567 5 0.5394 4 0.5456 4 0.6175 4 0.4344 5 0.6955 4 0.2676 3 0.8125 3
D 0.6522 6 0.5333 6 0.5299 8 0.637 7 0.4484 7 0.7111 7 0.3669 7 0.7822 6 0.2446 5 0.8889 5
E 1 1 0.3478 1 0.8104 1 0.4207 1 0.684 1 0.4694 2 0.5575 1 0.5180 2 0.3679 2 0.5909 2
F 0.6957 5 0.5 5 0.5522 7 0.65 8 0.4566 6 0.75 8 0.3609 8 0.85 8 0.2174 7 1 7
G 0.9565 2 0.3636 2 0.7837 2 0.4259 2 0.6685 2 0.4675 1 0.5533 2 0.5091 1 0.3805 1 0.5714 1
H 0.8261 3 0.4211 3 0.65 6 0.5675 6 0.5326 5 0.6651 5 0.4152 6 0.7627 5 0.2391 6 0.9091 6
I 0.9565 2 0.3636 2 0.7478 4 0.5045 3 0.6087 3 0.5985 3 0.4696 3 0.6924 3 0.2609 4 0.8333 4
J 1 1 0.3478 1 0.7652 3 0.5435 5 0.6087 3 0.6739 6 0.4522 4 0.8043 7 0.2174 7 1 7
from which it can be seen very clearly that interval DEA model not only identiﬁes the three efﬁcient DMUs correctly,
but also identiﬁes the four DEA inefﬁcient DMUs. The identiﬁed DEA efﬁcient units are DMUA, DMUE and DMUJ .
DMUA, DMUB , DMUF and DMUJ are DEA inefﬁcient DMUs.
Although DMUA, DMUB , DMUF and DMUJ are all evaluated to be DEA inefﬁcient, due to the differences in lower
bound efﬁciencies, their performances are in fact not the same. Through comparing their lower bound efﬁciencies, we
ﬁnd that DMUA unionsqDMUJ  DMUF  DMUB , where the symbol ‘unionsq’means ‘be indifferent to’, while the symbol ‘’
stands for ‘be superior to’. They together determine an inefﬁciency frontier.As such, DMUA, DMUE and DMUJ are all
evaluated to be DEA efﬁcient, due to their differences in upper bound efﬁciencies, their performances are not the same
either. Through comparing their upper bound efﬁciencies, we can get the conclusion that DMUE  DMUA unionsq DMUJ .
They together determine an efﬁciency frontier. The remaining ﬁve DMUs belong to DEA unspeciﬁed units. They are
enveloped by the efﬁciency and inefﬁciency frontiers.
In this example, DMUA and DMUJ are both DEA efﬁcient and DEA inefﬁcient. Their efﬁciencies have the biggest
uncertainty. Normally, DEAefﬁcient units performbetter than the non-DEAefﬁcient ones, but it does notmean that each
DEA efﬁcient unit performs best. As such, DEA inefﬁcient units usually perform worse than the non-DEA inefﬁcient
ones, but it does not mean each DEA inefﬁcient unit performs the worst.
From Table 2, we could ﬁnd that the DEA efﬁcient DMUs identiﬁed by model (2) and DEA inefﬁcient DMUs
identiﬁed by model (4) can be identiﬁed successfully by bounded DEA model and interval DEA model. Bounded DEA
model and interval DEA model have the same ability to identify DEA efﬁcient and inefﬁcient DMUs and the results
found by them are the same.
When the efﬁciency is given by an interval, it is necessary to give a level of optimism by assessor. For a given level
of optimism, we can calculate the Hurwicz index value of each DMU, based on which a ranking order can be given. In
Table 3,H1 stands for the Hurwicz index value of efﬁciency obtained from bounded DEAmodel andH2 stands for that
of efﬁciency obtained from interval model. Table 3 shows the ranking orders for 10 DMUs under ﬁve different levels
of optimism. When  = 1, the assessor is absolutely optimistic. He/she considers only the best performance of each
DMU. When = 0.7, the assessor is a little optimistic. He/she considers more the best performance and less the worst
performance. When = 0.5, the assessor is neutral. When = 0.3, the assessor is a little pessimistic. He/she considers
more the worst performance and less the best performance. When = 0, the assessor is absolutely pessimistic. He/she
considers only the worst performance. Under different levels of optimism, the ranking orders can be shown as follows:
(1)  = 1
Bounded DEA model: DMUA unionsq DMUE unionsq DMUJ  DMUG unionsq DMUI  DMUH  DMUC  DMUF 
DMUD  DMUB .
IntervalDEAmodel: DMUA unionsqDMUE unionsqDMUJ DMUG unionsqDMUI DMUH DMUC DMUF DMUD 
DMUB .
(2)  = 0.7
Bounded DEA model: DMUE  DMUG  DMUA unionsq DMUJ  DMUI  DMUC  DMUH  DMUF 
DMUD  DMUB .
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Interval DEA model: DMUE  DMUG  DMUI  DMUC  DMUA unionsq DMUJ  DMUH  DMUD 
DMUF  DMUB .
(3)  = 0.5
Bounded DEA model: DMUE  DMUG  DMUA unionsq DMUI unionsq DMUJ  DMUC  DMUH  DMUF 
DMUD  DMUB .
Interval DEA model: DMUG  DMUE  DMUI  DMUC  DMUH  DMUA unionsq DMUJ  DMUD 
DMUF  DMUB .
(4)  = 0.3
Bounded DEA model: DMUE  DMUG  DMUI  DMUA unionsq DMUJ  DMUC  DMUH  DMUD 
DMUF  DMUB .
Interval DEA model: DMUG  DMUE  DMUI  DMUC  DMUH  DMUD  DMUA unionsq DMUJ 
DMUF  DMUB .
(5)  = 0
BoundedDEAmodel:DMUG DMUE DMUC DMUI DMUD DMUH DMUA unionsqDMUB unionsqDMUF unionsq
DMUJ .
IntervalDEAmodel:DMUG DMUE DMUC DMUI DMUD DMUH DMUA unionsqDMUB unionsqDMUF unionsq
DMUJ .
From above ranking orders, we could ﬁnd that bounded DEA model and interval DEA model get the same ranking
orders when the assessor is absolutely optimistic or pessimistic.When = 0.7, DMUA and DMUJ perform better than
DMUI and DMUC , and DMUF performs better than DMUD in bounded DEA model; however, DMUI and DMUC
perform better than DMUA and DMUJ , and DMUD performs better than DMUF in interval DEAmodel.When =0.5,
in bounded DEA model, DMUE performs better than DMUG, and DMUF performs better than DMUD , and DMUA
and DMUJ perform better than DMUC and DMUH , and bounded DEA model cannot identify which performs better
amongDMUA, DMUI and DMUJ ; however, in interval DEAmodel, DMUG performs better than DMUE , and DMUC
and DMUH perform better than DMUA and DMUJ , and DMUD performs better than DMUF , and interval DEAmodel
identiﬁes that DMUI performs better than DMUA and DMUJ successfully. When  = 0.3, DMUE performs better
than DMUG in bounded DEA model, however, DMUG performs better than DMUE in interval DEA model. At the
same level of optimism, =0.3, DMUA and DMUJ perform better than DMUC , DMUD and DMUH in bounded DEA
model, however, DMUC , DMUD and DMUH perform better than DMUA and DMUJ in interval DEA model.
6. Concluding remarks
The performances of DMUs can be measured within the range of no more than one and that of no less than one, just
as model (2) and model (4). They can also be evaluated from optimistic and pessimistic viewpoint, just as model (6).
But none of them can give an overall assessment of the performance for each DMU. The assessment of performance can
also be studied within the range of an interval, which could belong to the range of no more than one and that of no less
than one. So, bounded DEA model was developed by introducing anADMU. But, any assessment of the performances
of all the DMUs using only one kind of model is not overall. Therefore, Interval DEAmodels are proposed in this paper
to give an overall evaluation by introducing an IDMU. Assessor’s preference information on input an output weights
can also be incorporated into interval DEA model easily and conveniently. In order to know how stable the assessor’s
ranking is when assessor’s level of optimism varies, a theorem is given too.
By comparing the results from bounded DEAmodel and interval DEAmodel, we ﬁnd that they have the same ability
to identify DEA efﬁcient and DEA inefﬁcient DMUs. The efﬁciencies obtained from bounded DEA model and interval
DEA model are intervals. In order to give a ranking order for all DMUs, Hurwicz criterion approach is introduced.
Using the same approach, different ranking orders are obtained when we get them from different kind of models. So,
it is necessary to consider the results from bounded DEA model and interval DEA model. When the level of optimism
varies, the assessor who wants to know how stable his/her ranking order is needs to consider not only Theorem 1 but
also Theorem 2.
It is necessary to mention that the interval DEA model can also be extended to model interval input and output data.
Here, it is omitted because of the limitation of space.
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