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Air pollution constitutes the highest environmental risk factor in relation to
health. In order to provide the evidence–base required to perform health impact
analyses, to inform policy and to develop potential mitigation strategies, compre-
hensive information is required on the state of global air pollution. Traditionally,
the primary source of information on air pollution has come from ground moni-
toring networks but these may not always be able to provide the spatial (and/or
temporal) coverage that is required and may need to be supplemented with in-
formation from other sources such as chemical transport models, satellite remote
sensing and land use information.
In this thesis, a series of models are presented for integrating data from multiple
sources, enabling accurate estimation of global exposures to ambient fine partic-
ulate matter (PM2.5). Using a Bayesian hierarchical modelling framework, we
estimate exposures to PM2.5, together with associated measures of uncertainty,
at high geographical resolution addressing many of the issues encountered with
previous approaches. These modelling frameworks and the resulting estimates
are used to answer a series of substantial questions related to spatial variation
in air pollution and the changes over time. Specifically, it is used to assess the
global burden of disease attributable to PM2.5, to assess the trends in population
exposures to PM2.5 over time and to estimate the health co–benefits of climate
change legislation aiming to reduce greenhouse gasses.
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Air pollution is an important determinant for health. There is an established
evidence base linking the risk of disease and premature deaths to air pollution
(Brook et al., 2010; Hoek et al., 2013; Kampa & Castanas, 2008; Loomis et al.,
2013; Newby et al., 2014; Sava & Carlsten, 2012; World Health Organization,
2013). The public health burden is substantial. Recently, the World Health Or-
ganization (WHO) estimated that approximately 4.2 million premature deaths
are attributable to exposure to ambient fine particulate matter (PM2.5), placing
it among the highest environmental risk factors to health (Stanaway et al., 2018;
World Health Organization, 2018). In addition, 92% of the world’s population
reside in areas that exceed the WHO air quality guidelines; an annual mean of
10µg/m3 (Krzyzanowski & Cohen, 2008; World Health Organization, 2018).
Estimating the health burden associated with air pollution requires accurate esti-
mates of the exposures experienced by populations. Traditionally, information on
the concentrations of air pollution comes from ground monitoring and although
there is an increasing number of monitors, the majority are located in North
America, Western Europe, China and India so ground monitoring remains sparse
in many areas. One of the challenges in assessing the global effects of air pollution
is to obtain estimates of ambient PM2.5 where there is no ground monitoring in-
formation. There is a need therefore to supplement ground monitoring data with
information from other sources, such as estimates from satellite remote sensing,
chemical transport models, information on land use and population.
The overall aim of this thesis is the development and implementation of method-
ology for integrating data from multiple sources to improve the accuracy of esti-
mates of exposure to ambient air pollution over space and time, accompanied with
7
measures of uncertainty, and to integrate them into calculations of the associated
burden of disease.
1.1 Overview of thesis
Chapters 2 to 6 present five studies in the form of self–contained manuscripts,
each concerned with the aims of this thesis.
In Chapter 2 we propose a modelling framework, the Data Integration Model
for Air Quality (DIMAQ), that combines information from ground monitoring,
satellite remote sensing, chemical transport models, land use and population in
a calibration model. The coefficients in the calibration model are estimated by
country. Where data were insufficient within a country, information can be ‘bor-
rowed’ from a higher aggregation region and if enough information is still not
available from an even higher level super–region. This is achieved using a hi-
erarchy of random–effects, with individual country level estimates based on a
combination of information from the country, its region and super–region. DI-
MAQ is implemented using a Bayesian hierarchical model and is used to produce
high–resolution estimates (0.1
◦ × 0.1◦ resolution grid) of PM2.5 across the world,
together with associated measures of uncertainty. This work is published in the
Journal of the Royal Statistical Society: Series C (Applied Statistics):
Shaddick, G., Thomas, M. L., Jobling, A., Brauer, M., van Donkelaar, A.,
Burnett, R., Chang, H., Cohen, A., Van Dingenen, R., Dora, C., Gumy, S.,
Liu, Y., Martin, R., Waller, L. A., West, J., Zidek, J. V. and Prüss–Ustün,
A. 2018. Data Integration Model for Air Quality: A Hierarchical Approach
to the Global Estimation of Exposures to Ambient Air Pollution. Journal
of the Royal Statistical Society: Series C Applied Statistics, 67(1), 231–253.
Chapter 3 continues on the work presented in Chapter 2, where we used DIMAQ
to produce high–resolution estimates of PM2.5 across the world between 1990 and
2016. This work is published in Environmental Science & Technology:
Shaddick, G., Thomas, M. L., Amini, H., Broday, D., Cohen, A., Frostad,
J., Green, A., Gumy, S., Liu, Y., Martin, R., Prüss–Ustün, A., Simpson, D.,
van Donkelaar, A., and Brauer, M. Data Integration for the Assessment of
Population Exposure to Ambient Air Pollution for Global Burden of Disease
Assessment. Environmental Science & Technology, 52, 9069–9078.
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The work in Chapters 2 and 3 provide a step change the way that global estimates
of PM2.5 are calculated, allowing the relationships between different sources of
information to vary between countries compared to previous approaches (Brauer
et al., 2012, 2015; van Donkelaar et al., 2016). The estimates presented in Chap-
ter 2 were used by the WHO to produce country–level estimates of the burden
of disease associated with ambient air pollution for 2014 (World Health Orga-
nization, 2016a). The estimates presented in Chapter 3 were used by the In-
stitute of Health Metrics and Evaluation to produce country– and region–level
population–weighted annual average concentrations and estimates of the burden
of disease associated with ambient air pollution between 1990 and 2016 for the
Global Burden of Disease project (Forouzanfar et al., 2016; Gakidou et al., 2017).
In Chapter 4 we develop a modelling framework that combines information from
ground monitoring, chemical transport models, land use and population in a
calibration model, where the coefficients of calibration are allowed to vary con-
tinuously over space and time, enabling downscaling where data is sufficient to
support it. We address the computational issues that can arise when fitting
spatially–varying coefficient models in larger scale problems, especially those us-
ing Markov Chain Monte Carlo methods, by perform approximate Bayesian infer-
ence based on integrated nested Laplace approximations. We present a case study
in which we used the proposed modelling approach to produce high–resolution
estimates (1km × 1km resolution grid) of the annual average NO2 and PM2.5 be-
tween 2010 and 2016 across Western Europe, together with associated measures
of uncertainty. This work has been submitted to Journal of the Royal Statistical
Society: Series C (Applied Statistics), with a preprint currently published on
ArXiv:
Thomas, M. L., Shaddick, G., Simpson, D., de Hoogh, K. and Zidek,
J. V. Spatio–temporal downscaling for continental–scale estimation of air
pollution concentrations. arXiv preprint arXiv:1907.00093.
Whilst DIMAQ provides an important step forward in large–scale data integra-
tion, improving global estimates of PM2.5 compared to previous approaches, it
was based on a country–level spatial structure and as it is likely that there may
be within country variation of these coefficients, particularly for larger coun-
tries such as the United States of America. In Chapter 5, we extend the DIMAQ
framework, using methodology presented in Chapter 4, to allow model coefficients
to vary continuously over space, in order to capture that fine scale variation in
the model coefficients. In addition, as many areas have multiple measurements
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over time, we also develop the model to include a temporal component to allow
for smoothed trends to be estimated acknowledging the dependence between time
points. We use the second implementation of DIMAQ to produce high–resolution
estimates of PM2.5 globally as well as producing trends in country– and region–
level population–weighted annual average concentrations between 2010 and 2016.
This work has been accepted for publication by Nature Climate and Atmospheric
Science:
Shaddick, G., Thomas, M. L., Mudu, P., Ruggeri, G. and Gumy, S. Half
the world’s population are exposed to increasing air pollution. Accepted by
Nature Climate and Atmospheric Science.
This work again provides a step change the way that global estimates of PM2.5
are calculated, incorporating both space and time allowing for more formal as-
sessment of small–scale spatial variation and the trends in air pollution. The
estimates presented in this Chapter were used by the WHO to produce country–
level estimates of the burden of disease associated with ambient air pollution for
2016 (World Health Organization, 2018).
The evidence for the health effects of ambient air pollution is well established,
but there is increasing focus on the effects of the different mitigation policies on
concentrations of air pollution and their associated reductions in the burden of
disease. In Chapter 6, we develop the DIMAQ methodology used in Chapter 5 to
calibrate estimates from the TM5–FASST chemical transport model, in order to
estimate the concentrations of ambient PM2.5 required to investigate the health
co–benefits that might be observed under different two climate change policy
scenarios by 2050, evaluated against a ‘business as usual’ scenario. This work is
currently in preparation for submission:
Thomas, M. L., Shaddick, G., Van Dingenen, R., Gumy, S., Neville, T.,
Prüss–Ustün, A., Sampedro, J., Markandya, A. and Campbell–Lendrumd,
D. Assessing the effects of climate change policies on the global burden of
disease associated with ambient air pollution.
Finally, Chapter 7 presents the key findings, overall conclusions from this thesis
and suggestions for future research.
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1.2 Contributions of co–authors
The research in Chapters 2 and 3 was overseen by the ‘WHO Data Integration
Task Force’ led by Prof. Gavin Shaddick, consisting of Prof. Michael Brauer,
Dr. Aaron van Donkelaar, Dr. Rick Burnett, Dr. Howard Chang, Dr. Aaron
Cohen, Dr. Rita Van Dingenen, Dr. Carlos Dora, Dr. Yi Liu, Dr. Randall Mar-
tin, Dr. Annette Prüss–Ustün, Prof. Lance Waller, Prof. Jason West and Prof.
James V. Zidek who jointly formulated the problem and provided guidance into
the proposed modelling approach. Dr. Heresh Amini and Dr. David Broday also
contributed to the overall modelling approach in Chapter 3. I played a central
role in the development of the proposed modelling approaches, the computational
implementations and the preparation and writing of the manuscripts. I was also
responsible for collation, management and preparation of data for all analyses.
Amelia Green (née Jobling) aided in the data analysis and preparations of some
materials for the publication of both manuscripts. Prof. Gavin Shaddick led the
writing of both manuscripts. Dr. Aaron van Donkelaar provided estimates from
satellite remote sensing and GEOS–Chem chemical transport model. Dr. Rita
Van Dingenen provided estimates from TM5–FASST chemical transport model.
Dr. Sophie Gumy and Joseph Frostad aided in the data collation, data analysis
and preparations of some materials for the publication of the manuscripts. All
co–authors contributed to the interpretation and checking of the results, provided
input into each manuscript and subsequently approved the final versions of each
manuscript.
For Chapter 4, the formation of each problem and the subsequent objectives de-
veloped out of collaboration between me and other co–authors. I led the develop-
ment of the proposed modelling approaches, the computational implementations
and the preparation and writing of each manuscript. I was also responsible for
collation, management and preparation of data for all analyses. Prof. Gavin
Shaddick, Prof. James V. Zidek and Dr. Daniel Simpson provided guidance on
the proposed modelling approach and the computational implementation of the
model. Dr. Kees de Hoogh provided the land use regression data used for analy-
sis. All co–authors contributed to the interpretation and checking of the results,
provided input into each manuscript and subsequently approved the final version
of the manuscript.
For Chapter 5, the formation of each problem and the subsequent objectives de-
veloped out of collaboration between Prof. Gavin Shaddick, Dr. Pierpaolo Mudu
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and Dr. Sophie Gumy who also jointly led the writing of the manuscript. I led
the development of the proposed modelling approaches and the computational
implementation, also playing a central role in the preparation of materials for the
resulting manuscript. I was responsible for collation, management and prepara-
tion of data for all analyses. Dr. Giulia Ruggieri aided in the data collation,
data analysis and preparation of materials for the publication of the manuscript.
All co–authors provided guidance into the proposed modelling approaches, con-
tributed to the interpretation and checking of the results, provided input into
each manuscript and subsequently approved the final version of the manuscript.
For Chapter 6, the formation of each problem and the subsequent objectives de-
veloped out of collaboration between Prof. Gavin Shaddick, Dr. Tara Neville and
Dr. Diarmid Campbell–Lendrumd. Dr. Annette Prüss Ustün, and Dr. Sophie
Gumy. Dr. Anil Markandya also contributed to the formulation of the problem.
I led the development of the proposed modelling approaches, the computational
implementation and the writing of the manuscript. Dr. Jon Sampedro provided
estimated emissions. Dr. Rita Van Dingenen provided estimates from TM5–
FASST chemical transport model. All co–authors provided guidance into the
proposed modelling approaches, contributed to the interpretation and checking
of the results, provided input into each manuscript and subsequently approved
the final version of the manuscript.
1.3 Data access statement
All data used in this thesis is either available online or upon request.
Annual average concentrations of PM2.5 from ground monitors used in Chap-
ters 2 and 3 were obtained from the ‘WHO Global Urban Ambient Air Pol-
lution Database’, which is freely available from the WHO website (https://
www.who.int/phe/health_topics/outdoorair/databases/cities/en/). The
annual average concentrations of NO2 and PM2.5 used in Chapter 4 were ob-
tained from the European Environment Agency’s EEA Air Quality e–Reporting
database and are freely available from the EEA website (https://www.eea.
europa.eu/data-and-maps/data/aqereporting-8). Annual average concen-
trations of PM2.5 from ground monitors used in Chapters 5 and 6 from the ‘WHO
Global Ambient Air Pollution Database update 2018’, which is freely available
from the WHO website (https://www.who.int/airpollution/data/cities/
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en/).
Estimates of PM2.5 from satellite remote sensing used in Chapters 2, 3, and 5
were provided by the Atmospheric Composition Analysis Group at Dalhousie
University and are freely available from the Atmospheric Composition Analy-
sis Group website (http://fizz.phys.dal.ca/~atmos/martin/?page_id=140).
Estimates of sum of sulphate, nitrate, ammonium and organic carbon (SNAOC)
and the compositional concentrations of mineral dust (DUST) along with the
measure combining information on altitude and distance to nearest urban centre
used in Chapters 2, 3, and 5 were also provided by the Atmospheric Composition
Analysis Group, and are available upon request. Estimates of PM2.5 from the
TM5–FASST chemical transport model used in Chapters 2 and 6 were provided
from the European Commission Joint Research Centre and are available upon
request. Estimates of NO2 and PM2.5 from the MACC–II Ensemble chemical
transport model used in Chapter 4 were obtained from the Copernicus Atmo-
sphere Monitoring Service (CAMS) and are freely available from the CAMS web-
site (http://www.regional.atmosphere.copernicus.eu).
Gridded estimates of population used in Chapters 2, 3, 5, and 6 were obtained
from the Gridded Population of the World version 3 and version 4 databases,
which are freely available from NASA Socioeconomic Data and Applications Cen-
ter website (https://sedac.ciesin.columbia.edu/data/sets/browse). Grid-
ded estimates of population for Europe used in Chapter 4 were obtained from the
GEOSTAT database, which are freely available from European Commission web-
site (https://ec.europa.eu/eurostat/web/gisco/gisco-activities/integr
ating-statistics-geospatial-information/geostat-initiative). Country-
level estimates of population used in Chapter 6 were obtained from the UN World
Population Prospects 2017 database and the Shared Socioeconomic Pathway
database, which are freely available from the UN website (https://population.
un.org/wpp/) and the International Institute for Applied Systems Analysis web-
site (https://tntcat.iiasa.ac.at/SspDb/dsd?Action=htmlpage&page=10) re-
spectively.
Information on roads used in Chapter 4 was extracted from the EuroStreets dig-
ital road network version 3.1, derived from the TeleAtlas MultiNet 2008 data set
and is available upon request. The land use regression data used in Chapter 4
were obtained from the EEA’s Corine Land Cover 2000 and 2006 databases which
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are freely available from the EEA website (https://www.eea.europa.eu/data-
and-maps/data/copernicus-land-monitoring-service-corine). Estimates
of altitude used in Chapter 4 were obtained from the SRTM Digital Eleva-
tion Database version 4.1 and the Global 30 Arc–Second Elevation GTOPO30
databases which are freely available from the CGIAR Consortium for Spatial In-
formation website (http://srtm.csi.cgiar.org/srtmdata/) and the U.S. Geo-
logical Survey website (https://www.usgs.gov/centers/eros/science/usgs-
eros-archive-digital-elevation-global-30-arc-second-elevation-gtop
o30?qt-science_center_objects=0#qt-science_center_objects) respective-
-ly. Information on altitude used in Chapter 6 were provided by the Atmospheric
Composition Analysis Group at Dalhousie University, and are available upon
request. Gridded classifications of land into urban and rural used in Chap-
ter 5 were obtained from the Human Settlement Layer, which is freely avail-
able from the Joint Research Centre website (https://data.jrc.ec.europa.
eu/dataset/jrc-ghsl-ghs_smod_pop_globe_r2016a). Country–level estimates
of the percentage of population living in rural and urban areas were obtained from
the United Nation World Urbanization Prospects, which are freely available from
the UN website (https://population.un.org/wup/Download/).
Mortality data for 2015 used in Chapter 6 were obtained from the WHO ‘Global
Health Estimates’ database, which is freely available from the WHO website
(https://www.who.int/healthinfo/global_burden_disease/estimates/en/).
Estimates of the concentration response function used methodology developed by
the Global Burden of Disease project with the code and the data required to pro-
duce the estimates available upon request.
The projected emissions for a number of pollutants used in Chapter 6 were pro-
duced using Global Change Assessment Model (GCAM) which is open source soft-
ware and is freely available from the GCAM website (http://www.globalchange.
umd.edu/gcam/).
1.4 Code and packages used in this thesis
All data collation, preparation, modelling, processing of results and preparation
of materials for publication were done in R (unless otherwise stated) and the code
is available upon request.
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The base, raster, plyr, reshape, reshape2, rgdal, rgeos, sp, parallel,
Metrics and doParallel packages were used throughout this theses and aided in
the collation and the preparation of the data for modelling as well as processing
the model results (Bivand et al., 2019; Bivand & Rundel, 2019; Bivand et al.,
2013; Hamner & Frasco, 2018; Hijmans & van Etten, 2012; Microsoft Corpora-
tion & Weston, 2019; Pebesma & Bivand, 2005; R Core Team, 2019; Wickham,
2007, 2011). The inference used in all Chapters was done using integrated nested
Laplace approximations (INLA), and implemented using the INLA package (Rue
et al., 2012).
In Chapter 2, the rworldmap and sp packages were used to create the maps used
in Figures 2.1, 2.2, 2.3, 2.4, 2.5, 2.7 and 2.8 (Bivand et al., 2013; Pebesma &
Bivand, 2005; South, 2011). The colour schemes used were obtained using the
RColorBrewer package (Neuwirth, 2014). The ggplot2 package was used to cre-
ate the plots used in Figures 2.6 and 2.9 (Wickham, 2016).
In Chapter 3, QGIS Geographic Information System v2.18 was used to create the
maps in Figure 3.3 and Appendix Figure A.1 (QGIS Development Team, 2016).
The rworldmap and sp packages were used to create the maps in Figure 3.2 along
with Appendix Figures A.3 and A.4 with the colour schemes obtained using the
RColorBrewer package (Bivand et al., 2013; Neuwirth, 2014; Pebesma & Bivand,
2005; South, 2011). The ggplot2 package was used to create the plots in Figures
3.1 and Appendix Figures A.2, A.5 and A.6 (Wickham, 2016).
In Chapter 4, the raster, rworldmap and sp packages were used to create the
maps used in Figures 4.1, 4.2, 4.3, 4.4 and 4.6 with the ggplot2 and ggmap pack-
ages used to create the maps used in Figure 4.7 (Bivand et al., 2013; Hijmans
& van Etten, 2012; Kahle & Wickham, 2013; Pebesma & Bivand, 2005; South,
2011; Wickham, 2016). The colour schemes used to create maps were obtained
using the RColorBrewer package (Neuwirth, 2014). The ggplot2 package was
used to create plot used in Figure 4.5 (Wickham, 2016). The pander and xtable
packages aided the preparation of all tables used (Dahl et al., 2019; Daróczi &
Tsegelskyi, 2018).
In Chapter 5, the raster, rworldmap and sp packages were used to create the
maps used in Figure 5.1, with the colour schemes obtained using the RColorBrewer
package (Bivand et al., 2013; Hijmans & van Etten, 2012; Neuwirth, 2014; Pebesma
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& Bivand, 2005; South, 2011). The rworldmap and sp packages were used to
create the map used in Appendix Figure C.1 (Bivand et al., 2013; Pebesma &
Bivand, 2005; South, 2011). The ggplot2 package was used to create the plots
in Figure 5.2 and Appendix Figure C.2 (Wickham, 2016).
In Chapter 6, the ggplot2 package was used to create the plots in Figures 6.1, 6.2
and Appendix Figure D.2 (Wickham, 2016). The ggplot2 and sf were used to
create the map in Appendix Figure D.1 (Pebesma, 2018; Wickham, 2016). The
xtable package aided the preparation of Table 6.1 (Dahl et al., 2019).
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Chapter 2
Data integration model for air
quality: a hierarchical approach
to the global estimation of
exposures to ambient air
pollution
Abstract
Air pollution is a major risk factor for global health, with 3 million deaths annu-
ally being attributed to fine particulate matter ambient pollution (PM2.5). The
primary source of information for estimating population exposures to air pollution
has been measurements from ground monitoring networks but, although coverage
is increasing, regions remain in which monitoring is limited. The data integration
model for air quality supplements ground monitoring data with information from
other sources, such as satellite retrievals of aerosol optical depth and chemical
transport models. Set within a Bayesian hierarchical modelling framework, the
model allows spatially varying relationships between ground measurements and
other factors that estimate air quality. The model is used to estimate exposures,
together with associated measures of uncertainty, on a high–resolution grid cover-
ing the entire world from which it is estimated that 92% of the world’s population
reside in areas exceeding the World Health Organization’s air quality guidelines.
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2.1 Introduction
Ambient air pollution poses a significant threat to global health and has been as-
sociated with a range of adverse health effects, including cardiovascular and respi-
ratory diseases in addition to some cancers (Brook et al., 2010; Hoek et al., 2013;
Loomis et al., 2013; Newby et al., 2014; Sava & Carlsten, 2012; World Health
Organization, 2013). Fine particulate matter (PM2.5) in particular has been es-
tablished as a key driver of global health with an estimated 3 million deaths in
2014 being attributable to PM2.5 (World Health Organization, 2016a). It has
been estimated that the majority of the world’s population (87%) reside in areas
in which the World Health Organization (WHO) air quality guideline (annual
mean of 10 µgm−3) for PM2.5 is exceeded (Brauer et al., 2015).
It is vital that the subsequent risks, trends and consequences of air pollution
are monitored and modelled to develop effective environmental and public health
policy to lessen the burden of air pollution. Accurate measurements of exposure
in any given area are required but this is a demanding task: the processes in-
volved are extremely complex and ground monitoring is scarce in many regions.
The locations of ground monitoring sites within the WHO Air Pollution in Cities
database (World Health Organization, 2016b) are shown in Figure 2.1 where it
can be seen that the density of monitoring sites varies considerably, with exten-
sive measurements available in North America, Europe, China and India but with
little or no measurement data available for large areas of Africa, South America
and the Middle East.
For this reason, there is a need to use information from other sources in order
to obtain estimates of exposures for all areas of the world. In 2013, the Global
Burden of Disease study (henceforth referred to as GBD2013), as described in
Forouzanfar et al. (2016), used a regression calibration approach to utilise infor-
mation from satellite remote sensing and chemical transport models to create a
set of estimates of exposures on a high–resolution grid (0.1
◦×0.1◦ , approximately
11km × 11km at the equator) that were then matched to population estimates
to estimate disease burden. GBD2013 obtained estimates of PM2.5 using sim-
ple linear modelling techniques. Available ground measurements were regressed
using a ‘fused’ estimate of PM2.5 which combined information from both satel-
lite remote sensing and chemical transport model. The fused estimate was the
mean of the values of PM2.5 from those two sources (for each grid cell). For
cells that contained a ground monitor, measurements were regressed against this
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fused estimate in conjunction with information related to local monitoring net-
works (Brauer et al., 2015). The resulting calibration function was applied to
all grid cells, allowing a comprehensive set of global estimates of PM2.5 to be
produced.
This allowed data from the three sources to be utilised, but the use of a sin-
gle, global, calibration function resulted in underestimation in a number of areas
(Brauer et al., 2015). In reality, the relationships between ground measurements
and estimates from other sources will vary spatially due to regional differences in
biases and errors that will be present in the different methods of estimation. Re-
cently, van Donkelaar et al. (2016) extended this approach using geographically
weighted regression (GWR) to allow calibration (between the measurements and
estimates) equations to vary spatially and to utilise additional information related
to land use and the chemical composition of particulate matter. However, both
the original linear regression and GWR approaches only provide an informal anal-
ysis of the uncertainty associated with the resulting estimates of exposure, due to
their use of standard errors for uncertainty rather than full posterior distributions.
In addition, the use of the fused estimate means that separate calibration coef-
ficients associated with the satellite remote sensing and the chemical transport
model will not be estimated and therefore sources of uncertainty will be unknown.
In addition to regional differences in calibration functions, additional challenges
arise when combining data that are generated in fundamentally different ways.
Satellite pixels and chemical transport model cells are not the same with each
potentially not capturing different micro–scale features that may be reflected in
the ground measurements and all three sources of data will have different error
structures that may not align. The difference in resolution between ground moni-
tors (point locations) and estimates from satellite and chemical transport models
(grid cells) has led to the use of spatially varying coefficient models, often referred
to as downscaling models (Chang, 2016). In the purely spatial model presented in
Berrocal et al. (2010) for example, the intercepts and coefficients are assumed to
arise from a continuous bivariate spatial process. Downscaling/upscaling models,
set within a Bayesian hierarchical framework, have been used for both spatial
and spatio–temporal modelling of air pollution with examples including Guillas
et al. (2006), who used the UIUC 2–D chemical–transport model of the global
atmosphere; van de Kassteele et al. (2006), who modelled PM10 concentrations
over Western Europe using information from both satellite observations and a
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chemical transport model; McMillan et al. (2010) who modelled PM2.5 in the
North Eastern U.S. using estimates from the Community Multi–scale Air Qual-
ity (CMAQ) numerical model; Kloog et al. (2014) who modelled PM2.5 in the
North–eastern U.S. using satellite–based aerosol optical depth (AOD) and Berro-
cal et al. (2010) and Zidek et al. (2012) who modelled ozone in the Eastern U.S.
(Eastern and Central in the case of Zidek et al.) using estimates from CMAQ and
a variant of the MAQSIP (Multi–scale Air Quality Simulation Platform) model
respectively.
An alternative approach to the calibration used in downscaling is Bayesian meld-
ing (Poole & Raftery, 2000) in which both the measurements and the estimates
are assumed to arise from an underlying latent process that represents the true
level of the pollutant. This latent process itself is unobservable but measurements
can be taken, possibly with error, at locations in space and time. For example,
the underlying latent process represents the true level of PM2.5 and this gives
rise to the measurements from ground monitors and the estimates from satellite
remote sensing and atmospheric models, all of which will inform the posterior
distribution of the underlying latent process. Bayesian melding has been used to
model SO2 in the Eastern U.S. combining ground measurements with information
from the Models–3 air quality model (Fuentes & Raftery, 2005).
In this paper, a model is presented for integrating data from multiple sources,
that enables accurate estimation of global exposures to fine particulate matter.
Set within a Bayesian hierarchical framework, this Data Integration Model for Air
Quality (DIMAQ) estimates exposures, together with associated measures of un-
certainty, at high geographical resolution by utilising information from multiple
sources and addresses many of the issues encountered with previous approaches.
The structure of the paper is as follows: after this introduction, Section 2.2 pro-
vides details of the data that are available, including measurements from ground
monitoring and estimates from satellites and chemical transport models. Section
2.3 provides details of the statistical model (DIMAQ) that is used to integrate
data from these different sources and methods for inference when performing
Bayesian analysis with large datasets. In Section 2.4, the results of applying DI-
MAQ are presented, including examples of global and country specific estimates
of exposure to PM2.5 together with details of the methods used for model evalu-
ation and comparison. Finally, Section 2.5 provides a concluding summary and
a discussion of potential areas for future research.
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2.2 Data
The sources of data used here can be allocated to one of three groups: (i) ground
monitoring data; (ii) estimates of PM2.5 from remote sensing satellites and chem-
ical transport models; (iii) other sources including population, land–use and to-
pography. Ground monitoring is available at a distinct number of locations,
whereas the latter two groups provide near complete global coverage (and have
previously been shown to have strong associations with global concentrations of
PM2.5, see below for details). Utilising such data will allow estimates of exposures
to be made for all areas, including those for which ground monitoring is sparse
or non–existent.
2.2.1 Ground measurements
Ground measurements were available for locations reported within the WHO
Air Pollution in Cities database (World Health Organization, 2016b), but rather
than using the city averages reported in that database, monitor–specific mea-
surements are used. The result was measurements of concentrations of PM10 and
PM2.5 from 6,003 ground monitors. The locations and annual average concentra-
tions for these monitors can be seen in Figure 2.1. The database was compiled to
represent measurements in 2014 with the majority of measurements coming from
that year (2760 monitors). Where data were not available for 2014, data were
used from 2015 (18 monitors), 2013 (2155), 2012 (564), 2011 (60), 2010 (375),
2009 (49), 2008 (21) and 2006 (1). In addition to annual average concentrations,
additional information related to the ground measurements was also included
where available, including monitor geo coordinates and monitor site type.
For locations measuring only PM10, PM2.5 measurements were estimated from
PM10. This was performed using a locally derived conversion factor (PM2.5/PM10
ratio, for stations where measurements are available for the same year) that was
estimated using population–weighted averages of location–specific conversion fac-
tors for the country as detailed in Brauer et al. (2012). If country–level conversion
factors were not available, the average of country–level conversion factors within
a region were used.
21
0 10 20 30 40 50 60 70 80 90+
Figure 2.1: Locations of ground monitors measuring PM2.5 (circles) and PM10
(crosses). Colours denote the annual average concentrations (µgm−3) of PM2.5
(or PM2.5 converted from PM10). Data are from 2014 (46%), 2013 (36%), 2012
(9%), and, 2006–2011 and 2015 (9%).
2.2.2 Satellite–based estimates
Satellite remote sensing is a method that estimates pollution from satellite re-
trievals of aerosol optical depth (AOD), a measurement of light extinction by
aerosols in the atmosphere. AOD indicates how aerosols modify the radiation
leaving the top of the atmosphere after being scattered by the Earth’s atmo-
sphere and surface. Estimates of PM2.5 are obtained by correcting AOD using a
spatially varying term, η,
PM2.5 = η × AOD .
Here η is the coincident ratio of PM2.5 to AOD and accounts for local variation
in vertical structure, meteorology, and aerosol type. This ratio is simulated from
the GEOS–Chem global chemical transport model (Bey et al., 2001).
The estimates used here combine AOD retrievals from multiple satellites with
simulations from the GEOS–Chem chemical transport model and land use infor-
mation, produced at a spatial resolution of 0.1
◦ × 0.1◦ , which is approximately
11km × 11km at the equator. This is described in detail in van Donkelaar et al.
(2016). A map of the estimates of PM2.5 from this model can be seen in Figure
2.2.
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Figure 2.2: Satellite–based estimates of PM2.5 (µgm
−3) for 2014, by grid cell
(0.1
◦ × 0.1◦ resolution).
2.2.3 Chemical transport model simulations
Numerically simulated estimates of PM2.5 were obtained from atmospheric chem-
ical transport models. There are a variety of such models available including
GEOS–Chem (Bey et al., 2001), TM5 (Huijnen et al., 2010) and TM5–FASST
(Van Dingenen et al., 2014). The first two of these are nested 3–dimensional
global atmospheric transport models which can be used to simulate levels of
PM2.5 with TM5–FASST being a reduced form of the full TM5 model, devel-
oped to allow faster computation for impact assessment (Van Dingenen et al.,
2014). Estimates at a spatial resolution of 1
◦ × 1◦ were allocated to a higher
resolution grid, of 0.1
◦ × 0.1◦ , based on population density (Brauer et al., 2012,
2015). Estimates for PM2.5 from the TM5–FASST model were available for 2010,
as described in Brauer et al. (2015). A map of these estimates can be seen in
Figure 2.3(a).
In addition to the estimates of PM2.5, estimates of the sum of sulphate, nitrate,
ammonium and organic carbon (SNAOC) and the compositional concentrations
of mineral dust (DUST) based on simulations from the GEOS–Chem chemical
transport model (van Donkelaar et al., 2016) were available for 2014. Maps of
the estimates of SNAOC and DUST can be seen in Figures 2.3(b) and 2.3(c)
respectively.
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(a) Estimates of PM2.5 (µgm
−3) for 2010 from the TM5 chemical transport model used
in GBD2013.
(b) Estimates of the sum of sulphate, nitrate, ammonium and organic carbon (µgm−3)
for 2014 from the GEOS–Chem chemical transport model.
(c) Estimates of the compositional concentrations of mineral dust (µgm−3) for 2014
from the GEOS–Chem chemical transport model.




Figure 2.4: Population estimates for 2014 from the Gridded Population of the
World version 4 (GPW v4) database, by grid cell (0.1
◦ × 0.1◦ resolution).
2.2.4 Population data
A comprehensive set of population data on a high–resolution grid was obtained
from the Gridded Population of the World (GPW) database (Center for Interna-
tional Earth Science Information Network, 2018). These data are provided on a
0.0417
◦ × 0.0417◦ resolution. Aggregation to each 0.1◦ × 0.1◦ grid cell was per-
formed as detailed in Brauer et al. (2015). GPW version 4 provides population
estimates for 2000, 2005, 2010, 2015 and 2020. Following the methodology used
in Brauer et al. (2015), populations for 2014 were obtained by interpolation using
cubic splines (performed for each grid cell) with knots placed at 2000, 2005, 2010,
2015 and 2020. A map of the resulting estimates of populations for 2014 can be
seen in Figure 2.4.
2.2.5 Land use
van Donkelaar et al. (2016) developed a measure combining information on ele-
vation and land use that was shown to be a significant predictor of PM2.5. For
each ground monitor, the following are calculated: (i) the difference between the
elevation (of the ground monitor) and that of the surrounding grid cell, as de-
fined by the GEOS–Chem chemical transport model (ED); (ii) the distance to
the nearest urban land surface (DU), based upon MODIS land cover descriptions
(Friedl et al., 2010). The resulting measure (ED × DU) was available for 2014
for each 0.1
◦ × 0.1◦ grid cell.
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2.3 Statistical Modelling
The aim is to obtain estimates of concentrations of PM2.5 for each of 1.4 million
grid cells, together with associated measures of uncertainty. This will be achieved
by finding the posterior distributions for each cell, from which summary measures
will be calculated.
The overall approach is statistical calibration as described in Chang (2016): a
regression model is used to express ground measurements, Ys, available at a dis-
crete set of NS locations S ∈ S with labels S = {s0, s1, . . . , sNS}, that are a
function of covariates, Xsr: r = 1, . . . , R, that reflect information from other
sources, as described in Section 2.2. Covariate information may be available for
point locations (as with the ground measurements) or on a grid of NL cells, l ∈ L
where L = l1, ..., lNL .
Considering a single covariate, Xlr, for ease of explanation,
Ys = β̃0s + β̃1sXlr + εs (2.1)
where Xlr is measured on a grid. Here, εs ∼ N(0, σ2ε ) is a random error term. The
terms β̃0s and β̃1s denote random effects that allow the intercept and coefficient
to vary over space
β̃0s = β0 + β0s
β̃1s = β1 + β1s .
Here, β0 and β1 are fixed effects representing the mean value of the intercept
and coefficients respectively, with β0s and β1s zero mean spatial random effects
providing (spatially driven) adjustments to these means, allowing the calibration
functions to vary over space. In downscaling models, it is assumed that the pa-
rameters β0s and β1s arise from a continuous spatial process which allows within
grid cell variation (see Berrocal et al. (2010) for an example using a continuous
bivariate spatial process).
Despite monitoring data being increasingly available, there are issues that may
mean using a spatial continuous process may be problematic in this setting. Mon-
itoring protocols, measurement techniques, quality control procedures and mech-
anisms for obtaining annual averages may vary from country–to–country (Brauer
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et al., 2012) leading to natural discontinuities in ground measurements, and their
precision, between countries. In addition, the geographic distribution of measure-
ments, as seen in Figure 2.1, is heavily biased toward North America, Europe,
China and India with some areas of the world, e.g. Africa, having very little
monitoring information to inform such a model. Therefore, the spatial random
effects used here are based on country level geography rather than continuous
spatial processes.
The structure of the random effects used here exploits a geographical nested hier-
archy: each of the 187 countries considered are allocated to one of 21 regions and,
further, to one of 7 super–regions. Each region must contain at least two coun-
tries and is broadly based on geographic regions/sub–continents and groupings
based on country level development status and causes of death (Brauer et al.,
2012). The geographical structure of regions within super–regions can be seen
in Figure 2.5. Where there are limited monitoring data within a country, infor-
mation can be borrowed from higher up the hierarchy, i.e. from other countries
within the region and further, from the wider super–region. It is noted that the
‘high income’ super–region is non–contiguous and for North Africa/Middle East
the region is the same as the super–region and therefore will be a single set of
random effects, i.e. no distinction between region and super–region, for this area.
2.3.1 A Data Integration Model for Air Quality
Annual averages of ground measurements (of PM2.5) at point locations, s, within
grid cell, l, country, i, region, j, and super–region, k are denoted by Yslijk. As de-
scribed in Section 2.3, there is a nested hierarchical structure with s = 1, . . . , Nlijk
sites within grid cell, l; l = 1, . . . , Nijk, grid cells within country i; i = 1, . . . , Njk,
countries within region j; j = 1, . . . , Nk, regions within super–region k: k =
1, . . . , N . In order to allow for the skew in the measurements and the constraint
of non–negativity, the (natural) logarithm of the measurements are used.
The model consists of sets of fixed and random effects, for both intercepts and
covariates, and is given as follows,










βp2Xp2,slijk + εslijk ,
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(a) Map of regions.
 
High income
North Africa / Middle East
South Asia
Central Europe, Eastern Europe, Central Asia
Latin America and Caribbean
Southeast Asia, East Asia and Oceania
Sub−Saharan Africa
(b) Map of super–regions.
Figure 2.5: Schematic showing the nested geographical structure of countries
within regions within super–regions.
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where εslijk ∼ N(0, σ2ε ) is a random error term. A set of R covariates contains two
groups, R = (P,Q), where P are those which have fixed effects (across space) and
Q those assigned random effects. The main estimates of air quality, e.g. those
from satellites and chemical transport models, will be assigned random effects
and are in Q, with other variables being assigned fixed effects. Within the group,
P , of covariates that have fixed effects; P1 are available at the grid cell level,
l, with others, P2, being available for the point locations, s, of the monitors,
P = (P1, P2).
2.3.1.1 Structure of the random effects
Here, the random effect terms, β̃0,lijk and β̃q,ijk, have contributions from the
country, the region and the super–region, with the intercept also having a random
effect for the cell representing within–cell variation in ground measurements,
















For clarity of exposition, the following description is restricted to a generic pa-
rameter, β. Let βSRk denote the coefficient for super–region k. The coefficients
for super–regions are distributed with mean equal to the overall mean (β0, the
fixed effect) and variance, σ2SR, representing between super–region variability,
βSRk ∼ N(β0, σ2SR)
where k = 1, . . . , N = 7. Similarly, each super–region contains a number of
regions. Let βRjk denote the coefficient for region j (in super–region k) that will
be distributed with mean equal to the coefficient for the super–region and variance
representing the between region (within super–region) variability,
βRjk ∼ N(βSRk , σ2R,k),
where j = 1, . . . , Nk, the number of regions in super–region j. Each region will
contain a number of countries. Let βCijk denote the coefficient for country i in
region j and super–region k. The country level effect will be distributed with
mean equal to the coefficient for region j within super–region k with variance
representing the between country (within region) variability,
βCijk ∼ N(βRjk, σ2C,jk), (2.2)
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where i = 1, . . . , Njk is the number of countries in region j (in super–region k).
Note that in the case of the intercepts, there is an additional term, βGlijk, repre-
senting within grid cell (between monitoring locations) variability.
Country effects within regions and regional effects within super–regions are as-
sumed to be independent within their respective geographies. However, the geo-
graphical hierarchy is broadly based on geographic regions, sub–continents, mor-
tality and economic factors (Brauer et al., 2012) and, as such, there are countries
for which the allocation may not be optimal when considering environmental fac-
tors, such as air pollution. For example, Mongolia is included within the Asia
Central region and Central Eastern Europe and Central Asia super–region (see
Figure 2.5) but its pollution profile might be expected to be more similar to
those of its direct neighbours, including China (which is in a different region
(Asia East)) and super–region (South East Asia, East Asia and Oceania), than
the profiles of more western countries. For this reason, it might be advantageous
to allow the borrowing of information in Equation 2.2 to include countries that
are immediate neighbours rather than all of the countries in the surrounding
administrative region. This could be achieved using an intrinsic conditionally
autoregressive (ICAR) model (Besag, 1974) in place of Equation 2.2,









where ∂i is the set of neighbours of country i, N∂i is the number of neighbours,
and β
C
i is the mean of the spatial random effects of these neighbours.
2.3.1.2 Hyperpriors
Gaussian priors, N(0, σ2), are assigned to each of the fixed effects β0 and βq where








−1), with a = 1, b = 0.00005.
2.3.2 Inference
The model presented in Section 2.3.1 is a Latent Gaussian Model (LGM) and
therefore advantage can be taken of methods offering efficient computation when
performing Bayesian inference. LGMs can be implemented using approximate
Bayesian inference using integrated nested Laplace approximations (INLA) as
proposed in Rue et al. (2009) using the R–INLA software (Rue et al., 2012). The
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following sections provide a brief summary of LGMs (Section 2.3.2.1) and INLA
(Section 2.3.2.2) with additional details linking to the model described in Section
2.3.1.
2.3.2.1 Latent Gaussian models
The model presented in Equation 2.2 can be expressed in general form as follows:
Given ηs = g(E(Ys)), where g(·) is a link function,







where β0 is an overall intercept term, the set of βp (p = 1, . . . , P ) are the co-
efficients associated with covariates, X; the fixed effects. The set of functions,
f1(·), . . . , fQ(·) represent the random effects with the form of the function be-
ing determined by the model. For example, a hierarchical model may have
f1(·) ∼ N(0, σ2f ), with a distribution defined for σ2f , whereas for standard re-
gression, f(·) ≡ 0, leaving just fixed effects.
The set of unknown parameters, θ, will include both the coefficients of the model
shown above and the parameters required for the functions, i.e. θ = (βp, fq).
Here θ will contain the parameters of the model as described in Section 2.3.1
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set of parameters, ψ = (ψ1,ψ2), also contains ψ1 = (σ
2
ε ), which relates to the
variance of the measurement error in the data.
Assigning a Gaussian distribution to the parameters in θ, θ|ψ ∼MVN(0|Σ (ψ2))
will result in an LGM. The computation required to perform inference will be
largely determined by the characteristics of the covariance matrix, Σ (ψ2), which
will often be dense, i.e. it will have many entries that are non–zero, leading to
a high computational burden when performing the matrix inversions that will
be required to perform inference. If θ|ψ2 can be expressed in terms of a Gaus-
sian Markov random field (GMRF), then it may be possible to take advantage of
methods that reduce computation when performing Bayesian analysis on mod-
els of this type (Rue & Held, 2005). Using a GMRF means that typically the
inverse of the covariance matrix, Q = Σ−1 will be sparse (i.e. more zero en-
tries) due to the conditional independence between sets of parameters in which
31
θl ⊥⊥ θm|θ−lm ⇐⇒ Qlm = 0 (where −lm denotes the vector of θ with the l
and m elements removed) (Rue & Held, 2005). Expressing θ|ψ2 in terms of the
precision, rather than the covariance, gives θ|ψ ∼MVN(0|Q(ψ2)−1), where ψ2
denotes the parameters associated with Q rather than Σ .
2.3.2.2 Integrated Laplace approximations
Estimation of the (marginal) distributions of the model parameters and hyper-







In all but the most stylised cases, these will not be analytically tractable. Sam-
ples from these distributions could be obtained using Markov chain Monte Carlo
(MCMC) methods but there may be issues when fitting LGMs using MCMC, as
described in Rue et al. (2009), and the computational burden may be excessive,
especially large numbers of predictions are required. Here, approximate Bayesian
inference is performed using INLA. It is noted that the dimension of θ is much
larger than the dimension of ψ and this will help in the implementation of the
model as the computational burden increases linearly with the dimension of θ
but exponentially with the dimension of ψ.
The aim is to find approximations for the distributions shown in Equation 2.3.
For the hyperparameters, the posterior of ψ given Y can be written as








= p̃(ψ|Y ) .
Here a Laplace approximation (LA) is used in the denominator for p̃(θ|ψ,Y ).
For univariate θ with an integral of the form
∫
eg(θ), the LA takes the form
g(θ) ∼ N(θ̂(ψ), σ̂2), where θ̂(ψ) is the modal value of θ for specific values of the
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The mode of p̃(ψ|Y ) can be found numerically by Newton–type algorithms.
Around the mode, the distribution, log p̃(ψ|Y ), is evaluated over a grid of H
points, ψ∗h, each with associated integration weight ∆h. For each point on the
grid, the marginal posterior, p̃(ψ∗h|Y ) is obtained from which approximations to
the marginal distributions, p̃(ψ|Y ), can be found using numerical integration.










= p̃(θj|ψ,Y ) .
For an LGM, (θ−j|θj,ψ,Y ) will be approximately Gaussian. There are a number
of ways of constructing the approximation in the denominator including a sim-
ple Gaussian approximation which will be computationally attractive but may be
inaccurate. Alternatively, a LA would be highly accurate but computationally ex-
pensive. R–INLA uses a computationally efficient method, a simplified LA, that
consists of performing a Taylor expansion around the LA of p̃(θj|ψ,Y ), aiming to
‘correct’ the Gaussian approximation for location and skewness (Rue et al., 2009).
The marginal posteriors, p̃(ψ∗h|Y ), evaluated at each of the points ψ∗h, are used
to obtain the conditional posteriors, p̃(θj|ψ∗h,Y ), on a grid of values for θj. The





h|Y )∆h, with the integration weights, ∆h, being equal when
the grid takes the form of a regular lattice.
The model presented in Section 2.3.1 was implemented using R–INLA (Rue et al.,
2012) installed on the Balena high performance computing system (HPC) at
the University of Bath (www.bath.ac.uk/bucs/services/hpc/facilities/).
Fitting the model described in Section 2.3.1 to data from the 6003 monitors (and
associated covariates) does not itself require the use of an HPC but the prediction
on the entire grid (of 1.4 million cells) did present some computational challenges.
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When fitting the model, the prediction locations are treated as missing data
and their posterior distributions are approximated simultaneously with model
fitting. INLA requires a copy of the model to be stored on a single node which,
even with the high–memory compute nodes (32GBs per core) available with the
Balena HPC, resulted in memory issues when attempting to perform estimation
and prediction on the entire grid in a single step. Therefore, prediction was
performed using subsets of the prediction grid, each containing groups of regions.
Each subset, including the satellite estimates and other variables included in
the model, was appended to the modelling dataset with both estimation and
prediction performed for each combination. The resulting sets of predictions
were combined to give a complete set of global predictions.
2.4 Results
A series of models based on the structure described in Section 2.3.1 were applied
with the aim of assessing the predictive ability of potential explanatory factors.
The choice of which variables were included in the final model was made based
on their contribution to within–sample model fit and out–of–sample predictive
ability.
Details of the variables included in five candidate models can be seen in Table 2.1.
They include information on local network characteristics; indicator variables for
whether the type of monitor was unspecified, X1; whether the exact location is
known, X2, and whether PM2.5 was estimated from PM10 (X3); satellite–based
estimates of PM2.5 concentrations (X4), estimates of PM2.5 (X5) from the TM5–
FASST chemical transport model, dust (DUST; X6) and the sum of sulphate,
nitrate, ammonium and organic carbon (SNAOC; X7) from atmospheric models;
estimates of population (X8) and a function of land–use and elevation (ED × DU;
X9). Except for the measurements themselves, all of these variables are spatially
aligned to the resolution of the grid. Further details can be found in Section 2.2.
In the comparisons that follow, model (i) is the model used in GBD2013 (Brauer
et al., 2015) and is a linear regression model with response equal to the aver-
age concentration from monitors within a grid cell and covariates X1, X2 and X3
together with the average of the satellite–based estimates and those from the
TM5–FASST chemical transport model for each cell, (X4 + X5)/2. Models (ii)
to (v) are variants of the model presented in Section 2.3.1.
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For evaluation, cross validation was performed using 25 combinations of training
(80%) and validation (20%) datasets. Validation sets were obtained by taking
a stratified random sample, using sampling probabilities based on the cross–
tabulation of PM2.5 categories (0–24.9, 25–49.9, 50–74.9, 75–99.9, 100+ µgm
−3)
and super–regions, resulting in concentrations in each validation sets having the
same distribution of PM2.5 concentrations and super–regions as the overall set of
sites. The following metrics were calculated for each training/evaluation set com-
bination: for model fit, R2 and the deviance information criteria (DIC); and for
predictive accuracy, root mean squared error (RMSE) and population weighted
root mean squared error (PwRMSE). The DIC, proposed by Spiegelhalter et al.
(2002), is a generalisation of the Akaike information criteria (AIC), developed for
Bayesian model comparison and is the sum of two components. The first compo-
nent quantifies the model fit and is measured through the posterior expectation
of the deviance,
D(θ) = −2 log(p(Y |θ))
The second component of the DIC evaluates the complexity of the model and is
measured through the the effective number of parameters
pD = Eθ|Y (D(θ))−D(Eθ|Y (θ))
= D(θ)−D(θ)
so that the DIC is
DIC = D(θ) + pD (2.4)
Here, φ contains the latent field θ and the hyperparameters ψ. Analogously to
the AIC, models with smaller DIC are desirable. INLA was used to calculate
the DIC in all cases and it is noted that instead of evaluating the deviance
at the posterior mean of all parameters, it evaluates the the deviance at the
posterior mean of the latent field θ however evaluates the deviance at the posterior
modes of the hyperparameters ψ to account for any potential skew that may be
observed (particularly in precisions) (Blangiardo & Cameletti, 2015). The R2 is
the proportion of the variance in the outcome that is explained using covariate
information. Given observed data Y , with corresponding predictions Ŷ , we









Here, Ȳ is the mean of Y . We then estimate R2 using
R2 = 1− SSres
SStot
. (2.5)
The RMSE measures is a measure of the difference between the observed and pre-
dicted values of interest. Given observed data Y , with corresponding predictions






(Yi − Ŷi)2. (2.6)
The PwRMSE is a weighted version of the RMSE which allows you to upweight
(or down-weight) residuals in particular areas of interest, for example here we
use population here to look at the error in highly populated/urban areas. Given
observed data Y , with corresponding predictions Ŷ and populations (weights)






Pi(Yi − Ŷi)2. (2.7)
Note that PwRMSE reverts to being RMSE when Pi = 1 for all i = 1, . . . , N .
For the measures of predictive accuracy, each measurement (arising at a point
location) is compared to the prediction for the grid cell that contains the ground
monitor in question.
The results of fitting the five candidate models can be seen in Table 2.2, which
shows R2 and DIC for within sample model fit and RMSE and PwRMSE for
out–of–sample predictive ability, and in Figure 2.6 which shows the PwRMSE
for each model by super–region. It can be seen that using any of the hierarchical
models based on the structure described in Section 2.3.1 provides an immediate
improvement in all metrics when compared to the linear model, with a single
global calibration function, used in GBD2013. For example, using model (ii)
which contains satellite–based estimates, and population and local network char-
acteristics, results in the overall R2 improving from 0.54 to 0.90, DIC from 7828
to 1105 and reductions of 5.9 and 10.1 µgm−3 for RMSE and population weighted
RMSE respectively. This improvement can be seen in each of the super–regions
(Figure 2.6), with the most marked improvements in areas where there is limited
ground monitoring. Sensitivity analyses were performed to assess the effects of
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Table 2.1: Variables includes in each of five candidate models†
Variables and effects in the following models:
(i) (ii) (iii) (iv) (v)
Fixed Random Fixed Random Fixed Random Fixed Random Fixed Random
Intercept X X X X X X X X X
X††1 X X X X X
X††2 X X X X X
X††3 X X X X X
X4 X X X X X X X X X
X5 X X X X X
X6 X X
X7 X X
X†††8 X X X X X X X X
X9 X X
† X1, whether the type of monitor was unspecified; X2, whether the exact location is known;
X3, whether PM2.5 was estimated from PM10; X4, satellite–based and X5 chemical transport
model estimates of PM2.5; X6 and X7, estimates of compositional concentrations of mineral
dust and the sum of sulphate, nitrate, ammonium and organic carbon from atmospheric
models; X8, estimates of population; X9, a function of elevation difference and land–use.
†† Together with interaction with X4, X5 where they are included within the model.
† † † Country level random effects are assigned a conditional autoregressive prior.
the given allocation of countries to regions. Repeating the analyses after switch-
ing a selection of countries that lay on regional borders to their adjacent region
did not produce any discernible differences in the results.
Adding either estimates of PM2.5 from the TM5–FASST chemical transport model;
model (iii), or estimates of specific chemical components (SNAOC) and dust
(DUST) from the GEOS–Chem chemical transport model together with infor-
mation on differences in elevation between a ground monitor and its surrounding
grid cell (ED × DU); model (iv), to this resulted in further improvements with
model (iv) showing the most improvement. Although it resulted in a reduction in
the DIC, adding the estimates of PM2.5 from the TM5–FASST chemical transport
model to model (iv) did not result in any substantial improvement in predictive
ability. This may be in part due to the fact that the variables used in model (iv)
are for 2014 whereas the estimates from the TM5–FASST model are from 2010.
Considering the lack in improvement of predictive ability and the increased com-
plexity and computational burden involved when incorporating an additional set
of random effects, these estimates are not included in the final model (model (iv)).
Predictions from the final model (model (iv)) can be seen in Figures 2.7(a) and
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Figure 2.6: Summaries of predictive ability of the GBD2013 model (i) and four
candidate models (ii–iv), for each of seven super–regions: 1, high income; 2,
Central Europe, Eastern Europe, Central Asia; 3, Latin America and Caribbean;
4, Southeast Asia, East Asia and Oceania; 5, North Africa / Middle East; 6,
Sub–Saharan Africa; 7, South Asia. For each model, population weighted root
mean squared errors (µgm−3) are given with dots denoting the median of the
distribution from 25 training/evaluation sets and the vertical lines the range of
values.
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Table 2.2: Summary of results from fitting five candidate models described in
Table 2.1†.
Model R2 DIC RMSE (µgm−3) PwRMSE (µgm−3)
(i) 0.54 (0.53, 0.54) 7828 (7685, 8657) 17.1 (16.5, 18.1) 23.1 (20.5, 29.3)
(ii) 0.90 (0.90, 0.91) 1105 (849, 1239) 11.2 (10.1, 12.9) 13.0 (11.5, 23.5)
(iii) 0.90 (0.90, 0.91) 986 (704, 1115) 11.1 (10.0, 13.3) 12.8 (11.2, 23.0)
(iv) 0.91 (0.90, 0.91) 877 (640, 1015) 10.7 (9.5, 12.3) 12.1 (10.7, 21.4)
(v) 0.91 (0.90, 0.92) 777 (508, 919) 10.7 (9.5, 12.5) 12.0 (10.7, 20.7)
† Results are presented for both in–sample model fit and out–of–sample predictive ability
and are the median (minimum, maximum) values from 25 training–validation set combina-
tions. For within sample model fit, R2 and Deviance Information Criteria (DIC) are given
and for out–of–sample predictive ability, root mean squared error (RMSE) and population
weighted root mean squared error (PwRMSE).
2.7(b). The point estimates shown in Figure 2.7(a) give a summary of air quality
for each grid cell and show clearly the spatial variation in global PM2.5. For
each grid cell, there is an underlying (posterior) probability distribution which
incorporates information about the uncertainty of these estimates. There are a
number of ways of presenting this uncertainty and Figure 2.7(b) shows one of
these; half of the length of the 95% credible intervals (Denby et al., 2007). Here,
higher uncertainty is associated with a combination of sparsity of monitoring
data and higher concentrations, examples of which can be seen in areas of North
Africa and the Middle East.
The distributions for each cell can also be used to examine the probabilities of
exceeding particular thresholds. Figure 2.8 shows an example of this and contains
predicted concentrations for China (Figure 2.8(a)) together with the probability
for each cell that the value exceeds 35 µgm−3 (Figure 2.8(b)) and 75 µgm−3 (Fig-
ure 2.8(c)). High probabilities of exceeding the greater of the two thresholds are
observed in the area around Beijing and in the Xinjiang province in the far west
of the country. For the latter, a substantial component of the high (estimated)
concentrations will be due to mineral dust from the large deserts in the region,
as can be seen in Figure 2.3(c). The distribution of estimated exposures shown
in the map of median values (of the marginal posterior distributions) shown in
Figure 2.8(a) can also be seen in Figure 2.9(a) which the profile of air pollution
(PM2.5) in this country contains three distinct components: (i) a land mass with
low levels of air pollution; (ii) a much larger proportion of the total land mass
with (comparatively) high levels; and (iii) a substantial area with very high levels.
In terms of potential risks to health, it is high levels in areas of high population
that will drive the disease burden. Figure 2.9(b) shows the distribution of esti-
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mated population level exposures, calculated by multiplying the estimate in each
grid cell by its population. It can be seen that only a small proportion of the
population reside in areas with the lowest concentrations with the vast majority
of the population experiencing much higher levels of PM2.5.
2.5 Discussion
In this paper we have developed a model to produce a comprehensive set of high–
resolution estimates of exposures to fine particulate matter. The approach builds
on that used for the GBD2013 project that calibrated ground measurements
against estimates obtained from satellites and a chemical transport model using
linear regression. This allowed data from the three sources to be utilised, but only
provided an informal analysis of the uncertainty associated with the resulting es-
timates of exposure. There was also limited scope for considering changes in the
calibration functions between geographical regions. As discussed in Brauer et al.
(2015), the increase in the availability of ground measurements has increased the
feasibility of allowing spatially varying calibration functions. This was performed
using geographically weighted regression in van Donkelaar et al. (2016), but here
a hierarchical modelling approach is used in which country–specific calibration
functions are used and information ‘borrowed’ from the surrounding region and
super–region where local monitoring data is inadequate for stable estimation of
the coefficients in the calibration models. This is achieved using sets of random
effects, for countries within regions within super–regions, reflecting a nested geo-
graphical hierarchy. The models are fitted within a Bayesian hierarchical frame-
work which produces full posterior distributions for estimated levels of PM2.5 for
each grid cell rather than just point estimates. Summaries of these posterior
distributions can be used to give point estimates, e.g, medians and medians, to-
gether with measures of uncertainty, e.g. 95% credible intervals. They can also
be used to estimate exceedance probabilities, e.g. the probability of exceeding air
quality guidelines. Based on posterior estimates (medians for each grid cell), it
is estimated that 92% of the world’s population reside in grid cells for which the
annual average is greater than the WHO guideline of 10 µgm−3, which is greater
than the 87% reported in Brauer et al. (2015) for 2013.
In addition to the hierarchical approach to modelling used here, the increased
availability of ground monitoring data has been utilised in the analysis. Ground
measurements were available from 6003 locations (compared with 4073 for GBD20-
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(a) Medians of posterior distributions.
(b) Half the width of 95% posterior credible intervals.
Figure 2.7: Estimates of annual averages of PM2.5 (µgm
−3) for 2014 together with
associated uncertainty for each grid cell (0.1
◦ × 0.1◦ resolution) using a Bayesian
hierarchical model (see text for details).
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(a) Medians of posterior distributions.
(b) Probability of exceeding 35 µgm−3.
(c) Probability of exceeding 75 µgm−3.
Figure 2.8: Estimates of annual mean PM2.5 concentrations (µgm
−3) for 2014
together with exceedance probabilities using a Bayesian hierarchical model (see
text for details) for each grid cell (0.1


















(a) Estimated annual average concentra-
tions of PM2.5 by grid cell (0.1
o× 0.1o res-
olution). Black crosses denote the annual
averages recorded at ground monitors with
the level of transparency denoting the den-























(b) Estimated population level exposures
(blue bars) and, for cells containing at
least one monitoring station, population
weighted measurements from ground mon-
itors (black bars).
aaa
Figure 2.9: Distributions of annual mean concentrations and population level
exposures for PM2.5 (µgm
−3) in China.
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-13) and, in addition, estimates of specific components of air pollution, including
mineral dust and the sum of sulphate, nitrate, ammonium and organic carbon,
were available from atmospheric models. A series of candidate models, containing
different sets of variables and structures for the random effects, were considered
with the final choice of model being made on predictive ability. This was as-
sessed by cross–validation in which models were fitted to 25 training datasets
(each containing 80% the overall data with stratified sampling to ensure sam-
ples were representative in terms of the distribution of concentrations within
each super–region) and predictions compared to measurements within the corre-
sponding validation set. The final model contained information on local network
characteristics, including whether PM2.5 was measured or values converted from
PM10, and whether the exact site type and location were known, together with
satellite–based estimates, estimates of specific components from the GEOS–Chem
chemical transport model, land use and elevation, and population. The final
model includes country–level (within region, within super–region) random effects
for satellite–based estimates and neighbouring country level random effects for
population, with interactions between the fixed effects for variables and those
reflecting local network characteristics. Notably, the estimates of PM2.5 from the
TM5–FASST model used in GBD2013 were not found to improve the predictive
ability and they were not included in the final model. In preference, estimates of
specific components of pollution and the interaction between altitude and land–
use from van Donkelaar et al. (2016) were found to provide marked improvements
in predictively ability and are included in the model.
The model presented here has been shown to offer improved estimates of PM2.5
but there is certainly room for improvement, especially in areas such as Sub–
Saharan Africa and South Asia. One of the potential uses of the outputs from
the model, i.e. the information on areas with high predicted exposures and high
uncertainty shown in Figures 2.7 and 2.8, would be to guide where future mon-
itoring efforts might be focused. It may also be possible to utilise other sources
of information related to air quality in addition to those considered here, such as
road networks and other land–use variables.
In the current implementation, a single annual average of ground measurements
is used for each monitoring location. For 2014, 46% of the measurements from
the WHO cities database come from that year with the remainder coming from
the closest year for which data were available. This results in 82% of the mea-
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surements coming from 2014 or 2013 with the majority of the remainder coming
from the period 2010-1012. As monitoring networks develop, in some areas there
will be the possibility of multiple measurements at specific locations over time
and future developments of the model might include a temporal component that
would acknowledge the temporal aspect of the data, possibly with lower weight
given to less recent measurements. At present, one approach to reducing the
issues that might arise when comparing measurements from locations in close
proximity where there are differences over time, would be to only use data from
the most recent years. However, such data is often not available in precisely the
regions where ground measurements are most needed to produce accurate cali-
bration functions.
In the calibration approach used here there is an implicit assumption the co-
variates are error free, an assumption that may be untenable in practice. When
integrating data from many different sources, each source will have its own er-
ror structures and spatially varying biases. For example, the estimates of PM2.5
from satellite retrievals and the estimates of specific components from the chem-
ical transport are all the result of modelling and, as such, will be subject to
uncertainties and biases arising from errors in inputs and possible model mis-
specification. Therefore, a Bayesian melding approach may be more suitable in
this setting, in which each source of information is assumed to be related to an
underlying ‘true’ level of pollution (at any location) with additive and multi-
plicative bias terms. In addition, Bayesian melding allows provides a coherent
framework in which data from different sources at different levels of aggregation
can be integrated and allows for prediction at any required level of aggregation
with associated estimates of uncertainty.
However, Bayesian melding is complex to implement and can be very computa-
tionally demanding, particularly using Markov chain Monte Carlo (MCMC), due
to the requirement to perform a stochastic integral of the underlying continuous
process to the resolution of the grid cells, for each grid cell. In contrast, one of
the major advantages of downscaling is the computational saving that is made
by only considering grid cells containing measurement locations within the esti-
mation, after which prediction at unknown locations is relatively straightforward
(Chang, 2016). In its current incarnation, using MCMC, Bayesian melding is
computationally infeasible for large–scale problems of this type. Future research
will involve developing computationally efficient methods for performing Bayesian
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melding, using approximate Bayesian inference.
In summary, this work presents an important step forward in large–scale data
integration in this setting, allowing information on air quality to be drawn from
a wide variety of sources, each potentially measured at different resolutions, with
different error structures and with different levels of uncertainty. Ultimately,
this will lead to more accurate estimates of air quality together with measures
of uncertainty that acknowledge the uncertainty associated with the individual
data sources. This information can also be incorporated within a health effects
model leading to improved characterisation of uncertainty when estimating dis-
ease burden. This in turn will lead to increased understanding of the effects of
air pollution on health and the potential effects of mitigation strategies.
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Chapter 3
Data Integration for the
Assessment of Population
Exposure to Ambient Air
Pollution for Global Burden of
Disease Assessment
Abstract
Air pollution is a leading global disease risk factor. Tracking progress (e.g., for
Sustainable Development Goals) requires accurate, spatially resolved, routinely
updated exposure estimates. A Bayesian hierarchical model was developed to
estimate annual average fine particle (PM2.5) concentrations at 0.1
◦×0.1◦ spatial
resolution globally for 2010–2016. The model incorporated spatially varying rela-
tionships between 6003 ground measurements from 117 countries, satellite–based
estimates, and other predictors. Model coefficients indicated larger contributions
from satellite–based estimates in countries with low monitor density. Within
and out–of–sample cross–validation indicated improved predictions of ground
measurements compared to previous (Global Burden of Disease 2013) estimates
(increased within–sample R2 from 0.64 to 0.91, reduced out–of–sample, global
population–weighted root mean squared error from 23µg/m3 to 12µg/m3). In
2016, 95% of the world’s population lived in areas where ambient PM2.5 levels
exceeded the World Health Organization 10µg/m3 (annual average) guideline;
58% resided in areas above the 35µg/m3 Interim Target–1. Global population–
weighted PM2.5 concentrations were 18% higher in 2016 (51.1µg/m
3) than in 2010
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(43.2µg/m3), reflecting in particular increases in populous South Asian countries
and from Saharan dust transported to West Africa. Concentrations in China
were high (2016 population–weighted mean: 56.4µg/m3) but stable during this
period.
3.1 Introduction
Air pollution is a major risk factor for global health. The Global Burden of
Disease (GBD) estimated that in 2016 ambient fine particulate matter (PM2.5)
was the sixth highest ranking risk factor for global mortality (Gakidou et al.,
2017). It was estimated that 4.1 million deaths annually can be attributed to
exposure to ambient PM2.5, with an additional 234,000 deaths attributable to
exposure to ambient ozone. Given this impact, air pollution has been identified
as a global health priority in the sustainable development agenda, with metrics
related to air pollution exposure and health burden now tracked as components
of several Sustainable Development Goals (SDGs) (Fullman et al., 2017; United
Nations, 2018a). Assessment of the global risks to health and progress in reduc-
ing these risks requires accurate estimates of population exposures to PM2.5 for
all countries of the world, and increasingly also for subnational regions, for ex-
ample, those incorporated into the recent analyses of the GBD (Hay et al., 2017).
Traditionally, the information used in analyses of the health risks associated with
air pollution has come from ground monitoring (GM) networks, however there are
regions in which monitoring is sparse (Carvalho, 2016) and GM therefore needs to
be supplemented with information from other sources to create a comprehensive
set of population exposures (World Bank, 2016). Even in areas where there are
relatively dense GM networks, the use of information from satellite retrievals of
aerosol optical depth and land use has been shown to profitable in filling in spatial
and temporal gaps in GM networks (Kloog et al., 2014, 2012). In order to assess
progress towards meeting SDGs and to facilitate comparisons between countries,
it is important that the methods used to estimate concentrations, population–
exposures and SDG metrics be globally consistent and allow for assessment of
uncertainties. The latter helps prioritize regions where additional information
on exposure is required and facilitates comparison of health burden between air
pollution and other risk factors.
Estimates of exposures used in previous disease burden assessments were based
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on a combination of satellite–based estimates and chemical transport model sim-
ulations (Brauer et al., 2012, 2015). Information from these two sources were
calibrated to data from GM using a globally standardized calibration function
based on linear regression. This enabled the production of estimates at high spa-
tial resolution with global coverage, and the use of a consistent methodology over
both space and time allowed temporal trends to be examined. However, there
were a number of limitations with this approach, the most prominent being the
use of a single global function to calibrate satellite– based and chemical trans-
port model estimates to GM, which did not account for spatial variation in the
relationships between GM and information from the other two sources.
While requiring minimal modeling assumptions, the use of a single calibration
function tended to underestimate GMs in some locations, for example, those with
high winter–time and/or night–time emissions where satellite retrievals were re-
stricted either at night or seasonally due to more frequent cloud or snow cover.
The spatial coherence of biases related to geophysical fields such as PM2.5 com-
position (van Donkelaar et al., 2016) together with increases in the number of
GM locations worldwide, means that spatially varying calibration functions are
now feasible. A recent example was described by van Donkelaar et al. (2016)
who used geographically weighted regression with predictors including simulated
PM2.5 composition to allow variation in calibration between GM and estimated
PM2.5 from satellite remote sensing. This analysis showed improvements in the
proportion of explained variance (of the GM measurements) compared to uncali-
brated satellite–based estimates. Under the auspice of the Global Platform on Air
Quality and Health led by the World Health Organization (WHO) (World Health
Organization), a global collaboration between research institutions, international,
regional, and national agencies was initiated with the aim of addressing the
above–mentioned issues and reducing population exposure to air pollution from
particulate matter.
In this paper, the methodology used to estimate population level exposures to
air pollution for recent global disease burden assessments of the GBD (GBD2015
(Cohen et al., 2017; Forouzanfar et al., 2016) and 2016 (Gakidou et al., 2017))
and those produced by WHO is presented (World Health Organization, 2016a).
This methodology allows spatially varying calibration functions to be fit within
a Bayesian hierarchical framework and builds on the developments presented in
van Donkelaar et al. (2016) by incorporating geophysical predictors. Comparisons
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with the methods used in previous releases (GBD 2013) of the GBD (Brauer et al.,
2015) are given, with formal evaluation based on the ability to accurately predict
GM measurements. A description of estimated concentrations and population
exposures for 2016 is given together with an examination of recent trends, from
2010 to 2016, at the country level.
3.2 Materials and Methods
Ground monitoring (GM) data consisting of annual average PM10 and PM2.5
concentrations from 6003 monitors (3275 PM2.5 and 2728 PM10 that were used
to estimate PM2.5) were used to calculate the city–level averages reported in
the WHO ‘Air Pollution in Cities’ database (World Health Organization, 2016b)
(Figure A.1). The majority of measurements were recorded in 2013 and 2014
as there is a lag in reporting measurements, and, at the time the database was
created, limited data were available for 2015. Where data were not available for
2014 (2760 monitors), data were used from 2015 (18 monitors), 2013 (2155), 2012
(564), 2011 (60), 2010 (375), 2009 (49), 2008 (21), and 2006 (1). For locations
measuring only PM10, a locally derived conversion factor was used to estimate
PM2.5 as described in Brauer et al. (2015). Monitors with ≥75% temporal cov-
erage within a single year were included. A variety of monitoring techniques and
operating conditions were used, but such information was not available in the
database and could not be explicitly included in the modelling.
Geophysical satellite–based estimates of annual average surface PM2.5 developed
by van Donkelaar et al. (2016), that combine aerosol optical depth retrievals from
multiple satellites with information from the GEOS–Chem (Bey et al., 2001)
chemical transport model, were used at 0.1
◦ × 0.1◦ resolution (ca. 11km × 11km
resolution at the equator). These were obtained from van Donkelaar et al. (2016)
and Atmospheric Composition Analysis Group, Dalhousie University. (2016). Es-
timates of the sum of sulfate, nitrate, ammonium, and organic carbon concen-
trations and the concentrations of mineral dust in PM2.5 simulated using the
GEOS–Chem chemical transport model, and a measure combining elevation and
the distance to the nearest urban land surface, were also available at the same
resolution (van Donkelaar et al., 2016).
A comprehensive set of population data on a high–resolution grid was obtained
from the Gridded Population of the World (GPW v4.0) database (Center for
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International Earth Science Information Network, 2018). These data were origi-
nally provided at 0.0417
◦ × 0.0417◦ resolution and then aggregated to 0.1◦ × 0.1◦
resolution to match the grid cells of the satellite–based estimates, as described in
the Supporting Information of Forouzanfar et al. (2016).
3.2.1 PM2.5
In GBD 2010 (Brauer et al., 2012) and GBD 2013 (Brauer et al., 2015) expo-
sure estimates were obtained using a single global function to calibrate available
ground measurements to a ‘fused’ estimate of PM2.5 that was calculated for each
0.1
◦ × 0.1◦ grid cell. This fused estimate comprised the mean of estimates of
annual average PM2.5 from remote sensing satellites and from the TM5–(FASST)
chemical transport model (Huijnen et al., 2010). This allowed information from
both sources to be utilized, was computationally efficient, reduced the amount of
missing data (if any), and provided a simple method of smoothing extreme values
from either of the sources of data. However, the two estimation inputs were differ-
ent quantities, with different error structures, and it was not possible to interpret
the individual contributions that the variables made to the model, or to separate
their contributions in areas where one might be more accurate than the other.
In addition, the fused exposure estimates underestimated ground measurements
in specific locations (see Discussion in (Brauer et al., 2015)). This underestima-
tion was largely due to the use of a single, global, calibration function, where in
reality the relationship between ground measurements and other variables varied
spatially. Figure A.2 shows differences between the global calibration function
used in GBD 2013 with those that would be used if the calibration function was
fit on a region–by–region basis.
van Donkelaar et al. (2016) used geographically weighted regression (GWR) to
allow for spatially varying calibration functions in this setting. GWR extends
the linear regression model by allowing coefficients to vary locally over space and
is often used as an exploratory technique to examine spatial variation and non–
stationarity. It comprises fitting a series of regression models, one for each of the
GM locations, using data from a set of surrounding points (Fotheringham et al.,
1998). The definition of ‘surrounding points’ may be determined on a measure
of distance, e.g., points within a certain distance, or by estimating an optimal
bandwidth according to prespecified criteria. Using each set of data, weighted
regression is performed with the weights determined by the distance of the loca-
tions from the central point. However, it may be difficult to interpret location–
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specific coefficients, and the construction of confidence intervals for coefficients
and prediction intervals for the response variable may be problematic (Wheeler
& Waller, 2009).
The recently developed Data Integration Model for Air Quality (DIMAQ), the ba-
sis for the production of the estimated concentrations described in this manuscript,
is implemented within a Bayesian hierarchical modelling (BHM) framework (Shad-
dick et al., 2018b). BHMs provide a flexible framework in which to model com-
plex relationships and dependencies in data. Uncertainty can also be propagated
through the model allowing uncertainty arising from different components, both
data sources and models, to be incorporated within estimates of uncertainty as-
sociated with the final estimates. All modelling is based upon annual average
concentrations.
Within DIMAQ, coefficients in the calibration model relating satellite–based es-
timates with GM were estimated for each country. Where data were insufficient
within a country, information was ‘borrowed’ from a higher aggregation (region),
and if enough information was still not available, from an even higher level (super–
region). This was achieved using a hierarchy of random–effects, with individual
country level estimates based on a combination of information from the coun-
try, its region and super–region (Shaddick et al., 2018b). The model is designed
to produce the most accurate measures of concentrations, and further to the
population–exposures, together with valid measures of uncertainty on a country–
by–country basis. As such, the country was selected as the unit of analysis as
national monitoring protocols may vary (although it is acknowledged that there
may also be within–country variation in the way that monitoring is performed)
and because impact assessment and comparative analyses are typically conducted
at the country level. However, the nature of the hierarchy is such that boundary
effects may occur between countries (or regions/super–regions) where there are
substantial differences in the relationships between ground monitors and satellite
estimates in neighbouring countries, which may require post–processing in order
to produce a smooth map.
In DIMAQ, modeling was performed on the log–scale with the unit of measure-
ment being a grid cell (with ∼1.4 million in total, globally). Estimates of ex-
posures were obtained by transforming predictions from the model back to the
original scale of ground measurements. The following components were included
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in the model (for further information, see Shaddick et al. (2018b)):
1. Continuous explanatory variables:
(a) Geophysical estimate of PM2.5 (µg/m
3) from satellite remote sensing,
on the log–scale (van Donkelaar et al., 2016)
(a) Estimate of the sum of sulfate, nitrate, ammonium, and organic carbon
concentrations simulated using the GEOS–Chem chemical transport
model (van Donkelaar et al., 2016)
(b) Estimate of the concentration of mineral dust, simulated using the
GEOS–Chem chemical transport model (van Donkelaar et al., 2016)
(d) A measurement of the difference between the elevation at the ground
measurement location and the mean elevation within the GEOS–Chem
simulation grid cell multiplied by the inverse distance to the nearest
urban land surface, on the log–scale (van Donkelaar et al., 2016)
(e) Estimate of population on the log–scale (Center for International Earth
Science Information Network, 2018)
2. Discrete explanatory variables:
(a) Binary variable indicating whether the location of the ground mea-
surement was specifically geocoded or whether a city–level centroid
geocode was used
(b) Binary variable indicating whether ground measurement monitoring
site type, i.e., industrial, residential, etc., was specified. Site type
characterisation may, however, differ by country.
(c) Binary variable indicating whether measurement was directly mea-
sured PM2.5 or converted from PM10
3. Random Effects:
(a) Grid cell random effects on the intercept, to allow for multiple ground
monitors in a grid cell
(b) Country, region, and super–region hierarchical random effects for the
intercept
(c) Country, region, and super–region hierarchical random effects for the
satellite remote sensing term
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(d) Country, region, and super–region hierarchical random effects for the
population. The country level random effect allows borrowing of in-
formation from neighbouring countries.
4. Interactions:
(a) Interactions between the binary variables and the effects of satellite
remote sensing
(b) Interactions between the binary variables and the effects of population
While both the linear regression approach (as used in GBD 2013 (Brauer et al.,
2015)) and the GWR approach (van Donkelaar et al., 2016) only provide an infor-
mal analysis of the uncertainty associated with the resulting exposure estimates,
DIMAQ produces a posterior distribution for each prediction location, allowing
a full assessment of uncertainty.
Due to both the complexity of the models and the size of the data, notably
the number of spatial predictions that are required, recently developed tech-
niques that perform ‘approximate’ Bayesian inference based on integrated nested
Laplace approximations (INLA) were used (Rue et al., 2009). Computation was
performed using the R interface to INLA (R–INLA) (Rue et al., 2012).
The primary output of the DIMAQ is a comprehensive, global set of exposures
and country–level population–weighted average exposures for a single year. The
model was developed in order to provide estimates for 2014, but for subsequent
burden of disease calculations, e.g., GBD 2015 and GBD 2016, and to examine
trends, estimates for other years were required. The following is a description
of how DIMAQ was used with the fixed set of ground measurements together
with values of the input variables for each year to produce annual averages for
2010–2016.
Satellite estimates, populations, and quantities estimated using the GEOS–Chem
model were available for each year from 2010 to 2015. Population estimates for
2000, 2005, 2010, 2015, and 2020 were available from GPW version 4.0. Popula-
tion values for each grid cell for 2011, 2012, 2012, 2013, and 2014 were obtained by
interpolation (and application to 2016) using natural splines with knots placed at
2000, 2005, 2010, 2015, and 2020. To provide PM2.5 concentration estimates for
1990, 1995, 2000, 2005, and 2010, we applied the DIMAQ coefficients to histor-
ical satellite–based PM2.5 estimates for 2000–2010, together with GEOS–Chem
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simulations for 1990 and 1995.
Estimates of exposures were obtained for 2010, 2011, 2012, 2013, 2014, and 2015,
by applying the calibration coefficients for 2014 (estimated using DIMAQ), to
the yearly sets of data (from satellite remote sensing, population, and the quan-
tities estimated using the GEOS–Chem model). Trends presented previously for
GBD 2013 (Brauer et al., 2015) were based on comparisons of estimated concen-
trations in 2010 and 2013, the latter being based on an extrapolation of trends
in satellite–based estimates from 2010 to 2011. Using this approach, observed
differences between estimates for 2010 and 2013 may have been be overly influ-
enced by short–term variability in meteorology rather than longer–term trends
in emissions and resulting concentrations. For 2016, estimates of exposures were
obtained from predictions from locally varying regression models. For each cell, a
LOWESS model (Cleveland, 1981) was fit to the values within that grid cell over
time, with a constraint placed on the rate of change between 2015 and 2016 to
avoid unrealistic and/or unjustified extrapolation of trends. Measures of uncer-
tainty were obtained by repeating the procedure for the limits of the 95% credible
intervals, again on a cell–by–cell basis.
For GBD 2016, population–weighted mean concentrations, together with 95%
uncertainty intervals, were calculated for 195 countries and territories, and for
subnational areas in Brazil, China, India, Indonesia, Japan, Kenya, Saudi Ara-
bia, South Africa, Sweden, United Kingdom, and the United States (File S1 and
S2, Supporting Information). There are a number of ways in which uncertainty
intervals can be obtained, and here we present the results of two approaches:
the first to provide consistency with the GBD (2015 and 2016), and the sec-
ond utilising the information that is available within the posterior distributions
provided by DIMAQ. Consistent with previous GBD assessments (Brauer et al.,
2012, 2015), in GBD 2016 the population–weighted means were calculated by
combining the mean concentration in each cell with a corresponding estimate
of population followed by aggregation to the national or subnational level. Un-
certainty intervals (95%) around these values were obtained by combining the
population estimates with concentrations arising from draws from normal dis-
tributions constructed to represent the concentrations in each grid cell, where
the parameters (means and variances) for each cell were estimated based on sum-
mary measures of the outputs of DIMAQ. This sampling was repeated 1000 times
for each grid cell, with the final (population–weighted) mean and 95% CI being
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calculated from the resulting set of 1000 estimates and then aggregated to sub-
national or national–level population–weighted means. In the second approach,
uncertainty intervals were obtained by taking samples from the DIMAQ posterior
distributions in each grid cell and combining these to produce overall uncertainty
intervals for each country that include both within– and between–grid cell un-
certainty. Population–weighting was applied to the 2.5% and 97.5% quantiles of
the posterior distributions for each grid cell (with the same also applied to the
means and medians of the posteriors). As the second approach is based directly
on the posterior distributions, it more closely reflects the uncertainties present in
the outputs of the modelling and therefore produces wider uncertainty intervals
for national–level population– weighted mean concentrations.
3.2.2 Ozone
As in GBD 2013 (Brauer et al., 2015), a running 3–month average (of daily 1h
maximum values) was calculated for each grid cell over a full year, and the maxi-
mum of these values was selected. This metric was chosen to align with epidemi-
ologic studies of chronic exposure, which typically employ a seasonal (summer)
average, and to account for global variation in the timing of the ozone (summer)
season. These estimates were simulated with the TM5–FASST (Van Dingenen
et al., 2014) reduced–form chemical transport model at 0.1
◦ × 0.1◦ for 1990,
2000, and 2010 using the same emissions data sets and meteorological inputs as
described previously (Brauer et al., 2015). Estimates for 1995, 2005, 2015, and
2016 were generated by fitting a natural cubic spline. Uncertainty intervals for
each country were estimated by assuming a normal distribution with a mean
equal to the population–weighted mean concentrations and a standard deviation
of ±6% of the estimated concentration. As in GBD 2013, given the scarcity of
surface ozone measurements throughout the world and the challenges in accessing
hourly data from available monitoring sites to develop the desired metric, surface
ozone measurements were not utilised when developing the global estimates. Fu-
ture iterations will incorporate the recently compiled measurement database of
the Tropospheric Ozone Assessment Report (Chang et al., 2017).
3.3 Results and Discussion
Ground measurements were available for 6003 locations from 117 countries, a
substantial improvement compared to previous (GBD 2013) estimates that were
based on 4037 measurements from 79 countries (Brauer et al., 2015). Of the
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3275 direct PM2.5 measurements, 1046 were from China, 870 from The United
States and Canada, 774 from high income countries in Europe, 163 from Central,
Eastern Europe, and Central Asia, 133 from Latin America and the Caribbean,
78 from Australasia, 67 from high income Asia Pacific countries, 49 from Sub–
Saharan Africa, 31 from North Africa and the Middle East, 25 from India, 21
from elsewhere in South Asia and 18 from elsewhere in Southeast Asia. The
highest measured annual average PM2.5 concentration in the GM database was
288 µgm−3 in New Delhi, India, while the lowest was 2 µgm−3, in Anchorage,
USA. The highest PM10 concentration estimated from PM10 measurements was
202 µgm−3 in Johannesburg, South Africa, with the lowest being 1 µgm−3, in
Muonio, Finland, and Kiruna, Sweden.
Table 3.1 and Figure 3.1 show comparisons between the linear regression approach
used in GBD 2013 (Brauer et al., 2015) and the DIMAQ hierarchical approach
(Shaddick et al., 2018b) for 2014. Average concentrations from ground monitors
in each region are shown, together with the within–sample root mean squared
error (RMSE; see Equation 2.6). In addition, summaries of out–of–sample val-
idation are shown, in the form of the results from performing cross–validation
using 25 combinations of training (80%) and validation (20%) data sets. Vali-
dation sets were obtained by taking a stratified random sample, using sampling
probabilities based on the cross– tabulation of PM2.5 categories (0–24.9, 25–49.9,
50–74.9, 75–99.9, 100+ µgm−3) and GBD super–regions (Brauer et al., 2012), re-
sulting in them having the same distribution of PM2.5 concentrations and super–
regions as the overall set of sites. The following metrics were calculated for each
training/evaluation set combination: for model fit – R2 (see Equation 2.5) and
deviance information criteria (DIC, a measure of model fit for Bayesian models
(Spiegelhalter et al., 2002); see Equation 2.4); for predictive accuracy – RMSE
(see Equation 2.6) and population weighted root mean squared error (PwRMSE;
see Equation 2.7).
Table 3.1 shows the average of ground measurements together with the RMSE
(from within–sample validation). Compared to the model used in GBD 2013,
DIMAQ resulted in an improvement in the within–sample fit, an increase in R2
from 0.64 to 0.91 and marked improvements in all regions. Globally the RMSE
was reduced by 10.3µgm−3, set against the context of the global ground monitor
average of 27.5µgm−3. The same pattern was seen in out–of–sample predictive
ability, where, compared to the model used in GBD 2013, DIMAQ showed impr-
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Table 3.1: Average Concentrations (2014) from Ground Monitors (µgm−3), Together with Summary Measures of Predictive Ability,
Globally and by Super–Region. Results are the (within–sample) root mean squared error (concentration), together with the median
values of population weighted root mean squared error from 25 validation sets (see text for details). A list of countries within each
region is provided in the Supporting Information (File S1).
RMSE (µgm−3) PwRMSE (µgm−3)
Region Ground Monitor Average (µgm−3) GBD 2013 DIMAQ GBD 2013 DIMAQ
High income 23.2 10.9 3.7 6.4 2.7
Central Europe, Eastern Europe and Central Asia 12.0 5.6 1.7 9.7 6.0
Latin America and Caribbean 20.4 12.8 5.2 13.9 7.1
Southeast Asia, East Asia and Oceania 42.9 30.6 8.2 20.1 10.8
North Africa / Middle East 62.4 37.6 16.8 23.6 14.3
Sub–Saharan Africa 50.7 19.6 6.8 38.8 32.3
South Asia 41.2 35.8 17.6 44.8 22.0
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Figure 3.1: Comparison of observed and predicted measurements, by super–
region, using (i) the GBD 2013 model, (ii) DIMAQ, for the year 2014. The
red line has a slope of one and an intercept of zero. Super–regions are 1: High in-
come (3051 monitors), 2: Southeast Asia, East Asia and Oceania (1312 monitors),
3: Central Europe, Eastern Europe and Central Asia (518 monitors), 4: South
Asia (464 monitors), 5: Latin America and Caribbean (308 monitors), 6: North
Africa/Middle East (273 monitors) and 7: Sub–Saharan Africa (77 monitors).
-oved predictions of ground measurements in all super regions as shown by the
median values of population weighted root mean squared error (µgm−3) from
25 validation sets. Globally, the population–weighted RMSE was 12.1µgm−3
compared to 23.1µgm−3 when using the GBD 2013 model. Figure 3.1 shows
the same pattern in the correlations between predicted and measured values at
ground monitoring locations.
Figure 3.2 shows the DIMAQ coefficients (each a combination of country–region
and super–region fixed and random effects) for the satellite–based estimates for
each country using data from 2014, the year for which DIMAQ was developed.
The size of the coefficients will reflect a number of different factors with larger
coefficients reflecting differences between GMs and estimates from satellites, and
thus a greater impact of the satellite–based estimates on the overall estimates.
Lower coefficients may be observed where there is little variation (in concentra-
tions) beyond the mean (represented by the intercept) and/or in areas where the
magnitude of the estimates from the satellites is large. Countries with higher
monitor density, e.g., North America, Western Europe, China, Chile, Argentina,
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Figure 3.2: Coefficients from DIMAQ based on 2014 data, by country: the effect
of (log of) the satellite–based estimates.
tended to have lower coefficients. In some countries, for example, Mongolia and
countries in sub–Saharan Africa, relatively higher coefficients for population den-
sity indicate importance of this factor in the overall estimates (Figures A.3 and
A.4). In areas where there are countries that have no monitoring data that are
adjacent to those where measurements are out–of–line with satellite estimates,
then calibration functions for neighboring countries may differ more than would
be expected. As previously mentioned, due to the nature of the random–effects
structure in DIMAQ, this can result in the coefficients for neighboring countries
being substantially different, resulting in apparent discontinuities in maps of es-
timated exposures. In order to produce a smoothed map, the coefficients of the
model were smoothed (over continuous space) using a thin plate spline (Wood,
2006). The resulting set of coefficients were then used to produce estimated ex-
posures as before (Figure 3.3).
On the basis of matching the yearly outputs from DIMAQ to estimates of popu-
lation on a cell–by–cell basis, it was estimated that in 2016, 95% of the world’s
population lived in areas that exceeded the WHO guideline of an annual average
of 10 µgm−3 (World Health Organization, 2005). Fifty eight percent of the global
population resided in areas with PM2.5 concentrations above the WHO Interim
Target 1 (IT–1 of 35 µgm−3); 69% lived in areas exceeding IT–2 (25 µgm−3); and
85% lived in areas exceeding IT–3 (15 µgm−3).
Population–weighted mean concentrations in 2016 as incorporated into the GBD
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Figure 3.3: (Smoothed) map of estimated annual average PM2.5 concentrations
in 2016 (µgm−3). Map created with QGIS Geographic Information System v2.18
(QGIS Development Team, 2016).
2016 estimates were highest in countries in north (e.g., Niger: 204 µgm−3, Egypt:
126 µgm−3, Mauritania: 124 µgm−3) and west (e.g., Cameroon: 140 µgm−3,
Nigeria: 122 µgm−3, Burkina Faso, 111 µgm−3) Africa and the Middle East (e.g.,
Saudi Arabia: 188 µgm−3, Qatar: 148 µgm−3, Kuwait: 111 µgm−3), due mainly
to windblown mineral dust (van Donkelaar et al., 2016). The next highest con-
centrations appeared in South Asia due to combustion emissions from multiple
sources, including household use of solid fuels, coal–fired power plants, agricul-
tural and other open burning, and industrial and transportation–related sources.
The annual average population–weighted PM2.5 concentrations were 101 µgm
−3
in Bangladesh, 78 µgm−3 in Nepal, and 76 µgm−3 in India and Pakistan. The
population–weighted annual average concentration in China was 56 µgm−3. Es-
timates of the annual average population–weighted PM2.5 concentrations were
lowest (≤ 8 µgm−3) in Australia, Brunei, Canada, Estonia, Finland, Iceland,
New Zealand, Norway, Sweden, and several Pacific island nations. Population–
weighted mean concentrations and their 95% uncertainty intervals as used in
GBD 2016 (Gakidou et al., 2017) 61 for all years and countries as well as sub-
national areas in Brazil, China, India, Indonesia, Japan, Kenya, Saudi Arabia,
South Africa, Sweden, United Kingdom, and the United States are presented in
the Supporting Information (File S2). Within countries with subnational esti-
mates, population– weighted annual average concentrations varied as much as
3–5–fold, for example, in India (27.7 µgm−3 in urban Kerala to 147.5 µgm−3 in
urban Delhi), China (16.4 µgm−3 in Tibet to 77.0 µgm−3 in Tianjin), Brazil (5.6
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µgm−3 in Sergipe to 18.6 µgm−3 in Sao Paulo), Indonesia (9.5 µgm−3 in Maluku
to 27.8 µgm−3 in Riau), and Saudi Arabia (82.2 µgm−3 in Tabuk to 238.8 µgm−3
in Eastern Province). Elsewhere within–country variability was lower, for ex-
ample, in the United Kingdom (9.5 µgm−3 in Northern Ireland to 16.0 µgm−3
in Lewisham), Japan (9.5 µgm−3 in Okinawa to 15.0 µgm−3 in Osaka), Kenya
(9.7 µgm−3 in Taita–Taveta to 22.9 µgm−3 in Busia), Mexico (12.8 µgm−3 in
Zacatecas to 28.0 µgm−3 in Tabasco), the United States (5.4 µgm−3 in Alaska
to 11.0 µgm−3 in California), and South Africa (21.8 µgm−3 in Eastern Cape to
51.5 µgm−3 in Gauteng).
As shown by the evaluation, this new (DIMAQ) methodology and its spatially
varying calibration resulted in estimates with lower error than other approaches
when estimates were compared to GM data. Figure A.5 shows (for 2013 concen-
trations) the impact of these methodologic changes using exposures previously
estimated in GBD 2013 (Brauer et al., 2015). Overall, with DIMAQ increases
were seen in population–weighted exposures for most countries, with large in-
creases in countries heavily impacted by windblown mineral dust, e.g., Saudi
Arabia, Qatar, and Egypt. Only small differences were evident for China, the
USA, and Western Europe. The global population–weighted mean increased by
39% (from 31.8 µgm−3 using the GBD 2013 methodology to 44.2 µgm−3 when us-
ing DIMAQ with updated data), mainly driven by large increases in the estimate
population–weighted mean concentrations in the highly populated countries of
South Asia (Bangladesh, Pakistan, India).
Using the DIMAQ methodology for 2010–2016 allowed for a consistent examina-
tion of recent trends. Global population–weighted PM2.5 concentrations were 18%
higher in 2016 (51.1 µgm−3) than in 2010 (43.2 µgm−3). This reflects increases
in air pollution levels in some of the most populous countries of the world, many
of them the result of continuing long–term trends but also of note are marked
increases in West Africa, as identified by satellite data. Increased levels of partic-
ulate matter during late 2015 and early 2016 driven by an episode of wind–blown
mineral dust from the Sahara impacted heavily populated countries in the region,
such as Nigeria (World Meterological Organization, 2017). Accordingly, a pro-
portion of this global increase may prove to be transient, should similar episodes
not affect these heavily populated areas in the future. Figure A.6 shows trends
in population–weighted PM2.5 concentrations for the 10 most highly populated
countries in the world, together with the European Union, from 2010 to 2016.
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Table 3.2: Changes in population–weighted concentration of PM2.5 and Ozone for
the 10 most highly populated countries in the world, together with the European
Union between 2010 and 2016
Location 2010 PM2.5 2016 PM2.5 % Change 2010 Ozone 2016 Ozone % Change
Global 43.2 51.1 18.2 59.6 61.6 3.3
Bangladesh 82.4 101.0 22.6 70.0 74.6 6.6
Brazil 11.0 12.6 14.5 49.6 53.6 8.1
China 58.2 56.3 -1.4 62.8 65.7 4.6
European Union 15.2 14.9 -2.0 59.3 58.6 -1.2
India 64.6 75.8 17.3 72.0 76.6 6.4
Indonesia 14.5 16.7 15.6 42.1 44.0 4.5
Japan 12.3 13.1 6.6 59.9 61.7 3.0
Nigeria 51.5 122.5 137.7 67.5 67.3 -0.3
Pakistan 61.4 75.7 23.3 67.2 69.8 3.9
Russia 16.6 15.5 -6.6 48.2 48.3 0.2
United States 8.6 9.2 6.7 67.6 66.3 -1.9
Changes between 2010 and 2016 for both PM2.5 and ozone are shown in Ta-
ble 3.2. India, Pakistan, and Bangladesh have experienced both high levels and
sharply increasing trends in PM2.5 exposure, while the decrease seen in Nigeria
between 2011 and 2014 was reversed in 2015 due to the extensive dust storm at
the end of that year (World Meterological Organization, 2017). Concentrations
in the other highly populated countries and the European Union experienced lit-
tle change over this period, with high levels persisting in China, although with
a noteworthy stabilisation of concentrations in China over this period, compared
to clear increases observed since 1990 (Brauer et al., 2015). Ozone trends for
the same period are provided for context, although these should be interpreted
with caution as they are based upon chemical transport model simulations for
1990, 2000, and 2010; 2016 values and trends merely reflect the pre–2010 trends
in emissions.
Annual population–weighed exposures to PM2.5, and ozone for each country, to-
gether with associated measures of uncertainty, can be found in the Supporting
Information (File S2). Results are given by country and by year (2010–2016).
Significant improvements were made in the estimation of global long–term av-
erage exposure to PM2.5 when compared to approaches implemented previously.
These improvements were facilitated in part by a global collaboration led by the
WHO (World Health Organization) and were based on both updated data and
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methodological advances; more than 6000 ground measurements were used with a
model that allowed spatially varying calibration with satellite–based estimates at
0.1
◦ × 0.1◦ resolution. The estimates of concentrations using DIMAQ were used
to produce population exposures for the WHO and Global Burden of Disease 2015
and 2016 estimates of disease burden attributable to ambient particulate mat-
ter. Compared to earlier exposure estimates, errors in out–of–sample prediction
of ground measurements were reduced, and the extent of variability explained
in ground measurements was increased in all regions of the world. However, as
there is still substantial heterogeneity in the magnitude of errors and uncertainties
between regions, additional ground monitoring data (Snider et al., 2015) espe-
cially in areas currently with limited monitoring, and ongoing improvements to
satellite–based estimates (van Donkelaar et al., 2015) will be required to reduce
errors in large parts of the world. It is important to acknowledge, however, that
ground measurement data are included as reported by local agencies and assessed
with varying levels of quality assurance. As the exposure estimation methodol-
ogy for PM2.5 no longer includes direct use of the TM5 or TM5–FASST chemical
transport model estimates, the use of satellite–based estimates (which are pro-
duced using outputs from the GEOS–Chem model) that are regularly updated
along with ground measurements should facilitate regular updating of these ex-
posure estimates as part of SDG reporting.
Although these estimates advance those developed previously, they incorporate
known limitations. For example, the spatially varying calibration model was
built from a specific year of satellite–based estimates and included measurements
spanning multiple years. The parameters from this model were then applied to
the satellite–based estimates for other years. As it is likely that the relationship
between satellite–based estimates and ground monitors would vary over time,
future iterations will more directly model the relationships between temporally
aligned satellite–based estimates and ground monitors.
Future developments of DIMAQ will also incorporate a continuously varying spa-
tial term, in addition to the country structure, embedded within the model.
This will facilitate two lines of improvement, one related to eliminating post–
processing smoothing currently performed to produce smoothed maps and the
second allowing within–country variation in the calibration equations. Also, ad-
ditional information on land–use and topography will be included within the
model, which should reduce errors and uncertainties. Dependent on computa-
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tional considerations, the fundamental approach used in DIMAQ is scalable, and
higher resolution (0.01
◦ × 0.01◦) global exposure estimates should be feasible us-
ing finer resolution satellite–based estimates (van Donkelaar et al., 2016, 2015).
Such estimates would be expected to further reduce errors in relation to ground
measurements, reduce spatial misalignment with population density data, and
improve estimation of disease burden attributable to air pollution at a finer spa-
tial scale. In addition to developments to the spatial component of the model, a
temporal component will be added, allowing trends to be modelled directly within
the model framework, and allowing dependence between years, rather than being
performed on time periods.
Future developments of DIMAQ will also allow the contributions from individ-
ual inputs to be identified. The growing availability of information on source
contributions to PM2.5, for example, from simulations (Lelieveld et al., 2015),
could allow an assessment of the contribution of different sources to the final es-
timated concentrations (Health Effects Institute, 2016, 2018). This would require
methodological advances in terms of how multiple, potentially highly correlated,
inputs are treated in a coherent manner within DIMAQ. An important aspect of
the Bayesian hierarchical modelling approach that is the basis of DIMAQ is the
ability to propagate uncertainty from the inputs, through the modelling process,
to the final estimates. The method used here, which is based directly on the
posterior distributions that are an output of the DIMAQ Bayesian hierarchical
model, includes more of the uncertainties present in the outputs of the modelling
than previous approaches and therefore produces wider uncertainty intervals for
national–level population–weighted mean concentrations. Future developments
will allow a breakdown of the overall uncertainty associated with the final esti-
mates to their individual components, including individual input variables. In
addition, such global estimates will benefit from ongoing improvements in under-
standing of AOD–surface PM2.5 conversion factors, such as those derived from
the Surface Particulate Matter Network (SPARTAN) of collocated PM2.5 moni-
tors and sun photometers (Snider et al., 2015).
Analyses clearly show that the current disease burden attributable to ambient
air pollution is dominated by effects of exposure to PM2.5 in comparison to the
impacts related to ozone exposure (Gakidou et al., 2017), and as such less at-
tention has been directed toward evaluation and improvement of ozone exposure
estimates. However, as global ozone exposure is increasing and projected to con-
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tinue to increase as a result of climate change (Silva et al., 2016), there is a need
to enhance the estimation of ozone exposures, for example, by chemical transport
model assimilation and fusion with the newly available global ground measure-
ment database (TOAR) (Chang et al., 2017). Further, at present uncertainty
in ozone exposures is assumed to be a uniform standard deviation of ±6% of
the estimated concentration given the estimation via a single chemical transport
model, without direct calibration to ground measurements. Future estimation
of ozone using ground measurements and multiple simulations can also identify
areas of greater uncertainty in estimates which may be useful for prioritisation of
new monitoring. In addition, accumulating research suggests additional health
impacts related to nitrogen dioxide (NO2) exposure that is distinct from those
currently attributable to PM2.5 and ozone (Faustini et al., 2014; World Health Or-
ganization, 2013). Global high resolution NO2 exposure estimates (Larkin et al.,
2017), similar to those already developed for North America (Hystad et al., 2011;
Novotny et al., 2011), western Europe (Vienneau et al., 2013), and Australia
(Knibbs et al., 2014), which combine satellite retrievals, chemical transport mod-
els and land use information, have recently become available and should facilitate
the potential inclusion of nitrogen dioxide in future global disease burden assess-
ments (Organization for Economic Co-operation and Development, 2012; Zhang
et al., 2017a).
Estimates of outdoor air pollution exposure and trends developed with globally
consistent methodology have facilitated policy analyses (Organization for Eco-
nomic Co-operation and Development, 2012; World Bank, 2016; Zhang et al.,
2017a), which should ultimately inform strategies to mitigate the health impacts
of air pollution exposure and reduce emissions of climate forcing agents. As with
prior iterations, we encourage others to use these estimates for relevant impact
assessment or epidemiologic analyses, and we have provided the associated files
of national and subnational population–weighted (File S2) and gridded estimates





estimation of air pollution
concentrations
Abstract
Air pollution constitutes the highest environmental risk factor in relation to
health. In order to provide the evidence required for health impact analyses,
to inform policy and develop potential mitigation strategies comprehensive in-
formation is required on the state of air pollution. Information on air pollution
traditionally comes from ground monitoring (GM) networks but these may not
be able to provide sufficient coverage and may need to be supplemented with in-
formation from other sources (e.g. chemical transport models; CTMs). However,
these may only be available on grids and may not capture micro-scale features
that may be important in assessing air quality in areas of high population. We
develop a model that allows calibration between multiple data sources available
at different levels of support with GM information, allowing the coefficients of
calibration equations to vary over space and time, enabling downscaling where
the data is sufficient to support it. The model is used to produce high-resolution
(1km × 1km) estimates of NO2 and PM2.5 across Western Europe for 2010-2016.
Concentrations of both pollutants are decreasing during this period, however
there remain large populations exposed to levels exceeding the WHO Air Quality
Guidelines and thus air pollution remains a serious threat to health.
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4.1 Introduction
Ambient (outdoor) air pollution is a major cause of death and disease globally.
The adverse health effects include both morbidity, such as increased hospital
admissions and emergency room visits, as well as increased risk of mortality
(Hoek et al., 2013; Kampa & Castanas, 2008). In Europe, there is a long history
of national and international regulatory approaches to air quality management.
Starting with the Clean Air Act of 1956 in the United Kingdom, successive legis-
lation, including the European emission standards passed in the European Union
in 1992, has succeeded in reducing ambient air pollution levels over time (Guer-
reiro et al., 2014; Kuklinska et al., 2015; Shaddick & Zidek, 2014; Turnock et al.,
2016). Current statutory limits state that annual average concentrations of NO2
and PM2.5 should not exceed 40 µg/m
3 and 25 µg/m3 respectively (European
Commission, 2017). The World Health Organization (WHO) Air Quality Guide-
lines (AQG), that are designed to protect the public from the adverse health
effects of air pollution, are currently the same as the EU statutory limits for
NO2 stating annual averages should not exceed 40 µg/m
3, but much lower than
the EU statutory limits for PM2.5 stating annual averages should not exceed 10
µg/m3 (World Health Organization, 2005) .
The Directive on Ambient Air Quality and Cleaner Air for Europe requires air
quality to be assessed throughout the territory of each member state. It requires
that the fixed measurements should be used as a primary source of information
for such assessment in the polluted areas (European Commission, 2008). While
this might be suitable for assessing adherence to statutory limits, in some cases
ground measurements may not be able to provide sufficient spatial (and/or tem-
poral) coverage. For example, in epidemiological studies measures of exposure
required for each participant, often geo–located to their place of residence, and
in estimating the country–level burden of disease, exposures are required for en-
tire populations. In these cases, comprehensive sets of estimated levels of air
pollution are required and although in Europe (and other high–income settings)
there is extensive monitoring in urban areas there is considerably less in rural
areas and the density of monitoring varies between countries. As a consequence,
ground monitors cannot provide a complete picture of air pollution alone.
Comprehensive coverage of information, related to air quality over space and time
can be obtained from other sources, such as remote sensing satellites (SAT) or
chemical transport models (CTM). Examples of estimates from SAT include those
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produced by van Donkelaar et al. (2016) with examples of a number of CTMs
available include the GEOS–Chem (Bey et al., 2001), TM5–FASST (Van Din-
genen et al., 2014), MOZART (Emmons et al., 2010) and the Community Multi–
scale Air Quality (CMAQ) (Environmental Protection Agency, 2018) model.
Here, we use the Monitoring Atmospheric Composition and Climate II (MACC–
II) Ensemble model for Europe (Inness et al., 2013), a model that combines esti-
mates from seven separate regional CTMs. However, there are a number of issues
using these estimates directly. The output of SATs and CTMs takes the form of
gridded estimates and often have a low spatial resolution (e.g. 10km×10km in
the case of MACC–II CTM) and as such cannot capture micro–scale features that
may be reflected in ground measurements. Therefore, it needs to be acknowledged
that measurements from ground monitors and estimates from SAT or CTMs are
fundamentally different quantities, with the latter is subject to uncertainties and
biases arising from errors in inputs and possible model misspecification. In ad-
dition, the information they provide will be available at different geographical
scales, i.e. point locations vs. grid cells, an issue termed the ‘change of support
problem’ by Gelfand et al. (2001), and a model will be required that can align
the different sources in the spatial (and possibly temporal) domains.
One approach to linking data at different resolutions is to use spatially varying co-
efficient models, often referred to as downscaling models. In a downscaling model,
the parameters in the calibration equation are allowed to vary continuously over
space (and potentially time) allowing predictions to be made at the point level
thus allowing local, sub–grid cell variation. Examples of downscaling in this set-
ting include van de Kassteele et al. (2006), who modelled PM10 concentrations
over Western Europe using information from both satellite observations and a
CTM; McMillan et al. (2010) who modelled PM2.5 in the North Eastern U.S. us-
ing estimates from the Community Multi–scale Air Quality (CMAQ) numerical
model; van Donkelaar et al. (2016) modelled annual average PM2.5 calibrating
ground measurements against estimates from both satellite remote sensing and
CTMs; Kloog et al. (2014) who modelled PM2.5 in the North–eastern U.S. using
satellite–based aerosol optical depth (AOD); and Berrocal et al. (2010) and Zidek
et al. (2012) who modelled ozone in the Eastern U.S. (Eastern and Central in the
case of Zidek et al.) using estimates from CMAQ and a variant of the MAQSIP
(Multi–scale Air Quality Simulation Platform) model respectively.
Here, we develop a model that allows calibration between data sources that are
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available at different levels of support, for example, ground monitors at point lo-
cations and estimates from CTMs on grid cells. Set within a Bayesian hierarchical
framework, the coefficients of calibration equations are allowed to vary continu-
ously over space and time, enabling downscaling where ground monitoring data
is sufficient to support it. We are specifically interested in the implementation
of complex models for larger scale problems that may result in difficulties when
attempting to use the methods for implementation proposed in the above exam-
ples, especially those using Markov Chain Monte Carlo. Here, we use techniques
that perform approximate Bayesian inference based on integrated nested Laplace
approximations (INLA) (Rue et al., 2009) that allow high–resolution estimates
of exposures to air pollution to be produced, together with associated measures
of uncertainty.
The remainder of the paper is organised as follows: Section 4.2 provides a sum-
mary of the data used throughout this article. In Section 4.3, we introduce the
proposed statistical models and the framework for performing inference, with
Section 4.4 assessing the accuracy with which the model can estimate the param-
eters using simulated datasets. In Section 4.5, a case study is presented in which
we examine the predictive ability of the model and produce high–resolution an-
nual estimates of NO2 and PM2.5 across Western Europe for 2010–2016. Finally,
Section 4.6 contains a discussion with concluding thoughts and suggestions for
future work.
4.2 Data
The study region consists of 20 countries within Europe: Austria, Belgium, Den-
mark, Finland, France, Germany, Greece, Hungary, Ireland, Italy, Liechtenstein,
Lithuania, Luxembourg, Netherlands, Norway, Portugal, Spain, Sweden, Switzer-
land and the United Kingdom. The sources of data used here can be allocated to
one of four groups: (i) ground monitoring data; (ii) estimates from CTMs; (iii)
other sources including land–use and topography and (iv) estimates of popula-
tion counts. Ground monitoring is available at a distinct number of locations,
whereas the latter three groups are available on grids and provide coverage of the
entire study area with no missing data.
Annual average concentrations of NO2 and PM2.5 (measured in µg/m
3) from be-
tween 2010 and 2016 were extracted from the Air Quality e–Reporting database
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(European Environment Agency, 2018). The database is maintained by the Eu-
ropean Environment Agency (EEA) and provides a comprehensive and quality–
assured source of information of air quality from all national and local monitoring
networks in EU Member States and other participating countries. Measurements
were used if they had ≥75% of daily coverage over a year.
Numerically simulated estimates of NO2 and PM2.5 were obtained from the
MACC–II Ensemble model available on a 10km × 10km resolution grid at an
hourly temporal resolution. In each grid cell, the Ensemble model value was de-
fined as the median value (in µg/m3) of the following seven individual regional
CTMs: CHIMERE from INERIS, EMEP from MET Norway, EURAD–IM from
University of Cologne, LOTOS–EUROS from KNMI and TNO, MATCH from
SMHI, MOCAGE from METEO–France and SILAM from FMI (see Inness et al.
(2013) and Copernicus Atmosphere Monitoring Service (2018) for details). Esti-
mates were aggregated over time to obtain annual average concentrations of NO2
and PM2.5 for each grid cell.
Information on roads was extracted from the EuroStreets digital road network
version 3.1, derived from the TeleAtlas MultiNet 2008 data set. The road data
was classified into ‘all’ and ‘major’ roads using the classification available in Eu-
roStreets. These were then projected on to a 100m × 100m resolution grid, which
were also aggregated to obtain estimates on a 1km × 1km resolution grid, with
each cell the sum of road length within the cell.
Information on land use was obtained using the European Corine Land Cover
(ECLC) 2006 data set was obtained (ETC-LC Land Cover (CLC2006), 2014).
This dataset covered the whole study area except Greece. For Greece, ECLC
2000 was used (ETC-LC Land Cover (CLC2000), 2013).
Information on altitude was obtained from the SRTM Digital Elevation Database
version 4.1 with a resolution of approximately 90m resolution and aggregated to
obtain 100m×100m and 1km×1km resolution grids (SRTM CGIAR-CSI 90m
Digital Elevation Data, 2013). SRTM data is only available up to 60
◦
N and was
therefore supplemented with data from with Topo30 data. For more information,
see de Hoogh et al. (2016).
A comprehensive set of population data on a high–resolution grid was obtained
71
from Eurostat. The GEOSTAT 2011 version 2.0.1 database provides estimates
of population at a 1km × 1km resolution across Europe in 2011 (EUROSTAT,
2016).
4.3 Statistical Modelling
4.3.1 A spatio–temporal downscaling model for air pollu-
tion
Statistical calibration (or downscaling) is based on estimating relationships be-
tween measurements, Yst, available at a discrete set of locations s ∈ S = {s1, . . . ,
sNS} and time points t ∈ T = {t1, . . . , tNT } and a set of covariates Xr`t, r =
1, . . . , R, for example CTMs, satellite remote sensing, land use indicators, and
topography, on grids of NLr cells ` ∈ {`1, `2, . . . , `NLr} at time t.
Our proposed model calibrates information from gridded covariates, Xr`t, against
the ground measurements, Yst, with both fixed and spatially and temporarily
varying random effects for both intercepts and covariates,






β̃qstXq`qst + εst (4.1)
where εst ∼iid N(0, σ2ε ). Here, `ps (and `qs) denote the grid cell in grid p (and
q) containing the point location s. The set of R covariates contains two groups,
R = (P,Q), where P have fixed effects, βp, and Q are assigned spatio–temporally
varying random effects, β̃pst.
The spatio–temporally varying coefficients β̃0st and β̃qst, q ∈ Q, take the form
β̃0st = β0 + β0st,
β̃qst = βq + βqst,
where β0st and βqst provide temporal and spatial adjustments around fixed effects
β0 and βq respectively. For clarity of exposition, the following description is
restricted to the coefficients associated with a single covariate, that is β̃st. In
time, βt = (β1t, β2t, . . . , βNSt) is assumed to evolve as a first–order autoregressive
process
βt = ρβt−1 + ωt
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where ωt = (ω1t, ω2t, . . . , ωNSt) are assumed to be independent and identically
distributed draws from a stationary, isotropic, zero–mean Gaussian random field,
ωt ∼ N(0, σ2ωΣ), with Matérn covariance function
Cov(ωsiti , ωsjtj) = δij
σ2ω
2ν−1Γ(ν)
(κ‖si − sj‖)νKν(κ‖si − sj‖) (4.2)
where δij is the Dirac delta function, Kν is the modified Bessel function of the
second kind, σ2ω is the overall variance, ν controls the smoothness of the spatial
process, κ controls the strength of the distance/correlation relationship and ‖ · ‖
is Euclidean distance. Moreover, ωst is modelled as being separable over space
and time with the covariance structure is constructed using a Kronecker product
(Cameletti et al., 2013).
Gaussian priors, N(0, 1000), are assigned to each of the fixed effects β0, βp and
βq. For the spatio–temporal random effects, the smoothness parameter is fixed,
ν = 1 as in Lindgren et al. (2011). Penalised Complexity (PC) priors are used
for the variance of the observations (σ2ε ; such that P(σε > 1) = 0.1) as well
as the range parameters (κp; such that P(κp < 0.1) = 0.1), variances, (σ2ωp;
such that P(σωp > 1) = 0.1) and the autocorrelation parameters (ρp; such that
P(ρp > 0) = 0.9) of the spatio-temporal processes (Fuglstad et al., 2018; Simpson
et al., 2017).
4.3.2 Approximating the continuous spatio–temporal field
In typical downscaling applications, the spatial processes governing the coeffi-
cients are modelled as Gaussian random fields (GRFs). The field is defined by
the covariance matrix and performing inference with a large number of monitoring
locations over many time points may be computational challenging using tradi-
tional methods of performing Bayesian inference (e.g. MCMC) as large, dense,
linear systems must be solved at each iteration. This poor computational scaling
with the size of the data is known as the ‘big N’ problem. A number of methods
specifically tailored to scaling up inference in spatial and spatio–temporal prob-
lems have been proposed over the past decade, and some of the most broadly used
methods use a specially constructed finite–dimensional Gaussian random field
that trades off scalability with accuracy (Cressie & Johannesson, 2008; Katzfuss,
2017; Lindgren et al., 2011). A review of recent methods, as well as information
about their performance on a simple spatial model, can be found in Heaton et al.
(2018).
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(a) NO2 (b) PM2.5
Figure 4.1: Meshes over Western Europe used with red dots denoting the locations
of ground monitors.
Here, we propose representing the continuous field by an approximation based on
an (irregular) triangulation. A triangulation is a partition of a domain of interest
into a collection of connected non–overlapping triangles. The triangles of a trian-
gulation are formed by points given in the domain of interest. This will allow us
to control the smoothness of the process, by allowing it to vary more quickly over
space where there is data and less so when there is less data, therefore focussing
the computational effort and thus enabling downscaling where the data is suffi-
cient to support it. In the case of air pollution this may be more appropriate, as
this allows us to define a denser set of triangles where data are dense spatially
and less where is it is more sparse. Furthermore, we use Delaunay triangulation
which places constraints on the maximum angle size and the triangulation to be
convex (Hjelle & Dæhlen, 2006). An example of such a mesh can be seen in
Figure 4.1, where we define the mesh to be more dense in urban areas but less
dense in the rural and unpopulated areas.






where n is the number of vertices (or nodes) of the triangulation, {φks} are a set
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of piecewise linear basis functions that are one at vertex k and zero at all other
vertices, and {wkt} are a set of stochastic weights. The weights wkt are assigned
a zero–mean multivariate Gaussian distribution wt
iid∼ N(0,Σ).
Here, we follow Lindgren et al. (2011) and select the distribution of the weights
such that we approximate the GRF by a Gaussian Markov random field (GMRF).
A GMRF is a discretely indexed GRF, Z ∼ N(0,Σ) and if one can be found
that best represents our GRF then we will be able to take advantage of efficient
computation, as typically, the inverse of the covariance matrix, Q = Σ−1 will be
sparse, due to a conditional independence property, in which Zi ⊥⊥ Zj|Z−ij ⇐⇒
Qij = 0 (where Z−ij denotes Z with the i
th and jth elements removed) (Rue &
Held, 2005). The structure of the precision matrix of this process is defined by
the triangulation of the domain and the set of bases functions used. In order
to ensure the Markov structure that is required for a GMRF, the set of basis
functions should be piecewise linear,
φks =
1 at vertex k0 at all other vertices .
then wt
iid∼ N(0,Σ) will be a GMRF.
Furthermore, if the GRF, {ωs | s ∈ Rd}, is assumed to have a Matérn covariance
function as in Equation 4.2, then the approximation given by Equation 4.3 is a
finite element method solution to the following SPDE,
(κ2 −∆)α/2(τωs) =Ws s ∈ Rd, α = ν + d/2, κ > 0, ν > 0
where (κ2 −∆)α/2 is a pseudo–differential operator, ∆ is the Laplacian, κ is the
scale parameter, τ controls the variance and Ws is spatial white noise with unit
variance. Any GRF model defined with a Matérn covariance structure can be
approximated by a GMRF in this way provided ν + d/2 is integer valued. This
approach can be extended to GRFs on manifolds, non–stationary and anisotropic




The model presented in Section 4.3.1 can be expressed in general form as







where, β0 is an overall intercept term, the set of βp (p = 1, . . . , P ) are the coeffi-
cients associated with covariates Xqst, the set of functions, f1(·), . . . , fP (·) repre-
sent the random effects which can take the form of random intercepts and slopes,
non–linear effects of covariates, spatial, temporal and spatio–temporal random
effects.
All unknown parameters are collected into two sets: θ = (βq, fq), which contains
all of the parameters, and ψ, which contains all of the hyperparameters that
control the variability and strength of the relationships between the observations
and the fixed and random effects. The set ψ contains the Gaussian noise param-
eter σ2ε , along with the variance, range parameter and autocorrelation parameter
associated with the spatio–temporal random effects, σ2ωp, κp and ρp. Assigning a
Gaussian distribution to the set of parameters θ ∼ N(0,Σ(ψ2)) results in a latent
Gaussian model (LGM). LGMs are a flexible subclass of models such as gener-
alized linear or additive (mixed) models, temporal, spatial or spatio–temporal
models and wide–ranging list of applications (Rue et al., 2009).
The aim is to produce a set of high–resolution exposures to air pollution over an
entire study area in time. The marginal posterior distribution for a prediction in
a particular location, s, and time, t, can be expressed as
p(Ŷst|Y ) =
∫ ∫
p(Ŷst|θ,ψ,Y )p(θ|ψ,Y )p(ψ|Y )dθdψ (4.5)
There is also interest in finding the marginal posterior densities for each ψk and








Here, ψ−k denotes the set of parameters, ψ, with the k
th entry removed. In most
cases, these will not be analytically tractable and therefore approximations of the
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posterior distributions p(ψ|Y ) and p(θj|ψ,Y ) as well as numerical integration
will be needed.
The approximation for the joint posterior, p(ψ|Y ), is given by




where p̃(θ|ψ,Y ) is a Gaussian approximation of p(θ|ψ,Y ) evaluated at the mode
θ̂(ψ) of the distribution θ|ψ. The approximation, p̃(ψ|Y ), is equivalent to a
Laplace approximation, and it is exact if p̃(θ|ψ,Y ) is Gaussian. The approxi-






where p̃(θ−j|θj,ψ,Y ) is a Gaussian approximation of the distribution p(θ−j|θj,ψ,
Y ). The distribution p̃(θj|ψ,Y ) is then obtained by taking Taylor expansions of
p(Y ,θ,ψ) and p̃(θ−j|θj,ψ,Y ), up to third order, aiming to correct a Gaussian
approximation for location errors due to potential skewness (Rue et al., 2009).
In order to estimate the marginal posterior distributions given by Equation 4.6,
a set of integration points and weights are built using the distribution p̃(ψ|Y ).
Firstly, the mode of p̃(ψ|Y ) is found numerically by Newton–type algorithms.
Around the mode, the distribution log(p̃(ψ|Y )) is evaluated over a grid of K
points {ψ(k)}, each with associated integration weights {∆(k)}. If the points
define a regular lattice, then the integration weights will be equal. The marginal
posteriors, p(ψk|Y ), are obtained using numerical integration of an interpolant





p̃(θj|ψ(k),Y )p̃(ψ(k)|Y )∆(k) (4.7)
where p̃(θj|ψ(k),Y ) and p̃(ψ(k)|Y ) are the posterior distributions p̃(ψ|Y ) and
p̃(θj|ψ,Y ) evaluated at the set of integration points {ψ(k)} while ∆(k) are inte-
gration weights (Martins et al., 2013).
Inference of the model presented in Section 4.3.1 can be implemented using the
R interface to the INLA computational engine (R–INLA) (Rue et al., 2012). For
further details, see (Rue et al., 2009).
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4.3.4 Prediction
In a fully Bayesian analysis, predictions (as given by Equation 4.5) are treated as
unknown parameters and posterior distributions of these quantities are estimated
alongside the model parameters. This may cause computational issues particu-
larly when predicting at a very large number of locations in time, again due to
the need to manipulate large covariance matrices.
One approach would be to perform inference with predictions at a small number
of locations simultaneously and to repeat this a number of times to obtain a full
set of predictions, as used in Shaddick et al. (2018b) when predicting global air
quality on a high resolution grid (0.1
◦ × 0.1◦ resolution). However, uncertainty
may be underrepresented as the joint variance between predictions is ignored. An
alternative approach, which is the one taken here, is to take joint samples from
the posterior distributions, p̃(θ|ψ,Y ) and p(ψ|Y ) and use each set of samples
(of the model coefficients) to create predictions using Equation 4.1, resulting in
a set of joint predictions of the quantity of interest. This provides an efficient
method for predicting at any required location in space and time as once the
samples of the model coefficients are obtained, prediction is done using a linear
combination. Summarising the joint samples at each location will produce the
marginal predictive posterior distributions required. Furthermore, full posterior
distributions for other quantities of interest such as country–level annual average
and population–weighted annual average concentrations or changes over time can
be produced.
Although R–INLA estimates marginal posterior densities, as shown in Equation
4.6, it is possible to sample from the joint posterior distribution using the function
inla.posterior.sample in the R–INLA package. In computing the approxima-
tion to the required distributions as shown in Equation 4.7 the approximated
distributions at the integration points can be retained. Joint samples from the
posteriors can be obtained by sampling from Gaussian approximations at the
integration points for all of the parameters.
4.4 Simulation Study
In this section we present a simulation study that assesses the accuracy with
which the model can estimate the parameters. We fit a series of models to mul-
tiple simulated datasets, the basis of which are the estimates from the MACC–II
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Table 4.1: Distribution of the number of ground monitors within CTM grid cells.
Number of GMs 1 2 3 4 5 6 7 8+
Number of grid cells 1258 270 98 40 16 10 6 9
Ensemble CTM (see Sections 4.2 and 4.5), from which measurements are gener-
ated at the locations of the NO2 monitoring sites in Europe (as seen in Figure
4.2). For computational ease, data is only generated for one time point. The
study region is a 400 by 700 grid containing 280,000 cells, Xl : l = 1, ...NL, each
of which is assigned the square root of the estimated annual average concentra-
tion of NO2 from the CTM for 2016. Table 4.1 shows the distribution of the
number of monitors within grid cells. Of the grid cells that contained ground
monitors, 26.3% contained more than one and will be used assess to the ability
of the model to capture within grid cell variability.
When generating the data, we assume that there is spatial structure on both the
intercept term and the coefficient representing the association between ground
measurements and estimates from the CTM. We show the efficacy of the mod-
elling approach shown in Section 4.3 compared to simpler alternatives including
linear regression and a model in which only the intercept is allowed to vary spa-
tially (akin to a kriging model).
Square roots of ground measurements at location s, Ys, are generated from the
following model:
Ys = β̃0s + β̃1sXls + εs (4.8)
where εs ∼ N(0, σ2ε ). The coefficients, β̃0s and β̃1s, are as follows
β̃0s = β0 + β0s
β̃1s = β1 + β0s.
where β0 is a fixed effect representing the overall mean (level of measured NO2)
and β0s is a spatial random effect from the Matérn class of spatial covariance
functions, given by Equation 4.2. Similarly, β1 is a fixed effect representing the
association between the estimates from the CTM and measurements of measured
NO2 with β1s a spatial random effect with the same form as for β0s. The variances
of the spatial processes for the intercept and association between the CTM and
GM are σ20 and σ
2
1 respectively, with the range (of the spatial processes) being κ0
and κ1.
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Table 4.2: Summaries of results from fitting three models to ten simulated
datasets: median estimated value and bias for given parameters. Results are
the median values from fitting the models to multiple simulated datasets.
Model (i) Model (ii) Model (iii)
Parameter True value Estimate Bias Estimate Bias Estimate Bias
β0 1 0.6634 -0.3366 0.7990 -0.2009 0.9954 -0.0045
κ0 10 – – 22.7204 12.7204 9.7764 -0.2235
σ20 0.2 – – 0.3243 0.1243 0.1848 -0.0152
β1 0.75 0.8910 0.1410 0.8052 0.0552 0.7565 0.0065
κ1 15 – – – – 15.2148 0.2149
σ21 0.01 – – – – 0.0242 0.0142
σ2ε 0.1 0.5846 0.4846 0.1014 0.0014 0.1001 0.0001
Table 4.2 shows the values of the parameters of the models used to produce
ten simulated datasets in the simulation study. We fit a series of three models
representing different levels of complexity:
(i) The intercept and the coefficient associated with the CTM are assumed
constant over space,
(ii) A model with spatial structure on the intercept only with the coefficient
associated with the CTM is constant over space,
(iii) A model with spatial structure on the intercept and coefficient associated
with CTM (as described in Section 4.3.1).
These models were run on each simulated dataset, with each marginal posterior
distribution associated with each parameter extracted. Table 4.2 also show the
results of the simulation study in the form of the median of the estimates from
each simulated dataset along with the median biases associated with the esti-
mates.
In the simulated data, there is spatial variation in both the intercept and the
coefficient associated with the CTM, therefore it can be seen that fitting a model
with no spatial variation in either coefficient (Model (i)) results in considerable
over estimation of the random error component, σ2ε , due to the need to incorpo-
rate (structured) variation in the data (observed via β0s and β1s). Adding spatial
variation in the intercept term (Model (ii)) sees a substantial improvement in the
estimation of σ2ε but the parameters associated with the spatial process for the
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Table 4.3: Summary of NO2 and PM2.5 concentrations (measured in µg/m
3) at
ground monitoring sites, by year.
Pollutant,
Summary N Mean Std. Dev. Median Quantiles (2.5, 97.5%)
NO2
2010 2431 26.9 14.6 25.0 (4.4, 61.1)
2011 2421 25.8 14.7 23.7 (4.3, 61.3)
2012 2346 24.9 14.0 22.6 (4.2, 59.1)
2013 2271 24.0 13.6 22.2 (3.8, 57.0)
2014 2415 22.6 13.0 20.8 (3.7, 53.2)
2015 2396 23.3 13.4 21.1 (3.7, 54.5)
2016 2512 22.4 12.6 20.4 (3.7, 51.5)
PM2.5
2010 560 15.8 5.1 15.8 (6.5, 26.1)
2011 667 16.2 5.7 16.1 (6.4, 30.5)
2012 715 14.5 5.1 14.2 (6.1, 27.7)
2013 796 14.3 4.8 14.3 (5.5, 26.6)
2014 873 13.1 4.1 13.0 (5.8, 22.5)
2015 928 13.4 4.9 12.9 (5.6, 26.6)
2016 977 12.2 4.4 11.9 (4.9, 24.0)
intercept (κ0 and σ
2
0) are both overestimated due to the use of a single spatial
process to accommodate the spatial variation in both the intercept and the asso-
ciation with CTM. A model which also adds spatial structure to the coefficient
associated with the CTM (Model (iii)) shows the lowest bias for all parameters,
with notable improvements compared to Model (ii) when estimating the spatial
variability in the intercept now that variation can be correctly assigned to the
coefficient associated with CTM.
4.5 Case Study: Air Pollution in Western Eu-
rope
The locations of 3436 ground monitoring sites active between 2010 and 2016 can
be seen in Figure 4.2 with summaries of the annual average concentrations of NO2
and PM2.5 by year shown in Table 4.3. The majority of the ground monitors are
located in urban and highly–populated areas, with NO2 being more extensively
monitored than PM2.5 (although ground monitoring of PM2.5 is increasing during
this period). Annual concentrations of both NO2 and PM2.5 are decreasing during
this period, from a median of 25.0 µg/m3 in 2016 to 20.4 µg/m3 (NO2) and from
15.8 µg/m3 to 12 µg/m3 (PM2.5).
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Figure 4.2: Locations of ground monitors measuring NO2 or PM2.5 between 2010
and 2016 in the study area. Red dots denote monitors that only measure PM2.5
during this period, with blue dots denoting monitors only measuring NO2 and
black dots denoting monitors measuring both and PM2.5.
Based on the findings from the simulation study, we fit a model with random
effects on both the intercept terms and coefficients associated with the MACC–
II Ensemble CTM (Model (iii) from Section 4.4). We utilise the data which is
available for multiple years by extending the model to allow spatio–temporally
variation relationships between GMs and CTM using the formulation of the model
given in Equation 4.1, with the relationship between the information on roads
(length of all and major roads), land use (the proportion of areas that are residen-
tial, industry, ports, urban green space, built up, natural land), altitude assumed
to be (fixed and) linear, with transformations of some of the covariates, notably
altitude (
√
a/max(a) where a = altitude − min(altitude)), to address nonlin-
earity. To allow for the skew in the ground measurements and the constraint of
non–negativity, the square–root of the measurements are used for NO2 and the
(natural) logarithm of the measurements are used for PM2.5.
Using cross–validation, we compare the model with spatio–temporal random ef-
fects against Models (i) and (iii) from Section 4.4). The three models considered
are:
(i) Fixed effects – The intercept and the coefficients associated with all co-
variates are assumed constant over space and time
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(iii) Spatial random effects – A model with spatial structure on the intercept
and coefficient associated with CTM, with all other coefficients associated
with all covariates are assumed constant over space and time.
(iv) Spatio–temporal random effects. A model with spatio–temporal struc-
ture on the intercept and coefficient associated with CTM, with all other
coefficients associated with all covariates are assumed constant over space
and time.
Cross–validation was performed by fitting the model to 25 training sets (each
containing 80% of the data) and comparing predictions with measurements from
validation sets (the remaining 20% of the data). Validation sets were obtained
by taking a stratified random sample, based on classifying sites in terms of site
type, country and year. The following metrics were calculated for each training–
evaluation set combination: R2 (see Equation 2.5), root–mean–squared error
(RMSE; see Equation 2.6), and population–weighted root–mean–squared error
(PwRMSE; see Equation 2.7), each calculated for both within–sample evaluation
(model fit) and out–of–sample evaluation (predictive accuracy).
The results of fitting the three models can be found in Table 4.4 (See Appendix
Table B.1 for results by year). It can be seen that using either of the downscaling
models (Models (iii) and (iv)) provides a marked improvement in all metrics for
both within–sample model fit and out–of–sample predictive ability when com-
pared with the linear model (Model (i)). For example, using Model (ii) which
contains only spatial variation in the intercept and the coefficient associated with
the CTM, results in the overall R2 improving from 0.49 to 0.75 (NO2) and from
0.50 to 0.80 (PM2.5). In terms of predictively ability, reductions of 2.4µg/m
3
(24.2%) and 2.2µg/m3 (19.5%) in RMSE and PwRMSE respectively, are ob-
served in NO2 with reductions of 1.8µg/m
3 (50.0%) and 1.5µg/m3 (44.1%) in
RMSE and PwRMSE respectively for PM2.5.
Furthermore, allowing spatio–temporal variation (Model (iv)) in the both the
intercept and the coefficient associated with the CTM results in further improve-
ments, particularly in PM2.5, in all metrics (for both within– and out–of–sample
model fit) compared to a model that only allows spatial variation in the coeffi-
cients (Model ii)). In terms of model fit, we see overall R2 improving from 0.75
to 0.77 (NO2) and from 0.80 to 0.93 (PM2.5), with the out–of–sample RMSE and
PwRMSE by 0.2µg/m3 (2.7%) and 0.3µg/m3 (3.2%) respectively for NO2 and
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Table 4.4: Summary of results from fitting the three candidate models. Results
are presented for both in–sample model fit and out–of–sample predictive ability
and are the median values from 25 training–validation set combinations. For both
within– and out–of– sample model fit, R2, root mean squared error (RMSE) and
population weighted root mean squared error (PwRMSE) are given.
Within–sample Out–of–sample
Model R2 RMSE PwRMSE R2 RMSE PwRMSE
NO2
(i) 0.49 9.9 11.4 0.49 9.9 11.3
(iii) 0.75 7.0 8.9 0.70 7.5 9.4
(iv) 0.77 6.7 8.6 0.72 7.3 9.1
PM2.5
(i) 0.50 3.5 3.4 0.49 3.6 3.4
(iii) 0.80 2.3 2.4 0.74 2.6 2.6
(iv) 0.93 1.3 1.5 0.87 1.8 1.9
decreasing by a further 0.8µg/m3 (30.8%) and 0.7µg/m3 (26.9%) for PM2.5.
Full posterior distributions from the final model (Model (iv)) were produced for
each cell on a high–resolution grid (comprising of approximately 3.7 million, 1km
× 1km cells) covering Western Europe. These can be used to produce high–
resolution maps of concentrations, maps of exceedances, changes over time and,
by aligning with high–resolution estimates of populations to create estimates of
trends in country–level population–weighted annual average concentrations of
NO2 and PM2.5.
Figure 4.3 show maps of estimated annual average concentrations (at a 1km ×
1km resolution) of (a) NO2 and (b) PM2.5 in 2016 (medians of the posterior dis-
tribution in each grid cell) respectively. Probability of exceedances can be seen in
Figure 4.4 which shows the estimated probability that the annual average (a) NO2
and (b) PM2.5 in 2016 exceed that of the WHO AQGs of 40µg/m
3 and 10µg/m3
respectively. Higher levels of both pollutants are seen in urban areas, however,
the of spatial variation is very different. NO2 is mainly derived from transport
and other combustion sources and, as can be seen in Figure 4.3(a), the highest
concentrations are seen in areas with high levels of traffic and/or high population
density such as the larger metropolitan areas in Europe including London, Paris
and Cologne. This is also seen in Figure 4.4(a), where the highest probabilities
are confined to large cities where emissions from road transport and other com-
bustion sources would be expected to be highest. In contrast, PM2.5 is derived
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(a) Median NO2 (b) Median PM2.5
Figure 4.3: Median annual average concentrations of NO2 and PM2.5 (in µg/m
3)
in 2016, by grid cell (1km × 1km resolution)
from a wide range of sources, including energy production, industry, transport,
agriculture, dust and forest fires and it is known that particles can travel in the
atmosphere over long distances. This can be seen in Figure 4.3(b) where concen-
trations are much more widespread with the highest observed in Northern Italy,
a region with a high population and industrial activity. Figure 4.4(b) also shows
that concentrations are more widespread with high probabilities of exceeding the
WHO AQGs occurring in both urban and rural areas.
Figure 4.5 shows trends in annual average concentrations and population–weighted
annual average concentrations between 2010 and 2016 for the five most populated
countries in Europe along with the overall trend in Western Europe (correspond-
ing trends for all countries together with prediction intervals can be found in
Appendix Table B.2). Overall, estimated concentrations of both NO2 and PM2.5
decreased between 2010 to 2016, with the rate of decline for NO2 appears rel-
atively consistent for all countries with much more variability observed in the
trends of PM2.5. It can also be seen that population–weighted annual average
concentrations are higher than the unweighted annual average concentrations
indicating that areas with high annual average concentrations are typically co–
located with areas with high populations.
Figure 4.6 shows the differences in annual average concentrations of (a) NO2
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(a) Probability NO2 exceeds 40µg/m
3 (b) Probability PM2.5 exceeds 10µg/m
3
Figure 4.4: Probability that the annual average concentration of NO2 and PM2.5
(in µg/m3) in 2016 exceed the WHO AQGs, by grid cell (1km × 1km resolution).
and (b) PM2.5 between 2010 and 2016, for each grid cell (1km × 1km reso-
lution), the median of 1000 samples is presented. Each sample represents the
difference between the (samples from) the joint posterior distributions for 2016
and 2010. Again, we see that concentrations of NO2 and PM2.5 decreased be-
tween 2010 to 2016, across Western Europe. Across Western Europe, the me-
dian decrease in NO2 and PM2.5 was 1.4 and 2.0 µg/m
3 respectively, with these
decreases increasing to 2.9 and 3.3 µg/m3 respectively when weighting by pop-
ulation, indicating that air quality is improving in areas with higher population
(See Appendix Table B.3). The largest country–level decreases in PM2.5 are seen
in Hungary (6.0µg/m3), the Netherlands (5.3µg/m3) and France (4.1µg/m3) and
largest country–level decreases in NO2 seen in the Netherlands (2.9µg/m
3), Bel-
gium (2.9µg/m3) and Germany (2.5µg/m3), again with these decreases increasing
when population–weighted (See Appendix Table B.3). The smallest decreases in
the annual average concentrations and population–weighted concentrations of
NO2 and PM2.5 seen in Norway, Sweden and Finland, however concentrations
are generally lower in these countries and it reflects the difficulty of reducing air
pollution at low levels.
The effect of using higher resolution land use information (100m × 100m) in
the model can be seen in Figure 4.7 (e) and (f). This shows the ability of the
model to capture within city variation and produce high–resolution estimates
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Figure 4.5: Trends in concentrations and population–weighted concentrations for
NO2 and PM2.5 between 2010 and 2016 for the five most populated countries,
together with overall trend in Western Europe.
of concentrations of pollutants over space and time and to capture within–city
variation, compared to 1km × 1km (Figure 4.7(c) and Figure 4.7(d)). Using the
model with land use information at either 100m × 100m or 1km × 1km resolution
shows a clear increase in granularity from the MACC–II Ensemble CTM (Figure
4.7(a) and Figure 4.7(b)) and provides substantial additional information on the
spatial distribution of NO2 and PM2.5 that can be used for policy support, as-
signed to residential addressed for use in epidemiological analyses and matching
to populations to estimate the burden of air pollution on human health.
4.6 Discussion
The ability to produce comprehensive, accurate, high–resolution, estimates of
concentrations of pollutants is essential for policy support, epidemiological anal-
yses and in estimating the burden of air pollution on human health. Traditionally,
the primary source of information on air pollution has come from ground mon-
itoring networks but these may not always be able to provide sufficient spatial
coverage. In such cases, information from ground measurements can be com-
bined with other sources that provide comprehensive estimates but these cannot
capture micro–scale features that may be reflected in the ground measurements
and may be important in assessing individual’s exposure to harmful levels of air
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(a) NO2 (b) PM2.5
Figure 4.6: Median difference in annual average concentrations of NO2 and PM2.5
(in µg/m3) between 2010 and 2016, by grid cell (1km × 1km resolution).
pollution.
When combining data from different sources, it is important to acknowledge
possible differences in the spatial resolutions (or changes in support) between
data sources. Here, we use a model that calibrates estimates from a chemical
transport model along with land use information, road network information and
topography with ground measurements (where available). Set within a Bayesian
hierarchical framework, calibration equations link the data sources with ground
measurements, allowing these relationships to vary continuously over space and
time. In the example presented, we use the model to produce posterior distribu-
tions of annual average concentrations of NO2 and PM2.5 for each of 3.7 million
grid cells at a 1km× 1km resolution between 2010 and 2016 and demonstrated
the ability to produce estimates at an even higher resolution (100m × 100m).
We specifically address the computational issues that arise when fitting spatial
and temporally varying coefficient models for larger scale problems by performing
approximate Bayesian inference based on integrated nested Laplace approxima-
tions. The result is the ability to produce a comprehensive set of high–resolution
estimates, together with associated measures of uncertainty, for the entire study
region.
High concentrations of NO2 were observed in urban areas, with the highest levels
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(a) Estimated annual average concentra-
tions of NO2 from the MACC–II CTM
(10km × 10km resolution).
(b) Estimated annual average concentra-
tions of PM2.5 from the MACC–II CTM
(10km × 10km resolution).
(c) Median annual average concentrations
of NO2 (1km × 1km resolution).
(d) Median annual average concentrations
of PM2.5 (1km × 1km resolution).
(e) Median annual average concentrations
of NO2 (100m × 100m resolution).
(f) Median annual average concentrations
of PM2.5 (100m × 100m resolution).
Figure 4.7: Estimated annual averages of NO2 and PM2.5 (in µg/m
3) in 2016 for
Paris by grid cell.
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(those above the WHO AQG of an annual average of 40 µg/m3) being seen around
the major cities across Europe. Spatial patterns in estimated concentrations of
PM2.5 were much smoother (than for NO2) with high levels seen across large
parts of Europe, including many rural areas. Overall, estimated concentrations
of both NO2 and PM2.5 decreased during the period 2010 to 2016 with the largest
decreases being seen for PM2.5. When examining trends in population–weighted
concentrations, for NO2 the rate of decline appears relatively consistent for all
countries with much more variability observed in the trends of PM2.5.
In the models used here, there is an assumption the covariates are error free,
an assumption that in practice may be untenable. Estimates of pollutant con-
centrations from numerical simulations of atmospheric models are the result of
modelling and, as such, will be subject to uncertainties and biases arising from
errors in inputs and possible model misspecification. An alternative approach to
statistical calibration is Bayesian melding (Poole & Raftery, 2000). In melding,
both the measurements and the estimates are assumed to arise from an underly-
ing latent process that represents the true level of pollution. This latent process
itself is unobservable but measurements can be taken at locations in space and
time. For example, the underlying latent process would represent the true level
of PM2.5 and drives the measurements from ground monitors and the estimates
from the CTM, all of which will inform the posterior distribution of the under-
lying latent process. At present, implementing Bayesian melding can be very
computationally demanding, particularly using MCMC, and future research is
required to develop computationally efficient methods for implementation that
would allow its use in practical settings, such as the one considered here. This
will allow information from a wide variety of sources, at different spatial aggre-
gations each with different uncertainties and error structures, to be integrated
within a flexible and coherent framework.
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Chapter 5
Half the world’s population are
exposed to increasing air
pollution
Abstract
Air pollution is high on the global agenda and is widely recognised as a threat
to both public health and economic progress. The World Health Organization
(WHO) estimates that 4.2 million deaths annually can be attributed to outdoor
air pollution. Recently, there have been major advances in methods that allow
the quantification of air pollution–related indicators to track progress towards
the Sustainable Development Goals and that expand the evidence base of the
impacts of air pollution on health. Despite efforts to reduce air pollution in
many countries there are regions, notably Central and Southern Asia and Sub–
Saharan Africa, in which populations continue to be exposed to increasing levels
of air pollution. The majority of the world’s population continue to be exposed
to levels of air pollution substantially above WHO Air Quality Guidelines and,
as such, air pollution constitutes a major, and in many areas, increasing threat
to public health.
5.1 Introduction
In 2016, the WHO estimated that 4.2 million deaths annually could be attributed
to ambient (outdoor) fine particulate matter air pollution, or PM2.5 (particles
smaller than 2.5 µm in diameter) (World Health Organization, 2018). PM2.5
comes from a wide range of sources, including energy production, households,
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industry, transport, waste, agriculture, desert dust and forest fires and particles
can travel in the atmosphere for hundreds of kilometres and their chemical and
physical characteristics may vary greatly over time and space. The WHO de-
veloped Air Quality Guidelines (AQG) to offer guidance for reducing the health
impacts of air pollution. The first edition, the WHO AQG for Europe, was pub-
lished in 1987 with a global update (in 2005) reflecting the increased scientific
evidence of the health risks of air pollution worldwide and the growing appre-
ciation of the global scale of the problem (Krzyzanowski & Cohen, 2008). The
current WHO AQG states that annual mean concentration should not exceed
10µg/m3 (Krzyzanowski & Cohen, 2008).
The adoption and implementation of policy interventions have proved to be ef-
fective in improving air quality (Guerreiro et al., 2014; Kuklinska et al., 2015;
Turnock et al., 2016; Zhang et al., 2018; Zheng et al., 2017). There are at least
three examples of enforcement of long–term policies that have reduced concen-
tration of air pollutants in Europe and North America: (i) the Clean Air Act in
1963 and its subsequent amendments in the USA; (ii) the Convention on Long–
range Transboundary Air Pollution (LRTAP) with protocols enforced since the
beginning of the 1980s in Europe and North America (Byrne, 2015); and (iii) the
European emission standards passed in the European Union in the early 1990s
(Crippa et al., 2016). However, between 1960 and 2009 concentrations of PM2.5
globally increased by 38%, due in large part to increases in China and India,
with deaths attributable to air pollution increasing by 124% between 1960 to
2009 (Butt et al., 2017).
The momentum behind the air pollution and climate change agendas, and the
synergies between them, together with the Sustainable Development Goals (SDGs)
provide an opportunity to address air pollution and the related burden of dis-
ease. Here, trends in global air quality between 2010 and 2016 are examined in the
context of attempts to reduce air pollution, both through long–term policies and
more recent attempts to reduce levels of air pollution. Particular focus is given
to providing comprehensive coverage of estimated concentrations and obtaining
(national–level) distributions of population exposures for health impact assess-
ment. Traditionally, the primary source of information has been measurements
from ground monitoring networks but, although coverage is increasing, there
remain regions in which monitoring is sparse, or even non–existent (see Supple-
mentary Information) (Shaddick et al., 2018b). The Data Integration Model for
92
Air Quality (DIMAQ) was developed by the WHO Data Integration Task Force
(see Acknowledgements for details) to respond to the need for improved estimates
of exposures to PM2.5 at high spatial resolution (0.1
◦ × 0.1◦) globally (Shaddick
et al., 2018b).
DIMAQ calibrates ground monitoring data with information from satellite re-
trievals of aerosol optical depth, chemical transport models and other sources to
provide yearly air quality profiles for individual countries, regions and globally
(Shaddick et al., 2018b). Estimates of PM2.5 concentrations have been compared
to previous studies and a good quantitative agreement in the direction and mag-
nitude of trends has been found. This is especially valid in data rich settings
(North America, Western Europe and China) where trends results are consistent
with what has been found from the analysis of ground level PM2.5 measurements.
5.2 Results
Figure 5.1(a) shows average annual concentrations of PM2.5 for 2016, estimated
using DIMAQ, and Figure 5.1(b) the differences in concentrations between 2010
and 2016. Although air pollution affects high and low–income countries alike,
low– and middle–income countries experience the highest burden, with the high-
est concentrations being seen in Central, Eastern Southern and South–Eastern
Asia (World Bank, 2018).
The high concentrations observed across parts of the Middle East, parts of Asia
and Sub–Saharan regions of Africa are associated with sand and desert dust.
Desert dust has received increasing attention due to the magnitude of its concen-
tration and the capacity to be transported over very long distances in particular
areas of the world (Ganor et al., 2010; Guo et al., 2017). The Sahara is one of
the biggest global source of desert dust and the increase of PM2.5 in this region is
consistent with the prediction of an increase of desert dust due to climate change
(Goudie & Middleton, 2006; Mahowald et al., 2010; Stanelle et al., 2014).
Globally, 55.3% of the world’s population were exposed to increased levels of
PM2.5, between 2010 and 2016, however there are marked differences in the di-
rection and magnitude of trends across the world. For example, in North America
and Europe annual average population–weighted concentrations decreased from
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Figure 5.1: (a) Map of global PM2.5 in 2016; (b) Changes in concentrations
between 2010 and 2016. Units for both are µg/m3.
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12.4 to 9.8 µg/m3 while in Central and Southern Asia they rose from 54.8 to 61.5
µg/m3. Reductions in concentrations observed in North America and Europe
align with those reported by the US Environmental Protection Agency and Eu-
ropean Environmental Agency (EEA) (Environmental Protection Agency, 2018;
European Environment Agency, 2018). The lower values observed in these re-
gions reflect substantial regulatory processes that were implemented thirty years
ago that have led to substantial decreases in air pollution over previous decades
(Chay et al., 2003; European Environment Agency, 2018; Huang et al., 2018). In
high–income countries, the extent of air pollution from widespread coal and other
solid–fuel burning, together with other toxic emissions from largely unregulated
industrial processes, declined markedly with Clean Air Acts and similar ‘smoke
control’ legislation introduced from the mid–20th century. However, these remain
important sources of air pollution in other parts of the world (Heal et al., 2012).
In North America and Europe, the rates of improvements are small reflecting the
difficulties in reducing concentrations at lower levels.
Assessing the health impacts of air pollution requires detailed information of
the levels to which specific populations are exposed. Specifically, it is impor-
tant to identify whether areas where there are high concentrations are co–located
with high populations within a country or region. Population–weighted concen-
trations, often referred to as population–weighted exposures, are calculated by
spatially aligning concentrations of PM2.5 with population estimates (see Supple-
mentary Information).
Figure 5.2 shows global trends in estimated concentrations and population–weigh-
-ted concentrations of PM2.5 for 2010–2016, together with trends for SDG regions
(see Appendix Figure C.1). Where population–weighted exposures are higher
than concentrations, as seen in Central Asia and Southern Asia, this indicates
higher levels of air pollution in highly populated areas. Globally, whilst con-
centrations have reduced slightly (from 12.8 µg/m3 in 2010 to 11.7 µg/m3 in
2016), population–weighted concentrations have increased slightly (33.5 µg/m3
in 2010, 34.6 µg/m3 in 2016). In North America and Europe both concentrations
and population–weighted concentrations have decreased (6.1 to 4.9 and 12.4 to
9.8 µg/m3 respectively). The association between concentrations and population
can be clearly seen for Central Asia and Southern Asia where concentrations
increased from 29.6 to 31.7 µg/m3 (a 7% increase) while population–weighted









































































(b) Population–weighted annual average concentrations
Figure 5.2: Trends in (a) annual average concentrations of PM2.5 and (b)
population–weighted annual average concentrations of PM2.5, by SDG region, to-
gether with overall global trend. Labels for SDG regions: LAC – Latin America
& the Caribbean, CSA – Central and Southern Asia, SSA – Sub–Saharan Africa,
NAE – Northern America and Europe, WANA – Western Asia and Northern
Africa, OCE – Oceania excluding Australia and New Zealand, ANZ – Australia
and New Zealand, ESEA – Eastern Asia and South–Eastern Asia.
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creasing from 54.8 to 61.5 µg/m3 (a 12% increase).
For the Eastern Asia and South Eastern Asia concentrations increase from 2010
to 2013 and then decrease from 2013 to 2016, a result of the implementation
of the ‘Air Pollution Prevention and Control Action Plan’ and the transition to
cleaner energy mix due to increased urbanization in China (Chen et al., 2017;
Huang et al., 2018; Shen et al., 2017; Zhao et al., 2018). Population–weighted
concentrations for urban areas in this region are strongly influenced by China,
which comprises 62.6% of the population in the region. Population–weighted con-
centrations are higher than the concentrations and the decrease is more marked
(in the population–weighted concentrations), indicating that the implementation
of policies has been successful in terms of the number of people affected. The
opposite effect of population–weighting is observed in areas within Western Asia
and Northern Africa where an increasing trend in population–weighted concen-
trations (from 42.0 to 43.1 µg/m3) contains lower values than for concentrations
(from 50.7 to 52.6 µg/m3). In this region, concentrations are inversely correlated
with population, reflecting the high concentrations associated with desert dust
in areas of lower population density.
5.3 Discussion
Long–term policies to reduce air pollution have been shown to be effective and
have been implemented in many countries, notably in Europe and the United
States. However, even in countries with the cleanest air there are large numbers
of people exposed to harmful levels of air pollution. Although precise quantifi-
cation of the outcomes of specific policies is difficult, coupling the evidence for
effective interventions with global, regional and local trends in air pollution can
provide essential information for the evidence base that is key in informing and
monitoring future policies. There have been major advances in methods that
expand the knowledge base about impacts of air pollution on health, from evi-
dence on the health effects (Burnett et al., 2018), modelling levels of air pollution
(Shaddick et al., 2018b; World Health Organization, 2018) and quantification of
health impacts that can be used to monitor and report on progress towards
the air pollution–related indicators of the Sustainable Development Goals: SDG
3.9.1 (mortality rate attributed to household and ambient air pollution); SDG
7.1.2 (proportion of population with primary reliance on clean fuels and technol-
ogy); and SDG 11.6.2 (annual mean levels of fine particulate matter (e.g. PM2.5
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and PM10) in cities (population–weighted)) (World Health Organization, 2018).
There is a continuing need for further research, collaboration and sharing of good
practice between scientists and international organisations, for example the WHO
and the World Meteorological Organization, to improve modelling of global air
pollution and the assessment of its impact on health. This will include developing
models that address specific questions, including for example the effects of trans-
boundary air pollution and desert dust, and to produce tools that provide policy
makers with the ability to assess the effects of interventions and to accurately
predict the potential effects of proposed policies.
Globally, the population exposed to PM2.5 levels above the current WHO AQG
(annual average of 10 µg/m3) has fallen from 94.2% in 2010 to 90.0% in 2016,
driven largely by decreases in North America and Europe (from 71.0% in 2010 to
48.6% in 2016). However, no such improvements are seen in other regions where
the proportion has remained virtually constant and extremely high (e.g. greater
than 99% in Central, Southern, Eastern and South–Eastern Asia Sustainable De-
velopment Goal (SDG) regions. See Appendix and Supplementary Information
for more details).
The problem, and the need for solutions, is not confined to cities: across much
of the world the vast majority of people living in rural areas are also exposed
to levels above the guidelines. Although there are differences when considering
urban and rural areas in North America and Europe, in the vast majority of the
world populations living in both urban and rural areas are exposed to levels that
are above the AQGs. However, in other regions the story is very different (see
Appendix Figure C.2 and Supplementary Information), for example population–
weighted concentrations in rural areas in the Central and Southern Asia (55.5
µg/m3), Sub–Saharan Africa (39.1 µg/m3), Western Asia and Northern Africa
(42.7 µg/m3) and Eastern Asia and South–Eastern Asia (34.3 µg/m3) regions
(in 2016) were all considerably above the AQG. From 2010 to 2016 population–
weighted concentrations in rural areas in the Central and Southern Asia region
rose by approximately 11% (from 49.8 to 55.5 µg/m3; see Appendix Figure C.2
and Supplementary Information). This is largely driven by large rural popula-
tions in India where 67.2% of the population live in rural areas (United Nations,
2018c). Addressing air pollution in both rural and urban settings should there-
fore be a key priority in effectively reducing the burden of disease associated with
air pollution.
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Attempts to mitigate the effects of air pollution have varied according to its source
and local conditions, but in all cases cooperation across sectors and at different
levels, urban, regional, national and international, is crucial (United Nations
Economic Commission for Europe, 2016). Policies and investments supporting
affordable and sustainable access to clean energy, cleaner transport and power
generation, as well as energy–efficient housing and municipal waste management
can reduce key sources of outdoor air pollution. Interventions would not only
improve health but also reduce climate pollutants and serve as a catalyst for
local economic development and the promotion of healthy lifestyles.
5.4 Methods
Assessment of trends in global air pollution requires comprehensive information
on concentrations over time for every country. This information is primarily
based on ground monitoring (GM) from 9,690 monitoring locations around the
world from the WHO cities database for 2010–2016. However, there are regions
in this may be limited if not completely unavailable, particularly for earlier years
(see Supplementary Information). Even in countries where GM networks are
well established, there will still be gaps in spatial coverage and missing data over
time. The Data Integration Model for Air Quality (DIMAQ) supplements GM
with information from other sources including estimates of PM2.5 from satellite
retrievals and chemical transport models, population estimates and topography
(e.g. elevation) (Shaddick et al., 2018b). Specifically, satellite–based estimates
that combine aerosol optical depth retrievals with information from the GEOS–
Chem chemical transport model (van Donkelaar et al., 2016) were used, together
with estimates of sulfate, nitrate, ammonium, organic carbon and mineral dust
(Shaddick et al., 2018a).
The most recent release of the WHO ambient air quality database, for the first
time, contains data from GM for multiple years, where available The version of
DIMAQ used here builds on the original version (Shaddick et al., 2018a,b) by
allowing data from multiple years to be modelled simultaneously, with the rela-
tionship between GMs and satellite–based estimates allowed to vary (smoothly)
over time (Thomas et al., 2019). The result is a comprehensive set of high–
resolution (0.1
◦ × 0.1◦) estimates of PM2.5 for each year (2010–2016) for every
country.
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In order to produce population–weighted concentrations, a comprehensive set
of population data on a high–resolution grid (Gridded Population of the World
(GPW v4) database (Center for International Earth Science Information Net-
work, 2018)) was combined with estimates from DIMAQ. In addition, the Global
Human Settlement Layer (Pesaresi & Freire, 2016) was used to define areas as
either urban, sub–urban or rural (based on land–use, derived from satellite im-
ages, and population estimates). A further dichotomous classification of whether
grid cells within a particular country were urban or rural (allocating sub–urban as
either urban or rural) was based on providing the best alignment (at the country–
level) to the estimates of urban–rural populations produced by the United Nations
(United Nations, 2018c).
It is noted that the estimates from DIMAQ used in this article may differ slightly
from those used in the WHO estimates of the global burden of disease associated
with ambient air pollution (World Health Organization, 2018), and the associated
estimates of air pollution related SDG indicators, due to recent updates in the
database and further quality assurance procedures.
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Chapter 6
Assessing the effects of climate
change policies on the global
burden of disease associated with
ambient air pollution
Abstract
The Paris Agreement within the United Nations Framework Convention on Cli-
mate Change details mitigation and adaptation related to future reductions in
greenhouse gas (GHG) emissions. The Agreement aims to limit the risks and im-
pacts of climate change by keep the increase in global average temperature to less
than 2
◦
C above pre–industrial levels and to pursue limiting the increase to 1.5
◦
C.
Reductions in GHG emissions are also expected to result in associated reduction
in other air pollutants. Here, the potential health co–benefits of climate change
mitigation strategies are investigated through reductions in ambient fine particu-
late matter air pollution (PM2.5) under different climate and socioeconomic sce-
narios. This process comprises of four steps: (i) The Global Change Assessment
Model is used to estimate emissions of GHG and other pollutants correspond-
ing to different climate and socioeconomic scenarios; (ii) Projected emissions are
used as inputs to the TM5–FASST air quality source–receptor model to estimate
global concentrations of PM2.5; (iii) The Data Integration model for Air Qual-
ity (DIMAQ) is used to calibrate concentrations against ground monitoring data,
producing country–level distributions of population–weighted concentrations; and
(iv) Burden of disease calculations, using the outputs from DIMAQ together the
Integrated Exposure Response function. Significant reductions in the number of
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deaths expected from causes associated with exposure to PM2.5 (ca. 1.2 million)
in 2050 are associated with a scenario with a long–term temperature stabilisation
target (2
◦
C) when compared to a reference scenario.
6.1 Introduction
The combustion of fossil fuels accounts for up to 85% of ambient fine particu-
late matter (PM2.5) and the vast majority of greenhouse gases (GHGs) that are
known to drive climate change (Landrigan et al., 2018). In response to the grow-
ing threat of climate change, the United Nations (UN) Framework Convention on
Climate Change brought countries together to create the Paris Agreement, which
aims to reduce the risks and impacts of climate change by limiting the increase
in global average temperature to less than 2
◦
C above pre–industrial levels, and
to pursue a target of limiting the increase to 1.5
◦
C (Rogelj et al., 2016). As a
result of this agreement, UN member states have defined their own Nationally
Determined Contributions (NDCs) to reduce their usage of fossil fuels and thus
the emissions of GHGs. Policies to reduce GHG emissions will have implications
in countries’ economies, known as the associated co–benefits; additional benefits
that one would indirectly see as a result of the reduction of emissions.
One of the reported co–benefits of reducing GHGs is an expected reduction in
other pollutants, including fine particulate matter (PM2.5) that might be expected
to result in a reduction in the associated burden of disease. The public health
burden of ambient PM2.5 is substantial. Recently, the World Health Organization
(WHO) estimated that 4.2 million deaths per year can be attributed to ambient
PM2.5, with over 91% of the world’s population residing in areas where levels
exceed the WHO air quality guidelines (Shaddick et al., 2018b; World Health
Organization, 2018). An increasing number of studies have highlighted the po-
tential for substantial health co–benefits to be associated with climate change
mitigation (Anenberg et al., 2012; Cai et al., 2018; Deng et al., 2018; Gao et al.,
2018; Markandya et al., 2018; Rao et al., 2016; Silva et al., 2017; Vandyck et al.,
2018; West et al., 2013; Zhang et al., 2017b). The estimation of the health burden
in these studies have been based on estimates of concentrations from chemical
transport models (CTMs). However, estimates from CTMs are often produced
on a low–resolution grid (e.g. on a 2
◦ × 2.5◦ resolution in the case of West et al.
(2013)), which may result in the levels of pollution that are experienced by pop-
ulations being underestimated, particularly in urban areas, that might lead to
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an underestimation of the total burden of disease (Shaddick et al., 2018a; West
et al., 2013).
Here, these issues are addressed by ‘calibrating’ the outputs from a CTM against
measurements from ground monitoring (GM) using the WHO’s Data Integration
Model for Air Quality (DIMAQ) (Shaddick et al., 2018b, 2019). The aim of cali-
bration is to align estimated concentrations from CTMs with measurements from
GMs in order to produce more accurate estimates of the levels of pollution to
which people are exposed. DIMAQ has previously been used to calibrate gridded
estimates from CTMs and satellite remote sensing with ground measurements to
produce high–resolution estimates (0.1
◦ × 0.1◦ resolution grid) of PM2.5 across
the world (Shaddick et al., 2018b, 2019).
In this paper, the potential health co–benefits of climate change mitigation strate-
gies are assessed through estimated reductions in mortality associated with ambi-
ent PM2.5 under different climate and socioeconomic scenarios. The remainder of
the paper is organised as follows: Section 6.2 presents our proposed methodology,
with Section 6.3 containing a summary of the data used in this paper. Section 6.4
presents the results of the assessment of the potential effects of climate change
policy on the global burden of disease associated with ambient air pollution are
presented. Finally, Section 6.5 contains a summary and discussion.
6.2 Methods
6.2.1 Burden of disease estimation
The aim is to produce estimates of the burden of disease associated with ambient
air pollution, in addition to the changes in the burden of disease, under future
years under a number of climate change mitigation scenarios. This requires es-
timating the proportion of deaths from a particular disease in a population that
are attributable to ambient air pollution, known as the population attributable
fraction (PAF). The PAF combines information on the risks associated with dif-
ferent levels of PM2.5 with the number of people exposed to those levels.
The relative risks (RR) associated with a specified level of PM2.5, for a given
disease, country, age group and sex are obtained from concentration response
functions (CRFs), by comparing the risk at said specified level, with the risk at
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the counterfactual (the level of PM2.5 at which the excess risk of ambient air pol-
lution is assumed to be zero). These relative risks are denoted by RRhdag, where
h = 1, . . . , NH is the level of PM2.5, d = 1, . . . , ND is the disease, a = 1, . . . , NA
is the age group and g = 1, . . . , NG is the sex.
Information on the proportion of the population exposed to specific levels of
PM2.5 for a given year, climate change scenario, and country, can be obtained by
matching estimated concentrations of PM2.5, with population exposed to those
levels, creating a distribution representing the population exposures. These pop-
ulation exposures are denoted by Phcij where h = 1, . . . , NH is the level of PM2.5,
c = 1, . . . , NC is the country, i = 1, . . . , NI , is the year and j = 1, . . . , NJ is the
climate change mitigation scenario.
The PAF for year i, scenario j, country c, disease d, age group a and sex g can
then be calculated using
PAFijcdag =
∑NH
h=1 Phcij(RRhdag − 1)∑NH
h=1 Phcij(RRhdag − 1) + 1
.
The number of deaths attributable to ambient air pollution, known as the at-
tributable burden (AB), for year i, scenario j, country c, disease d, age group a
and sex g can be estimated by multiplying the corresponding PAF with the total
number of deaths in year i, country c, disease d, age group a and sex g,
ABijcdag = PAFijcdag ×Deathsicdag
The total AB for year i and scenario j, ABij, can then be obtained by summing











To investigate the health co–benefits associated with climate change mitigation,
the differences in the total AB between scenarios j and j′, in year i can be
estimated using
Diffijj′ = ABij − ABij′
These calculations are performed repeatedly on a set of samples of Phij and
RRhdag to produce a distribution for the associated burden of disease and the
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changes associated with different mitigation scenarios from which summary statis-
tics and uncertainty intervals can be taken.
6.2.2 Exposure estimation
The Data Integration Model for Air Quality (DIMAQ) is used to produce a set of
high–resolution concentrations of air pollution across the world for 2015. DIMAQ
calibrates information from gridded covariates Xrl, r ∈ {1, . . . , R}, (for example
estimates from the TM5–FASST CTM, land use information and topography)
on grids of NLr cells ` ∈ {`1, . . . , `NLr}, against ground measurements, Ys, s ∈
{s1, . . . , sNS}, as follows







where εst ∼iid N(0, σ2ε ). Here, `ps denotes the grid–cell in grid p containing the
point location s. The set of R covariates contains two groups, R = (P,Q), where
P are those which have fixed effects (across space) and Q are spatially–varying.
Here, covariates related to concentrations of PM2.5 (such as those from a CTM)
will be assigned random effects and are in Q, with all other variables assigned
fixed effects.
The spatially–varying coefficients, β̃0s and β̃qs, q ∈ Q, comprise a set of both
fixed and random effects
β̃0s = β0 + β
R
0s + β0s
β̃qs = βq + β
R
qs + βqs
The β0 and βq are fixed effects representing the overall mean value of the co-
efficients. The βR0s and β
R
qs are regional random effects, which allows areas with
limited ground monitoring information to ‘borrow’ information on the calibration
coefficients from its region i.e. from other countries within the region (Shaddick
et al., 2018b, 2019). The regions used here are based on geography and country–
level development status (See Appendix Figure D.1) (Brauer et al., 2015). The
β0s and βqs represent further spatial adjustments, allowing the intercept and co-
efficient associated with the estimates of PM2.5 to vary continuously over space,
allowing gridded estimates to be ‘downscaled’ if the data is sufficient enough to
support it (Thomas et al., 2019). DIMAQ was implemented using ‘approximate’
Bayesian inference based on integrated nested Laplace approximations (INLA)
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(Rue et al., 2009, 2012).
Evaluating the health co–benefits under future climate change mitigation sce-
narios requires estimates of PM2.5 for future years under these scenarios. In a
particular year i, and given scenario j, the predicted level of PM2.5 within each
grid cell, `, is obtained by multiplying the estimates from DIMAQ for 2015, Ŷ`,
by the ratios of the expected concentrations of PM2.5 for year i and scenario j to
concentrations of PM2.5 for 2015 in the corresponding grid cell,
Ŷ`ij = R`ij × Ŷ`.
In performing these calculations, DIMAQ was used to generate joint samples
representing the posterior distribution of the concentrations of PM2.5 for 2015 on
a grid, Ŷ`, with the ratios applied to each of the set of samples, resulting in joint
samples of the concentrations of PM2.5 in future years under different scenarios,
Ŷ`ij. These joint samples can then be used to produce distributions of exposures to
the different levels of PM2.5 in a given year, climate change scenario, and country,
Phcij, that are required for the estimation of the burden of disease associated with
ambient air pollution. This is done by matching grid cells at different levels of
estimated concentrations of PM2.5, with population living in the corresponding
grid cells (see Appendix Figure D.2). Samples can be also be used to produce
summaries of other quantities of interest such as country–level annual average
concentrations or population–weighted annual averages concentrations.
6.3 Data
Predicted emissions of GHGs and other pollutant for 2010, 2020, 2030, 2040
and 2050 were obtained using the Global Change Assessment Model (GCAM).
GCAM is an integrated assessment model, that uses information on economic
development, energy usage, land use, emissions of pollutants and the climate to
predict GHG and other pollutant emission pathways along with the associated
mitigation costs (Clarke et al., 2008; Joint Global Change Research Institute,
2019). Emissions under the following climate change mitigation scenarios were
considered:
(a) Reference scenario – This scenario assumes global GHG mitigation policy
is close to the legislation currently in effect with no new policies are applied
throughout the period (Calvin et al., 2017; Rao et al., 2017).
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(b) NDCs scenario – This scenario assumes that scenario that countries con-
tinue to decarbonise their economies beyond 2030 with the same annual
decarbonisation rate that was required to achieve their NDCs between 2020
and 2030 (Fawcett et al., 2015).
(c) 2
◦
C scenario – This scenario assumes that a long term temperature sta-
bilisation target of 2
◦
C is pursued (Markandya et al., 2018). It is assumed
that there is a single global CO2 market and the burden sharing follows
a ‘least cost’ approach so emission mitigation would take place in regions
where it is cheaper to act.
In all three scenarios, the population and socioeconomic projections are based
on predictions from Shared Socioeconomic Pathway (SSP) 2 (Fricko et al., 2017;
Samir & Lutz, 2017). The SSPs describe five pathways for how global society,
demographics and economics might change over the next century with SSP2 is
described as ‘Middle of the Road’ (Fricko et al., 2017; Riahi et al., 2017).
Annual average concentrations of PM2.5 were obtained using the TM5–FAst Sce-
nario Screening Tool (TM5–FASST), a 3–dimensional global atmospheric trans-
port model that uses a detailed set of emissions as inputs to simulate concentra-
tions of a number of ambient air pollutants (Van Dingenen et al., 2018). Esti-
mates were produced on a 0.125
◦ × 0.125◦ resolution grid for each of the three
scenarios in 2020, 2030, 2040 and 2050, with the reference scenario was also used
to produce estimates for 2010 (Van Dingenen et al., 2018). Estimates for 2015
(under the reference scenario) were obtained by linearly interpolating estimates
from 2010 and 2020 at a grid cell level.
Annual average concentrations of PM2.5 were extracted from the WHO Ambi-
ent Air Quality Database (World Health Organization, 2018b) which provides
information on air quality from national and local monitoring networks across
the world. The database contains 34,877 measurements for the period 2008 and
2017 from 9,718 locations. Data was extracted for 2015 from 6134 monitors with
measurements for that year and where data were not available for 2015, data
were used from 2016 (568 monitors), 2014 (603), 2013 (561), 2012 (1252), 2011
(287), and 2010 (564). A comprehensive set of population data on a high reso-
lution grid for 2015 were obtained from the ‘Gridded Population of the World’
version 4 (GPWv4) database (Center for International Earth Science Information
Network, 2018). Estimates were provided at a 0.0083
◦ × 0.0083◦ resolution and
were aggregated a resolution of 0.1
◦ × 0.1◦ . Information on altitude, also at a
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0.1
◦ × 0.1◦ resolution, was the same as those used by van Donkelaar et al. (2016).
Data on mortality were obtained from the ‘Global Health Estimates Database’
(World Health Organization, 2018a) which contains the number of deaths by
disease from each member state. The total number of deaths, for 2015, for
five diseases associated with PM2.5: Acute Lower Respiratory Infections (ALRI),
Chronic Obstructive Pulmonary Disease (COPD), Ischaemic Heart Disease (IHD),
Lung Cancer (LC) and Stroke for 183 countries, were extracted by age and sex.
For COPD, IHD, LC and Stroke, mortality counts were extracted by five–year
intervals from 25–100 and all ages for ALRI. Mortality rates, by country, age and
sex were calculated using country–age–sex specific estimates of population ob-
tained from the UN World Population Prospects 2017 database (United Nations,
2018b) with the number of deaths in 2030, 2040 and 2050 obtained by applying
these rates to the corresponding country–age–sex population projections under
SSP2 (Fricko et al., 2017; Samir & Lutz, 2017).
The Integrated Exposure–Response (IER) functions (Burnett et al., 2014) were
used to obtain the RRs required to obtain the PAFs described in Section 6.2.1.
IERs are available for different age groups (5–year intervals from 25–100) for IHD
and Stroke, and available for all ages for ALRI, COPD and LC. It is noted that
the IERs are not stratified by sex.
6.4 Results
Figure 6.1 shows the trends in annual average concentrations and population–
weighted annual average concentrations of PM2.5, in each of the climate change
mitigation scenarios ((a) Reference, (b) NDCs and (c) 2
◦
C), estimated from the
TM5–FASST. Consistent and substantial decreases in estimated PM2.5 are seen
in China under all climate change policy scenarios. Whereas in the United States,
concentrations are expected fall between 2010 and 2020 and remain consistently
low afterwards in all scenarios. The scenarios are more varied in India where
concentrations are expected to rise until 2030 under the reference scenario before
returning to levels seen around 2020, whereas concentrations are expected to fall
consistently throughout this period under the 2
◦
C scenario. It can also be seen
that population–weighted annual average concentrations are higher than the un-
weighted annual average concentrations indicating that areas with high annual
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Figure 6.1: Trends in annual average concentrations and population–weighted
annual average concentrations globally and for China, India and the United States
of America between 2010 and 2050, based on estimates from TM5–FASST under




DIMAQ was used to produce full posterior distributions of the concentrations of
PM2.5 for 2015 on a high–resolution grid (0.1
◦ × 0.1◦ resolution; ∼ 1.4 million grid
cells). Posterior distributions of the concentrations of PM2.5 for 2010, 2020, 2030,
2040 and 2050 in each of the three scenarios were obtained by multiplying joint
samples of the concentrations of PM2.5 for 2015 by the ratio of the estimates
from TM5–FASST from each year and scenario, to the estimates from TM5–
FASST for 2015 under the reference scenario. Figure 6.2 shows the corresponding
trends in the estimated annual average concentrations and population–weighted
109
annual average concentrations after calibration. Globally, population–weighted
concentrations (under the reference scenario) are approximately twice as high
than based solely on TM5–FASST, suggesting that the TM5–FASST is underesti-
mating ground level concentrations, particularly in urban areas. The population–
weighted annual average concentration in India using the TM5–FASST estimates
directly is 32.5 µg/m3 in 2015 under the reference scenario, which is substantially
less than the value estimated by the WHO for that year (67.2 µg/m3) (Shaddick
et al., 2019). The corresponding population–weighted annual average concentra-
tions after calibrating using DIMAQ is 62 µg/m3 in 2015, which is much closer to
the current WHO estimate (the difference being attributed to the use of TM5–
FASST here instead of satellite–based estimates used by Shaddick et al. (2018b,
2019), together with a reduced set of covariate information).
Table 6.1 shows estimated number of deaths attributable to ambient PM2.5 under
the three climate change policy scenarios for 2030, 2040 and 2050, together with
the differences in the number of deaths associated with the NDCs and 2
◦
C sce-
narios. Results are shown globally and for China, India and the United States of
America, with the median of the values calculated from 1000 samples presented
together with 95% uncertainty intervals in each case. Under the reference sce-
nario, there are expected to be 10.1 million deaths globally in 2050 attributable
to ambient PM2.5. This is expected to reduce to 9.8 million under the NDCs
scenario and further to 8.9 million under the 2
◦
C scenario. For the latter, the
reduction is expected to be between 1.1 and 1.6 million deaths with an expected
value of 1.2 million. The vast majority (ca. 73%) of these reductions are expected
in China and India. In China, the reductions are ca. 80,000 (NDCs scenario) and
270,000 (2
◦
C scenario) and in India 170,000 (NDCs scenario) and 601,000 (2
◦
C
scenario). These reflect the combination of the expected reductions in PM2.5 from
current high levels and the large populations in these countries who are currently
exposed to the high concentrations in these countries who would be expected to
benefit most from the reductions in emissions
6.5 Discussion
A comprehensive analysis of the co–benefits are crucial in determining the real
costs of mitigation policies (Rogelj et al., 2018). The health co–benefits related
to air pollution are particularly relevant because they are mainly felt locally and










































































































































Figure 6.2: Trends in annual average concentrations and population–weighted
concentrations globally together with China, India and the United States of
America between 2010 and 2050, based on estimates from DIMAQ under the




Table 6.1: Estimated number of deaths attributable to ambient air pollution
globally, together with China, India and the United States of America in 2030,
2040 and 2050 under the three climate change policy scenarios: (a) Reference,
(b) NDC and (c) 2
◦
C. The difference in the attributable burden are the difference
in deaths between each climate change policy scenario compared to the reference
scenario in that year. For both the number of deaths and the differences, the
median and a 95% uncertainty interval are given.
Estimated Deaths Reductions in deaths
Region Year Scenario Median Uncertainty Median Uncertainty
Global 2030 (a) 6027864 (5234476, 6913808) – –
(b) 5898347 (5105703, 6770842) 125064 (115178, 156855)
(c) 5477743 (4736925, 6342850) 531644 (487418, 665252)
2040 (a) 8018471 (6906767, 9265149) – –
(b) 7776099 (6673641, 9022470) 233970 (215656, 297038)
(c) 7191759 (6137722, 8439822) 798741 (728624, 1013286)
2050 (a) 10147384 (8641497, 11813409) – –
(b) 9811679 (8334760, 11474961) 328276 (300406, 424472)
(c) 8874504 (7493771, 10535170) 1226905 (1114707, 1573862)
China 2030 (a) 1675704 (1448072, 1925263) – –
(b) 1651094 (1423742, 1899583) 23143 (21698, 29565)
(c) 1574790 (1339933, 1818250) 96750 (90365, 123620)
2040 (a) 2244811 (1890020, 2601164) – –
(b) 2183297 (1829702, 2532348) 58623 (54686, 75969)
(c) 2074998 (1727140, 2420952) 159816 (148689, 206544)
2050 (a) 2745705 (2293765, 3215087) – –
(b) 2655837 (2204164, 3126747) 83564 (77117, 110270)
(c) 2453467 (2025751, 2924837) 269759 (248222, 354870)
India 2030 (a) 1623940 (1444438, 1879067) – –
(b) 1552302 (1375991, 1790135) 68081 (60703, 90027)
(c) 1378955 (1206680, 1586254) 229953 (203590, 310609)
2040 (a) 2206610 (1955137, 2565072) – –
(b) 2080883 (1832266, 2406022) 118448 (105103, 159450)
(c) 1806266 (1565513, 2104077) 375514 (331627, 511993)
2050 (a) 2887716 (2542251, 3368914) – –
(b) 2704722 (2363444, 3119355) 170924 (150834, 233985)
(c) 2248947 (1924488, 2653164) 601738 (532701, 832703)
United States 2030 (a) 95239 (69409, 135394) – –
of America (b) 91125 (66101, 130886) 3810 (2955, 5534)
(c) 93448 (68036, 133377) 1711 (1324, 2613)
2040 (a) 117214 (82454, 174369) – –
(b) 110836 (77673, 166443) 5391 (4037, 8007)
(c) 114178 (80008, 170230) 2813 (2070, 4287)
2050 (a) 132052 (91344, 197499) – –
(b) 123954 (86140, 189846) 6534 (4791, 9985)
(c) 121702 (84642, 187970) 8343 (6231, 12721)
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time periods (Rogelj et al., 2018). Co–benefits are therefore strong political mo-
tivators for climate action (Bain et al., 2016).
In this paper, we have investigated the health co–benefits associated with reduc-
tions in ambient air pollution that might be expected to occur under two possible
climate change mitigation scenarios. The Data Integration Model for Air Quality
(DIMAQ) was used to calibrate estimates from the TM5–FASST global atmo-
spheric model using ground measurements in order to estimate country–level
population exposures to PM2.5. We estimate that under a scenario with a target
of limiting the long term temperature increase to 2
◦
C, there would be 1.2 million
(1.1–1.6 million) fewer deaths in 2050 than if no there were no mitigation policies
applied. The largest proportion of this reduction of 1.2 million deaths would be
expected to come from India and China which are expected to have reductions
of ca. 600,000 and ca. 270,000 deaths respectively.
It is noted that in the current implementation, that any uncertainties associated
with the estimates from TM5–FASST and the predicted emissions from GCAM
under the different scenarios are not incorporated within DIMAQ. In addition,
there is an assumption the mortality rates remain constant at their 2015 levels
over this period, an assumption that may be untenable due to changes in the
socioeconomic statuses of countries over time. Future work will include devel-
oping methodology for estimating and incorporating uncertainty associated with






The aim of this thesis was to develop methodology for integrating data from
multiple sources, in order to improve the accuracy of estimation of the concen-
trations of ambient air pollution that populations are exposed to over space and
time, and the associated burden of disease. Traditionally, the information used in
analyses of the health risks associated with air pollution has come from ground
monitoring, however there are regions in which monitoring is sparse, or even
non–existent. Even in countries where ground monitoring networks are well es-
tablished, there will still be gaps in spatial coverage and missing data over time.
As a consequence, ground monitors alone cannot provide a complete picture of
global air quality alone and therefore needs to be supplemented with information
from other sources to create a comprehensive set of population exposures. The
use of information from other sources has been shown to profitable in filling in
spatial and temporal gaps in ground monitoring networks even in areas of high
density of monitoring (Kloog et al., 2014, 2012).
The Data Integration Model for Air Quality (DIMAQ) was developed during this
PhD to estimate accurate estimates of the concentrations that populations across
the world are exposed to. The methodology presented in Chapters 2 and 3 builds
on previous approaches by allowing the calibration equations to vary by country,
by using a hierarchy of random effects exploiting a geographic hierarchy. The
resulting estimates of PM2.5 were used to estimate the burden of disease asso-
ciated with ambient PM2.5 by the WHO in 2016 (World Health Organization,
2016a) and the Global Burden of Disease Study in 2016 and 2017 (Cohen et al.,
2017; Forouzanfar et al., 2016; Gakidou et al., 2017)). In Chapter 5, the DIMAQ
modelling framework was extended to allow for fine scale spatial variation and
trends over time in the calibration equations, using the methodology presented
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in Chapter 4, allowing for more formal assessment of small–scale spatial variation
and the trends in ambient air pollution. The methodology was used to produce
estimates of PM2.5 were used to estimate the burden of disease associated with
ambient PM2.5 by the WHO in 2018 (World Health Organization, 2018) and the
Global Burden of Disease Study in 2018 (Stanaway et al., 2018)). In Chapter 6,
the DIMAQ framework was developed in order to estimate the potential health
co–benefits of different climate change mitigation policies.
Key findings from this thesis include:
• Ambient air pollution constitutes the greatest environmental risk factor to
global health (Stanaway et al., 2018) with an estimated 4.2 million deaths
per year attributable to fine particulate matter air pollution (PM2.5)
• Globally, the population exposed to PM2.5 levels above the current WHO
air quality guidelines (annual average of 10 µg/m3) has fallen from 94.2%
in 2010 to 90.0% in 2016, driven largely by decreases in North America and
Europe (from 71.0% in 2010 to 48.6% in 2016).
• Up to 55.3% of the world’s population were exposed to increased levels of
PM2.5 between 2010 and 2016
• In Western Europe, estimated concentrations of both NO2 and PM2.5 de-
creased between 2010 and 2016 with the largest decreases seen for PM2.5.
• An estimated 1.2 million fewer deaths might be expected in 2050 if a cli-
mate change policy with a long term temperature stabilisation of 2
◦
C was
implemented compared to a ‘business as usual’ scenario.
Air pollution is high on the global agenda as it constitutes the greatest envi-
ronmental risk factor for global health and is intimately linked to global climate
change. The ability to produce comprehensive, accurate and high–resolution
estimates of the concentrations of pollutants is essential for policy support, epi-
demiological analyses and to estimate the burden of disease associated. Previous
and current policies to mitigate the effects of air pollution have varied according
to its source and local conditions. These policies supporting affordable and sus-
tainable access to clean energy, cleaner transport and power generation, as well
as energy–efficient housing can reduce key sources of outdoor air pollution and
despite efforts to reduce air pollution in many countries there are regions, no-
tably Central and Southern Asia and Sub–Saharan Africa, in which populations
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continue to be exposed to increasing levels of air pollution. The vast majority of
the world’s population continue to be exposed to levels of air pollution substan-
tially above WHO Air Quality Guidelines and, as such, air pollution constitutes
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• Country, region and super-region hierarchy (File S1)
• Population-weighted mean and 95% uncertainty interval PM2.5 and ozone
concentration estimates for all countries and selected sub-national entities
for 2010-2016 (File S2 and associated metadata)
• Gridded estimates (linked to population data, File S3)




Figure A.1: Locations of ground monitors from the WHO Air Pollution in Cities
database as used in GBD 2016. The colour of each dot signifies the average PM2.5
(µg/m3) concentration, including both direct measurements of PM2.5 (A, circles)
and PM2.5 concentrations estimated from measurements of PM10 (B, diamonds).
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Figure A.2: Regional variation in the relationship between PM2.5 measurements
and a fused estimate using information from satellites and a chemical transport
model (as described in Brauer et al. (2015). In each panel, the red line shows
the relationship based on a single ‘global’ model. The green lines are region
specific, based on a region-level interaction in the model. Dark blue dots denote
measurements of PM2.5 and light blue dots values (of PM2.5) that have been
converted from measurements of PM10.
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Figure A.3: Coefficients from DIMAQ based on 2014 data, by country: intercept
term.
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Figure A.4: Coefficients from DIMAQ based on 2014 data, by country: the effect
of (log) population.
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Figure A.5: Comparison of population-weighted mean concentrations for the year
2013. Results from using both GBD 2013 and GBD 2016 (DIMAQ) methodolo-
gies. Countries are indicated by their ISO3 codes and colour-coded by regions
from the Global Burden of Disease. The solid line indicates a 1:1 relationship.
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Figure A.6: Population-exposures (population-weighted concentrations) of PM2.5
for the 10 most highly populated countries in the world, together with the Euro-






Table B.1: Summary of results from fitting the three candidate models by year.
Results are presented for both in-sample model fit and out-of-sample predictive
ability and are the median values from 25 training-validation set combinations.
For both within- and out-of- sample model fit, R2, root mean squared error
(RMSE) and population weighted root mean squared error (PwRMSE) are given.
Model Fit Predictive Accuracy
Model Year R2 RMSE PwRMSE R2 RMSE PwRMSE
NO2
(a) 2010 0.74 7.4 9.6 0.68 8.2 10.6
2011 0.75 7.4 9.6 0.71 7.9 9.9
2012 0.76 6.9 8.8 0.72 7.4 9.1
2013 0.78 6.4 8.1 0.74 6.8 8.5
2014 0.78 6.1 7.9 0.73 6.6 8.5
2015 0.77 6.4 8.3 0.71 7.2 8.8
2016 0.77 6.1 7.9 0.73 6.6 8.4
(b) 2010 0.74 7.9 10.1 0.68 8.4 10.8
2011 0.75 8.0 10.3 0.71 8.5 10.8
2012 0.76 7.0 8.9 0.72 7.4 9.2
2013 0.78 6.4 8.2 0.74 6.8 8.6
2014 0.77 6.4 8.1 0.73 6.9 8.6
2015 0.77 6.5 8.3 0.71 7.2 8.7
2016 0.76 6.3 8.1 0.73 6.8 8.7
(c) 2010 0.49 10.6 12.5 0.50 10.4 12.6
2011 0.48 11.4 13.2 0.47 11.3 13.4
2012 0.50 10.1 11.7 0.48 10.1 11.6
2013 0.50 9.6 10.9 0.49 9.7 10.7
2014 0.52 9.1 10.2 0.53 9.0 10.1
2015 0.51 9.4 10.8 0.51 9.5 10.5
2016 0.52 8.9 10.2 0.53 8.8 10.1
PM2.5
(a) 2010 0.91 1.6 1.6 0.81 2.2 2.1
2011 0.93 1.6 1.8 0.87 2.1 2.3
2012 0.91 1.5 1.7 0.86 2.0 2.2
2013 0.93 1.3 1.4 0.89 1.6 1.6
2014 0.92 1.2 1.4 0.85 1.6 1.8
2015 0.94 1.2 1.4 0.90 1.6 1.8
2016 0.92 1.2 1.4 0.86 1.6 1.7
(b) 2010 0.82 2.9 2.7 0.76 3.2 3.0
2011 0.89 3.5 3.6 0.86 3.8 4.0
2012 0.86 1.9 2.0 0.82 2.2 2.4
2013 0.87 2.0 1.9 0.84 2.2 2.1
2014 0.84 1.8 2.1 0.80 2.1 2.3
2015 0.89 1.8 1.9 0.85 2.1 2.2
2016 0.86 2.0 2.1 0.82 2.3 2.3
(c) 2010 0.45 4.2 3.9 0.46 4.1 3.8
2011 0.57 5.1 4.7 0.57 5.2 4.9
2012 0.48 3.6 3.5 0.48 3.8 3.6
2013 0.59 3.6 3.3 0.58 3.7 3.3
2014 0.65 2.5 2.5 0.62 2.5 2.6
2015 0.69 3.0 3.0 0.67 3.0 3.0
2016 0.57 3.0 2.9 0.58 2.9 2.7
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Table B.2: Estimated annual average concentrations and population-weighted concentrations of NO2 and PM2.5 (in µg/m
3) with
associated 95% prediction intervals between 2010 and 2016 by country, together with overall in Western Europe.
NO2 PM2.5
Unweighted Population-weighted Unweighted Population-weighted
Country Year Median Interval Median Interval Median Interval Median Interval
Western Europe 2010 8.9 (1.2, 27.2) 23.6 (6.8, 51.6) 9.9 (2.6, 20.7) 15.0 (7.1, 27.0)
2011 8.2 (1.1, 24.8) 21.6 (6.2, 49.6) 9.8 (2.8, 21.0) 14.1 (6.9, 27.3)
2012 9.3 (1.5, 27.3) 23.9 (7.2, 53.5) 10.7 (2.7, 22.6) 15.4 (7.1, 31.7)
2013 8.5 (1.2, 25.4) 22.3 (6.5, 50.4) 8.6 (2.2, 18.1) 13.0 (5.6, 24.3)
2014 7.9 (1.0, 24.5) 21.3 (5.8, 49.3) 8.9 (3.2, 18.3) 13.1 (6.8, 22.9)
2015 7.0 (0.8, 22.2) 19.4 (5.1, 45.6) 9.0 (2.4, 18.5) 12.5 (5.9, 26.0)
2016 7.4 (0.9, 23.3) 20.4 (5.5, 47.2) 7.9 (2.2, 16.4) 11.3 (5.3, 23.1)
Andorra 2010 12.6 (5.3, 22.3) 18.0 (14.1, 22.4) 6.0 (4.4, 8.4) 6.7 (5.1, 8.9)
2011 12.1 (4.9, 21.4) 17.3 (13.5, 21.5) 6.3 (4.6, 8.7) 7.0 (5.2, 9.3)
2012 13.4 (5.7, 23.0) 18.7 (15.0, 23.0) 6.9 (4.9, 9.5) 7.7 (5.7, 10.2)
2013 13.3 (5.5, 22.8) 18.7 (15.2, 23.0) 4.7 (3.3, 6.3) 5.4 (3.8, 6.8)
2014 11.7 (4.6, 20.8) 17.0 (13.5, 21.6) 5.2 (3.6, 7.1) 5.9 (4.2, 7.5)
2015 11.3 (4.4, 20.3) 16.5 (13.0, 20.6) 5.4 (3.8, 7.5) 6.1 (4.4, 7.9)
2016 11.3 (4.4, 20.2) 16.5 (13.4, 20.2) 4.2 (2.9, 5.8) 4.8 (3.4, 6.2)
Austria 2010 11.8 (3.7, 28.4) 22.8 (8.5, 42.3) 13.1 (7.7, 20.5) 17.5 (11.0, 22.7)
2011 10.2 (3.0, 24.8) 20.4 (7.3, 38.2) 12.0 (7.3, 19.2) 15.9 (10.2, 21.1)
2012 11.8 (3.8, 27.7) 22.7 (8.6, 42.2) 12.8 (7.8, 20.4) 17.1 (10.9, 22.5)
2013 10.9 (3.4, 25.8) 21.4 (8.0, 39.7) 10.7 (6.3, 17.0) 14.7 (9.1, 19.2)
2014 10.2 (3.1, 25.0) 20.4 (7.3, 38.9) 10.3 (6.0, 16.8) 14.2 (8.6, 18.6)
2015 9.3 (2.6, 24.2) 19.1 (6.5, 38.4) 10.5 (6.4, 16.7) 14.0 (9.0, 18.5)
2016 9.6 (2.7, 24.2) 19.7 (6.8, 38.3) 9.0 (5.5, 14.2) 12.2 (7.8, 16.0)
Belgium 2010 17.2 (6.9, 33.3) 25.9 (11.6, 43.5) 15.4 (9.7, 22.1) 18.1 (11.8, 23.3)
2011 15.4 (5.8, 30.7) 23.7 (10.1, 40.7) 13.8 (8.7, 19.8) 16.3 (10.6, 20.9)
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Table B.2: Estimated annual average concentrations and population-weighted concentrations of NO2 and PM2.5 (in µg/m
3) with
associated 95% prediction intervals between 2010 and 2016 by country, together with overall in Western Europe.
NO2 PM2.5
Unweighted Population-weighted Unweighted Population-weighted
Country Year Median Interval Median Interval Median Interval Median Interval
2012 17.3 (6.9, 33.9) 26.3 (11.5, 44.6) 15.8 (9.4, 22.8) 18.6 (11.6, 24.1)
2013 16.4 (6.5, 32.3) 25.0 (11.0, 42.8) 13.7 (8.9, 19.0) 15.9 (10.7, 20.1)
2014 14.5 (5.4, 29.5) 22.6 (9.5, 39.3) 12.2 (7.7, 17.6) 14.6 (9.2, 18.5)
2015 13.0 (4.6, 27.3) 20.7 (8.4, 37.0) 11.7 (7.5, 16.2) 13.7 (9.1, 17.1)
2016 14.2 (5.1, 28.9) 22.2 (9.2, 38.5) 11.2 (6.7, 15.5) 13.0 (8.4, 16.5)
Denmark 2010 10.7 (4.7, 20.9) 16.8 (6.6, 37.7) 12.2 (9.1, 15.8) 13.0 (9.6, 16.2)
2011 10.1 (4.4, 20.0) 16.0 (6.2, 35.3) 12.4 (9.3, 16.0) 13.5 (10.2, 16.9)
2012 11.3 (5.2, 21.7) 17.5 (7.1, 38.2) 11.2 (8.4, 14.7) 12.3 (9.3, 16.1)
2013 10.4 (4.6, 20.6) 16.5 (6.5, 36.8) 9.2 (7.0, 12.1) 10.1 (7.7, 13.0)
2014 9.7 (4.2, 19.3) 15.4 (6.0, 33.2) 11.9 (8.8, 15.7) 13.0 (9.7, 16.7)
2015 7.9 (3.1, 16.8) 13.0 (4.6, 29.3) 9.9 (7.4, 12.9) 10.8 (8.2, 13.8)
2016 8.8 (3.6, 18.1) 14.3 (5.3, 32.3) 8.8 (6.5, 11.7) 9.7 (7.2, 12.5)
Finland 2010 6.7 (1.7, 14.9) 14.1 (4.8, 31.3) 6.1 (3.1, 8.9) 7.9 (5.1, 10.3)
2011 6.6 (1.7, 14.4) 13.5 (4.7, 28.5) 5.8 (3.3, 8.5) 7.1 (4.9, 8.9)
2012 7.4 (2.1, 15.7) 14.9 (5.5, 30.8) 5.8 (3.1, 8.4) 7.3 (4.9, 9.3)
2013 6.4 (1.6, 14.3) 13.4 (4.6, 29.2) 4.5 (2.5, 6.7) 5.8 (3.8, 7.8)
2014 6.1 (1.5, 13.8) 13.1 (4.3, 27.9) 6.1 (3.4, 8.8) 7.7 (5.2, 9.9)
2015 5.5 (1.1, 12.8) 12.0 (3.8, 26.2) 4.7 (2.7, 6.8) 5.9 (4.0, 7.5)
2016 5.8 (1.3, 13.2) 12.6 (4.0, 26.8) 4.3 (2.5, 6.5) 5.3 (3.7, 7.0)
France 2010 9.6 (2.2, 22.3) 19.1 (6.2, 49.8) 13.4 (7.7, 18.5) 16.3 (9.9, 22.9)
2011 8.5 (1.9, 20.3) 17.4 (5.4, 49.8) 12.3 (7.5, 17.4) 15.1 (9.1, 21.2)
2012 9.8 (2.5, 22.3) 19.2 (6.5, 54.1) 13.8 (8.2, 19.7) 17.2 (10.1, 24.8)
2013 9.3 (2.3, 21.6) 18.5 (6.1, 52.6) 11.1 (6.4, 16.0) 14.0 (8.5, 21.1)
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Table B.2: Estimated annual average concentrations and population-weighted concentrations of NO2 and PM2.5 (in µg/m
3) with
associated 95% prediction intervals between 2010 and 2016 by country, together with overall in Western Europe.
NO2 PM2.5
Unweighted Population-weighted Unweighted Population-weighted
Country Year Median Interval Median Interval Median Interval Median Interval
2014 8.3 (1.8, 20.2) 17.1 (5.2, 50.3) 9.9 (6.3, 14.0) 12.3 (7.9, 16.7)
2015 7.3 (1.5, 18.5) 15.6 (4.5, 45.8) 10.7 (6.7, 14.5) 13.0 (8.2, 17.6)
2016 7.9 (1.6, 19.5) 16.6 (4.9, 49.2) 9.2 (5.7, 13.1) 11.6 (7.3, 16.2)
Germany 2010 15.4 (7.1, 32.4) 24.7 (10.7, 51.1) 14.5 (10.5, 19.7) 16.4 (11.9, 22.2)
2011 13.7 (6.2, 29.4) 22.6 (9.5, 47.4) 13.1 (9.4, 17.6) 14.6 (10.6, 19.8)
2012 15.5 (7.4, 32.5) 24.9 (10.9, 51.9) 13.7 (10.0, 18.2) 15.5 (11.4, 20.7)
2013 14.7 (6.7, 31.1) 23.7 (10.2, 50.3) 11.9 (8.9, 15.6) 13.7 (10.1, 17.8)
2014 13.6 (6.1, 29.5) 22.5 (9.3, 48.8) 13.1 (8.8, 17.9) 14.4 (10.1, 20.3)
2015 12.2 (5.1, 27.3) 20.6 (8.2, 45.5) 11.6 (8.6, 14.8) 13.0 (9.8, 16.7)
2016 12.8 (5.6, 28.2) 21.4 (8.7, 47.0) 10.6 (7.7, 13.9) 11.9 (8.7, 16.0)
Greece 2010 7.4 (1.0, 20.1) 19.7 (4.4, 49.4) 14.6 (7.3, 26.7) 19.6 (9.8, 31.8)
2011 6.6 (0.8, 18.4) 18.1 (3.8, 43.7) 16.5 (7.9, 29.6) 21.5 (10.6, 34.8)
2012 7.5 (1.1, 19.8) 19.4 (4.5, 46.4) 16.9 (8.3, 30.8) 22.8 (11.3, 37.2)
2013 6.9 (0.9, 18.7) 18.2 (4.0, 43.7) 13.1 (6.4, 24.0) 17.4 (8.7, 28.4)
2014 6.5 (0.7, 18.3) 18.2 (3.8, 48.1) 13.3 (6.7, 24.6) 17.7 (9.1, 28.6)
2015 5.7 (0.5, 16.9) 16.6 (3.2, 43.9) 13.6 (6.7, 25.4) 18.1 (9.1, 29.7)
2016 6.1 (0.6, 17.6) 17.6 (3.5, 47.2) 12.8 (6.4, 23.8) 17.3 (8.7, 28.1)
Hungary 2010 13.5 (5.9, 23.8) 20.3 (8.4, 42.1) 18.6 (12.1, 26.5) 21.2 (13.5, 29.0)
2011 12.2 (5.2, 21.8) 18.6 (7.5, 38.7) 18.5 (12.3, 26.4) 21.1 (13.7, 29.0)
2012 13.8 (6.2, 23.9) 20.5 (8.7, 41.4) 19.1 (12.9, 27.3) 21.8 (14.3, 30.2)
2013 12.6 (5.4, 22.2) 19.0 (7.8, 38.6) 15.6 (10.5, 22.5) 17.8 (11.7, 25.0)
2014 12.0 (5.0, 21.7) 18.4 (7.3, 39.3) 15.3 (10.3, 21.7) 17.3 (11.5, 23.6)
2015 10.4 (4.1, 19.3) 16.2 (6.2, 34.5) 14.6 (9.6, 21.3) 16.4 (10.8, 23.4)
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Table B.2: Estimated annual average concentrations and population-weighted concentrations of NO2 and PM2.5 (in µg/m
3) with
associated 95% prediction intervals between 2010 and 2016 by country, together with overall in Western Europe.
NO2 PM2.5
Unweighted Population-weighted Unweighted Population-weighted
Country Year Median Interval Median Interval Median Interval Median Interval
2016 11.4 (4.6, 20.9) 17.6 (6.9, 38.1) 12.5 (8.2, 18.4) 14.0 (9.2, 19.8)
Ireland 2010 6.1 (2.0, 13.6) 11.1 (3.2, 25.3) 8.7 (5.8, 11.7) 9.6 (6.9, 12.6)
2011 5.3 (1.5, 12.2) 9.7 (2.6, 23.0) 8.9 (6.1, 11.9) 9.5 (7.1, 12.8)
2012 6.4 (2.1, 13.8) 11.2 (3.4, 25.2) 9.6 (6.6, 12.8) 10.4 (7.7, 13.8)
2013 6.1 (2.0, 13.3) 10.7 (3.2, 23.5) 9.0 (6.1, 11.7) 9.7 (7.3, 12.7)
2014 4.9 (1.3, 11.5) 9.1 (2.3, 20.3) 8.7 (5.9, 11.4) 9.4 (6.9, 12.3)
2015 4.3 (1.0, 10.6) 8.3 (1.9, 19.6) 7.7 (5.2, 10.1) 8.3 (6.1, 10.9)
2016 4.8 (1.3, 11.5) 9.1 (2.3, 21.3) 7.6 (5.1, 9.9) 8.2 (6.1, 10.7)
Italy 2010 13.1 (2.5, 35.3) 28.6 (7.7, 59.1) 12.1 (6.2, 27.2) 17.8 (8.0, 31.7)
2011 11.7 (2.1, 32.8) 26.3 (6.9, 58.1) 12.6 (6.6, 27.4) 18.5 (8.4, 32.1)
2012 13.3 (2.7, 35.6) 28.8 (8.0, 61.9) 13.7 (7.1, 33.1) 20.8 (9.1, 38.7)
2013 11.9 (2.2, 32.2) 26.0 (7.0, 57.1) 10.9 (5.7, 24.9) 16.5 (7.5, 29.5)
2014 11.8 (2.0, 32.5) 26.0 (6.7, 57.1) 11.1 (6.1, 23.0) 16.2 (8.0, 26.5)
2015 10.1 (1.5, 29.0) 23.2 (5.7, 52.2) 12.5 (6.5, 27.5) 18.4 (8.5, 31.4)
2016 10.6 (1.6, 30.2) 24.2 (6.0, 53.9) 10.7 (5.7, 24.1) 15.8 (7.6, 27.9)
Liechtenstein 2010 17.7 (6.9, 35.2) 27.0 (16.7, 40.0) 10.8 (7.6, 15.7) 13.6 (10.6, 16.6)
2011 15.0 (5.9, 30.6) 23.7 (14.5, 35.4) 10.1 (7.2, 14.6) 12.7 (10.0, 15.7)
2012 18.0 (7.5, 34.9) 26.8 (17.2, 40.2) 11.1 (7.9, 16.1) 13.9 (11.0, 17.3)
2013 17.2 (6.9, 33.6) 26.1 (16.4, 38.7) 9.0 (6.5, 12.9) 11.4 (8.9, 13.8)
2014 16.3 (6.2, 33.3) 25.0 (15.4, 38.5) 8.7 (6.3, 12.5) 11.0 (8.7, 13.2)
2015 15.9 (5.9, 32.8) 24.1 (14.8, 37.9) 9.7 (7.0, 13.8) 12.2 (9.7, 14.8)
2016 15.4 (5.8, 31.5) 24.0 (14.6, 36.7) 8.3 (6.0, 11.9) 10.6 (8.4, 12.7)
Lithuania 2010 9.2 (3.9, 17.1) 15.2 (5.7, 27.4) 12.5 (8.3, 17.7) 14.5 (9.3, 20.1)
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Table B.2: Estimated annual average concentrations and population-weighted concentrations of NO2 and PM2.5 (in µg/m
3) with
associated 95% prediction intervals between 2010 and 2016 by country, together with overall in Western Europe.
NO2 PM2.5
Unweighted Population-weighted Unweighted Population-weighted
Country Year Median Interval Median Interval Median Interval Median Interval
2011 8.6 (3.6, 16.0) 14.0 (5.3, 25.0) 12.3 (8.2, 17.3) 14.0 (9.1, 18.8)
2012 9.6 (4.2, 17.4) 15.5 (6.1, 26.9) 14.8 (9.8, 21.1) 17.0 (10.8, 23.3)
2013 9.0 (3.8, 16.5) 14.7 (5.6, 26.2) 13.8 (9.2, 19.9) 15.8 (10.1, 22.7)
2014 8.5 (3.5, 16.0) 14.3 (5.2, 26.7) 15.5 (10.3, 22.5) 17.5 (11.3, 25.9)
2015 7.6 (2.9, 14.6) 12.9 (4.5, 24.1) 12.9 (8.5, 19.4) 14.6 (9.3, 23.4)
2016 7.9 (3.2, 15.2) 13.5 (4.8, 25.6) 10.8 (7.2, 16.3) 12.2 (7.9, 19.7)
Luxembourg 2010 14.3 (7.8, 29.0) 18.2 (11.1, 26.3) 13.2 (10.6, 16.2) 12.7 (11.2, 16.8)
2011 13.4 (6.8, 28.6) 17.4 (10.4, 24.8) 11.8 (9.5, 14.4) 11.5 (10.1, 15.0)
2012 14.2 (7.7, 29.9) 18.6 (11.3, 26.1) 13.1 (10.2, 16.2) 13.2 (11.6, 16.7)
2013 14.2 (7.6, 30.3) 18.7 (10.9, 26.2) 12.2 (9.7, 14.8) 12.1 (10.7, 15.1)
2014 12.9 (6.5, 29.8) 18.1 (10.0, 24.7) 11.0 (8.5, 13.3) 10.9 (9.6, 13.8)
2015 12.0 (5.8, 27.8) 16.5 (8.9, 23.2) 11.0 (8.3, 13.3) 10.9 (9.6, 13.8)
2016 12.3 (6.1, 28.9) 17.4 (9.5, 24.1) 9.9 (7.4, 12.1) 10.0 (8.6, 12.4)
Monaco 2010 20.6 (9.5, 40.0) 27.7 (17.4, 42.3) 15.5 (11.5, 21.4) 18.1 (13.9, 22.6)
2011 20.9 (10.2, 41.4) 28.6 (17.7, 44.3) 15.9 (12.1, 22.2) 18.7 (14.4, 23.4)
2012 24.8 (12.7, 46.3) 32.9 (21.1, 50.8) 18.2 (13.6, 25.3) 21.3 (16.2, 26.6)
2013 21.7 (10.5, 42.3) 29.4 (18.2, 46.1) 13.0 (9.9, 18.1) 15.3 (11.9, 19.2)
2014 22.0 (10.5, 42.9) 29.5 (18.4, 46.8) 11.9 (9.2, 16.7) 14.1 (11.0, 17.5)
2015 18.9 (8.5, 38.4) 26.1 (15.7, 42.3) 13.1 (9.9, 18.4) 15.5 (11.7, 19.6)
2016 20.2 (9.2, 40.3) 27.4 (16.8, 43.9) 12.1 (9.0, 17.0) 14.3 (10.8, 18.6)
Netherlands 2010 17.7 (9.6, 35.4) 27.3 (12.8, 44.4) 15.7 (12.4, 20.1) 16.9 (13.4, 20.9)
2011 16.6 (9.2, 33.2) 25.6 (12.3, 42.3) 14.1 (11.3, 18.1) 15.2 (12.2, 18.8)
2012 18.4 (10.4, 36.0) 27.9 (13.6, 45.4) 14.9 (11.6, 19.8) 16.2 (12.6, 20.2)
151
Table B.2: Estimated annual average concentrations and population-weighted concentrations of NO2 and PM2.5 (in µg/m
3) with
associated 95% prediction intervals between 2010 and 2016 by country, together with overall in Western Europe.
NO2 PM2.5
Unweighted Population-weighted Unweighted Population-weighted
Country Year Median Interval Median Interval Median Interval Median Interval
2013 16.6 (9.1, 33.5) 25.7 (12.2, 42.2) 12.7 (9.8, 16.6) 13.9 (10.8, 17.0)
2014 15.5 (8.5, 31.7) 24.3 (11.4, 40.6) 13.4 (10.9, 16.9) 14.2 (11.5, 17.7)
2015 13.9 (7.3, 29.1) 22.2 (10.0, 37.3) 11.6 (9.3, 14.8) 12.5 (10.0, 15.4)
2016 14.8 (7.9, 30.5) 23.4 (10.7, 39.0) 10.3 (8.2, 13.4) 11.0 (8.9, 13.7)
Norway 2010 4.7 (0.2, 19.5) 21.3 (4.1, 46.6) 5.1 (2.3, 10.0) 9.6 (4.5, 13.9)
2011 4.7 (0.2, 18.7) 20.2 (4.0, 43.7) 5.4 (2.5, 10.0) 9.0 (4.9, 13.2)
2012 5.4 (0.3, 20.3) 22.0 (4.7, 47.6) 5.1 (2.4, 9.7) 8.9 (4.7, 13.2)
2013 4.7 (0.2, 18.6) 20.1 (4.1, 43.0) 4.1 (2.0, 8.0) 7.6 (3.9, 11.2)
2014 4.5 (0.2, 18.4) 20.0 (3.9, 43.1) 5.3 (2.8, 9.8) 9.1 (5.0, 13.0)
2015 3.9 (0.1, 17.2) 18.7 (3.3, 40.2) 4.1 (2.1, 8.1) 7.6 (3.9, 10.9)
2016 4.3 (0.1, 18.0) 19.6 (3.6, 42.3) 3.6 (1.9, 7.2) 6.8 (3.3, 9.8)
Portugal 2010 6.5 (2.0, 20.8) 17.6 (4.5, 40.2) 7.6 (4.7, 12.0) 8.7 (5.4, 14.1)
2011 6.0 (1.7, 19.5) 16.6 (4.0, 37.3) 7.4 (4.7, 11.3) 8.5 (5.4, 13.3)
2012 6.8 (2.2, 20.9) 18.0 (4.8, 41.0) 8.1 (5.1, 12.6) 9.4 (5.9, 15.0)
2013 6.0 (1.8, 18.4) 15.7 (4.1, 35.7) 6.4 (4.0, 9.3) 7.3 (4.6, 11.5)
2014 5.5 (1.5, 17.5) 14.9 (3.6, 34.7) 7.0 (4.1, 10.1) 7.7 (4.6, 11.6)
2015 5.0 (1.2, 17.0) 14.2 (3.2, 34.2) 8.1 (4.7, 12.3) 9.1 (5.1, 14.7)
2016 5.0 (1.3, 16.8) 14.2 (3.3, 33.5) 6.9 (4.0, 10.2) 7.7 (4.5, 12.2)
San Marino 2010 9.8 (4.6, 15.8) 13.8 (6.7, 19.0) 14.2 (12.0, 17.0) 15.9 (13.0, 18.2)
2011 7.7 (3.5, 13.4) 12.0 (5.2, 16.0) 14.6 (12.3, 17.3) 16.4 (13.5, 18.7)
2012 8.6 (4.1, 14.7) 13.2 (6.0, 17.4) 16.1 (13.5, 19.3) 18.3 (14.8, 20.9)
2013 8.0 (3.6, 13.4) 12.0 (5.5, 16.1) 12.1 (10.3, 14.4) 13.8 (11.2, 15.7)
2014 7.9 (3.5, 13.2) 11.7 (5.2, 16.0) 12.2 (10.3, 14.5) 13.7 (11.3, 15.5)
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Table B.2: Estimated annual average concentrations and population-weighted concentrations of NO2 and PM2.5 (in µg/m
3) with
associated 95% prediction intervals between 2010 and 2016 by country, together with overall in Western Europe.
NO2 PM2.5
Unweighted Population-weighted Unweighted Population-weighted
Country Year Median Interval Median Interval Median Interval Median Interval
2015 6.6 (2.8, 11.5) 10.2 (4.3, 13.9) 14.3 (12.0, 17.1) 16.2 (13.2, 18.5)
2016 7.1 (3.1, 12.2) 10.9 (4.6, 14.9) 12.0 (10.1, 14.4) 13.7 (11.1, 15.5)
Spain 2010 7.5 (1.9, 20.1) 23.4 (5.9, 51.2) 9.0 (5.5, 15.0) 12.1 (7.6, 19.5)
2011 6.5 (1.5, 17.9) 21.4 (5.2, 49.0) 9.0 (5.6, 15.0) 11.9 (7.6, 19.1)
2012 7.7 (2.0, 19.9) 23.6 (6.1, 52.3) 10.2 (6.1, 17.3) 14.1 (8.5, 23.4)
2013 6.8 (1.7, 18.3) 21.6 (5.4, 47.6) 7.5 (4.6, 13.3) 10.0 (6.3, 17.4)
2014 6.2 (1.3, 17.2) 20.7 (4.8, 45.8) 8.5 (5.2, 14.9) 11.1 (7.2, 18.9)
2015 5.7 (1.1, 16.6) 19.8 (4.3, 45.8) 9.1 (5.5, 15.9) 11.8 (7.6, 20.5)
2016 5.9 (1.2, 16.7) 20.2 (4.5, 45.9) 7.6 (4.5, 13.6) 10.3 (6.4, 17.3)
Sweden 2010 6.1 (0.6, 16.4) 16.1 (5.0, 36.5) 4.2 (2.0, 9.3) 7.5 (3.5, 11.7)
2011 6.2 (0.6, 16.2) 15.9 (5.0, 34.7) 4.4 (2.1, 9.8) 7.4 (3.6, 12.6)
2012 6.9 (0.9, 17.5) 17.2 (5.7, 37.1) 4.2 (2.0, 9.2) 7.0 (3.4, 11.9)
2013 6.1 (0.6, 16.2) 15.9 (5.0, 35.6) 3.3 (1.7, 7.3) 5.5 (2.8, 9.4)
2014 5.8 (0.5, 15.6) 15.2 (4.6, 34.0) 4.8 (2.5, 9.7) 7.5 (4.2, 12.2)
2015 5.0 (0.3, 14.2) 13.8 (3.9, 31.9) 3.6 (1.8, 7.8) 5.9 (3.1, 10.1)
2016 5.4 (0.4, 15.0) 14.5 (4.3, 32.3) 3.2 (1.7, 7.0) 5.5 (2.8, 9.1)
Switzerland 2010 9.5 (1.3, 25.8) 21.2 (8.3, 38.3) 10.9 (6.4, 16.8) 14.2 (10.3, 19.3)
2011 8.5 (1.0, 23.7) 19.5 (7.4, 36.1) 10.5 (6.6, 15.8) 13.2 (9.8, 18.6)
2012 10.1 (1.5, 26.0) 21.5 (8.7, 38.7) 11.3 (6.7, 17.3) 14.4 (10.6, 20.5)
2013 9.7 (1.4, 25.6) 21.0 (8.4, 38.4) 9.1 (5.1, 14.2) 12.2 (8.7, 16.5)
2014 8.4 (1.0, 24.0) 19.5 (7.3, 36.6) 8.5 (5.0, 12.7) 11.0 (8.2, 14.7)
2015 7.6 (0.7, 22.5) 18.2 (6.5, 34.7) 9.5 (5.5, 14.4) 12.2 (9.0, 16.9)
2016 7.9 (0.8, 23.1) 18.8 (6.8, 35.4) 8.2 (4.7, 12.5) 10.7 (7.9, 14.6)
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Table B.2: Estimated annual average concentrations and population-weighted concentrations of NO2 and PM2.5 (in µg/m
3) with
associated 95% prediction intervals between 2010 and 2016 by country, together with overall in Western Europe.
NO2 PM2.5
Unweighted Population-weighted Unweighted Population-weighted
Country Year Median Interval Median Interval Median Interval Median Interval
United Kingdom 2010 12.5 (3.4, 32.9) 26.9 (9.7, 52.8) 9.3 (3.9, 14.5) 12.6 (7.7, 16.9)
2011 11.3 (3.0, 30.0) 24.6 (8.6, 50.5) 9.5 (4.5, 14.4) 12.5 (7.9, 16.9)
2012 12.8 (3.7, 33.4) 27.4 (10.0, 55.4) 10.2 (4.7, 15.9) 13.6 (8.5, 19.1)
2013 11.9 (3.4, 31.1) 25.4 (9.2, 51.8) 9.0 (3.8, 13.3) 11.7 (7.3, 15.9)
2014 10.8 (2.7, 29.7) 24.2 (8.1, 49.4) 9.4 (4.3, 14.2) 12.4 (7.9, 16.4)
2015 9.6 (2.3, 26.6) 21.7 (7.0, 45.7) 7.9 (3.5, 11.8) 10.3 (6.5, 13.5)
2016 10.3 (2.4, 28.5) 23.2 (7.7, 46.1) 7.6 (2.9, 11.6) 10.1 (5.5, 13.6)
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Table B.3: Estimated changes in annual average NO2 and PM2.5 (in µg/m
3) between 2010 and 2016 by country, together with overall
change in Western Europe.
NO2 PM2.5
Unweighted Population-weighted Unweighted Population-weighted
Country Median Interval Median Interval Median Interval Median Interval
Western Europe -1.4 (-4.6, 0.0) -2.9 (-7.4, -0.3) -2.0 (-6.5, 0.5) -3.3 (-7.7, 0.5)
Andorra -1.3 (-2.7, -0.4) -1.6 (-2.8, -0.5) -1.8 (-3.1, -0.9) -2.0 (-3.3, -1.1)
Austria -2.2 (-5.3, -0.5) -2.8 (-6.3, -0.7) -3.9 (-7.3, -1.7) -5.2 (-8.2, -2.4)
Belgium -2.9 (-5.4, -1.3) -3.7 (-6.3, -1.6) -4.2 (-7.6, -2.3) -4.9 (-8.0, -2.7)
Denmark -1.8 (-3.5, -0.7) -2.5 (-6.0, -0.9) -3.3 (-5.9, -1.3) -3.1 (-5.8, -1.1)
Finland -0.8 (-2.2, -0.1) -1.5 (-5.4, 0.0) -1.7 (-3.5, 0.2) -2.6 (-4.2, -0.4)
France -1.6 (-3.7, -0.2) -2.0 (-4.8, 0.7) -4.1 (-6.8, -1.1) -4.6 (-8.1, -1.4)
Germany -2.5 (-5.3, -0.9) -3.1 (-6.6, -0.6) -3.9 (-6.7, -1.9) -4.5 (-7.3, -2.2)
Greece -1.2 (-3.3, -0.1) -1.6 (-4.3, 0.3) -1.5 (-7.7, 2.8) -2.2 (-9.4, 3.3)
Hungary -2.0 (-3.9, -0.7) -2.6 (-5.3, -0.9) -6.0 (-11.1, -1.6) -7.1 (-12.8, -1.9)
Ireland -1.2 (-2.7, -0.4) -2.0 (-4.7, -0.6) -1.0 (-3.3, 0.5) -1.4 (-3.5, 0.4)
Italy -2.4 (-6.7, -0.5) -3.7 (-9.1, -1.0) -1.6 (-4.9, 1.2) -2.0 (-6.0, 1.4)
Liechtenstein -2.3 (-4.3, -0.5) -2.9 (-4.8, -0.8) -2.4 (-4.6, -0.9) -3.0 (-5.1, -1.2)
Lithuania -1.3 (-2.6, -0.4) -1.6 (-3.5, -0.4) -1.6 (-4.8, 2.1) -1.9 (-5.6, 2.8)
Luxembourg -1.7 (-3.2, 1.4) -1.0 (-4.2, 1.5) -3.4 (-4.9, -1.8) -2.8 (-4.9, -1.2)
Monaco -0.5 (-2.4, 1.7) -0.1 (-2.6, 2.1) -3.3 (-6.1, -0.8) -3.8 (-6.7, -0.8)
Netherlands -2.9 (-5.6, -1.2) -3.7 (-6.8, -1.6) -5.3 (-7.8, -3.3) -5.8 (-8.3, -3.7)
Norway -0.4 (-2.2, 0.3) -1.6 (-5.4, 0.4) -1.5 (-3.6, 0.2) -2.7 (-5.1, -0.5)
Portugal -1.4 (-4.5, -0.5) -3.3 (-7.5, -0.8) -0.7 (-3.5, 1.0) -1.0 (-4.2, 1.1)
San Marino -2.6 (-4.2, -1.3) -2.9 (-4.5, -1.7) -2.1 (-3.9, -1.1) -2.2 (-4.1, -1.0)
Spain -1.5 (-4.0, -0.3) -2.9 (-8.2, -0.5) -1.3 (-3.7, 0.8) -1.7 (-4.8, 1.2)
Sweden -0.6 (-2.1, 0.1) -1.6 (-5.3, 0.1) -0.9 (-2.9, 0.2) -1.9 (-3.5, -0.3)
Switzerland -1.5 (-4.0, -0.2) -2.3 (-5.3, -0.5) -2.7 (-5.3, -1.1) -3.4 (-6.1, -1.4)






The full supplementary material is available upon request.












































































Figure C.2: Trends in concentrations of PM2.5 (panels a and c) together with
population-weighted concentrations (panes b and d), by SDG region.. Trends are
shown for urban (panels a and b) and rural (panels c and d) areas. Labels for
SDG regions: LAC - Latin America & the Caribbean, CSA- Central and Southern
Asia, SSA - Sub-Saharan Africa, NAE - Northern America and Europe, WANA
- Western Asia and Northern Africa, OCE - Oceania excluding Australia and















































Figure D.2: Distributions of annual mean concentrations and population level
exposures for PM2.5 (in µg/m
3) in 2015 for China: (Left) estimated annual aver-
age PM2.5-concentrations by grid cell (0.1
◦ × 0.1◦ resolution); (Right) estimated
population level exposures
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