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Resum 
 
L’objectiu d’aquest projecte és aconseguir una sincronització a nivell de frame, 
és a dir d’unes poques desenes de mil·lisegons, en fluxos multimèdia a 
diferents dispositius, utilitzant tecnologies web i els estàndards més recents. 
Actualment la falta de sincronització a l’hora de reproduir continguts 
multimèdia en entorns web o xarxes no controlades és un problema comú, 
sobretot en entorns web on s’utilitza el protocol HTTP, el qual esta poc adaptat 
a la transmissió de fluxos multimèdia. 
 
L’aparició i proliferació de pantalles connectades, com ara els telèfons 
intel·ligents, televisors intel·ligents, tauletes o ordinadors, en un mateix espai 
reproduint el mateix contingut, han evidenciat encara més aquesta falta de 
sincronia. És precisament en aquest punt on apareix la motivació d’aquest 
projecte, que recau en l’ús de les anomenades segones pantalles per 
sincronitzar els fluxos entre una o més pantalles connectades que proveeixen 
informació addicional o multimèdia extra respecte a una pantalla principal, 
normalment un televisor. 
 
En primera instància es detallarà la situació actual de la sincronització de 
fluxos multimèdia en entorns web i es definiran quins son els estàndards més 
recents que incorporen mecanismes per fer-ho possible. També s’explicarà la 
importància de l’ús de mecanismes que adapten el flux a l’ample de banda  en 
entorns web i quines tecnologies hi ha actualment. 
 
En segona instància es tractaran individualment cadascuna de les solucions 
proposades en aquest projecte.  
 
Finalment a les conclusions es veurà que s’ha aconseguit l’objectiu de 
sincronitzar diferents fluxos en entorns web a diferents dispositius però que ha 
estat impossible trobar una solució única multi plataforma. També es 
compararan els diferents nivells de sincronització obtinguts en cadascuna de 
les solucions emprades i es podrà veure com la aplicació de Chrome és la més 
eficient amb l’inconvenient de ser exclusiva d’aquest navegador o que per a 
dispositius mòbils la millor opció es la aplicació Cordova. 
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Overview 
 
 
The aim of this project is to achieve synchronization at the frame level (a few 
tens of milliseconds) in multimedia streams sent to different devices, by using 
web technologies and the latest standards. 
 
Currently the lack of synchronization when playing multimedia content in web 
environments or non-controlled networks is a common problem, especially in 
web environments using HTTP-based delivery, which is poorly adapted to 
transmit multimedia streams. 
 
The emergence and proliferation of connected screens such as smartphones, 
smart TVs, tablets or computers in the same space playing the same content, 
with the so-called second screens, emphasizes even more this lack of 
synchrony. This is why the topic of how to synchronize media flows from one or 
more connected screens that provide extra information or media with respect to 
a main screen (normally TV) is of interest today.  
 
We will first detail the current state of the art in the field of synchronization of 
multimedia streams in web environments, and identify the latest standards that 
incorporate mechanisms to make it possible. We also stress the importance of 
using mechanisms that adapt the flows to the available bandwidth in the web 
environment, and the technologies currently available.  
 
We later describe each one of the solutions proposed in this project. 
 
Finally, we conclude by stating that synchronization is possible, but currently 
there is no multi-platform solution that can be applied to all the possible 
scenarios. We provide numerical comparisons to evaluate the degree of 
synchronization obtained in each of the solutions, and conclude that the 
Chrome app is the most efficient solution, although it has the disadvantage of 
being exclusively for this specific browser, while the best option for mobile 
devices is the Cordova application. 
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INTRODUCCIÓ 
 
Actualment la falta de sincronització a l’hora de reproduir continguts multimèdia 
en entorns web o xarxes no controlades és un problema comú, sobretot en 
entorns on s’utilitza el protocol HTTP, el qual està poc adaptat a la transmissió 
de fluxos multimèdia. Això es perquè HTTP corre sobre TCP i aquest, al 
reenviar els paquets perduts genera retards a la transmissió i fins i tot pot 
arribar a saturar la connexió si el nombre de paquets que es perden 
s’incrementa. L’aparició i proliferació de pantalles connectades, com ara els 
televisors intel·ligents, telèfons intel·ligents, tauletes o ordinadors, en un mateix 
espai, han evidenciat encara més aquesta falta de sincronia en l’esquema 
clàssic de streaming (transmissió de fluxos digitals) multimèdia punt a punt a 
traves de connexions unicast1 dedicades per a cada dispositiu. 
 
L’objectiu d’aquest projecte és aconseguir que tots els dispositius mostrin el 
mateix frame al mateix temps, es a dir una sincronització d’unes poques 
desenes de mil·lisegons de diferència en els fluxos multimèdia de diferents 
dispositius utilitzant tecnologies web i els estàndards més recents.  
 
Aquest projecte pot tenir un gran impacte en l’ús de les anomenades segones 
pantalles que consisteixen en una pantalla principal i una o més pantalles 
addicionals que proveeixen més informació o multimèdia extra però que degut 
als problemes actuals de sincronització no aconsegueixen reproduir 
simultàniament i de forma sincronitzada els continguts que la pantalla principal 
ofereix. 
 
Al primer capítol s’explicaran quines son les causes i els orígens de l’actual 
falta de sincronia en entorns web. També es veuran quines implicacions té l’ús 
de dispositius síncrons i quines possibles solucions son assumibles amb la 
tecnologia disponible a dia d’avui. Per fer això s’analitzarà l’especificació de 
l’estàndard HbbTV 2.0 [1] que sembla ser una peça fonamental en el futur de la 
televisió i que incorpora mecanismes de sincronització per a dispositius 
SmartTV i les abans esmentades segones pantalles. En concret, aquest treball  
estudiarà el protocol WC (Wall Clock) definit per l’ETSI que te com objectiu 
sincronitzar els rellotges de les segones pantalles amb un terminal principal i és 
molt similar al NTP i al PTP els qual també es basen en la distribució d’un 
rellotge mestre.  
 
Al segon capítol s’explicarà com s’ha implementat el sistema d’streaming web 
sincronitzat i s’introduiran quines han estat les solucions que s’han dut a terme i 
com s’ha fet per poder-les testejar-les sense disposar de cap dispositiu físic 
HbbTV 2.0, ja que actualment encara no n’hi ha cap al mercat i els diferents 
emuladors HbbTV com FireHbbTV [25] o OperaTV [26] encara no implementen 
el protocol de Wall Clock.  
 
Al tercer, quart i cinquè capítol, s’explicaran de forma detallada cadascuna de 
les tres solucions treballades, que son una aplicació d’enllaç (Proxy App), una 
                                            
1 Enviament d’informació des d’un únic emissor a un únic receptor 
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aplicació nadiua per a Google Chrome (Chrome App) i una aplicació per a 
mòbils utilitzant Apache Cordova (Cordova App) respectivament. Totes elles 
s’han implementat utilitzant exclusivament tecnologies web i incorporen un 
reproductor de vídeo amb suport MPEG-DASH per poder reproduir continguts 
adaptatius. En cadascun dels capítols es detallarà com s’ha implementat, com 
funciona i quin nivell de sincronització ofereix cada solució. Aquest últim punt 
és d’especial importància ja que és el que aporta dades numèriques del grau 
de precisió assolida a l’hora de sincronitzar diferents fluxos. 
 
Finalment a les conclusions es veurà que s’ha aconseguit amb èxit l’objectiu de 
sincronitzar diferents fluxos en entorns web a diferents dispositius però que ha 
estat impossible trobar una solució única multi plataforma. Per últim es 
compararan els diferents nivells de sincronització obtinguts en cadascuna de 
les tres aplicacions i es podrà veure com la aplicació de Chrome és la més 
eficient, amb l’inconvenient de ser exclusiva d’aquest navegador, mentre que 
per a dispositius mòbils la millor opció és la aplicació Cordova. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Capítol 1. Anàlisis del problema i proposta de solucions   3 
CAPÍTOL 1. ANÀLISIS DEL PROBLEMA I PROPOSTA 
DE SOLUCIONS 
 
1.1. Anàlisi i estudi de la no sincronia 
 
En l’actualitat, els serveis OTT (serveis Over The Top són tots aquells que 
s’entreguen per internet sense ser gestionats ni controlats per les operadores 
de xarxa sinó que es distribueixen directament per la internet publica com per 
exemple YouTube o NetFlix) tenen mancances a la hora de sincronitzar 
diferents continguts multimèdia.  Degut a que habitualment els entorns OTT,  
fan ús del protocol HTTP, poc adaptat a la transmissió de fluxos multimèdia, es 
converteix en un problema comú avui dia. Aquest fet, sumat a l'aparició i 
proliferació de dispositius amb pantalles connectades com els televisors 
intel·ligents (SmartTV), telèfons intel·ligents (smartphones), tauletes o els 
ordinadors simultàniament en un mateix espai, han evidenciat encara més 
aquesta falta de sincronia. Tot i existir la possibilitat d’utilitzar multicast 
(enviament simultani de paquets a diversos destinataris d’una xarxa informàtica 
com ara internet) que és mes eficient, no s’utilitza en serveis OTT degut a que 
els operadors de xarxa no deixen passar aquets fluxos ja que son serveis que 
no els hi donen cap benefici econòmic però consumeixen gran part dels 
recursos de routing. Recordem que l’esquema clàssic de streaming multimèdia 
es fa punt a punt a traves de connexions unicast dedicades per a cada 
dispositiu i és precisament en aquest punt on apareix el primer problema de la 
no sincronia.  
 
L’ús de tècniques de transmissió unicast independents per cada usuari i el fet 
de distribuir els continguts audiovisuals fent servir la xarxa IP, introdueix uns 
retards que poden ser molt diferents entre usuaris d’un mateix contingut en 
funció de l’estat de la xarxa i el camí que hagi seguit el paquet. A les xarxes 
compartides per molts usuaris el camí entre servidor i receptor canvia 
constantment el seu ample de banda disponible i en conseqüència que tinguin 
temps de transmissió diferents. 
 
Un problema que no només pot afectar a la sincronia sinó que també pot 
aparèixer al reproduir continguts audiovisuals en entorns web és el fet que 
aquests continguts solen ocupar gran part de l’ample de banda disponible i fins 
i tot en alguns casos fer que l’ample de banda no sigui suficient per poder 
reproduir el contingut sense patir aturades. Aquest és un problema greu a l’hora 
d’intentar sincronitzar els fluxos de dos dispositius diferents i més encara si els 
dos dispositius formen part de la mateixa xarxa ja que el consum d’ample de 
banda es pot veure incrementat considerablement i en conseqüència produir 
aturades no desitjades. Un clar exemple podria ser una llar que te contractat 20 
Mbps d’ample de banda on inicialment hi ha un usuari reproduint un vídeo en 
alta definició que consumeix 11 Mbps. Mentre només hi ha aquest usuari la 
reproducció es pot fer de forma normal, el problema apareix quan un segon 
usuari intenta reproduir el mateix contingut, ja que l’ample de banda requerit 
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per els dos vídeos és de 22 Mbps, que supera l’ample de banda contractat i fa 
impossible la reproducció. 
 
Un altre punt on la sincronia es perd és en els propis dispositius ja que 
cadascun te uns temps de processament, de buffering (memòria temporal 
utilitzada per emmagatzemar la informació digital a l’espera de ser processada) 
i de renderitzat molt diferents degut a que cada dispositiu funciona sobre una 
plataforma, programari i maquinaria diferents. Cal destacar que tot i que dos 
dispositius siguin iguals, els temps anteriorment esmentats poden variar unes 
quantes desenes de mil·lisegons i per tant, afectar negativament a la sincronia 
a nivell de frame que es persegueix en aquest treball. No té la mateixa 
capacitat de computació ni d’emmagatzematge un ordinador que un telèfon 
intel·ligent i en conseqüència tindran temps de processat diferents.  
 
Per últim, un altre factor que pot dificultar la sincronització a nivell de frame de 
continguts audiovisuals en entorns web és la manca d’un rellotge comú entre 
dispositius i que cada dispositiu utilitzi el rellotge intern com a referència per 
processar les dades. Aquest rellotge és local i al no estar sincronitzat amb el 
dels altres dispositius pot incorporar retards no desitjats. El mateix problema es 
produeix quan un grup d’amics volen quedar a una hora concreta i cada 
membre del grup te un rellotge que marca una hora diferent, sincronitzar-se per 
a que tots arribin a l’hora es faria molt complicat si no hi hagués un rellotge 
comú. Per això les solucions de sincronia en xarxes IP (NTP [27],  PTP [28]) es 
basen en la distribució d’un rellotge mestre (wallclock, master) i el càlcul del 
desfasament entre aquest i el rellotge cada terminal. 
 
 
1.2. Impacte i possibles solucions 
 
Aquest projecte pot tenir un gran impacte en l’ús de les anomenades segones 
pantalles que consisteixen en una pantalla principal, generalment una SmartTV 
i una o més pantalles addicionals (dispositius mòbils) que proveeixen nova 
informació o multimèdia extra però que degut als problemes abans esmentats 
no poden reproduir simultàniament i de forma sincronitzada els continguts que 
la pantalla principal ofereix. És per aquests motius que l’objectiu d’aquest 
projecte és assolir una sincronització entre els diferents dispositius.  
 
 
 
 
Fig. 1.1 Escenari amb tres pantalles sincronitzades 
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Per solucionar aquests problemes s’han analitzat una sèrie de mesures que 
donen solució als problemes enumerats a l’apartat anterior i que principalment 
son: 
 
1) Ample de banda insuficient per poder reproduir els continguts 
audiovisuals sense aturades. 
2) Retards introduïts pels temps de transmissió dels paquets i pel fet de no 
disposar d’un rellotge comú de referència. 
3) Dispositius amb característiques molt diferents. 
 
Un dels principals problemes a l’hora de reproduir continguts audiovisuals és 
l’ample de banda necessari per fer front a les altes tasses de bits dels vídeos i 
més encara quan hi ha més d’un usuari a la mateixa xarxa. Un altre factor a 
tindre en compte és que no tots els dispositius necessiten les mateixes 
prestacions per reproduir un contingut a una certa resolució. Es precisament 
per aquets motius que es indispensable l’ús de mecanismes ABS (Adaptative 
Bitrate Streaming) que s’adapten a l’ample de banda de la xarxa (reduint la 
qualitat del contingut) i permeten una reproducció sense aturades. Aquesta 
tecnologia s’explica en detall a l’apartat 1.3. L’ús de mecanismes ABS es de 
especial importància en entorns mòbils on l’ample de banda és més limitat i on 
els dispositius disposen de pantalles més reduïdes i per tant la resolució i el 
bitrate (velocitat de transferència de les dades) dels vídeos pot variar respecte 
la reproducció de la pantalla principal. Per tant, amb aquesta solució es pot 
resoldre el primer problema. 
 
Per resoldre el segon problema, la solució és la utilització de protocols de 
sincronització, com el protocol DVB-CSS-WC definit per la ETSI i utilitzat en el 
nou estàndard HbbTV 2.0, per sincronitzar els rellotges locals de les segones 
pantalles amb un rellotge màster que normalment serà el del televisor o 
pantalla principal. Aquest fet permet fer que els diferents dispositius tinguin un 
temps de referència comú des del que poder sincronitzar els continguts. Aquest 
protocol s’explica amb més detall a l’apartat 1.4.1. 
 
Per últim, per poder solucionar el tercer problema i aconseguir que dos 
dispositius estiguin sincronitzats, proposem l’ús d’algoritmes per fer que les 
accions de l’usuari d’un reproductor afecti d’igual manera als demés. És a dir, si 
la pantalla principal atura la reproducció ja sigui de forma voluntària o degut als 
temps de processat o de buffering, les altres pantalles s’assabentin del que 
passa i actuïn en conseqüència, en aquest cas fent per exemple una pausa de 
la reproducció. 
 
La suma de totes aquestes solucions permet, com es mostra en els apartats 
següents, sincronitzar fluxos de continguts audiovisuals en dispositius diferents 
dins un entorn web. 
 
 
6  Streaming web sincronitzat per entorns multi-dispositiu 
1.3. Reproducció de multimèdia en entorns web 
 
L’ample de banda en una xarxa és limitat i compartit entre tots els usuaris, i 
això representa un problema per a la transmissió de contingut multimèdia, ja 
que, en general, té grans requeriments d’ample de banda.  
 
Antigament la solució era l’ús del protocol RTP (Real-time Transport Protocol) 
per transmetre àudio i vídeo per internet, però l’actual proliferació de les 
tecnologies web, i en concret les basades en HTTP han fomentat l’aparició de 
noves tècniques que permeten enviar aquest continguts audiovisuals. Però no 
va ser fins a finals de 2010 que no van aparèixer les primeres implementacions 
dels mecanismes d’enviament de fluxos adaptatius. 
 
Els mecanismes ABS (Adaptative Bitrate Streaming) permeten que els fluxos 
s’ajustin automàticament a l’ample de banda real del que disposa el usuari en 
cada moment. Un flux adaptatiu pot baixar o pujar el ample de banda o la 
resolució d’una transmissió en funció de les condicions del reproductor en un 
moment donat. Per fer-ho possible, els continguts es codifiquen a diferents 
taxes de bits i es segmenten en petites parts de pocs segons de durada. 
 
 
 
 
Fig. 1.2 Comportament d’un flux ABS. Extret de [29].  
 
 
A la Figura 1.2 es pot observar el comportament d’un contingut adaptatiu amb 
tres fluxos a escollir, cadascun amb un bitrate diferent, i una línia negra que 
representa l’ample de banda instantani i en conseqüència, quin flux es pot 
reproduir en cada moment. 
 
 
1.3.1. Tecnologies 
 
Actualment son quatre les tecnologies més esteses que fan servir mecanismes 
ABS per adaptar els fluxos a les necessitats i limitacions dels usuaris. 
  
Les quatre tecnologies ABS més utilitzades actualment son: 
 
 MPEG-DASH (Dynamic Adaptative Streaming over HTTP) 
 HLS (Apple HTTP Live Streaming) 
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 MSS (Microsoft Smooth Streaming)  
 HDS (Adobe HTTP Dynamic Streaming) 
 
A la següent taula es poden observar les principals característiques de 
cadascuna de les quatre tecnologies. 
 
 
Taula 1.1. Taula comparativa de tecnologies ABS 
 
 MPEG-DASH HDS HLS MSS 
Tipus Estàndard 
internacional 
Propietari 
d’Adobe 
Propietari  
d’Apple 
Propietari  
de Microsoft 
Còdecs de Vídeo Agnòstic  H.264, 
VP6 
H.264 H.264, VC-1 
Còdecs de Àudio  Agnòstic AAC, MP3 AAC, MP3 AAC, WMA 
Format dels 
segments 
MP4, MPEG-
2 TS 
MP4 MPEG-2 TS MP4 
Segmentació i 
entrega 
Estàndard 
HTTP, 
Servidor 
streaming  
Adobe 
Interactive 
Server 
Estàndard 
HTTP, 
Servidor 
streaming 
MS IIS 
Reproducció MPEG Flash, Air iOS, QT X  Silverlight 
Protecció Flexible Flash  AES-128  PlayReady 
Duració típica 
dels segments 
Flexible 2-4 seg. 10 seg. 2-4 seg. 
 
 
Com es pot veure a la taula anterior, MPEG-DASH [6] és la única de les quatre 
tecnologies ABS analitzades que és un estàndard internacional. Degut a que 
MPEG-DASH està estandarditzat, es va incloure dins l’estàndard HbbTV [1] i 
per tant està suportat pels dispositius que l’implementen, com és el cas de gran 
part de les SmartTV del mercat. 
 
 
1.4. Tècniques de sincronització 
 
Avui dia hi ha la necessitat creixent de disposar de tècniques per poder 
sincronitzar diferents dispositius multimèdia en entorns web.  
 
L’any 2015 es va fer publica l’especificació HbbTV 2.0 que, a diferència de la 
seva predecessora HbbTV 1.5, incorpora protocols per poder sincronitzar una 
pantalla principal (SmartTV) amb pantalles secundaries (mòbils, tauletes, etc.). 
A més, aquesta especificació dona suport a elements HTML5 i en 
conseqüència facilita la implementació d’una solució única i multi plataforma 
des de la que poder reproduir i sincronitzar diferents continguts audiovisuals. 
 
El protocol incorporat a l’especificació HbbTV 2.0 és el DVB-CSS [2], 
estandarditzat per la ETSI, i que defineix diferents tècniques per sincronitzar 
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fluxos multimèdia. Dins el protocol DVB-CSS es defineixen, entre d’altres, els 
següents mecanismes de sincronització: 
 
 CSS-CII (Content Identification and other Information) utilitzat per 
identificar els diferents clients. 
 CSS-WC (Wall Clock) utilitzat per sincronitzar els rellotges interns de les 
segones pantalles amb el rellotge intern de la pantalla principal. 
 CSS-TS (Timeline Synchronization) per controlar i informar de les 
discontinuïtats durant la reproducció com per exemple una pausa.  
 CSS-TE (Trigger Event) utilitzar per subscriure’s a diferents 
esdeveniments. 
 
Per a l’objectiu d’aquest projecte d’aconseguir sincronització a nivell de frame 
nomes s’utilitzarà el protocol DVB-CSS-WC detallat a continuació i que dona 
solució a un dels problemes esmentats a l’apartat 1.1. que explicava la 
problemàtica de no disposar d’un rellotge sincronitzat. 
 
 
1.4.1. Anàlisi del protocol DVB-CSS-WC 
 
El protocol DVB-CSS-WC està definit a la clàusula 8 de l’estàndard ETSI TS 
103 286-2. Aquest protocol s’utilitza per compensar les latències entre 
dispositius i crear un rellotge de referencia anomenat Wall Clock que 
s’encarrega de sincronitzar els rellotges interns dels diferents dispositius que 
volen sincronitzar la reproducció. 
 
El procés de sincronització del CSS-WC està basat en el protocol NTP [24] 
amb la diferencia que el valor del Wall Clock no representa la data ni el temps 
absolut sinó que pot ser qualsevol valor temporal com per exemple el temps 
que ha passat des de que s’ha engegat el servidor o el temps de reproducció 
d’un vídeo que es vol sincronitzar. 
 
En aquest protocol hi ha dos elements clarament diferenciats: el Wall Clock 
Server, encarregat d’assumir el rol de rellotge principal i els Wall Clock Clients, 
que es sincronitzen amb el rellotge principal. Com a norma general el televisor 
serà el que tindrà el rol de WC-Server i les pantalles secundaries faran el paper  
del WC-Client. 
 
Per poder establir aquesta sincronització el protocol estableix el següent 
mecanisme il·lustrat a la Figura 1.3 on: 
 
 T1 es el valor temporal en el que el client envia el missatge al servidor. 
 T2 correspon al temps d’arribada al servidor del missatge del client. 
 T3 es el valor temporal en el que el servidor envia la resposta al client. 
 T4 correspon al temps d’arribada al client de la resposta del servidor.  
 
Com a missatge opcional apareix el follow-up que s’envia des del WC Server al 
WC Client i és una copia del missatge original però amb una nova mesura de 
T3. Aquest missatge es pot usar per proporcionar mes precisió al sistema.  
Capítol 1. Anàlisis del problema i proposta de solucions   9 
 
 
 
 
Fig. 1.3 Sistema de sincronització del servei Wall Clock 
 
 
Una vegada el client rep el missatge de resposta del servidor i té els quatre 
temps, pot procedir a fer els càlculs pertinents per poder sincronitzar el rellotge. 
A continuació es pot veure els càlculs corresponen a l’obtenció del offset i el 
round trip time (RTT), que és el temps de transmissió: 
 
 
𝑂𝑓𝑓𝑠𝑒𝑡 =
(T3+T2) – (T4+T1)
2
                   (1.1) 
 
 
𝑅𝑜𝑢𝑛𝑑 𝑇𝑟𝑖𝑝 𝑇𝑖𝑚𝑒 (𝑅𝑇𝑇) = (T4 − T1) +  (T3 − T2)    (1.2) 
 
 
A part del càlcul del offset i del RTT, indispensables per poder establir la 
sincronització, també s’obté la precisió del rellotge, necessari per poder 
conèixer com de precís és i el valor del error màxim de freqüència del rellotge. 
La sincronització dels rellotges amb aquest protocol és ben simple, el WC 
Client nomes ha d’afegir l’offset calculat a partir dels valors oferts pel WC 
Server al seu rellotge intern. Assumint un RTT simètric i estable, el nou valor de 
T4 es pot calcular de la següent manera: 
 
 
𝑇4 𝑐𝑜𝑟𝑟𝑒𝑔𝑖𝑡 = 𝑇3 +
RTT
2
                       (1.3) 
 
 
Per últim, és important destacar que els missatges del protocol CSS-WC han 
de tindre una longitud de 32 bytes i s’envien utilitzant el protocol de transport 
UDP.  
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A la següent figura es pot veure l’estructura dels camps del payload d’aquests 
missatges: 
 
 
 
 
Fig. 1.4 Estructura dels missatges de sincronització Wall Clock. 
 
 
Com es pot observar a la Figura 1.4 el missatge està format per quatre camps 
de 8 bits i set camps de 32 bits cadascun. Els primers i els últims 8 bits són per 
indicar la versió i un camp reservat, que han de ser 0. També es reserven 8 bits 
per indicar el tipus de missatge que és (request o response). De la mateixa 
manera que es reserven els mateixos bits per al valor de la precisió de les 
mesures preses i serveix per determinar el nivell de precisió del rellotge. Per al 
valor del error màxim de la freqüència del rellotge utilitzat s’utilitzen 32 bits i 
serveix per indicar, com bé indica el seu nom, l’error màxim que hi pot haver en 
les oscil·lacions del rellotge expressada en parts per milió (ppm). Per últim, per 
poder transmetre amb la màxima precisió els valors dels diferents temps (T1, 
T2 i T3) s’utilitza el mateix esquema que a NTP de 32+32 bits, on 32 bits porten 
el numero de nanosegons i els altres 32 bits contenen el numero de segons.  
D’aquesta manera s’aconsegueix que tots els valors dels diferents camps 
siguin números enters sense signe. 
 
 
1.4.2. Implementacions disponibles 
 
La BBC (British Broadcasting Corporation) [3] ha implementat la llibreria 
pydvbcss [4][5] que inclou el protocol DVB-CSS. Aquesta llibreria s’ha fet 
utilitzant Python 2.7 i implementa tres dels protocols establerts a l’especificació 
DVB. En concret, aquesta solució és la única que s’ha trobat que incorpora els 
protocols CSS-CII, el CSS-WC i el CSS-TS mencionats anteriorment.  
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Aquesta solució fa possible comprovar el funcionament d’aquets protocols 
simulant  un televisor intel·ligent (server) o una segona pantalla (client). 
 
Com s’ha explicat a l’apartat 1.3. l’estàndard HbbTV 2.0 incorpora el protocol 
DVB-CSS per poder sincronitzar els diferents dispositius. Com encara no hi ha 
cap televisor a la venta amb suport HbbTV 2.0, la única manera de provar els 
protocols és a traves de simuladors com aquest. 
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CAPÍTOL 2. DESCRIPCIÓ DE LA SOLUCIÓ 
PROPOSADA 
 
En aquest capítol es detallarà la implementació i l’estructura d’un sistema de 
streaming web sincronitzat. També es podran veure quines tecnologies i 
protocols s'han acabat utilitzant igual que també s’explicaran quines dificultats 
han aparegut i com s’han pogut fer front. 
 
2.1. Elaboració d’un sistema de streaming web sincronitzat 
 
Per poder crear un sistema de streaming web sincronitzat primerament s’ha 
creat un reproductor de vídeo utilitzant HTML5 per la seva fàcil integració en 
entorns web. A aquest reproductor s’ha afegit la llibreria Dash.js implementada 
per DASH-IF (DASH Industry Forum) [6][7] escrita totalment en Javascript i que 
proporciona la possibilitat de reproduir continguts MPEG-DASH en un entorn 
web. 
 
La següent peça necessària per aconseguir la sincronització a nivell de frame 
és el protocol DVB-CSS-WC explicat en el capítol anterior. Per poder-lo utilitzar 
en un entorn web i fer que sigui compatible amb múltiples plataformes s’ha 
implementat des de zero fent servir Javascript. 
 
Una vegada creat el protocol CSS-WC, s’ha comprovat el seu correcte 
funcionament fent que la nova implementació escrita en Javascript es 
comuniqui amb la solució de la BBC escrita en Python i viceversa. El resultat és 
que les dues solucions s’entenen correctament i en conseqüència és pot 
afirmar que la nova implementació parla correctament el protocol. 
 
Una altra peça imprescindible per poder sincronitzar els diferents continguts 
audiovisuals és la implementació d’un algoritme que interactuï sobre el 
reproductor de vídeo HTML5 de les segones pantalles i s’encarregui de fer 
avançar, fer retrocedir o aturar la reproducció en funció del punt de reproducció 
de la pantalla principal. Aquesta informació s’obté a partir del protocol CSS-WC 
que fa que tots els reproductors tinguin un temps de rellotge comú i per tant un 
punt de referència des d’on fer la sincronització.  
 
Per últim, degut a no disposar de cap dispositiu que incorpori alhora un 
reproductor multimèdia i el protocol CSS-WC, com per exemple un televisor 
HbbTV 2.0, s’ha hagut d’implementar un servidor amb Node.js [10] que 
implementa el protocol i que interactua amb un entorn web que és l’encarregat 
de reproduir el contingut audiovisual. La suma del servidor Node.js i del entorn 
web, simulen un dispositiu HbbTV 2.0 amb rol de pantalla principal. 
 
Amb la unió de totes aquetes peces s’aconsegueix l’objectiu de crear un 
sistema multi plataforma que sincronitza diferents fluxos a nivell de frame dins 
un entorn web.  
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2.1.1. Solucions proposades 
 
A continuació s’introduiran quines han estat les diferents solucions proposades 
i en els posteriors capítols s’acabaran d’explicar cadascuna en detall. 
 
En aquest projecte es plantegen tres aplicacions web diferents per sincronitzar 
fluxos en diversos dispositius simultàniament. Aquestes solucions han estat 
dissenyades per assolir l’objectiu de crear un entorn multi plataforma on poder 
reproduir continguts audiovisuals de forma sincronitzada i son les següents: 
 
 Aplicació d’enllaç, una solució multi plataforma amb un servidor Node.js 
intermedi. 
 Aplicació nadiua per a Google Chrome. 
 Aplicació per a dispositius mòbils utilitzant Apache Cordova. 
 
Als capítols posteriors s’explicaran en detall cadascuna de les diferents 
solucions esmentades. 
 
 
2.1.2. Tecnologies utilitzades 
 
Per a la implementació del sistema de streaming web sincronitzat per a entorns 
web, s’han utilitzat les següents tecnologies: 
 
 Javascript [8], un llenguatge de programació utilitzat per la creació de 
pagines web i fer-les més interactives.  
 HTML5 [9], una col·lecció d’estàndards per al disseny de pagines web. 
 MPEG-DASH 
 Protocol DVB-CSS-WC 
 Node.js, un intèrpret de Javascript del costat del servidor que utilitza un 
model asíncron i dirigit per esdeveniments. 
 WebSockets [11], una tecnologia que proporciona un canal bidireccional 
de comunicació sobre un únic sockets TCP. 
 
Cal destacar que les llibreries utilitzades poden variar en funció de quina hagi 
estat la solució triada i per tant es poden trobar als apartats de estructuració i 
requeriments del sistema del capítol corresponent a la solució en concret. 
 
   
2.1.3. Implementació i funcionament de la pantalla principal 
 
Com s’ha explicat anteriorment, degut a la falta d’un dispositiu HbbTV 2.0 i a la 
inexistència de cap solució que integri un reproductor multimèdia junt al 
protocol CSS-WC, s’ha hagut de crear una solució alternativa que emuli un 
d’aquets dispositius. Aquesta solució incorpora un reproductor de vídeo HTML5 
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amb suport DASH que interactua via websockets amb el servidor Node.js que 
implementa la part del WC Server del protocol DVB-CSS-WC.  
 
El funcionament d’aquesta aplicació és ben senzill: cada vegada que el 
reproductor actualitza el seu temps de reproducció amb el Media Event 
ontimeupdate [15], envia aquest temps en format JSON via websockets al 
servidor Node.js de la pantalla principal, el qual ajusta el seu rellotge intern amb 
aquesta dada. Aquesta comunicació és secundaria ja que totes dues parts 
corren a la mateixa maquina, i per tant, el retard que afegeix aquesta 
comunicació és del ordre d’unes poques mil·lèsimes de segon, es a dir, 
menyspreable si es compara amb els 40 mil·lisegons de retard d’un frame a 25 
fps i en conseqüència el seu funcionament no té rellevància en aquest projecte. 
D’aquesta manera es crea un rellotge de referencia que està totalment 
sincronitzat amb la reproducció de la pantalla principal. 
 
Arribats a aquest punt, el servidor Node.js nomes ha d’esperar a que algun 
client (segona pantalla) es connecti a ell utilitzant el protocol CSS-WC i poder 
sincronitzar d’aquesta manera els rellotges i en conseqüència les 
reproduccions. Recordem que les comunicacions client-servidor i viceversa 
realitzades pel protocol, es fan utilitzant sockets UDP com mana el protocol 
DVB-CSS-WC ja que a diferencia de TCP, no s’incorporen retards al establir la 
connexió.  
 
Per utilitzar aquesta aplicació, primer s’ha d’engegar el servidor. Es pot fer a 
través de la pròpia consola que incorpora Node.js. Posteriorment nomes s’ha 
d’obrir l’aplicació web i començar a reproduir el contingut desitjat. 
 
 
2.2. Escenari utilitzat 
 
A continuació es pot veure l’escenari utilitzat en aquest projecte amb totes les 
tecnologies utilitzades. 
 
 
 
 
Fig. 2.1 Entorn multi dispositiu de streaming web sincronitzat 
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Com es pot observar a la Figura 2.1, l’escenari per sincronitzar diferents fluxos 
audiovisuals ha d’incloure una pantalla principal i una o més segones pantalles, 
les quals poden utilitzar qualsevol de les tres solucions proposades. Pel que fa 
a la pantalla principal, nomes hi pot haver una, i a falta d’un dispositiu HbbTV 
2.0 s’ha utilitzat la solució abans explicada de servidor Node.js més un entorn 
web per reproduir el contingut a sincronitzar.  
 
S’ha de destacar el fet que els diferents fluxos MPEG-DASH utilitzats per les 
aplicacions, es demanen a un servidor de streaming a títol individual i aquest 
els serveix de forma unicast. 
 
El funcionament detallat de cadascuna d’aquestes solucions s’explica en detall 
en els seus respectius capítols. 
 
 
2.3. Dificultats 
 
Les dificultats a l’hora d’implementar un sistema multi plataforma de streaming 
web sincronitzat son principalment tres: el fet d’aconseguir una única aplicació 
per a totes les plataformes, el fet que els navegadors web no suporten els 
sockets sobre UDP i la no compatibilitat amb alguns dispositius del mètode 
playbackRate [16] del reproductor HTML5. 
 
En entorns web, les diferents aplicacions (clients) es comuniquen amb el 
servidor utilitzant sockets, en el cas concret dels navegadors, fan servir 
websockets que proporcionen una comunicació full-duplex sobre TCP. És en 
aquest punt on apareix el problema, ja que els websockets no suporten UDP i 
per tant es fa impossible que les aplicacions web puguin implementar el 
protocol de sincronització CSS-WC necessari per sincronitzar els rellotges 
interns dels diferents dispositius. 
 
Per poder sincronitzar correctament les reproduccions dels diferents 
reproductors HTML5, s’utilitza el mètode playbackRate que permet modificar la 
velocitat de reproducció i poder ajustar de forma molt precisa el nivell de 
sincronia. El problema ve donat pel fet que aquest mètode no és compatible 
amb alguns navegadors (Chrome Mobile, IE Mobile i Opera Mobile). Com es 
pot observar els tres navegadors no compatibles son per a plataformes mòbils i 
en conseqüència dificulta seriosament la implementació d’una solució amb un 
nivell de sincronització òptim en aquets dispositius. 
 
Les tres solucions investigades intenten donar resposta a aquests problemes 
de formes diferents. 
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CAPÍTOL 3. APLICACIÓ D’ENLLAÇ 
 
3.1. Implementació 
 
Per poder fer front a la problemàtica dels navegadors web que no suporten els 
sockets sobre UDP i aconseguir una solució multiplataforma, aquesta aplicació 
utilitza un servidor intermedi que fa d’enllaç (servidor Proxy) entre les segones 
pantalles (clients) i el servidor de la pantalla principal.  
 
A continuació es pot observar, de forma esquemàtica, l’escenari utilitzat per a la 
implementació d’aquesta aplicació d’enllaç (Proxy App). 
 
 
 
 
Fig. 3.1 Escenari de comunicacions entre dispositius 
 
 
A la figura es poden veure els diferents dispositius que formen l’escenari,  les 
tecnologies i protocols utilitzats i una numeració que fa referencia a l’ordre en el 
que es duen a terme les accions i que s’expliquen en detall a l’apartat 3.2.  
 
Seguint amb la filosofia d’utilitzar Javascript per implementar les aplicacions, el 
servidor Proxy s’ha creat utilitzant la tecnologia de Node.js que incorpora totes 
les llibreries necessàries per poder establir les connexions via sockets UDP 
amb el servidor de la pantalla principal i les connexions via websockets TCP 
amb el client. És per aquest motiu que la implementació del protocol DVB-CSS-
WC s’ha fet en aquest servidor i no en la part del client web.  
 
La part del entorn web implementa un reproductor de vídeo utilitzant la 
tecnologia HTML5 amb suport MPEG-DASH per poder reproduir continguts 
adaptatius. Aquets fluxos DASH es demanen a un servidor de streaming 
extern. 
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3.1.1. Estructuració i requeriments del sistema 
 
Aquesta aplicació està dividida en dos blocs, per una banda un entorn 
totalment web des del que el client reprodueix els fluxos i un altre bloc que fa 
de servidor intermedi (Proxy) entre client i pantalla principal, que és la que 
implementa el protocol de sincronització DVB-CSS-WC.  
 
L’aplicació de l’entorn web utilitza les següents tecnologies:  
 
 HTML5 Vídeo Player 
 Llibreria MPEG-DASH 
 Algoritme de sincronització, explicat en detall a l’apartat 3.2. 
 Websockets 
 
L’aplicació Proxy es un servidor Node.js i implementa el protocol DVB-CSS-WC 
i incorpora les següents llibreries:  
 
 HTTP, una llibreria per a Node.js que permet fer peticions HTTP. 
 Websockets 
 Performance-now [12], llibreria per accedir a l’objecte performance.now 
del navegador que proporciona el temps amb una resolució de 
nanosegons. 
 Bufferpack [13] proporciona les funcions per empaquetar i 
desempaquetar els datagrames utilitzats en el protocol UDP. 
 Dgram [14] permet utilitzar sockets UDP. 
  
Per poder implementar aquesta aplicació es indispensable disposar de Node.js 
v4.4.0 o superior i haver instal·lat correctament les llibreries esmentades en 
aquest mateix apartat. 
 
 
3.2. Funcionament de l’aplicació 
 
Aquesta es una aplicació totalment multi plataforma i es pot accedir a ella des 
de qualsevol dispositiu amb suport web i que disposi d’un dels navegadors 
llistats al apartat 3.2.1. L’únic inconvenient és la necessitat d’utilitzar el servidor 
Proxy intermedi que és el que dona nom a aquesta solució.  
 
Com es pot veure a la Figura 3.1, la comunicació entre clients i el servidor 
Proxy es fa mitjançant websockets mentre que la comunicació entre aquest 
servidor i el servidor de la pantalla principal es fa via sockets UDP seguint la 
norma establerta pel protocol DVB-CSS-WC.  
 
Una vegada sincronitzats els diferents dispositius involucrats, pantalla principal 
i una o més clients (passos 3 i 4), el Proxy envia el valor del rellotge sincronitzat 
al client (pas 5) i es procedeix a executar el algoritme de sincronització que 
implementa l’aplicació web i s’encarrega de fer avançar o retrocedir la 
reproducció de les segones pantalles fins a sincronitzar-la a nivell de frame 
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amb la principal. Durant aquest procés es van demanant els trossos de vídeo 
necessaris.  
 
Aquest algoritme és diferent depenent si el dispositiu en qüestió és un mòbil o 
no. Això és degut al fet que els navegadors dels dispositius mòbils no donen 
suport al mètode playbackRate  de HTML5 i per tant, l’única opció per ajustar el 
punt de reproducció és mitjançant seeks (salts en el punt de reproducció) i 
jugant amb els mètodes Play i Pause del propi reproductor. 
 
A les figures que es mostren a continuació es pot observar el funcionament 
d’aquest algoritme en funció de si el dispositiu és un mòbil o no. 
 
 
 
 
Fig. 3.2 Funcionament de l’algoritme en dispositius mòbils 
 
 
En el cas dels dispositius mòbils com els telèfons intel·ligents o les tauletes, la 
zona d’estabilitat, que és la zona on no s’aplica cap ajust, s’ha fixat el rang dels 
-50ms als +50ms. Aquests valors han estat escollits de forma no trivial, 
intentant que siguin el més propers a zero possible. En aquest cas, el seu valor 
mínim ha estat de ±50ms ja que si s’estableix un valor inferior, el comportament 
observat del sistema que implementa és de inestabilitat, fent que contínuament 
es realitzin seeks i mai s’arribi a entrar a la zona d’estabilitat.  
 
Si la diferencia de temps respecte a la reproducció principal es més gran que 
50ms, llavors s’aplica una pausa de 100ms (temps màxim per a que les 
aturades siguin pràcticament inapreciables però suficientment llargues com per 
poder anar ajustant la reproducció) i seguidament el mètode Play, per ajustar 
amb petites i imperceptibles aturades la reproducció, aconseguint que l’usuari 
no percebi cap efecte. Aquesta tècnica de sincronització s’aplica mentre la 
diferencia de temps sigui inferior als 2 segons, nivell a partir del qual, i fins els 4 
segons, el procediment a aplicar es una pausa. En aquest cas l’usuari percebrà 
una paralització de la reproducció durant un màxim de 2 segons.  
 
Per acabar, si la diferencia és superior als 4 segons o inferior als -50ms, es fa 
un seek a la posició de reproducció de la pantalla principal, ja que o bé la 
reproducció està massa endarrerida i al no poder fer canvis de velocitat seria 
impossible arribar a sincronitzar els continguts o bé la reproducció va massa 
avançada i l’ús d’una pausa molt llarga no és una solució. En aquest cas 
l’usuari percebrà un salt notable en la reproducció.  
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La Fig 3.3 il·lustra el funcionament del mateix algoritme en dispositius que no 
siguin ni telèfons intel·ligents ni tauletes. 
 
 
 
 
Fig. 3.3 Funcionament de l’algoritme en dispositius no mòbils 
 
 
Com es pot veure, l’algoritme a utilitzar a la resta de dispositius com per 
exemple ordinadors, és ben diferent. En aquest cas es fa ús del mètode 
playbackRate, encarregat d’augmentar o disminuir la velocitat de reproducció 
en funció si el contingut de la segona pantalla va endarrerit o avançat respecte 
a la pantalla principal. Aquest efecte és inapreciable per al usuari.  
 
Un altre canvi destacable és el fet que la zona d’estabilitat s’ha reduït i ara 
s’estableix entre els -20ms i els 20ms, afavorint a una millor sincronització entre 
dispositius, ja que com més petita i més pròxima a cero sigui aquesta zona, 
menys diferencia de temps hi haurà entre ambdues reproduccions. En aquest 
cas no s’han percebut inestabilitats en la reproducció.  
 
Com es pot observar, la velocitat de reproducció pot augmentar de forma lineal 
fins arribar a duplicar-la en el cas d’estar endarrerida 2 segons o a reduir la 
velocitat a 0.5, és a dir, a la meitat si la reproducció està avançada entre 1 i 2 
segons. Si la diferencia de temps està fora aquests paràmetres, llavors s’aplica 
un seek a la posició de reproducció de la pantalla principal.  
 
S’ha de destacar que la complexitat de l’algoritme augmenta amb l’ús del 
mètode playbackRate però s’ha volgut utilitzar per fer que la transició cap a un 
nivell de sincronització d’unes poques mil·lèsimes de segon sigui el més suau i 
imperceptible possible per a l’usuari final. 
 
 
 
20  Streaming web sincronitzat per entorns multi-dispositiu 
3.2.1. Plataformes suportades 
 
Aquesta solució és multi plataforma i és suportada pels següents navegadors 
web: 
 
 Firefox 20+ 
 Chrome 20+ 
 Opera 15+ 
 IE 9+ 
 Mobile Chrome (Android) 
 Mobile Firefox 24+ 
 Opera Mobile 
 Edge 
 
Aquesta aplicació pot funcionar en altres navegadors que no ha sigut possible 
provar i per tant no s’han inclòs a la llista de plataformes suportades. 
 
 
3.2.2. Posada en marxa 
 
Aquesta solució, igual que l’aplicació que simula la pantalla principal, està 
formada per un entorn web i un servidor Node.js. Així doncs, per poder-la posar 
en marxa primerament s’ha d’engegar la pantalla principal, tal i com queda 
descrit a l’apartat 2.1.3 i posteriorment el servidor que fa de Proxy. Els passos a 
seguir son els següents: 
 
 Obrir la consola de Node.js 
 Engegar el servidor amb la comanda: node proxy.js 
 
Una vegada el servidor Proxy està corrent, ja es pot procedir a obrir l’aplicació 
web des de qualsevol del navegadors suportats.  
 
L’aplicació carregarà automàticament el vídeo des del punt de reproducció per 
on va el reproductor de la pantalla principal. 
 
És d’especial importància destacar que si el servidor Proxy no està funcionant a 
la mateixa maquina que l’aplicació web, serà necessari l’ús d’un servidor web 
com per exemple un Apache Tomcat per poder-hi accedir des de qualsevol 
altre dispositiu. 
 
 
3.3. Nivell de sincronització 
 
El marge d’error de sincronització d’aquesta aplicació es divideix en dos grups 
en funció si s’utilitza des de un dispositiu mòbil o no. En el cas dels dispositius 
mòbils, el nivell de sincronització te un marge d’error de ±50ms, es a dir, d’entre 
-50ms en el cas que la reproducció vagi enrederida i +50ms si va avançada. En 
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el cas que s’accedeixi a l’aplicació des d’un ordinador, l’error varia dels -20ms 
als +20ms.  
 
A aquest temps cal sumar els temps de transmissió (depèn de la mida del 
paquet) i de propagació (depèn de la distancia) entre el client i el servidor Proxy 
i és precisament aquest fet el punt crític d’aquesta aplicació, ja que aquests 
temps no es poden controlar i poden ser molt diferents en funció de quin 
dispositiu s’estigui utilitzant, quin medi de transmissió s’utilitzi i sobretot, de la 
distancia que hi hagi entre el client i el servidor d’enllaç. L’aparició d’aquest 
problema és el que ha impulsat la recerca d’altres possibles solucions.  
 
Tot i això, els temps de transmissió es poden considerar inapreciables degut a 
la mida reduïda dels paquets en comparació als amples de banda actuals. Per 
exemple un paquet websocket de 128 bytes en una xarxa amb un ample de 
banda disponible de nomes 1 Mbps (degut als fluxos de vídeo), implica un 
retard de 1.02ms, menyspreables en comparació als 20ms de marge d’error de 
l’algoritme de sincronització. El mateix passa amb els temps de propagació, es 
poden considerar menyspreables si el client i el servidor d’enllaç estan a prop 
un de l’altre, com serà el cas habitual. En el cas dels dispositius mòbils aquest 
problema es pot veure amplificat ja que l’ample de banda en entorns sense fils 
és més limitat. 
  
Per tant, en el pitjor dels casos, si hi ha dos usuaris sincronitzats fent servir la 
Proxy App des de dispositius mòbils, un d’ells amb el contingut més avançat 
(diferencia respecte a la reproducció original de +50ms) i l’altre amb el 
contingut més endarrerit (diferencia de -50ms), el màxim retard entre 
reproduccions serà de 100ms. El mateix cas però en dispositius no mòbils, el 
retard passa ser de nomes 40ms. 
 
A la Figura 3.4 es pot observar el nivell de sincronisme entre la reproducció 
original (a l’esquerra) i les Proxy App (al centre i a la dreta). Per dur a terme 
aquest experiment s’han obert tres navegadors diferents des del mateix 
ordinador. Primerament s’ha usat Firefox per simular la pantalla principal i 
després s’han engegat les Proxy App des de Opera i Chrome. Pel que fa al 
contingut a reproduir, s’ha utilitzat un vídeo en format mp4 i servit utilitzant 
DASH per un servidor Wowza [21] allotjat en una maquina diferent però dins la 
mateixa xarxa. El motiu d’utilitzar aquest vídeo i no un altre és que aquest 
permet veure a simple vista i de forma molt clara el nivell de sincronisme entre 
els diferents reproductors. El valor que apareix sota les imatges de les Proxy 
App correspon a la diferencia de temps respecte el vídeo principal expressat en 
segons. 
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Fig. 3.4 Pantalla principal a l’esquerra i Proxy App al centre i dreta. 
  
 
Com es pot observar a la imatge, el nivell de sincronització és del ordre d’unes 
poques mil·lèsimes de segon, en concret en aquesta captura és de 3 i 2ms, 
valor imperceptible tant per l’ull com per l’oïda humana.  
 
Per tenir una idea més precisa del nivell de sincronització en funció del 
dispositiu utilitzat, s’ha fet un experiment enregistrant més de 600 mostres 
(equivalents a uns 10 minuts de vídeo) dels temps de diferencia entre 
reproduccions però sense tenir en compte els retards afegits per la Proxy App 
amb l’enviament de paquets TCP via websockets.  
 
Per poder fer aquest experiment, s’han utilitzat diversos dispositius. Per una 
banda hi ha una maquina que fa de pantalla principal i per l’altre banda hi ha 
dues segones pantalles (Proxy App) connectades a la xarxa WiFi, una des d’un 
ordinador portàtil i l’altre des d’un telèfon intel·ligent. Pel que fa al contingut 
utilitzat, ha estat el vídeo Elephants Dream [22] codificat en MPEG-DASH,  que 
és adaptatiu i s’ofereix en quatre bitrates diferents que van des dels 72 kbps als 
750 kbps, tots ells amb una resolució de 480p i codificats en H.264.  
 
El resultat han estat les gràfiques que es mostren a les següents figures. 
 
 
 
 
Fig. 3.5 Nivell de sincronització de la Proxy App en portàtil 
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Com es pot observar, el nivell de sincronisme en dispositius que no siguin ni 
telèfons intel·ligents ni tauletes, és molt precís, estabilitzant-se a valors com els 
0.01 segons i els aproximadament -0.005 segons. A la figura també es pot 
apreciar que quan la diferencia temporal supera els 20ms, de forma 
automàtica, s’activa l’algoritme de sincronització que ajusta de nou la 
reproducció.   
 
 
 
 
Fig. 3.6 Nivell de sincronització de la Proxy App en dispositiu mòbil 
 
 
A diferencia del que passa en el navegador del portàtil, el nivell d’estabilitat 
observat en el dispositiu mòbil no és tan precís ni constant i passa a assolir 
valors d’entre -0.05 i 0.03 segons amb salts cada vegada que la diferencia de 
temps sobrepassa el llindar de la zona d’estabilitat (±50ms) tal i com es pot 
veure a la Figura 3.6. 
 
El comportament observat és l’esperat tenint en compte que el funcionament de 
l’algoritme per sincronitzar les reproduccions és diferent en cadascun dels dos 
casos i els valors enregistrats estan dins els marges definits a l’apartat 3.2. 
 
3.4. Conclusions 
 
Aquesta aplicació ofereix una solució totalment multi plataforma i amb uns 
temps de retard molt reduïts ±20ms en el cas dels navegadors, i retards una 
mica més considerables en el cas dels dispositius mòbils, que poden arribar a 
ser de fins a ±50ms. Tots dos temps de màxima divergència són inapreciables 
tant per a l’oïda com per a la vista humana. Però a aquests temps s’han de 
sumar els temps de transmissió dels paquets TCP usats per comunicar 
l’aplicació web amb el servidor Proxy. 
 
Per tant, l’aspecte més negatiu d’aquesta solució és el fet de no controlar els 
temps de transmissió entre el servidor d’enllaç i el reproductor web. Tot i que 
aquests temps poden ser menyspreables la major part del temps, introdueixen 
uns retards no desitjats que en condicions desfavorables, com per exemple en 
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entorns on la xarxa va molt carregada o en entorns sense fils on l’ample de 
banda és més reduït, poden fer que l’objectiu de sincronització a nivell de frame 
no sigui possible.  
 
És per aquest motiu que s’ha impulsat la recerca d’altres possibles solucions en 
les que no sigui necessari utilitzar un servidor d’enllaç i en conseqüència poder 
fer desaparèixer aquets temps de transmissió no desitjats. A continuació, en els 
següents capítols, s’explicaran quines han estat i com s’han implementat 
aquestes solucions. 
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CAPÍTOL 4. APLICACIÓ PER A GOOGLE CHROME 
 
4.1. Implementació 
 
En aquesta solució s’implementa una Chrome App, que és una aplicació web 
exclusiva per a navegadors Google Chrome. El motiu d’haver optat per aquesta 
alternativa és ben senzill: Chrome disposa d’una API la qual incorpora una 
llibreria que fa possible la comunicació via sockets UDP. Gracies a això, es pot 
eliminar el servidor intermedi utilitzat en el capítol anterior (servidor d’enllaç) i 
fer que l’aplicació pugui implementar el protocol DVB-CSS-WC.  
 
Aquest fet fa que s’eliminin els temps de transmissió no desitjats que hi havia 
entre el client i el servidor d’enllaç. També proporciona la possibilitat de 
comunicar-se directament amb el dispositiu que juga el rol de pantalla principal 
i sincronitzar d’aquesta manera els reproductors. 
 
A continuació es pot observar l’escenari utilitzat per a la implementació de la 
aplicació nadiua per a Google Chrome (Chrome App). 
 
 
 
 
Fig. 4.1 Escenari de funcionament de la Chrome App 
 
 
A la figura es poden veure els diferents dispositius que formen l’escenari, les 
tecnologies i protocols utilitzats i una numeració que fa referencia a l’ordre en el 
que es duen a terme les accions i que s’expliquen en detall a l’apartat 4.2.  
 
Les Chrome App contenen un fitxer anomenat Manifest.json que conté la URL i 
la informació necessària per a que l’aplicació funcioni, en aquest cas concret, 
s’incorpora la crida als sockets UDP. A continuació es pot veure un exemple del 
contingut del fitxer Manifest utilitzat en aquesta aplicació. 
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Fig. 4.2 Exemple de Manifest.json per aplicacions de Chrome. 
 
 
Igual que les altres solucions proposades, en aquesta aplicació s’incorpora un 
reproductor de vídeo HTML5 amb suport DASH per poder reproduir continguts 
adaptatius. Degut a que les aplicacions de Chrome no permeten carregar 
llibreries externes, la llibreria de Dash.js necessària per poder reproduir els 
fluxos MPEG-DASH s’ha de descarregar i guardar en local. 
 
Referent als mecanismes de sincronització, per una banda s’ha implementat 
utilitzant Javascript el protocol DVB-CSS-WC encarregat de la sincronització 
amb el dispositiu que fa de pantalla principal, i per l’altre banda s’ha 
implementat un algoritme de sincronització encarregat d’ajustar el temps de 
reproducció del vídeo. El funcionament d’aquest mecanisme de sincronització 
s’explica en detall a l’apartat 4.2. 
 
 
4.1.1. Estructuració i requeriments del sistema 
 
L’aplicació utilitza les següents tecnologies i llibreries: 
 
 HTML5 Vídeo Player 
 Llibreria MPEG-DASH 
 Protocol DVB-CSS-WC 
 Algoritme de sincronització 
 Chrome.sockets.udp  [17], llibreria amb suport per a Sockets UDP. 
 
Per poder implementar aquesta aplicació es indispensable disposar de Google 
Chrome versió 33+, tal i com s’explica a l’apartat 4.2.1. 
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4.2. Funcionament de l’aplicació 
 
A continuació s’explicarà com funciona aquesta aplicació i quins mecanismes 
utilitza per assolir la sincronització. 
 
A diferencia de la Proxy App, aquesta solució es connecta utilitzant el protocol 
DVB-CSS-WC via sockets UDP directament amb la segona pantalla sense 
necessitar de cap servidor d’enllaç. Aquest fet permet eliminar els temps de 
transmissió no controlats que apareixien a l’hora d’enviar informació entre el 
servidor Proxy i el reproductor web del client. En aquesta aplicació s’han pogut 
implementar els sockets UDP gracies a la utilització de la API de Google 
Chrome que incorpora aquesta funcionalitat. 
 
Com es pot observar a la Figura 4.1, en primera instancia la pantalla principal 
comença la reproducció descarregant-se el contingut MPEG-DASH i inicialitza 
el rellotge del protocol DVB-CSS-WC. Seguidament, quan els clients de les 
segones pantalles inicien la Chrome App, aquesta es sincronitza de forma 
automàtica amb la reproducció principal i comença a descarregar-se els 
fragments de vídeo desitjats. 
 
Igual que passa a la solució anterior, la Chrome App també incorpora un 
algoritme per ajustar la reproducció en curs i aconseguir que tots els dispositius 
mostrin el mateix frame al mateix temps. En aquest cas, com es tracta d’una 
aplicació exclusiva per a navegadors Google Chrome, es pot fer us del HTML 
Media element playbackRate per controlar la velocitat de reproducció del vídeo. 
  
A la Figura 4.3 es mostra el comportament d’aquest paràmetre en funció de la 
diferencia temporal respecte el Player principal. 
 
 
 
 
Fig. 4.3 Algoritme per sincronitzar els reproductors de vídeo. 
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La zona d’estabilitat de la Chrome App està fixada entre els -15ms i els +15ms, 
molt semblant als ±20ms de la Proxy App per a ordinadors. Aquest marge s’ha 
pogut reduir després de fer diverses proves i observar que reduint aquest 
temps la sincronització es realitza més ràpidament. Dins aquesta zona és on es 
pot dir que la reproducció està sincronitzada i per tant no s’ha d’aplicar cap 
mecanisme per corregir-la. Com es pot observar, la velocitat de reproducció és 
el doble quan el contingut va dos segons enrederit i en funció del que 
disminueixi aquesta diferencia, també ho fa la velocitat de reproducció.  
 
El decrement de velocitat es fa de forma lineal fins arribar als -15ms, on 
s’estabilitza a velocitat de reproducció normal, es a dir a valor 1. Quan la 
diferencia temporal augmenta per sobre dels +15ms, llavors la velocitat 
comença a disminuir de forma lineal fins el valor mínim de 0.5 al que s’arriba 
quan la diferencia és d’un segon. Aquesta velocitat reduïda es manté constant 
a 0.5 mentre la diferencia de temps es situa entre els +1 i els +2 segons de 
diferencia. Això és degut a que 0.5 és el mínim valor que pot assolir l’element 
playbackRate.  
 
Per acabar, si la diferencia de temps es inferior als -2 segons o superior als 2 
segons, llavors s’aplica un seek a la posició de reproducció de la pantalla 
principal.  
 
 
4.2.1. Plataformes suportades 
 
Aquesta aplicació nomes és suportada pel navegador Google Chrome 33+. La 
limitació ve imposada per la utilització de la API de Chrome, en concret per l’ús 
de la  llibreria “chrome.sockets.udp” encarregada de gestionar els sockets UDP. 
 
 
4.2.2. Posada en marxa 
 
De la mateixa manera que totes les altres solucions, per poder provar aquest 
escenari, primerament s’ha d’engegar la pantalla principal i posteriorment ja es 
pot procedir a obrir la segona pantalla. 
 
Per poder fer funcionar aquesta aplicació s’han de seguir els següents passos:  
 
 Tindre instal·lat Google Chrome 33 o superior. 
 Obrir el navegador i accedir a “chrome://extensions/” 
 Habilitar l’opció mode desenvolupador situada a la part superior dreta.  
 Carregar extensió descomprimida 
 Iniciar l’aplicació 
 
A la següent imatge es mostra un exemple del gestor d’extensions de Chrome. 
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Fig. 4.4 Exemple de finestra de gestió de les extensions de Chrome. 
 
 
L’aplicació carrega automàticament el contingut que es desitja visualitzar i el 
sincronitza amb la reproducció del dispositiu que fa de pantalla principal. 
 
 
4.3. Nivell de sincronització 
 
Com s’ha pogut veure a la Figura 4.3, la zona d’estabilitat d’aquesta aplicació 
pot anar des de -15ms en el cas que la reproducció vagi enrederida respecte la 
reproducció original o fins els +15ms si la reproducció va més avançada que la 
principal. 
 
Per tant, en el pitjor dels casos, si hi ha dos usuaris sincronitzats fent servir la 
aplicació de Chrome, un d’ells amb el contingut avançat 15ms i l’altre amb un 
error de -15ms, el màxim retard entre ambdues reproduccions serà de 30ms. 
 
A la següent imatge es pot observar el nivell de sincronisme entre la 
reproducció original (a l’esquerra) i la Chrome App (a la dreta). Per dur a terme 
aquest experiment s’ha reconstruït el primer escenari utilitzat a l’apartat 3.3 de 
la solució anterior (Proxy App), però aquesta vegada s’han utilitzat només dos 
navegadors diferents. Amb Firefox s’ha simulat la pantalla principal i s’ha 
utilitzat Google Chrome per engegar la  Chrome App.  
 
Per poder visualitzar quin nivell de sincronització hi ha, s’ha tornat a utilitzar el 
mateix vídeo del primer experiment (ofert des d’un servidor amb Wowza) i s’ha 
utilitzat l’etiqueta “Diff:” (situada sota la imatge de la dreta) per representar la 
diferencia de temps, en segons, de l’aplicació amb Chrome respecte el vídeo 
principal. 
 
 
30  Streaming web sincronitzat per entorns multi-dispositiu 
 
 
Fig. 4.5 Pantalla principal a l’esquerre i Chrome App a la dreta 
 
 
A la etiqueta “Diff: 0.005” de la Figura 4.5 es pot observar que el nivell de 
sincronització es del ordre d’unes poques mil·lèsimes de segon, en concret en 
aquesta captura és de 5ms, valor imperceptible tant per l’ull com per l’oïda 
humana. 
 
Per poder veure de forma més precisa el nivell de sincronització de la Chrome 
App, s’ha utilitzat el segon escenari explicat a l’apartat 3.3 amb la diferencia 
que, en aquest cas, en comptes de provar la Proxy App s’ha utilitzat la Chrome 
App des de un ordinador portàtil amb Windows 7. De la mateixa manera s’han 
enregistrat més de 600 mostres (10 minuts aproximadament) dels temps de 
diferencia entre les reproduccions de la pantalla principal i la segona pantalla 
que utilitza aquesta solució i s’han representat en forma de gràfica tal i com es 
pot veure a la Figura 4.6. 
 
En aqueta gràfica es pot observar que el nivell de sincronisme es manté 
estable entre els valors -5ms i 0ms durant casi tota la mostra excepte quan per 
motius de xarxa o del propi dispositiu (temps de processat o buffering) la 
reproducció s’avança o s’enredereix. En aquests casos concrets, s’activa el 
mecanisme de sincronització explicat a l’apartat 4.2 que permet tornar a ajustar 
la sincronització i fer que torni a estar dins la zona d’estabilitat.  
 
 
 
 
Fig. 4.6 Nivell de sincronització de la Chrome App 
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Com s’ha pogut veure, el comportament d’aquesta aplicació pel que fa a nivell 
de sincronisme és molt estable a valors pròxims a cero i per tant, proporciona 
una sincronització a nivell de frame molt precisa, estable i amb un marge 
d’error molt reduït.  
 
 
4.4. Conclusions 
 
La Chrome App, a més a més d’oferir uns temps de retard molt reduïts ±15ms, 
també és capaç de mantindré l’estabilitat de reproducció durant pràcticament 
tota l’estona. Si a aquest fet li sumen que aquesta aplicació no necessita de 
cap servidor intermedi per utilitzar el protocol DVB-CSS-WC, fan que aquesta 
solució tingui un nivell de sincronització d’unes poques mil·lèsimes de segon i 
per tant, la converteixen en la solució molt recomanable.  
 
Per contra, s’ha de remarcar el fet que aquesta aplicació nomes és suportada 
pels navegadors Chrome i per tant redueix el ventall de possibles usuaris que 
la poden utilitzar. És per aquest motiu que la Chrome App no pot ser 
considerada com a una opció multi plataforma i s’ha decidit buscar la forma 
d’arribar a més usuaris. 
 
La solució per poder arribar a més clients ha estat la creació d’una nova 
aplicació, aquesta vegada per a dispositius mòbils. A continuació s’explica, amb 
detall, en que ha consistit aquesta nova aplicació. 
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CAPÍTOL 5. APLICACIÓ AMB APACHE CORDOVA 
 
5.1. Implementació 
 
Seguint amb l’objectiu d’aconseguir una aplicació per poder sincronitzar els 
continguts audiovisuals de diferents dispositius amb un marge d’error d’unes 
poques mil·lèsimes de segon i fer-ho sense dependre de cap servidor d’enllaç, 
com el vist anteriorment, s’ha implementat una aplicació per a dispositius 
mòbils utilitzant Apache Cordova [18]. L’entorn de desenvolupament Cordova 
permet utilitzar les tecnologies web com per exemple JavaScript i HTML5 per 
implementar aplicacions multi plataforma evitant els llenguatges natius de les 
diferents plataformes mòbils.  
 
El motiu principal d’haver optat per aquesta solució ha estat, igual que a la 
aplicació de Google Chrome, poder establir comunicacions via sockets UDP i 
per tant, poder implementar el protocol DVB-CSS-WC directament a l’aplicació 
web sense necessitar de servidors intermedis que afegeixen temps de 
transmissió no desitjats.  
 
Un altre dels motius per haver optat per aquesta solució ha estat el fet de voler 
arribar a molts més usuaris, en concret, a la gent que disposa d’un telèfon 
intel·ligent o d’una tauleta, que són la gran majoria de les persones.   
 
A continuació es pot veure l’esquema del escenari utilitzat en aquesta solució, 
amb una pantalla principal i l’aplicació Cordova (Cordova App) que fa de 
segona pantalla. 
 
 
 
 
Fig. 5.1 Escenari de funcionament de l’aplicació Cordova. 
 
 
A la figura es poden veure els diferents dispositius que formen l’escenari,  les 
tecnologies i protocols utilitzats i una numeració que fa referencia a l’ordre en el 
que es duen a terme les accions i que s’expliquen en detall a l’apartat 5.2.  
 
De la mateixa manera que passa a les dos solucions anteriors, en aquesta 
aplicació també s’ha utilitzat la tecnologia Javascript per implementar el 
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protocol DVB-CSS-WC i l’algoritme de sincronització i també s’incorpora un 
reproductor de vídeo HTML5 amb suport DASH.  
 
La diferencia, pel que fa a la implementació, és el fet de necessitar de tota una 
llista de plugins, descrita en el següent apartat, que són els encarregats de 
proporcionar accés des de l’aplicació a les diferents funcionalitats del dispositiu. 
Entre els plugins a utilitzar s’ha de destacar l’ús del cordova-plugin-chrome-
apps-sockets-udp [19], encarregat de les comunicacions via sockets UDP. 
 
 
5.1.1. Estructuració i requeriments del sistema 
 
La Cordova App utilitza les següents tecnologies: 
 
 HTML5 Vídeo Player 
 Llibreria MPEG-DASH 
 Protocol DVB-CSS-WC 
 Algoritme de sincronització 
 
És indispensable incorporar els següents plugins a l’aplicació:  
 
 cordova-plugin-chrome-apps-sockets-udp 
 cordova-plugin-background-app 
 cordova-plugin-network-information 
 cordova-plugin-blob-constructor-polyfill 
 cordova-plugin-customevent-polyfill 
 cordova-plugin-chrome-apps-common 
 cordova-plugin-chrome-apps-runtime 
 cordova-plugin-chrome-apps-storage 
 
Per poder implementar aquesta aplicació és necessari disposar d’un emulador 
o dispositiu mòbil (Android o iOS) on poder fer les proves. 
 
 
5.2. Funcionaments de l’aplicació 
 
En aquest apartat s’explicarà el funcionament d’aquesta aplicació i quins 
mecanismes utilitza per aconseguir que diversos dispositius reprodueixin de 
forma sincronitzada el mateix frame. 
 
A la Figura 5.1 es pot veure com la comunicació entre el client de la aplicació 
Cordova i la pantalla principal es fa directament mitjançant sockets UDP 
seguint el definit pel protocol DVB-CSS-WC i igual que passa a la solució 
Chrome App, permet eliminar els temps de transmissió no controlats que 
apareixien a l’aplicació d’enllaç. 
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Una vegada sincronitzats els rellotges interns de la segona pantalla amb el de 
la pantalla principal utilitzant el protocol DVB-CSS-WC (passos 3 i 4), es 
procedeix a executar l’algoritme que permet fer avançar o retrocedir la 
reproducció del client fins a sincronitzar-la  amb la de la pantalla principal. 
 
Com ja s’ha explicat en diverses ocasions, els telèfons intel·ligents i les tauletes 
no suporten el mètode playbackRate de HTML5 i per tant, l’única opció per 
ajustar el punt de reproducció es mitjançant seeks i jugant amb els mètodes 
Play i Pause del propi reproductor. 
 
A continuació es mostra una imatge on es pot observar el funcionament 
d’aquest algoritme a l’aplicació Cordova. 
 
 
 
 
Fig. 5.2 Funcionament de l’algoritme a la Cordova App 
 
 
Degut a que aquesta solució és exclusiva per a telèfons intel·ligents i tauletes, 
el funcionament de l’algoritme és pràcticament idèntic al utilitzat als dispositius 
mòbils per l’aplicació amb el servidor d’enllaç (apartat 3.2).  En aquest cas la 
zona d’estabilitat segueix estant fixada entre els -50ms i els +50ms i la 
diferencia recau en que s’ha reduït el marge on s’aplica la regla de fer una 
pausa de 100ms i posteriorment un Play, que ara s’aplica quan la diferencia de 
temps és superior als +50ms i fins arribar als 1.5 segons, a partir de la qual, i 
fins els 4 segons, el procediment a aplicar es una pausa. La reducció d’aquest 
marge és producte de la realització de diverses proves i observar que reduint 
aquest temps, la sincronització es realitza més ràpidament.  
 
Per finalitzar, si la diferencia és superior als 4 segons, es fa un seek a la posició 
de reproducció de la pantalla principal i si és inferior als -50ms es fa un seek a 
la posició de reproducció més un segon, per donar temps al dispositiu a 
descarregar, processar i crear buffer suficient com per a que el contingut no es 
torni a enrederir. 
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5.2.1. Plataformes suportades 
 
La Cordova App pot ser utilitzada des de qualsevol dispositiu Android 4.4+ i els 
dispositius iOS tot i que aquests últims no han pogut ser testejats. Aquesta 
limitació ve imposada per l’ús del plugin cordova-plugin-chrome-apps-sockets-
udp encarregat de gestionar els sockets UDP. 
 
 
5.2.2. Posada en marxa 
 
Per poder provar aquest escenari, primerament s’ha d’instal·lar correctament 
l’aplicació en el dispositiu mòbil que es vol utilitzar. En el cas dels dispositius 
que utilitzen la plataforma Android, el paquet a instal·lar és un fitxer .apk 
(format per a paquets d’aplicacions Android) que es pot crear des de qualsevol 
entorn de desenvolupament que sigui capaç de programar per aquesta 
plataforma, com per exemple el SDK de Google, Eclipse o NetBeans entre 
molts altres. 
 
Una vegada instal·lada l’aplicació al dispositiu i engegada la pantalla principal, 
ja es pot procedir a obrir l’aplicació Cordova clicant sobre la seva icona.  
 
 
5.3. Nivell de sincronització 
 
Com s’ha vist a la Figura 5.2, la zona d’estabilitat de la Cordova App pot anar 
des de -50ms en el cas que la reproducció vagi enrederida o fins els +50ms si 
la reproducció va més avançada que la principal.  
 
A la següent imatge (fotografia) es pot observar el nivell de sincronisme entre la 
reproducció original (a l’esquerra) i la Cordova App (a la dreta). Per dur a terme 
aquest experiment s’ha utilitzat el navegador Firefox com a pantalla principal 
des de un ordinador i una tauleta amb Android amb l’aplicació Cordova 
instal·lada. De la mateixa manera que en els primers experiments dels apartats 
3.3 i 4.3, en aquest cas també s’ha utilitzat el mateix vídeo ofert des d’un 
servidor amb Wowza. 
 
 
 
 
Fig. 5.3 Pantalla principal a l’esquerre i aplicació Cordova a la dreta 
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Es pot observar que el nivell de sincronització és de l’ordre d’unes poques 
mil·lèsimes de segon, en concret, tot i que no s’arriba a apreciar molt bé (part 
superior esquerra de la Cordova App) a la Figura 5.3 és de nomes 7ms. 
 
De la mateixa manera que s’ha fet en els capítols anteriors i amb la finalitat de 
poder veure de forma més precisa el nivell de sincronització d’aquesta solució, 
s’han enregistrat més de 600 mostres (equivalents a uns 10 minuts de vídeo) 
de la diferencia de temps respecte a la pantalla principal, utilitzant l’aplicació 
Cordova des de una tauleta connectada a la xarxa Wifi i fent que es reprodueixi 
el vídeo adaptatiu Elephants Dream.  
 
 
 
 
Fig. 5.4 Nivell de sincronització de la Cordova App 
 
 
En aquesta figura es pot observar que el nivell de sincronisme es manté dins la 
zona d’estabilitat ±50ms pràcticament tota l’estona i és precisament en els 
punts on es superen els -50ms on s’activa l’algoritme descrit a l’apartat 5.2 i es 
recupera ràpidament el nivell estable de sincronisme. També es pot observar 
de forma molt clara com la reproducció de la segona pantalla cada cop va una 
mica més enrederida i va perdent poc a poc la sincronització. Aquest efecte és 
produït per la baixa capacitat de processament del dispositiu. 
  
Amb el comportament observat després de provar nombroses vegades aquesta 
solució, es pot afirmar que l’aplicació amb Apache Cordova és capaç de 
proporcionar una sincronització amb un marge d’error de com a molt ±50ms.  
 
 
5.4. Conclusions 
 
La Cordova App és la millor solució per a dispositius mòbils ja que a diferencia 
del que passava a la solució amb el servidor d’enllaç, en aquesta aplicació s’ha 
pogut utilitzar, sense necessitat de cap servidor intermedi, el protocol DVB-
CSS-WC, i en conseqüència s’han aconseguit fer desaparèixer els temps de 
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transmissió no desitjats. Per tant, aquesta solució ofereix uns nivells de 
sincronització més precisos i més estables que els de la Proxy App en 
dispositius mòbils. 
 
Per acabar, un altre dels punts a destacar d’aquesta aplicació és que pot ser 
utilitzada per la gran majoria de les persones gracies a que actualment gairebé 
tothom disposa d’una tauleta o bé d’un telèfon intel·ligent amb Android o iOS. 
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CAPÍTOL 6. CONCLUSIONS 
 
6.1. Objectius assolits 
 
Com a objectiu principal d’aquest projecte, es pretenia aconseguir implementar 
una aplicació web multi plataforma que reproduís el mateix frame alhora en 
diferents dispositius.  
 
Pel que fa a la sincronització a nivell de frame, es pot dir que aquest projecte 
ha assolit l’objectiu ja que des de qualsevol de les tres solucions presentades 
els temps màxims de diferencia respecta a la reproducció original, són de més 
o menys de 30 mil·lisegons, que és comparable al temps de frame a 30 fps.  
 
Referent a la implementació d’un solució única multi plataforma, s’ha de dir que 
aquest objectiu no s’ha acabat d’aconseguir. En canvi, la suma de les tres 
solucions sí que es pot considerar multi plataforma ja que per exemple si es vol 
fer la sincronització des d’un dispositiu mòbil (ja sigui Android o iOS) es pot 
utilitzar l’aplicació amb Cordova, si pel contrari es vol sincronitzar des de un 
ordinador (Windows, Linux o iOS) es pot utilitzar o bé l’aplicació de Chrome 
(sempre i quant disposi del navegador de Google) o bé la solució amb el 
servidor d’enllaç. 
 
 
6.2. Conclusions generals 
 
Aquest projecte consta de tres solucions diferents, totes elles capaces de 
sincronitzar els seus fluxos amb els de la pantalla principal. Però abans de 
poder-les implementar, s’ha hagut de fer front a diversos problemes que 
dificulten la sincronització. A continuació es pot veure una taula amb les 
solucions que s’han pres al respecte. 
 
 
Taula 6.1. Problemes de la sincronia i les seves solucions. 
 
Problema Solució 
Ample de banda limitat Streaming adaptatiu (MPEG-DASH) 
No disposar d’un rellotge comú de 
referencia 
Protocol DVB-CSS-WC 
Dispositius amb característiques molt 
diferents 
Algoritme per sincronitzar els 
reproductors 
 
 
Una vegada decidides quines tecnologies i protocols utilitzar, s’ha procedit a 
implementar el sistema de streaming web sincronitzat per a entorns multi 
dispositiu. 
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Que els navegadors web no permetin utilitzar sockets UDP ha sigut un dels 
principals problemes a l’hora de dur a terme d’aquest projecte. Per aquest 
motiu i amb l’objectiu d’aconseguir una solució multi plataforma, la primera 
solució ha estat implementar l’aplicació amb el servidor d’enllaç encarregat 
d’incorporar el protocol DVB-CSS-WC. Però aquesta solució incorpora uns 
temps de retard no controlats els quals poden arribar a fer que es perdi la 
sincronització, per exemple en casos de congestió a la xarxa.  
 
L’aparició d’aquest problema és el que ha dut a buscar les noves solucions. El 
resultat final ha estat la implementació de l’aplicació especifica per a Google 
Chrome i l’aplicació per a mòbils utilitzant la tecnologia de Apache Cordova. 
 
A continuació es pot veure l’escenari final utilitzat amb l’aplicació que simula la 
pantalla principal, les pantalles secundaries amb les tres possibles solucions 
(Proxy App, Chrome App i Cordova App), el servidor de streaming i les 
diferents tecnologies utilitzades a cadascuna.  
 
 
 
 
Fig. 6.1 Entorn multi dispositiu de streaming web sincronitzat 
 
 
Com s’ha pogut veure, totes les solucions es comuniquen amb la pantalla 
principal utilitzant el protocol DVB-CSS-WC i tots els reproductors consumeixen 
continguts adaptatius del servidor de streaming utilitzant la tecnologia DASH. 
 
Les diferencies entre les tres solucions proposades es poden dividir en dos 
grups, les plataformes suportades per les aplicacions i els problemes més 
significants de cadascuna. A continuació es mostra una taula on es poden 
veure i comparar aquestes diferencies. 
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Taula 6.2. Comparativa de les tres solucions proposades. 
 
 Plataformes suportades Problemes 
Proxy App Multi plataforma 
Ús d’un servidor d’enllaç 
(incorpora retards) 
Chrome App Google Chrome No disponible per a mòbils 
Cordova App Android, iOS Exclusiu per a mòbils 
 
 
A més a més d’aquestes diferencies, i degut principalment al fet que els 
dispositius mòbils no poden utilitzar el mètode playbackRate, l’algoritme per 
ajustar el nivell de sincronització actua de forma diferent en funció si es tracta 
d’un mòbil o no. Aquest fet fa que el nivell de sincronisme no pugui ser tant 
precís ja que l’única opció disponible per acabar d’ajustar els fluxos és jugar 
amb els mètodes Play, Pausa i Seek que son més invasius que fer canvis de 
velocitat amb el mètode playbackRate. 
 
Per poder visualitzar els diferents nivells de sincronització a les tres aplicacions 
i aprofitant que en totes s’ha utilitzat exactament el mateix escenari, s’ha creat 
la següent gràfica on es poden observar les diferencies temporals respecte a la 
reproducció principal durant un interval d’aproximadament 10 minuts. 
 
 
 
 
Fig. 6.2 Comparativa dels nivells de sincronització a les aplicacions. 
 
 
Com es pot observar a la Figura 6.3, la solució que es manté més estable i amb 
un nivell de sincronització més pròxim a cero, és l’aplicació per a Chrome. Tot i 
que la Proxy App per a ordinadors ofereix una gràfica amb molt similar, s’ha de 
remarcar que no s’han tingut en compte els temps de transmissió entre el 
servidor d’enllaç i l’entorn web i per tant, la converteixen en una opció poc 
valida. El mateix passa si es comparen les gràfiques de la Proxy App per a 
mòbils i l’aplicació Cordova, tot i tindre un comportament similar, el fet de 
necessitar un servidor d’enllaç, fa que apareguin uns temps no controlats i en 
conseqüència fan que la solució amb Cordova tingui una sincronització més 
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estable i sigui més fiable. A la gràfica també es pot observar que al final totes 
les solucions s’estabilitzen, això pot ser degut a que els últims minuts del vídeo 
utilitzat (Elephants dream) son crèdits i aquets es codifiquen amb molt pocs 
bits/frame ja que hi ha poc moviment. 
 
Per acabar, comentar que l’objectiu no assolit de crear una solució única multi 
plataforma es pot suplir amb l’ús de les tres solucions, que juntes, si que son 
una solució multi plataforma ja que totes elles utilitzen el mateix protocol per 
comunicar-se amb la pantalla principal i les tres aconsegueixen l’objectiu d’una 
sincronització a nivell de frame. 
 
Finalment dir que hauria sigut d’ajuda poder disposar d’un dispositiu HbbTV 2.0 
com a pantalla principal, però per desgracia encara no n’hi ha cap en el mercat. 
 
 
6.3. Estudi d’ambientalització 
 
En aquest projecte es proporcionen tres solucions diferents per a poder 
sincronitzar els continguts de les segones pantalles amb el que s’està 
reproduint a la pantalla principal.  
 
De les tres solucions proposades, tant la Chrome App com la Cordova App no 
proporcionen un increment d’aquest consum energètic si es compara amb el 
consum que poden fer les segones pantalles que no estan sincronitzades 
(segones pantalles que no utilitzen cap de les solucions presentades en aquest 
projecte). Això es deu a que aquestes dues aplicacions aconsegueixen 
sincronitzar els continguts a partir de diferents algoritmes i no necessiten de 
cap element ni dispositiu extra que generi un consum addicional. 
 
Pel que fa a la solució amb el servidor d’enllaç, si que aporta un consum extra 
d’energia ja que necessita d’un servidor intermedi. Si es considera que el 
servidor consumeix aproximadament uns 360 watts cada hora, i que la mitjana 
nacional d’emissió de CO2 per kWh és de 0.37 kgCO2/kWh [23], es pot dir que 
l’ús d’aquest servidor suposa uns 133 grams de CO2 a l’atmosfera cada hora. 
Aquest servidor pot donar servei a diversos usuaris a la vegada, per tant aquest 
consum és compartit. 
 
Un altre punt a tindre en compte és l’increment del consum de dades 
(continguts audiovisuals a traves d’internet) que fan les segones pantalles. Per 
poder tindre una idea del que això suposa, segons un estudi on es mesuren les 
implicacions que té la visualització de streaming web sobre el medi ambient 
[20], cada hora de reproducció de vídeo per internet suposa uns 0.4 grams de 
CO2 a l’atmosfera. 
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6.4. Línies futures 
 
Com a futura millora o línia d’investigació, podria ser la implementació d’una 
aplicació que utilitzi un servidor d’enllaç encarregat de reenviar als clients els 
sockets UDP (protocol DVB-CSS-WC) utilitzant websockets sobre TCP. 
Aquesta nova aplicació seria similar a la Proxy App amb la diferencia que no 
incorporaria temps de transmissió no desitjats ja que la implementació del 
protocol DVB-CSS-WC es faria a l’aplicació del client en comptes de fer-se en 
el servidor d’enllaç. La dificultat d’aquesta millora es troba en la gestió que 
hauria de fer el servidor d’enllaç dels websockets ja que en aquesta solució hi 
hauria un sol servidor d’enllaç per a N usuaris en comptes d’haver-ne un 
servidor per usuari. Per contra, la implementació del protocol DVB-CSS-WC a 
l’aplicació del client seria molt fàcil de fer si es re aprofita part del codi de la 
aplicació per a Chrome o el de la aplicació Cordova. 
 
Una altra futura millora seria la implementació de la resta de protocols definits 
pel DVB-CSS, amb els quals s’afegirien millores com poder descobrir i 
identificar quins dispositius estan connectats (protocol DVB-CSS-CII) i 
d’aquesta manera saber quin dispositiu és el master i quants usuaris hi ha. Un 
altre millora seria poder controlar les discontinuïtats durant la reproducció 
(protocol DVB-CSS-TS), es a dir, fer que tot el que li passi a un dispositiu 
durant una reproducció afecti d’igual manera a tots els demes, com per 
exemple a l’hora de fer play o pausa. Per últim, amb la implementació del 
protocol DVB-CSS-TE s’afegiria la millora que els dispositius puguin  
subscriure’s a diferents esdeveniments. 
 
També, com a futura línia d’investigació, s’ha de comentar el fet de poder 
disposar de dispositius HbbTV 2.0 on poder fer proves i poder implementar una 
aplicació per a la pantalla principal, però sembla a ser que fins a finals de 2016 
no hi haurà cap model disponible.  
 
Per últim, es podria estudiar millor la relació de les gràfiques mostrades amb 
circumstàncies externes a l’algorisme de sincronització, com ara condicions de 
xarxa o contingut del vídeo, mostrant també el bitrate instantani del vídeo en 
cada moment, i els canvis de representació de DASH.  
Glossari   43 
GLOSSARI 
 
ABS  Adaptive Bitrate Streaming 
APP  Application 
CSS  Companion Screens and Streams 
CSS-CII Interface for Content Identification and other 
Information 
CSS-TE Interface for Trigger Event 
CSS-TS Interface for Timeline Synchronization 
CSS-WC Interface for Wall Clock 
DASH  Dynamic Adaptive Streaming over HTTP 
DVB  Digital Video Broadcasting 
HBBTV Hybrid Broadcast Broadband TV 
HDS  HTTP Dynamic Streaming 
HLS  HTTP Live Streaming 
HTML  Hypertext Mark-up Language 
HTTP  HyperText Transfer Protocol 
IP  Internet Protocol 
JS  JavaScript 
JSON  JavaScript Object Notation 
MPD  Media Presentation Description 
MPEG Motion Picture Expert Group 
MSS  Microsoft Smooth Streaming 
NTP  Network Time Protocol 
SDK  Software Development Kit 
TCP  Transmission Control Protocol 
TV  Television 
UDP  User Datagram Protocol 
URL  Uniform Resource Locator 
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ANNEX 
 
 
Aquest annex inclou els enllaços al repositori remot de github on es pot 
consultar el codi que s’ha implementat en aquest projecte. 
 
El repositori s’estructura en tres subdirectoris diferents, un per cada solució 
proposada. Cada aplicació té la seva pròpia implementació del protocol DVB-
CSS-WC (clock.js, algorithm.js i wc.js), el codi necessari per poder reproduir els 
continguts audiovisuals i l’algoritme de sincronització (*.js i *.html) i un fitxer 
Readme amb informació de com provar l’aplicació. 
 
 Aplicació d’enllaç:  https://github.com/isaacfraile/css-wc-
js/tree/master/WC/proxy_app 
 
 Aplicació per a Google Chrome:  https://github.com/isaacfraile/css-wc-
js/tree/master/WC/chrome_app 
 
 Aplicació amb Apache Cordova:  https://github.com/isaacfraile/css-wc-
js/tree/master/WC/cordova_app 
 
 
