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Abstract
In this paper, it is proved that every surjective weakly continuous linear local automorphism
of nest subalgebras with non-trivial nests of factor von Neumann algebras is an automorphism;
and that every surjective linear 2-local automorphism of nest algebras with non-trivial nests
of factor von Neumann algebras is an automorphism.
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1. Introduction
A linear mapping  of an algebra A into itself is called a linear local automor-
phism if for every a ∈A there exists an automorphism a of A, depending on
a, such that (a) = a(a). A mapping  of an algebra A into itself is called a
2-local automorphism if for every a, b ∈A there exists an automorphism a,b of
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A, depending on a and b, such that (a) = a,b(a) and (b) = a,b(b). These
two notions were introduced by Larson and Sourour [1] and Šemrl [2]. Larson and
Sourour [1] proved that every surjective linear local automorphism of B(X), the
algebra of all bounded linear operators on an infinite-dimensional Banach space X,
is an automorphism. For a separable infinite dimensional Hilbert space H, Brešar
and Šemrl [5] showed that the above conclusion holds true without the assumption
on surjectivity. Šemrl [2] proved that every 2-local automorphism of B(H) (no lin-
earity, surjectivity or continuity is assumed) is an automorphism. However, Šemrl’s
method was based on the fact that an automorphism of B(H), which maps two
special operators into themselves, must be the identical automorphism. It is clear
that any attempt to extend Šemrl’s results to general operator algebras must use
different techniques. For other results concerning linear local mappings we refer to
[3,4,6–8].
In [9], Gilfeather and Larson introduced a generalization of Ringrose’s original
concept of nest algebra is that of a nest subalgebra of a von Neumann algebra. Let M
be a von Neumann algebra acting on a complex separable Hilbert space H. A nest
β in M is a totally ordered family of orthogonal projections in M which is closed
in the strong operator topology, and which includes 0 and I. A nest is said to be
non-trivial if it contains at least one non-trivial projection. If P is a projection, we
let P⊥ denote I − P . The nest subalgebra of M associated to a nest β, denoted by
algMβ, is the set algMβ = {T ∈ M : PT P = T P for all P ∈ β}. The von Neumann
algebra generated by the projections {P : P ∈ β} is the core of β and denoted by
C(β). The von Neumann algebra (algMβ) ∩ (algMβ)∗ is the diagonal of algMβ and
is denoted by DM(β). Let RM(β) denote the norm closed algebra generated by
{PT P⊥ : T ∈ M,P ∈ β}. If M is a factor von Neumann algebra, it follows from
[9] that DM(β)+RM(β) is weakly dense in algMβ. When M = B(H), algMβ is
called a nest algebra and denoted by algβ.
We refer the reader to [11,12] for background information about von Neumann
algebras, and to [10] for the theory of nest algebras.
2. Local automorphisms
In this section, our main result is the following theorem.
Theorem 2.1. Let β be a non-trivial nest in a factor von Neumann algebra M,
and  be a surjective weakly continuous linear local automorphism of algMβ. Then
(AB) = (A)(B) for all A and B in algMβ.
To prove Theorem 2.1, we need some lemmas. We assume that β is a non-trivial
nest in a factor von Neumann algebra M, and that  is a surjective norm continuous
linear local automorphism of algMβ. The following lemma is immediate from the
definition of .
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Lemma 2.1
(a) (E) = (E)2 for all idempotents E in algMβ.
(b) If A ∈ algMβ such that A2 = 0, then (A)2 = 0.
(c) If P is a projection in β, then (P⊥)(T )(P ) = 0 for all T in algMβ.
Lemma 2.2. (PT P⊥) = (P )(PT P⊥)(P⊥) for all T in M and all projec-
tions P in β.
Proof. It is clear thatE = P + PT P⊥ is an idempotent in algMβ. Hence by Lemma
2.1(a), we have (P )+ (PT P⊥) = [(P )+ (PT P⊥)]2. It follows from
Lemma 2.1(b) that (PT P⊥)2 = 0. Thus,
(PT P⊥) = (P )(PT P⊥)+ (PT P⊥)(P ),
which implies that
(P )(PT P⊥)(P ) = (P⊥)(PT P⊥)(P⊥) = 0. (1)
It follows from Lemma 2.1(c) that
(P⊥)(PT P⊥)(P ) = 0. (2)
Hence, by Eqs. (1) and (2), we have
(PT P⊥) = (P )(PT P⊥)(P⊥)
for all T ∈ M and P ∈ β. The proof is complete. 
Lemma 2.3. (PMP⊥) = (P )M(P⊥) for all projections P in β.
Proof. It follows from Lemma 2.2 that (PMP⊥) ⊆ (P )M(P⊥). By Lemma
2.1(c), the surjectivity of  implies that (P⊥)(algMβ)(P ) = 0. In particular,
(P⊥)QMQ⊥(P ) = 0
for all Q ∈ β. Note that M is a factor von Neumann algebra, then
(P⊥)Q = 0 or Q⊥(P ) = 0.
This shows that (P )M(P⊥) ⊆ algMβ. For each P ∈ β and T ∈ M , we set E =
(P )+ (P )T(P⊥), then E is an idempotent in algMβ. Note that −1 is also a
linear local automorphism, it follows from Lemma 2.1 that
−1((P )T(P⊥)) = P−1((P )T(P⊥))+ −1((P )T(P⊥))P .
This implies that
P−1((P )T(P⊥))P = P⊥−1((P )T(P⊥))P⊥ = 0. (3)
It follows from the facts −1((P )T(P⊥)) ∈ algMβ and P ∈ β that
P⊥−1((P )T(P⊥))P = 0. (4)
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Hence, by Eqs. (3) and (4), we have
−1((P )T(P⊥)) = P−1((P )T(P⊥))P⊥ ∈ PMP⊥.
This shows that
−1((P )M(P⊥)) ⊆ PMP⊥.
Thus, (PMP⊥) = (P )M(P⊥). The proof is complete. 
Lemma 2.4. (T D)=(T )(D)=(D)(T ) for all T inC(β) and D inDM(β).
Proof. Since  is norm continuous and the set of finite linear combinations of pro-
jections in C(β) (resp. DM(β)) is norm dense in C(β) (resp. DM(β)) [12, Theorem
5.2.2], it suffices to show that (EF) = (E)(F ) for all projections E ∈ C(β)
and all projections F ∈ DM(β). It is clear that E − EF is a projection in DM(β).
By Lemma 2.1(a), we have
2(EF) = (E)(EF)+ (EF)(E).
This implies that
(E)(EF) = (EF)(E) = (E)(EF)(E).
Hence,
(EF) = (E)(EF). (5)
Applying the same argument for the projection E⊥ − E⊥F , we can obtain that
(E⊥F) = (E⊥)(E⊥F). (6)
This together with Eq. (5) gives us that
(EF) = (E)[(EF)+ (E⊥F)] = (E)(F ).
The proof is complete. 
Lemma 2.5. (DA) = (D)(A) and (AD) = (A)(D) for all D in DM(β)
and A in RM(β).
Proof. Since is norm continuous and the linear span of {PMP⊥ : P ∈ β} is norm
dense in RM(β), it suffices to show that
(QPT P⊥) = (Q)(PT P⊥) and (PT P⊥Q) = (PT P⊥)(Q)
for all projections Q in DM(β) and T in M. Let E = QP +QPT P⊥, then E is an
idempotent in algMβ. Hence, by Lemma 2.1, we have
(QPT P⊥) = (QP )(QPT P⊥)+ (QPT P⊥)(QP ).
It follows from Lemmas 2.2 and 2.4 that
(QPT P⊥)(QP ) = (QPT P⊥)(P )(Q) = 0
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and
(QP )(QPT P⊥) = (Q)(P )(QPT P⊥) = (Q)(QPT P⊥).
Hence,
(QPT P⊥) = (Q)(QPT P⊥). (7)
Applying the same argument for the idempotent F = Q⊥P +Q⊥PT P⊥, we can
obtain that
(Q⊥PT P⊥) = (Q⊥)(Q⊥PT P⊥). (8)
This and Eq. (7) give us that
(QPT P⊥) = (Q)[(QPT P⊥)+ (Q⊥PT P⊥)] = (Q)(PT P⊥).
Similarly, we can show that (PT P⊥Q) = (PT P⊥)(Q). The proof is com-
plete. 
Lemma 2.6. (CD) = (C)(D) for all C,D ∈ DM(β).
Proof. Let P be a fixed projection in β \ {0, I }, it follows from Lemma 2.5 that
(CD)(PT P⊥)=(CDPT P⊥) = (C)(DPAP⊥)
=(C)(D)(PT P⊥)
for all T in M. Hence, by Lemma 2.3, we have
[(CD)− (C)(D)](P )M(P⊥) = 0.
Note that M is a factor von Neumann algebra, hence,
[(CD)− (C)(D)](P ) = 0. (9)
Similarly, we can show that
(P⊥)[(CD)− (C)(D)] = 0. (10)
By Lemma 2.4, we have
(P )(CD)(P⊥) = (PCDP⊥) = 0,
and
(PC) = (P )(C) = (C)(P )
and
(DP⊥) = (D)(P⊥) = (P⊥)(D).
This shows that
(P )(C)(D)(P⊥) = (PC)(DP⊥) = (CP )(P⊥D) = 0.
Hence,
(P )[(CD)− (C)(D)](P⊥) = 0. (11)
Combining Eqs. (9)–(11), we have(CD)=(C)(D). The proof is complete. 
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Lemma 2.7. (AB) = (A)(B) for all A,B in RM(β).
Proof. Since is norm continuous and the linear span of {PMP⊥ : P ∈ β} is norm
dense in RM(β), it suffices to show that
(PXP⊥QYQ⊥) = (PXP⊥)(QYQ⊥)
for all projectionsP,Q ∈ β andX, Y ∈ M . In fact, if P  Q, it follows from Lemma
2.2 that
(PXP⊥QYQ⊥) = (PXP⊥)(QYQ⊥) = 0.
If P < Q, let E = P⊥Q+ P⊥QYQ⊥ + PXP⊥Q+ PXP⊥QYQ⊥, then E is






The proof is complete. 
Proof of Theorem 2.1. Let X, Y ∈ DM(β)+RM(β), then X = A+ C and Y =
B +D, where A,B ∈ RM(β) and C,D ∈ DM(β). It follows from Lemmas 2.5 to
2.7 that
(XY )=(A)(B)+ (C)(B)+ (A)(D)+ (C)(D)
=(X)(Y ).
Since  is weakly continuous and DM(β)+RM(β) is weakly dense in algMβ, we
have (AB) = (A)(B) for all A and B in algMβ. That is,  is an automorphism
of algMβ. The proof is complete. 
Let β be a finite nest in a factor von Neumann algebra M, it is clear thatDM(β)+
RM(β) = algMβ. Hence, by the proof of Theorem 2.1, we have the following cor-
ollary.
Corollary 2.1. Let β be a finite non-trivial nest in a factor von Neumann algebra
M. Then every surjective norm continuous linear local automorphism of algMβ is
an automorphism.
Corollary 2.2. Let β be a finite non-trivial nest in B(H), and  be a surjective
norm continuous linear local automorphism of the nest algebra algβ. Then there
exists an invertible operator T ∈ B(H) such that (A) = TAT −1 for all A in algβ.
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Example 2.1. A surjective linear local automorphism on a subalgebra of M3(C),
which is not a Jordan automorphism.
Let {Eij } be the standard matrix units of M3(C), and A be the algebra CI +
span{E12, E13, E23}. We can show that a linear map  :A→A is an automor-
phism if and only if there exist scalars λi ∈ C (i = 1, 2, 3, 4) with λ1λ4 /= 0
such that (I ) = I , (E12) = λ1E12 + λ2E13, (E23) = λ3E13 + λ4E23 and
(E13) = λ1λ4E13. For each A = (aij ) in A, we define
(A) = a11I + a12E12 + a23E23 + (2a13 − a12 + a23)E13.
It is easy to check that  is a bijective linear mapping of A onto itself, and
(I ) = I, (E12) = E12 − E13, (E23) = E13 + E23 and (E13) = 2E13.
If a12 /= 0, let 1 be a linear mapping with 1(I ) = I , 1(E12) = E12 +
[a−112 (a13 + a23)− 1]E13,1(E23) = E23 and1(E13) = E13. Then,1 is an auto-
morphism of A. It follows from the definition of  that (A) = 1(A). If a23 /= 0,
let2 be a linear mapping with2(I ) = I ,2(E12) = E12,2(E23) = [a−123 (a13 −
a12)+ 1]E13 + E23 and 2(E13) = E13. Then, 2 is an automorphism of A. By
the definition of , we have (A) = 2(A). If a12 = a23 = 0, let 3 be a linear




2E23 and 3(E13) =
2E13. Then,3 is an automorphism of A, and so by the definition of , we get that
(A) = 3(A). Therefore,  is a surjective linear local automorphism of A. Let
A = E12 + E23, we have (A2) = (E13) = 2E13 and (A)2 = (E12 + E23)2 =
E13, and hence (A2) /= (A)2. We conclude that  is a surjective linear local
automorphism, which is not a Jordan automorphism of A.
3. 2-Local automorphisms
In this section, we will prove the following theorem.
Theorem 3.1. Let β be a non-trivial nest in an arbitrary factor von Neumann alge-
bra M, and  be a surjective linear 2-local automorphism of a nest subalgebra
algMβ (no continuity of is assumed). Then,(AB) = (A)(B) for all A and B
in algMβ.
Clearly, every linear 2-local automorphism is a linear local automorphism. There-
fore, some results of the above section can apply to linear 2-local automorphisms. To
prove Theorem 3.1, we also need the following lemma. We assume that β is a non-
trivial nest in a factor von Neumann algebra M and  is a surjective linear 2-local
automorphism of algMβ.
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Lemma 3.1. Let P be a fixed projection in β \ {0, I }, then
(a) (APT P⊥) = (A)(PT P⊥) for all A in algMβ and all T in M;
(b) (PT P⊥A) = (PT P⊥)(A) for all A in algMβ and all T in M.
Proof. (a) It follows from the definition of  that
(X2) = X,X2(X2) = (X)2
for all X in algMβ. That is,  is a linear Jordan automorphism. Hence, for every
X, Y,Z ∈ algMβ, we have
(XYZ + ZYX) = (X)(Y )(Z)+(Z)(Y )(X). (12)
By Lemmas 2.2 and Eq. (12), then
(PAPT P⊥) = (PAP )(PT P⊥), (13)
(PAP⊥PT P⊥) = (PAP⊥)(PT P⊥) (14)
and
(P⊥AP⊥PT P⊥) = (P⊥AP⊥)(PT P⊥) (15)
for all A in algMβ and all T in M. By Eqs. (13)–(15), we have
(APT P⊥) = (A)(PT P⊥)
for all A in algMβ and all T in M. Similarly, we can show that (b) holds. The proof is
complete. 
Proof of Theorem 3.1. Let A,B ∈ algMβ and P ∈ β be a fixed non-trivial projec-
tion. For every T in M, we have by Lemma 3.1(a) that
(ABPT P⊥) = (AB)(PT P⊥).
On the other hand, it follows from Lemma 3.1(a) again
(ABPT P⊥) = (A)(BPT P⊥) = (A)(B)(PT P⊥).
Hence,
(AB)(PT P⊥) = (A)(B)(PT P⊥).
This together with Lemma 2.3 implies that
[(AB)−(A)(B)](P ) = 0. (16)
Similarly, it follows from Lemma 3.1(b) that
(P⊥)[(AB)−(A)(B)] = 0. (17)
Note that  is a linear Jordan automorphism, we have from Eq. (12) that
(PAP )=(P )(A)(P ), (P⊥AP⊥)=(P⊥)(A)(P⊥) (18)
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and
(PAP⊥) = (P )(A)(P⊥)+(P⊥)(A)(P ) (19)
for all A in algMβ. On the other hand, it follows from Lemma 2.2 that
(PAP⊥) = (P )(PAP⊥)(P⊥).
This and Eq. (19) show that
(PAP⊥) = (P )(A)(P⊥). (20)
By Eqs. (20), (18) and Lemma 3.1, we have





This and Eqs. (16) and (17) give us that (AB) = (A)(B) for all A and B in
algMβ. The proof is complete. 
Corollary 3.1. Let β be a non-trivial nest in B(H), and  be a surjective linear
2-local automorphism of the nest algebra algβ (no continuity of is assumed). Then
there exists an invertible operator T ∈ B(H) such that (A) = TAT −1 for all A
in algβ.
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