Abstract-Topology change is the main factor that affects the network life time of Wireless Sensor Network (WSN) applications. In static WSN, the topology change is often caused by node failure which is due to energy depletion. However, in the Mobile WSN (MWSN), the main reason of the topology change is caused by the node movement. Since the mobile sensor nodes are limited in power supply and have a low radio frequency coverage, they are easily losing their connection with neighbours, and have difficulties updating their routing tables. The switching process from one coverage area to another consumes more energy that related to transmitting and receiving association packets. Using Ad hoc On-Demand Distance Vector (AODV) routing protocol in MWSN application shows degradation in network performance due to high density and speed of mobile nodes. In this paper, through extensive simulation we evaluated the capability of AODV on how far it can react to network topology change in MWSN. We investigated the performance metrics namely packet loss and energy consumption of mobile nodes with various speed, density and route update interval (RUI). Our performance study demonstrates that by applying the existing AODV in MWSN, the results show a high percentage of packet loss and the reduction in total network energy consumption of mobile nodes if RUI is getting longer due to serious broken link caused by nodes movement. We also identify some key research problems that need to be addressed for successful implementation of AODV in MWSN.
I. INTRODUCTION
In recent years, extensive research has been conducted on Wireless Sensor Networks (WSNs) due to their wide range of potential applications. The enormous potential of this technology can be seen ranging from environmental monitoring to critical military surveillance and healthcare applications [1] . In these networks a large number of small sensor nodes are deployed, each capable of collecting, storing, processing observations and communicating over short-range wireless interfaces and multiple hops to central locations called sinks. However, the nodes in WSNs have severe resource constraints due to their lack of processing power, limited memory, bandwidth and energy [2] . Since these networks are usually deployed in remote places and left unattended, they should be equipped with energy-constraint routing protocol to increase the network lifetime.
The researchers in WSNs have proposed various routing protocols which are optimized for these networks with resource constraints. A number of efficient routing protocols has been proposed by several researchers in WSNs [3, 4] . When describing the existing routing protocols, normally they assumed that sensor nodes and sinks are stationary in the deployment. But for some WSN applications, a mobile node is also present because a mobile Wireless Sensor Network (MWSN) owes its name to the presence of mobile sink or sensor nodes within the network [5] . For example in ocean temperature monitoring application, the sensors are deploy on the surface of the ocean to monitor the water temperature and we can expect that they are carried around by ocean flows [6] . As for a real-time target tracking in battle situations, mobile nodes can be used to avoid holes in the coverage and to generate information to be transmitted through the network [7] . In some other applications, sensors are mounted on robots, animals or other moving objects, which can sense and collect relevant information. If this information is not managed properly, energy can be wasted due to unpredictable changes in network topology in mobility environment.
Using the existing Ad hoc On-Demand Distance Vector (AODV) [8] routing protocol in MWSN degrades the net-work performance although this protocol is designed for use in mobile ad-hoc network (MANET) due to high density and speed of mobile nodes. Since the sensors are limited in power supply, they have a low radio frequency coverage. This can be disadvantageous to mobile sensor nodes because they easily lose their connection with neighbours as indicated in [9] , and as a consequence, they have difficulties in updating their routing tables. The switching process from one area to another consumes more energy that related to transmitting and receiving association packets. These are the primary problems that need to be addressed in MWSN routing protocol.
In this paper, through extensive simulation we evaluated the capability of AODV routing protocol on how far it can react to network topology change in MWSN in order to show that AODV is not suitable for MWSN. The evaluation is th International Conference on IT in Asia (CITA) conducted through simulation with various mobile node speed, density and routing update interval (RUI) focusing on two important performance metrics which are percentage packet loss and total energy consumed. The rest of the paper is organized as follows: Section II includes the recent related work on the performance evaluation of AODV. The AODV routing protocol description is summarized in section III. The simulation environment and performance metrics are described in Section IV. We present the experimental results in section V. Section VI concludes the paper and outlines the future work.
II. RELATED WORK
This section reviews the recent related work which directly or indirectly aims at evaluating performance of the existing AODV routing protocol. Most of the previous work on performance evaluation of AODV focus on MANETs as in [10, 11, 12] . However, not many papers in literature evaluate the performance of AODV in WSNs especially in mobile environment.
Some work on performance evaluation of AODV in WSNs assumed sensor nodes either static or only sink nodes are mobile. For instances, the authors of [13] studied the perfor-mance of AODV family of protocols in static environment. They assumed that the WSN is static, where all the sensor nodes have the same radio range and energy is uniformly distributed among all sensor nodes. In this paper, various per-formance metrics like packet delivery ratio, average network delay, network throughput and normalized routing load have been investeigated. However, they are not taken into account energy consumption as one of the metrics in evaluating the performance of AODV in WSN.
The authors of [14] have evaluated the performance of AODV over IEEE 802.15.4 in WSN with mobile sinks through extensive ns-2 simulations. In their simulation, they investigated the fundamental problems of AODV and ana-lyzed the influence of incorporating multiple mobile sinks. However, they only assumed the sinks are mobile but other sensor nodes are static. Although they have studied the performance of energy, packet loss ratio and delay with different sink velocity, they did not investigate the performance of protocols under high mobility and larger density of mobile nodes in the network, which may lead to network congestion. This paper concentrates on evaluating the performance of AODV in MWSN environment, where we set all sensor nodes become mobile except for sink node which is static as setup in habitat monitoring application. We investigate the impact of changing mobile node speed, density and RUI on the AODV performance metrics which are percentage packet loss and total network energy consumption.
III. AODV ROUTING PROTOCOL DESCRIPTION AODV [8] stands for ad hoc on-demand distance vector protocol because route discovery in AODV is "on-demand". This protocol initiates a route discovery process only when it has data packets to send and it does not know any route to the destination node. It is a routing protocol designed for ad hoc networks and is one of the most popular reactive routing pro-tocols in MANET. Being a reactive routing protocol AODV uses traditional routing tables, one entry per destination and destination sequence number (DSN) to determine the freshness of routing information and to prevent routing loops. This will greatly increase the efficiency of routing processes. AODV consists of two basic routing operations such as route discovery and maintenance. There are also various types of control messages used in the routing process of AODV [15] as explained further below.
A. Control Messages
Route Request (RREQ) message, Route Reply (RREP) message, Route Error (RERR) message and HELLO mes-sages are the control messages used for the discovery and breakage of route. The RREQ message is broadcasted by a node requiring a route to another node, RREP message is unicasted back to the source of RREQ message, RERR message is sent to notify other nodes of the loss of the link. HELLO messages are used for detecting and monitoring links to neighbours.
B. Route Discovery
Route discovery is initiated when a source node wants to find a route to a new destination or when the lifetime of an existing route to a destination has expired. During a route discovery process, the source node broadcasts a RREQ message to its neighbors. If any of the neighbors has a route to the destination, it replies to the query with a RREP message; otherwise, the neighbors rebroadcast the RREQ message until the sought route as shown in Fig. 1 . This is possible because each node receiving the RREQ message caches the route back to the originator of RREQ message. A route is said to be fresh enough when the DSN of the sought route in the recipient nodes routing table is greater than the DSN in the RREQ packet itself. A flag is set in the RREQ for establishing a reverse route between destination node and source node. 
C. Route Maintenance
To handle the case in which a route does not exist or the query or reply packets are lost, the source node rebroadcasts the query packet if no reply is received by the source after a time-out. A path maintenance process is used by AODV to monitor the operation of a route being used. If a source node receives the notification of a broken link, it can reinitiate the route discovery processes to find a new route to the destination. If a destination or an intermediate node detects a broken link, it can choose to repair the link locally or send an RERR packet to notify its upstream nodes. An RERR message contains the list of those destinations which are not reachable due the loss of connectivity. Whenever an end point receives RERR message it removes all the routes information of bad end point from it routing table. AODV only keeps the records of next hop instead of the whole route.
IV. SIMULATION ENVIRONMENT
Here we give the emphasis for the evaluation of performance of AODV routing protocol in MWSN with various speed, density and RUI of mobile nodes. The simulations are performed using AVrora network simulator latest version Beta 1.7.113 that is an open source discrete event simulation tool, which means it simulates events such as sending, receiving, forwarding and dropping packets.
A. Simulator
AVRora [16] is a suite of simulation tools for WSN by UCLA Compilers Group. It is originally created to simulate Atmel AVR microcontroller-based sensor nodes with clock-cycle accurate execution of microcontroller programs, allowing real programs to be run with precise timing. It takes an object dump of in tinyos programs over AVR platforms such as mica2/micaz and is capable of single node emulation for verification of the program as well as multiple node simulation. AVRora is implemented in Java and runs code in an instruction-by-instruction fashion. However, the simulator attempts to achieve better scalability and speed than TOSSIM [17] by avoiding synchronization of all nodes after every instruction. AVRora also provides many useful features to support the research on WSN, like control flow graph generation, energy analysis, and mobility extension model. The AVRora's extension model of Random Waypoint (RWP) mobility model is used to simulate different mobility settings in our experiments because this model is the most commonly used mobility model in this research area. In this mobility model, a node randomly chooses a destination and moves towards it. After reaching the destination, the node stops for a time defined by the 'pause time' parameter. After this duration, it again chooses a random destination and repeats the whole process until the simulation ends.
B. Simulation Model
We consider a network of nodes placing initially in a grid topology where a static node (sink) is located in the center of 100m x 100m simulation area as shown in Fig. 2 . The performance of AODV is evaluated by keeping the mobility area and pause time of RWP mobility mode constant and varying the speed, density and RUI of mobile nodes for different experiment settings. Table I shows the simulation parameters used in this evaluation. 
C. Performance Metrics
In order to evaluate the capability of AODV routing protocol on how it reacts to network topology changes in MWSN, we focused on two performance metrics as follows:
x Percentage of Packet Loss: Packet Loss can be defined as the packets sent by the source and the packets dropped (loss) before receiving by the base station (sink). The percentage of packet loss, PL,is determined by calculating the ratio of packets unsuccessfully deliv-ered to the sink, NL,to the total number of packets sent by mobile nodes, NS,as given below:
(1)
x Energy Consumption: Energy consumption is defined as the amount of energy consumed by nodes in the network through radio communication and processing. So, the total energy consumed, given as PE,can be calculated by adding all energy consumed by each th International Conference on IT in Asia (CITA) nodes, n, for transmission (TX), received (RX) and processing throughout the simulation time. The equation for total energy consumption is written as below where this equation totals up the energy consumed in all mobile nodes when they send and receive the association and data packets.
V. EXPERIMENTAL RESULTS
There are several experiments have been conducted in order to show the impact of mobile nodes on AODV performance. Three important parameters have been analyzed which are various speed, density, and RUI of mobile nodes on performance metrics like percentage of packet loss and total energy consumed.
A. Effect of mobile node speed
The objective of this experiment is to observe the packet loss when mobile nodes are moving at different speed. To study the effect of different mobile node's speed on the AODV performance, the mobile nodes are set to move consistently according to RWP mobility model in each experiment. By increasing the speed of mobile nodes in the simulation, the mobility will also increase. Therefore, different levels of speed which increase gradually from 0 m/s to 20 m/s in step of 5 are configured as follows:
x Zero mobility (when the speed is 0 m/s) The simulation result in Fig. 3 shows the percentage of packet loss drastically goes up from 0.2% to 40.4% as the speed of mobile node increases, from zero mobility (speed is 0 m/s) to low mobility (speed is 5 m/s). The packet loss then increase gradually from 40% when speed is 5 m/s to 50% when speed is 20 m/s. The speed of 20 m/s corresponds to the speed of vehicle, which lead to a very high mobility. This indicates that AODV dropped a high number of packets when the mobility increase, and higher speed contributes to higher percentage of packet loss. The main reasons for dropping packets are that the protocol is sending packets on a broken route that it assumes still valid and that the packet in the buffers are dropped because of congestion and timeouts.
B. Effect of mobile node density
The second experiment shows the effect of change in mo-bile node density (number of mobile nodes in the network) on the percentage of packet loss as in the first experiment. In this experiment different number of nodes are mobile, which starts from all nodes are static and increasing until 8 nodes are mobile (from 0 to 8 in step of 2) except for a static sink. All nodes are moving consistently with the speed of 1 m/s within 100m x 100m simulation area according to RWP mobility model as follows: x Static network (0 mobile nodes in the network)
x Low density network (2 mobile nodes in the network)
x Medium density network (4 mobile nodes in the network)
x High density network (6 mobile nodes in the network)
x Very high density network (8 mobile nodes in the network) Fig. 4 shows the sharp increment in percentage of packet loss as the number of mobile node increases from static network to medium density network. Then, the packet loss increased gradually from 76.9% to 78.7% when there are 4 to 8 nodes are mobile except the sink node. This indicates that more packets are lost when more nodes become mobile. However, this high percentage of packets loss is of course not acceptable and the reason for these losses has to do with frequent broken links due to high density of mobile nodes. The reason for this is that packets are sent on a broken route before the routing tables have had enough time to converge and the packets are dropped. 
C. Effect of mobile node route update interval
The objective of the third experiment is to study the effect of change in route update interval (RUI) on both performance metrics for AODV which are percentage of packet loss and total energy consumed. In this experiment different RUI is used, where routing table is set up to be updated within 5 seconds up to 30 seconds. Fig. 5 shows the increasing percentage of packet loss as the RUI increases. The increase of RUI reduce the frequency for the nodes to update their routing tables which has forced their next route to sink becomes not reliable. But, by increasing the RUI, the energy consumed by the mobile nodes is reduced because less packets need to be transmitted to establish the connection and update their routing tables as in Fig. 6 . This reduces the overall energy consumption in the network. We found out that there is an indirect relation between mobility and energy consumption as shown in Fig. 7 . When more total energy consumed by mobile nodes for updating their routing tables, less percentage of packets will be lost because the next route to sink is more reliable when there is a high frequency of route update. It clearly be seen from the experimental results that AODV is not performed very well when there is a high topology change in MWSN due to increase in the speed and density of mobile nodes. The reason is that AODV fails to find a new route for those packets because broken links are not detected fast enough, resulting the mobile nodes to keep sending packets on a broken link, believing that it is still working properly. From the results of our studies, we also found out there is no direct relation between mobility and energy consumption. But, there exist indirect relation in terms of RUI where the increase in total energy consumed will reduce the percentage of packet loss.
VI. CONCLUSION AND FUTURE WORK
In this paper we have presented performance evaluation of AODV under various MWSN scenarios on different performance metrics which are packet loss and energy consumption. We have demonstrated through extensive simulation that the AODV performance in mobile environment is not only affected by the speed and density of mobile nodes but also the length of RUI and are therefore not suitable for MWSN. From the simulation results, we can conclude that AODV routing protocol cannot perform in MWSN as good as in static WSN because the protocol is not be able to detect broken routes and react to topology change fast enough in mobile environment. In this case, we believe that there is certainly a need for an improvement of AODV in MWSN to successfully implement this AODV in a mobile environment.
There are several avenues for further studies:
x To design a new routing protocol that able to react efficiently on network topology changes. Some sort of information such as RSSI (Received Signal Strength Indicator) and transmission power level from the lower layer might be needed to improve the performance of AODV in mobile environment.
x To integrate cross-layer design for energy-efficient working of AODV. For instance, we plan to let the mobile sink piggybacks its position information in
