We study the asymptotic behavior of the solutions of a spectral problem for the Laplacian in a domain with rapidly oscillating boundary. We consider the case where the eigenvalue of the limit problem is multiple. We construct the leading terms of the asymptotic expansions for the eigenelements and verify the asymptotics.
Introduction.
Boundary-value problems involving oscillating boundaries or interfaces appear in many fields of natural sciences and engineering, such as the scattering of acoustic and electro-magnetic waves on small periodic obstacles (for instance, whispering gallery effects [36] and scanning of the surface of oceans from the outer space [6] ), the vibrations of strongly inhomogeneous elastic bodies [7] [15] , the friction of details in complex engineering structures [10] , the flows over rough walls [1] , or behavior of coupled fluid-solid periodic structures (structures having soft and hard phases [9] ). Recent years many other mathematical works (purely theoretical as well as applied) were devoted to asymptotic analysis of these problems, see for instance, [4] , [5] , [13] - [17] , [21] , [25] , [26] , [30] - [34] , [37] .
In the paper [5] the authors considered spectral problems for a general 2m-order elliptic operator in a domain of a special type with partially oscillating boundary with the Dirichlet type of boundary conditions on the oscillating part of the boundary. They proved the convergence theorem for the eigenvalues and eigenfunctions. Also it should be noted that similar convergence results were given in [35] , as application of the method for the approximation of eigenvalues and eigenvectors of self-adjoint operators.
In [3] we considered a spectral problem for the Laplace operator in a bounded domain with the boundary which part, depending on a small parameter ε, is rapidly oscillating. The authors assumed that the frequency and the amplitude of oscillations of the boundary are of the same order ε. The case of simple eigenvalue of the limit problem is studied: the authors constructed the leading terms of the asymptotic expansions for the eigenelements and verified the asymptotics.
In this paper we deal with the same spectral problem in the case when the eigenvalue of the limit problem is multiple. Our aim is to construct accurate asymptotic approximations, as ε → 0, of the eigenvalues and corresponding eigenfunctions. We use the method of matching of asymptotic expansions (see [22] , [23] and [24] ) to construct the leading terms of the asymptotic expansions for the eigenelements. Then we prove the asymptotic estimates of the difference between the solutions of the original problem and the approximate asymptotic expansions (see also papers [11] and [12] ).
The case of the domain with totally oscillating boundary is considered in [33] . For such a domain the author constructed two terms asymptotics of the eigenvalues. Neumann boundary-value problems were considered in [29] and also in [31] , [32] .
The outline of the paper is as follows: in Section 1 we introduce the notations, set the problem, give preliminary propositions and statements of the main results. In Section 2 we derive the formal asymptotics for the eigenelements, in Section 3 we give a rigorous justification of the asymptotics, and in Appendix we prove two auxiliary Propositions.
is equal to p. Then there are p eigenvalues of Problem
(2) (with multiplicities taken into account) converging to λ 0 , as ε → 0.
In [3] we considered the case where λ 0 is simple: we constructed the leading terms of the asymptotic expansions for the eigenelements and verified the asymptotics. Here we deal with the case where λ 0 is multiple.
Here and throughout we assume, without loss of generality, that the multiplicity of λ 0 equals two. Let then u 
It is easy to see that the eigenvalues can be chosen to satisfy an additional orthogonality condition on Γ 0
Note that the similar orthogonality condition on the boundary of the type (4) was used in [8] and [12] . In addition for simplicity we assume that
Due to Lemma 1.1, there are two eigenvalues of Problem (2), denoted λ
(1) ε and λ (2) ε , converging to λ 0 , as ε → 0. Throughout we denote by u
Our aim is the construction of accurate asymptotic approximations, as ε → 0, for the eigenvalues λ (1) ε and λ (2) ε and for the corresponding eigenfunctions.
It is proved in [3] that Problem
has a solution with the asymptotics
up to exponentially small terms, where C(F ) is a positive constant depending on the function F . Note that, due to the evenness of the function F , the solution X is even in ξ 1 and can be extended to a 1-periodic function in ξ 1 . Later on we use the same notation X for the extension. Our main goal is to prove the following statement. 2 Formal construction of the asymptotics.
In this section we formally construct the asymptotics of the eigenvalues λ ε . We use the method of matching of asymptotic expansions (see [22] - [24] , [18] - [20] and also [3] ). We construct the asymptotics outside a small neighborhood of Γ 0 (external expansion) in the form:
the series for the eigenvalues as follows:
and the expansion in a small neighborhood of Γ 0 (inner expansion) in the form:
where ξ = . Substituting (13) and (14) in (6) we deduce that the coefficients of (13) are to satisfy the following equations and boundary conditions −∆u
in Ω,
−∆u
To complete the problems we add boundary conditions on Γ 0 :
where α (l)
i0 (x 1 ) are unknown functions, satisfying the conditions:
We shall find these functions later. The condition (20) is necessary for solvability of recurrent system of boundary value problems (16)- (19) in C ∞ (Ω). Moreover such solutions do exist if these problems are solvable in H 1 (Ω) and in addition due to boundary value problems the following formulae
are true, where
Also it should be noted that due to Problem (1) the following formula
it is necessary and sufficient to have two identities:
In analogues way we obtain boundary value problems for v (l)
i . (15) in the form of 1-periodic functions in ξ 1 .
Remark 2.1. Further we construct the coefficients of the internal expansion
In (ξ, x 1 ) variables the Laplacian and the normal derivative operator have the form
Substituting (14), (15) and keeping in mind (26), (27) and Remark 2.1, we get the following equations and boundary conditions for v
To complete the problems we need to add the conditions at infinity (as ξ 2 → +∞). These conditions we shall get from matching of asymptotic expansions. Rewriting the asymptotics of leading terms of (13) , bearing in mind (23), we deduce
where
We must find such λ
Problems (28) - (30) are to be soluble with solutions having the asymptotics v
up to exponentially small terms. Let us define α 
due to (8) is the 1-periodic solution of Problem (28) and due to (9) has the asymptotics
up to exponentially small terms. Thus, letting
we obtain that v
1 defined by (36) satisfies (35), (32) . Finally, we constructed α (l) 10 and v (l) 1 . Note that due to (21) , (36) 
Hence Problem (29) has the form
and by (27) , (39) and the boundary condition from (8), we have
Let us define λ 1 can be defined from the solvability condition of Problem (16), (19) , which has the same form as Problem (24) . From (25) , (38) , (3) and (4) we deduce that the sufficient solvability condition of Problem (16), (19) is
or (11) (taking in account (22)). We choose u
1 in the form:
and the constants κ (l) 1 are arbitrary. We shall define these constants from the solvability conditions for u (l) 2 . Here and throughout l * = 1 if l = 2 and l * = 2 if l = 1.
Thus, α
01 , where
20 (x 1 ) and v 2 (ξ; x 2 ). Consider an auxiliary problem:
It is proved in [3] that Problem (43) has a solution with the asymptotics
up to exponentially small terms. Note that, due to the evenness of the functions F , the solution X of Problem (43) is odd in ξ 1 , and thus has a 1-periodic extension in ξ 1 for which we keep the same notation X. Then it is easy to see that, due to (8), (9) , (21), (43) and (44), the function
is the 1-periodic solution to Problem (40) , which has the asymptotics
up to exponentially small terms, and also which satisfies the conditions (35), (33) for α
Thus we defined v 
Hence Problem (30) takes the form
and by (27) , (47) and the boundary condition from (40), we have
Let us define λ
2 and κ (l)
1 . From (25), (46), (3) and (4) we deduce that the sufficient solvability conditions of Problem (17), (19) are
Thus, we defined constants λ 
and the constants κ (l) 2 are arbitrary. We shall define these constants from the solvability conditions for u
30 (x 1 ) and v 3 (ξ; x 2 ). Consider auxiliary problems:
in Π,
In Section 4 we shall prove the following two statements.
Proposition 2.1. Problem (51) has a solution with the asymptotics
up to exponentially small terms, where C (I) (F ) is a constant depending on the function F .
Proposition 2.2. Problem (52) has a solution with the asymptotics
up to exponentially small terms, where C (II) (F ) is a constant depending on the function F .
Note that, due to the evenness of the function F and the evenness of the right-hand sides of the equations in (51) and (52) the solutions X (I) and X (II) of Problems (51) and (52) respectively are even in ξ 1 , and thus have 1-periodic extensions in ξ 1 for which we keep the same notation X (I) and
Then it is easy to see that, due to (8), (9), (21), (43), (44), (51)-(54) the function
is the 1-periodic solution to Problem (48), which has the asymptotics
up to exponentially small terms. Note that due to equations for u (l) k from (16), (17) we have:
and
Hence from (56) we conclude that v 3 satisfies the condition (35), (34) for
and hence, by (27) , (58) and the boundary condition from (48), we have
3 and κ
2 . From (25), (57), (3) and (4) we deduce that the sufficient solvability conditions of Problem (18), (19) are
From the last formula we deduce the expression for κ
2 . Thus, we defined constants λ 
Here constants κ
3 are arbitrary and we shall define them in a unique way from the solvability conditions for u (l) 4 . (13)- (15) . Substituting (13) and (14) in (6), we deduce the boundary value problems for coefficients of (13) :
Remark 2.2. In the same way we can construct the complete asymptotic expansion of eigenelements of Problem (6) in the form
We construct the solution of Problem (60) in the form
Rewriting the asymptotics of (13) as x 2 → 0 in the fast variables ξ = x ε we obtain that
where (14) , (15) in (6) 
keeping in mind (63), we get the equations and the boundary conditions for the terms v (l)
i of (15):
Before the i-th step we have defined λ
On the i-th step solving Problem (64), we find the boundary condition α
where α i are arbitrary. We shall define these constants in the next step. Thus we completed the i-th step.
Acting in the same way, we construct complete formal asymptotic expansions (13) - (15) of eigenelements.
On the justification of these asymptotics see Remark 3.1.
3 Verification of the asymptotics.
where χ(s) is a smooth cut-off function, equals to zero as s < 1 and equals to one as s > 2, and β is a fixed number (0 < β < 1). Obviously, u
Proof. Due to boundary conditions from (1), (16), (17) and (18) for u From the other hand, due to Formula (26), and equations (1), (16) , (17) , (18) , (28) , (40) and (48) for u 
3 ) .
Since the functions u (l)
i are smooth, then it is obvious that
Due to (36) , (37) and (45), we obtain that
Bearing in mind the matching conditions (31), (35) and that the derivatives of χ x 2 ε β are not equal to zero only in the strip ε β < x 2 < 2ε β , it is easy to see that
From (70)- (72) it follows (69).
The following statement is proved in [3] . 
admits the estimate
where λ
ε are the eigenvalues of Problem (2) , which converge to λ 0 ;
then it satisfies the estimate
For our case p = 2 from this lemma we deduce the statement. 
are the eigenvalues of Problem (2) , which converge to
ε , then it satisfies the estimate
Theorem 3.1. Assume that the multiplicity of λ 0 of Problem (1) equals two, the associated eigenfunctions u 
Proof. Since u (l) j ∈ C ∞ (Ω), then due to (67) and (32)- (35) we derive
Applying item (i) of Corollary 1 for λ = λ
ε , due to Lemma 3.1 we obtain (78).
Denote u
By the definition u
and the function U ε = u
ε is a solution of Problem (73) for λ = λ (l) ε and
From (83), (78), (80) and (69) it follows that
Since due to (10) and (5) we have λ
> cε, where c > 0, then by (84) and item (ii) of Corollary 1 it follows that
Due to (81), (85) and (80) we deduce (79).
Proof of Theorem 1.1. Since u (l) j ∈ C ∞ (Ω), then due to (67) and (32)- (35) we derive u
Then Theorem 1.1 follows from Theorem 3.1. 
and repeating the proof of Lemma 3.1, we conclude that Lemma 3.1 holds true for f
Obviously that (86) also holds true for u
in (87). Then taking into account (88) and (86) and repeating the proof of Theorem 3.1, we obtain that
where N −→ n→∞ ∞.
Appendix
The proofs of Propositions 2.1 and 2.2 are similar to that of L.Tartar [40] (Lemma V.9) for a problem in a semi-infinite strip whit a flat bottom (see also [28] ). 
Proof of Proposition 2.1. In view of [3] (proof of Proposition 1) there exists a positive constant ς > 0 such that, ∀δ > 0, ∀α ∈ N 2 ,
for any (ξ 1 , ξ 2 ) ∈ Π with ξ 2 ≥ δ, where C δ,α is a constant depending only δ and α. Let us introduce the Hilbert spaces
equipped, respectively, with the scalar products (and associated norms)
We consider the bilinear form a ς , continuous on
and the linear form
Note here that, due to (89),
ς and then L ς is well-defined. We extend any v ∈ V ς by 0 on {ξ ∈ R 2 : − 1 2
, ξ 2 < F (ξ 1 )}, and we use the same notation v for the extension. For v ∈ E ς , we denote
We have the Friedrichs-Poincaré inequality
and the Poincaré-Wirtinger inequality
and v is the solution of the differential equation
We easily verify that e ςξ 2 ( v − v) solves the differential equation
Since e
∈ L 2 (0, ∞). Multiplying (93) by e ςξ 2 ( v − v) and integrating on (0, ∞) and using the trace theorem, it follows that
where C ς is a constant (depending on ς). By virtue of (91), we have
Using (94) and (95) we thus obtain that Mv ∈ E 0 ς and that the mapping M is continuous from E ς to E Thus, for ς < ) × (δ, ∞). Since e ςξ 2 dY dξ 2 ∈ L 2 (0, ∞) it follows that Y admits a limit as ξ 2 → +∞, which we denote C (I) (F ). We have Y − Y ∈ E 0 ς and we easily show that Y − C (I) (F ) ∈ E 0 ς . Consequently, for any δ > 0, there is a constant C δ such that
Then, using the local regularizing properties of the Laplace operator and the Sobolev imbedding theorem (see, for instance, [38] , [39] ), we deduce, that ∀δ > 0, ∀α ∈ N 2 , |∂ α (Y − C (I)(F ) )(ξ 1 , ξ 2 )| ≤ C δ,α e −ςξ 2
