An alternative proof is given of the existence of greatest lower bounds in the imbalance order of binary maximal instantaneous codes of a given size. These codes are viewed as maximal antichains of a given size in the infinite binary tree of 0-1 words. The proof proposed makes use of a single balancing operation within the same imbalance poset of codes of the same fixed size, instead of moving back and forth between posets of codes corresponding to two different code sizes using expansion and contraction, as in the previous proofs of the existence of glb. It also makes use of a new combinatorial characterization of the imbalance order.
lex order are c 1 , . . . , c i , . . . each codeword c i is then identified by its index i .
It is well known that for every maximal instantaneous code there is a unique lex monotone maximal instantaneous code with the same multiset of codeword lengths. (See e.g. [3] for more general statements.) Because of this, an encoding of a probability-weighted source code into a maximal instantaneous code, such as produced e.g. by Huffman's algorithm, can always be replaced by an encoding into a lex monotone maximal instantaneous code having the same average codeword-word length, which is the quantity that measures the compression achieved by the encoding.
The multiset of codeword lengths, displayed as a list of numbers with repetitions in non-decreasing order, can be used to denote the maximal instantaneous lex monotone code, these are the path-length sequences appearing in [7] ). For example, the only lex monotone maximal instantaneous code of size 3 is {0, 10, 11}, and its path-length sequence is (1, 2, 2) . The code can also be displayed by the binary tree of all prefixes of the codewords (called a canonical tree by Elsholtz, Heuberger and Prodinger in [1] , under assumption of lex monotonicity), and the path-length sequence is then the sequence of lengths of root-to-leaf paths of this tree.
For any word w we can use the simplified notation 2 −w to denote the number obtained by raising 1/2 to a power equal to the length of w. The Kraft sum of any instantaneous code C is then the sum
The Kraft sum is always at most 1, and it is equal to 1 if and only if the instantaneous code C is maximal (Kraft [4] ).
II. STATEMENTS AND PROOFS
With the above terminology and notation we rephrase the definition of imbalance order and the result that it is a lattice (Parker and Ram [7] ) as follows. [7] Let L be the set of lex monotone maximal instantaneous codes of a same given size. For codes A, B ∈ L, lexicographically enumerated A = a 1 , a 2 , . . . A is said to be more balanced (less imbalanced) than or equal to B, in symbols A B, if for all m ≥ 1 we have the following inequality for the partial Kraft sums:
Definition of Imbalance Order by Majorization
A characterization of the imbalance order via ternary exchanges was also given in [7] , and in the sequel we shall give another characterization by comparing indices in the enumerations (1) .
The size f (t) of the poset of lex monotone maximal instantaneous codes of size t is an exponentially growing function of the parameter t, which has been the object of combinatorial studies since the 1960's (see [1] , where further references are also given). While a closed formula for f (t) is not available, Elsholtz et al. [1] give a new and very tight asymptotic estimate of f (t).
Lattice Property of Imbalance Order [7] The imbalanceordered set of lex monotone maximal instantaneous codes of the same given size is a lattice.
Due to the lattice property the construction of optimal codes becomes an optimization problem on a lattice. In a context very different from that of binary codes, the balance concept introduced in [7] has also been shown by O'Keeffe et al. [5] to be relevant in studying the efficiency of algorithms that involve a bifurcation at each step, as a rootto-leaf path in the decision tree of an algorithm corresponds to the succession of steps of the algorithm on a particular input, and path-length corresponds to running time on that input. Besides pointing to the analogy between the concepts of average codeword length and average running time, [5] also shows that, with the exception of the very small lattices, the imbalance lattices are not modular. Pajoohesh [6] characterizes the most balanced and the most imbalanced trees in terms of the semilattice structure of the trees themselves.
In the present paper an alternative proof of the above lattice property is given, based not on induction on the common size of the codes in the imbalance-ordered set of codes, but on applying the abstract Criterion below for a poset to be a lattice. An earlier alternative explanation of the lattice property, in fact close to the techniques of the original proof of the result in [7] and complementing the argument therein, was given by two of the present authors in [2] . In contrast with the approach adopted in the present paper, [7] and [2] deal with operations between different imbalance lattices corresponding to the different possible sizes of the codes, and [2] also focuses on join-irreducibility in the imbalance lattices.
Criterion for Lattice Property For any finite partially ordered set with minimum and maximum the following conditions are equivalent:
(i) the poset is a lattice, (ii) for every pair of distinct elements b, c, one of themsay ccan be replaced by a lesser element d < c, such that b and c have the same common lower bounds as b and d, (iii) for every pair of distinct elements b, c there is an element d that is less than b or c, and such that b, c, d have the same common lower bounds as b, c.
Proof. Condition (ii) holds in any lattice, because, assuming c ≮ b, we can take d to be the lattice meet of b and c.
To show (i), i.e. to show the existence of a greatest lower bound of b and c in a finite poset satisfying condition (ii), we construct a sequence of pairs starting with {b, c} , followed by {b, d}. Moving from pair to pair in this way, we reach a pair of coinciding elements (due to finiteness), and this must then be the greatest lower bound.
Condition (iii) is a re-phrasing of (ii).
The above Criterion allows the reduction of the problem of existence of a greatest lower bound (glb) for a given pair of elements to that of the existence of a glb for a "simpler" pair obtained by replacing one of the elements in the original pair by a new, simpler element, as in the elementary step of the Euclidean algorithm (that finds -and in fact proves the existence of -the glb in the divisibility ordering of numbers). In preparation for this replacement operation, we develop another intrinsic characterization of the imbalance order, which differs from those used in [7] (majorization and balancing exchanges) in that it will involve only the prefix relationships (prefix order) that exist between the elements of two different codes, and comparisons between places of occurrences (indices) of codewords in the respective lexicographic listings of the codes. This is achieved via the following Interval Decomposition Lemma for a pair of codes, in which lexicographically ordered codes are partitioned into disjoint non-empty intervals, the intervals being then ordered naturally by the lexicographic order between their elements (interval I preceding interval J -in symbols I < J -if the members of I precede the members of J lexicographically).
Interval Decomposition Lemma for Two Codes For any two maximal instantaneous codes A and B there is a unique positive integer n and unique partitions of the lexicographically ordered codes into n pairwise disjoint nonempty intervals consecutive in the lexicographic order
such that any words x ∈ A i and y ∈ B j are comparable in the prefix order if and only if i = j.
Proof. Consider the comparability graph G of the prefix order on the set of words belonging to the union A ∪ B of the two codes. As this union is no longer an antichain in the prefix order, the graph G will not be trivial, it will contain some adjacent vertices (some pairs of distinct words, one of which is a prefix of the other). Let n be the number of connected components of G. Each connected component consists of a vertex (word) w and a (possibly empty) set of other vertices adjacent to w. (There are in fact at least 2 such vertices adjacent to w if there is any, and no two vertices adjacent to w are adjacent to each other.) In other words, each component is a star graph with either one vertex or at least three vertices, and if the center of the star is in A (respectively in B) then the pending (non-central) vertices are in B A (respectively in A B). For each component, the vertices of the component that are in A constitute an interval in the lexicographic enumeration of A, in some cases including just the center of the star whenever the center is in A. This defines the required partition of A into the n consecutive non-empty intervals, Observation. The interval decompositions (2) also have the following properties:
is a singleton, then its unique element is a prefix of the words in B i (respectively in A i ), (iii) for every i we have the equality of the corresponding interval Kraft sums,
, then x and y are incomparable in the prefix order and x precedes y lexicographically.
With a view of referring to these interval decompositions in the sequel, we call the intervals A i (respectively B i ) in (2) the (comparability) blocks of A with respect to B (of B with respect to A). A block A j (respectively B j ) is said to be dominating if it is a singleton but B j (respectively A j ) is not. In that case the sole element of A j (respectively of B j ) is a proper prefix of every word in B j (respectively in A j ). Note that if A j and B j are not coinciding singletons, then exactly one of them is a dominating block.
The following is then a new characterization of the imbalance order, different from the ones appearing in [7] . In particular, given codes A and B, it allows the verification of whether A B without computing Kraft sums or performing ternary exchanges.
Characterization of the Imbalance Order by Comparing Indices For lexicographically enumerated maximal instantaneous codes
of the same size, we have A B in the imbalance order ( A is more balanced than or equal to B) if and only if whenever a i and b j are comparable codewords in the prefix order, for their indices we have i ≥ j.
Proof. We shall refer to the interval decompositions A = A 1 ∪ . . .∪ A n and B = B 1 ∪ . . . ∪ B n having the properties as stated in the Interval Decomposition Lemma above. Suppose that A B and for some codewords a i and b j comparable in the prefix order we have i < j. We shall derive a contradiction. Consider the interval decompositions for the two codes, as in (2) . Due to the comparability of the two codewords, they belong to the same corresponding intervals, i.e. there is an index k such that a i ∈ A k and b j ∈ B k . If A k is a singleton, A k = {a i }, then, having regard to point (iii) of the above Observation and comparing Kraft sums,
Conversely, assume that whenever a i and b j are comparable codewords in the prefix order, for their indices we have i ≥ j, but A B fails. The failure of A B means that for some index m we have
Let the indices k, l be determined by a m ∈ A k , b m ∈ B l (these intervals A k and B l are uniquely determined by a m , b m ). We shall derive a contradiction. If k < l then, in view of point (iii) of the Observation following the Interval Decomposition Lemma,
in contradiction with (3). If l < k then for the index i of any word a i ∈ A l we must have i < m. According to the Interval Decomposition Lemma the word a i ∈ A l and the word b m ∈ B l are comparable in the prefix order. But by assumption this would imply i ≥ m, contradicting i < m.
If k = l then by point (i) of the Observation A k or B k is a singleton.
If A k = A l is a singleton, A k = {a m }, then for the lexicographically last word b u in B k = B l we have, using point (iii) of the Observation,
But the comparability of a m ∈ A and b u ∈ B would imply by assumption that m ≥ u, yielding a contradiction.
If B l = B k is a singleton, B l = {b m }, then, using point (iii) of the Observation, by (3) we have
The foregoing Characterization will be used in verifying the correctness of the construction given below:
Reduction Lemma If B, C are two distinct lexicographically monotone maximal instantaneous codes of the same size, then there is a lex monotone maximal instantaneous code D that is (strictly) more balanced than at least one of B or C, and such that in the imbalance order B, C, D have the same common lower bounds as B, C.
Proof. Let the given codes be enumerated in lexicographic order as
We claim that it is not possible for every codeword b in B to have a prefix in C. For otherwise every word in C -being necessarily comparable in the prefix order to some word in the maximal antichain B -would be the prefix of one or more words in B, and (because B and C are distinct codes) at least one word in C would be the prefix of more than one word in C. This would mean that the map associating to every member of B its (unique) prefix in C would be surjective onto C but not injective, contradicting the assumption that B and C have the same size and proving the claim.
For the same reason it is also not possible for every codeword in C to have a prefix in B.
Consider then any word b in B that does not have a prefix in C. In particular b is not in C, and by the maximality of C as an antichain in the prefix order, b is comparable in the prefix order with some word in C. The word b must then be a proper prefix of that word in C. Take also any word c in C that does not have a prefix in B. We have thus obtained elements b ∈ B and c ∈ C such that (i) c is a proper prefix of some element of B, (ii) b is a proper prefix of some element of C. Without loss of generality we can assume that the first such c lexicographically precedes the first such b. Let k denote the index in B of the lexicographically first element b satisfying condition (ii). With k thus fixed, let m denote the index in C of the lexicographically last element c among those elements of C which lexicographically precede b k and satisfy condition (i). Thus a word c m in C has also been chosen.
As With reference to the terminology of decompositions according to the Interval Decomposition Lemma for Two Codes, b k is the sole element of the first dominating block of B with respect to C, and c m is the sole element of the last block of C that is dominating and precedes all non-singleton blocks of C. As c m precedes b k lexicographically, all members of B having c m as a prefix also precede b k lexicographically. Since c m is a proper prefix of all such members of B, b k is longer than c m .
The code D is now constructed as follows. It is obtained from C by a single balancing operation, in the sense of [7] , chosen to take into account the relationship of C with B, and the choice of the codewords c m and b k . We refer to the indexed enumeration of C in lex order appearing in (4) . For each word x in C admitting b k as a prefix, let x be the corresponding post-fix, i.e. the word defined by x = b k x . The set of all the words x so obtained is itself a lex monotone maximal instantaneous code C . According to the basic theory developed in [7] , the code C must contain two words u, v of the same length that are consecutive in the order of lexicographic enumeration of C . We can choose u, v so that the members of C that precede u lexicographically are (strictly) shorter than u and they all have different lengths: necessarily u and v will then be twins in the binary tree of words. Let y be the immediate common prefix of u and v: we have u = y0 and v = y1. Then b k u and b k v belong to C and b k u = c n , b k v = c n+1 for some index n. Let w = b k y, so c n = w0, c n+1 = w1.
Let D = (C\{c m , c n , c n+1 }) ∪ {w, c m 0, c m 1}. In view of the elementary properties of ternary exchanges introduced in [7], we have in the imbalance order D C.
We claim that if an arbitrary lex monotone maximal instantaneous code A with lex enumerated codewords a 1 , a 2 , . . . is more balanced than (or equal to) B and C, then it is also more balanced than or equal to D. This will show that the statement of the Lemma holds.
The elements of D, enumerated as a sequence of words in lex order as d 1 , d 2 , . . . , are partitioned into at most five consecutive subsequences:
. . (empty subsequence if n +1 is the common size of the codes).
The subsequence d m+2 , . . . , d n (being equal to c m+1 , . . . , c n−1 ) in turn consists of two (possibly empty) consecutive subsequences: the first of these consists of elements also belonging to B, and the second consists of elements that have b k as a proper prefix. In the first subsequence the index in B of any element is (strictly) larger than its index in C (because there are more than m words in B having as a prefix one of the m words c 1 , . . . , c m ).
In the second subsequence the last symbol of each word is 0 (i.e. it is not of the form d h = v1, for otherwise v0 would have to be also in this second subsequence, contradicting the definition of n).
In view of the Characterization of the Imbalance Order by Comparing Indices, we need to verify that if some codeword a in A is comparable in the prefix order to a codeword in D, i.e. to some d j having index j in the lex enumeration of D, then the index of a in A is at least j. For j ≤ m − 1 and n + 2 ≤ j this follows from A B, C. In the following examination of the remaining four cases comparability will always refer to comparability in the prefix order of the tree of words.
For j = m, if an element a i of A is comparable to d m = c m 0, then it is also comparable to its prefix c m . The assumption A C then implies i ≥ m.
For j = m + 1, if an element a of A is comparable to d m+1 = c m 1, it is also comparable to c m , and we claim that it is comparable as well to some member b h of B with index h > m. Note that both d m = c m 0 and d m+1 = c m 1 must be the prefixes of words in B, and no two of the codewords in C can be prefixes of the same word in B (while each one of c 1 , . . . , c m−1 is the prefix of at least one word in B and c m is a prefix of at least two.) From this we can conclude that d m+1 must be the prefix of some b h in B, and all such elements of B have index h > m. Now it follows that the element a of A is comparable to at least one such b h with index h > m. But then, as A B in the imbalance order, the index of a in A is at least h m + 1.
In the interval m + 2 ≤ j ≤ n, if it is not empty, let j be the smallest index such that for some i < j the elements a i and d j are comparable -we shall derive a contradiction. With j thus fixed, let i be as small as possible. We need to examine two subcases, according to which one of the two subsequences of d m+2 = c m+1 ,…,d n = c n−1 contains d j = c j −1 : Subcase 1. If d j = c j −1 belonged to B, say d j = c j −1 = b h , then its index h in B would be (strictly) greater than its index j − 1 in C and by the assumption j > i also strictly greater than i . Thus by A B in the imbalance order d j = c j −1 = b h could not be comparable to a i , which is contrary to our assumption. Subcase 2. If d j = c j −1 had b k as a proper prefix, its length would be (strictly) larger than that of c j −2 (due to how the words c m , u and c n were chosen). This implies that the last symbol of d j must be 0. But now, since the last symbol of d j is 0, if the word a i were a proper prefix of d j = c j −1 , then it would be a proper prefix of c j also, by A C implying i ≥ j , which is contrary to assumption. Thus d j is a prefix of a i , and d j is the sole element of D comparable to a i . Now d j −1 is comparable to one or more elements a r of A. All such indices r must be at least j − 1, either because j = m + 2 and for j − 1 = m + 1 we already know that no a r with r < j − 1 can be comparable with d j −1 , or by the minimality assumption on j within the interval m + 2 ≤ j ≤ n. But as a i cannot be comparable with d j −1 , it must come later in the lexicographic order on A than all the elements a r of A comparable with d j −1 , i.e. r < i for all such r . Therefore i > r ≥ j − 1 and thus i is at least j , which is again contrary to assumption.
For j = n + 1 we argue directly. If the element a i of A comparable with d n+1 = w is also comparable with c n+1 = w1, then we are done because in this case A C implies i > n + 1 = j. Else a i must have c n = w0 and thus also w = d n+1 as a prefix, and a i cannot be comparable with d n . Therefore, i > r ≥ j − 1 and thus a i must come later in the lexicographic order on A than all the elements a r of A comparable with d n , i.e. r < i for all such r . But we know from the previous analysis including the case of d n that the indices in A of the elements a r comparable with d n are at least n, and consequently i > r n. Thus i is at least j = n + 1, which was to be shown.
We have thus shown that in the imbalance order all common lower bounds A of B and C are also lower bounds of the code D constructed from these latter two, and more balanced than C, completing the proof of the Lemma and thus providing an alternative proof of the Lattice Property.
Remark. Repeated application of the construction of D in the proof of the Reduction Lemma provides an algorithm for constructing the meet of any two codes B and C in the imbalance lattice. (The repetition is to be applied to the reduced pair of codes gotten by replacing B or C by D, according to whether D is more balanced than B or C.) As simple examples with incomparable B and C, we can take, using the lattice diagrams on page 7. of [7] with path-length sequence representation of codes of size 7, 
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