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17 Dynamical inverse problem for Jacobi matrices.
A. S. Mikhaylov and V. S. Mikhaylov
Abstract. We consider the inverse dynamical problem for the dynamical system
with discrete time associated with the semi-infinite Jacobi matrix. We solve the
inverse problem for such a system and answer a question on the characterization of
the inverse data. As a by-product we give a necessary and sufficient condition for
the measure on the real line line to be the spectral measure of semi-infinite discrete
Schrodinger operator.
1. Introduction.
Given a positive sequence {a0, a1, . . .} and real {b1, b2, . . .} we consider the
operator H corresponding to semi-infinite Jacobi matrix, defined on l2 ∋ φ =
(φ0, φ1, . . .), given by
(Hφ)n = anφn+1 + an−1φn−1 + bnφn, n > 1,
(Hφ)0 = a0φ1, n = 0.
adding the Dirichlet boundary condition φ0 = 0 give rise to the spectral measure
dρ (in the case when H is in the limit circle case at infinity, see [2, 7], this measure
in non unique and is paramertized by a point on a unit circle). When all an = 1,
n = {0, 1, . . .} the operator H is called the discrete Schro¨dinger operator. In [5]
the authors set up a question of the characterization of the spectral measure for
the discrete Schrodinger operator. The goal of the paper is to answer this question.
Below we formulate the main result: let Tk(2λ) be the Chebyshev polynomials of
the second kind: i.e. they satisfy{
Tt+1 +Tt−1 − λTt = 0,
T0 = 0, T1 = 1.
Theorem 1. The measure dρ is a spectral measure of discrete Schro¨dinger
operator if and only if for every T > 1 the matrix CT with the entries
CTi,j =
∫ ∞
−∞
TT−i+1(λ)TT−j+1(λ) dρ(λ), i, j = 1, . . . , T.
is positive definite and detCT = 1.
Key words and phrases. inverse problem, discrete Schro¨dinger operator, Boundary Control
method, characterization of inverse data.
1
2 A. S. MIKHAYLOV AND V. S. MIKHAYLOV
We use the dynamical approach: we consider the dynamical system with dis-
crete time associated with the Jacobi marix, which is a natural analog of dynamical
systems governed by the wave equation on a semi-axis:
(1.1)


un,t+1 + un,t−1 − anun+1,t − an−1un−1,t − bnun,t = 0, n, t ∈ N,
un,−1 = un,0 = 0, n ∈ N,
u0,t = ft, t ∈ N ∪ {0}.
By analogy with continuous problems [3], we treat the real sequence f = (f0, f1, . . .)
as a boundary control. The solution to (1.1) we denote by ufn,t. Having fixed
τ ∈ N, with (1.1) we associate the response operators, which maps the control
f = (f0, . . . fτ−1) to u
f
1,t:
(Rτf)t := u
f
1,t, t = 1, . . . , τ.
The inverse problem we will be dealing with is to recover from Rτ the sequences
{b1, b2, . . . , bn}, {a0, a1, . . . , an} for some n. This problems is a natural discrete
analog of the inverse problem for the wave equation where the inverse data is the
dynamical Dirichlet-to-Neumann map, see [3].
To treat the inverse dynamical problem we will use the Boundary Control
method [3] which was initially developed to treat multidimensional dynamical in-
verse problems, but since then was applied to multy- and one- dimensional inverse
dynamical, spectral and scattering problems, problems of signal processing and
identification problems.
In the second section we study the forward problem: for (1.1) we prove the
analog of d’Alembert integral representation formula, we also introduce and prove
the representation formulaes for the main operators of the BC method: response
operator, control and connecting operators. In the third section we derive the
equations for the inverse problem and give a characterization of the dynamical
inverse data for the case of Jacobi matrix and for the case of discrete Schro¨dinger
operator. In the last section we derive the spectral representation formulaes for
response and connecting operators and use the results obtained to prove Theorem
1.
2. Forward problem, operators of the Boundary Control method.
We fix some positive integer T . By FT we denote the outer space of the system
(1.1), the space of controls: FT := RT , f ∈ FT , f = (f0, . . . , fT−1).
First, we derive the representation formulas for the solution to (1.1) which
could be considered as analogs of known formulas for the wave equation [1].
Lemma 1. The solution to (1.1) admits the representation
(2.1) ufn,t =
n−1∏
k=0
akft−n +
t−1∑
s=n
wn,sft−s−1, n, t ∈ N.
where wn,s satisfies the Goursat problem
(2.2)

wn,s+1 + wn,s−1 − anwn+1,s − an−1wn−1,s − bnwn,s = −δs,n(1 − a
2
n)
∏n−1
k=0 ak, n, s ∈ N, s > n,
wn,n − bn
∏n−1
k=0 ak − an−1wn−1,n−1 = 0, n ∈ N,
w0,t = 0, t ∈ N0.
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Proof. We assume that ufn,t has a form (2.1) with unknown wn,s and plug it
to equation in (1.1):
0 =
n−1∏
k=0
akft+1−n +
n−1∏
k=0
akft−1−n − an
n∏
k=0
akft−n−1 − an−1
n−2∏
k=0
akft−n+1
−bn
n−1∏
k=0
akft−n +
t∑
s=n
wn,sft−s +
t−2∑
s=n
wn,sft−s−2
−an
t−1∑
s=n+1
wn+1,sft−s−1 − an−1
t−1∑
s=n−1
wn−1,sft−s−1 −
t−1∑
s=n
bnwn,sft−s−1.
Evaluating and changing the order of summation we get
0 =
(
1− a2n
) n−1∏
k=0
akft−n−1 − bn
n−1∏
k=0
akft−n
−
t−1∑
s=n
ft−s−1 (bnwn,s + anwn+1,s + an−1wn−1,s) + anwn+1,nft−n−1
−an−1wn−1,n−1ft−n +
t−1∑
s=n−1
wn,s+1ft−s−1 +
t−1∑
s=n+1
wn,s−1ft−s−1
=
t−1∑
s=n
ft−s−1 (wn,s+1 + wn,s−1 − anwn+1,s − an−1wn−1,s − bnwn,s)
−bn
n−1∏
k=0
akft−n +
(
1− a2n
) n−1∏
k=0
akft−n−1 + anwn+1,nft−n−1
−an−1wn−1,n−1ft−n + wn,nft−n − wn,n−1ft−n−1.
Finally we arrive at
t−1∑
s=n
ft−s−1
(
wn,s+1 + wn,s−1 − anwn+1,s − an−1wn−1,s − bnwn,s +
(
1− a2n
) n−1∏
k=0
akδsn
)
+ft−n
(
wn,n − an−1wn−1,n−1 − bn
n−1∏
k=0
ak
)
= 0.
Counting that wn,s = 0 when n > s and arbitrariness of f ∈ F
T , we arrive at
(2.2). 
Definition 1. For a, b ∈ l∞ we define the convolution c = a ∗ b ∈ l∞ by the
formula
ct =
t∑
s=0
asbt−s, t ∈ N ∪ {0}.
As an inverse data for (1.1) we use the analog of the dynamical response oper-
ator (dynamical Dirichlet-to-Neumann map) [3].
Definition 2. For (1.1) the response operator RT : FT 7→ RT is defined by
the rule (
RT f
)
t
= uf1,t, t = 1, . . . , T.
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Introduce the notation: the response vector is the convolution kernel of the
response operator, r = (r0, r1, . . . , rT−1) = (a0, w1,1, w1,2, . . . w1,T−1). Then in
accordance with (2.1)
(
RT f
)
t
= uf1,t = a0ft−1 +
t−1∑
s=1
w1,sft−1−s t = 1, . . . , T.(2.3)
(
RT f
)
= r ∗ f·−1.
If we take special control f = δ = (1, 0, 0, . . .), then the kernel of response operator
becomes
(2.4)
(
RT δ
)
t
= uδ1,t = rt−1.
We introduce the inner space of dynamical system (1.1) HT := RT , h ∈ HT ,
h = (h1, . . . , hT ). The control operator W
T : FT 7→ HT is defined by the rule
WT f := ufn,T , n = 1, . . . , T.
Directly from (2.1) we deduce that
(2.5)
(
WT f
)
n
= ufn,T =
n−1∏
k=0
akfT−n +
T−1∑
s=n
wn,sfT−s−1, n = 1, . . . , T.
The following statement is equivalent to the controllability of (1.1).
Theorem 2. The operator WT is an isomorphism between FT and HT .
Proof. We fix some a ∈ HT and look for a control f ∈ FT such thatWT f = a.
To this aim we write down the operator as
(2.6)
WT f =


u1,T
u2,T
·
uk,T
·
uT,T


=


a0 w1,1 w1,2 . . . . . . w1,T−1
0 a0a1 w2,2 . . . . . . w2,T−1
· · · · · ·
0 . . .
∏k−1
j=0 aj wk,k . . . wk,T−1
· · · · · ·
0 0 0 0 . . .
∏T−1
k=0 aT−1




fT−1
fT−2
·
fT−k−1
·
f0


We introduce the notations
JT : F
T 7→ FT , (JT f)n = fT−1−n, n = 0, . . . , T − 1,
A ∈ RT×T , aii =
i−1∏
k=0
ai, aij = 0, i 6= j,
K ∈ RT×T , kij = 0, i > j, kij = wij−1, i < j.
Then
(2.7) WT = (A+K)JT
Obviously, this operator is invertible, which proves the statement of the theorem.

For the system (1.1) we introduce the connecting operator CT : FT 7→ FT by
the quadratic form: for arbitrary f, g ∈ FT we define
(2.8)
(
CT f, g
)
FT
=
(
u
f
·,T , u
g
·,T
)
HT
=
(
WT f,WT g
)
HT
.
DYNAMICAL INVERSE PROBLEM FOR JACOBI MATRICES. 5
We observe that CT =
(
WT
)∗
WT , so due to Theorem 2, CT is an isomorphism in
FT . The fact that CT can be expressed in terms of response R2T−1 is crucial in
BC-method.
Theorem 3. Connecting operator admits the representation in terms of inverse
data:
(2.9) CT = a0C
T
ij , C
T
ij =
T−max i,j∑
k=0
r|i−j|+2k, r0 = a0.
CT =


r0 + r2 + . . .+ r2T−2 r1 + r3 + . . .+ r2T−3 . . . rT + rT−2 rT−1
r1 + r3 + . . .+ r2T−3 r0 + r2 + . . .+ r2T−4 . . . . . . rT−2
· · · · ·
rT−3 + rT−1 + rT+1 . . . r0 + r2 + r4 r1 + r3 r2
rT + rT−2 . . . r1 + r3 r0 + r2 r1
rT−1 rT−2 . . . r1 r0


Proof. For fixed f, g ∈ FT we introduce the Blagoveshchenskii function by
the rule
ψn,t :=
(
uf·,n, u
g
·,t
)
HT
=
T∑
k=1
u
f
k,nu
g
k,t
Then we show that ψn,t satisfies some difference equation. Indeed, we can evaluate:
ψn,t+1 + ψn,t−1 − ψn+1,t − ψn−1,t =
T∑
k=1
u
f
k,n
(
u
g
k,t+1 + u
g
k,t−1
)
−
T∑
k=1
(
u
f
k,n+1 + u
f
k,n−1
)
u
g
k,t =
T∑
k=1
u
f
k,n
(
aku
g
k+1,t + ak−1u
g
k−1,t + bku
g
k,t
)
−
T∑
k=1
(
aku
f
k+1,n + ak−1u
f
k−1,n + bku
f
k,t
)
u
g
k,t =
T∑
k=1
u
g
k,t
(
aku
f
k+1,n + ak−1u
f
k−1,n
)
+a0u
g
0,tu
f
1,n − a0u
f
0,nu
g
1,t + aTu
g
T+1,tu
f
T,n − aTu
f
T+1,nu
g
T,t
−
T∑
k=1
u
g
k,t
(
aku
f
k+1,n + ak−1u
f
k−1,n
)
= a0 [gt(Rf)n − fn(Rg)t]
So we arrive at the following difference equation on ψn,t:{
ψn,t+1 + ψn,t−1 − ψn+1,t − ψn−1,t = hn,t, n, t ∈ N0,
ψ0,t = 0, ψn,0 = 0,
(2.10)
hn,t = a0 [gt(Rf)n − fn(Rg)t]
We introduce the set
K(n, t) := {(n, t) ∪ {(n− 1, t− 1), (n+ 1, t− 1)} ∪ {(n− 2, t− 2), (n, t− 2),
(n+ 2, t− 2)} ∪ . . . ∪ {(n− t, 0), (n− t+ 2, 0), . . . , (n+ t− 2, 0), (n+ t, 0)}}
=
t⋃
τ=0
τ⋃
k=0
(n− τ + 2k, t− τ) .
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The solution to (2.10) is given by (see [6])
ψn,t =
∑
k,τ∈K(n,t−1)
h(k, τ).
We observe that ψT,T =
(
CT f, g
)
, so
(2.11)
(
CT f, g
)
=
∑
k,τ∈K(T,T−1)
h(k, τ).
Notice that in the r.h.s. of (2.11) the argument k runs from 1 to 2T − 1.We extend
f ∈ FT , f = (f0, . . . , fT−1) to f ∈ F
2T by:
fT = 0, fT+k = −fT−k, k = 1, 2, . . . , T − 1.
Due to this odd extension,
∑
k,τ∈K(T,T−1) fk(R
T g)τ = 0, so (2.11) gives(
CT f, g
)
=
∑
k,τ∈K(T,T−1)
gτ
(
R2T f
)
k
= g0
[(
R2T f
)
1
+
(
R2T f
)
3
+ . . .+
(
R2T f
)
2T−1
]
+g1
[(
R2T f
)
2
+
(
R2T f
)
4
+ . . .+
(
R2T f
)
2T−2
]
+ . . .+ gT−1
(
R2T f
)
T
.
Finally we infer that
CT f =
((
R2T f
)
1
+ . . .+
(
R2T f
)
2T−1
,
(
R2T f
)
2
+ . . .+
(
R2T f
)
2T−2
, . . . ,
(
R2T f
)
T
)
from where the statement of the theorem follows. 
3. Inverse problem.
The dependence of the solution (1.1) uf on the coefficients an, bn resemble one
of the wave equation with the potential. From the very system one can see that
for M ∈ N, ufM,M+1 depends on {a0, . . . , aM−1}, {b1, . . . , bM}, which implies that
u
f
1,2M depends of the same set of parameters. From where follows
Remark 1. The response R2T (or, what is equivalent, the response vector
(r0, r1, . . . , r2T−1)) depends on {a0, . . . , aT−1}, {b1, . . . , bT }.
This is an analog of the effect of the finite speed of wave propagation in the
wave equation. This leads to the following natural set up of the dynamical inverse
problem: by the given operator R2T to recover {a0, . . . , aT−1} and {b1, . . . , bT }.
3.1. Krein equations. Let α, β ∈ R and y be solution to
(3.1)
{
akyk+1 + ak−1yk−1 + bkyk = 0,
y0 = α, y1 = β.
We set up the following control problem: to find a control fT ∈ FT such that
(3.2)
(
WT fT
)
k
= yk, k = 1, . . . , T.
Due to Theorem 2, this problem has unique solution. Let κT be a solution to
(3.3)
{
κ
T
t+1 + κ
T
t−1 = 0, t = 0, . . . , T,
κ
T
T = 0, κ
T
T−1 = 1.
We show that the control fT satisfies the Krein equation:
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Theorem 4. The control fT , defined by (3.2) satisfies the following equation
in FT :
(3.4) CT fT = a0
[
βκT − α
(
RT
)∗
κ
T
]
.
Proof. Let us take fT solving (3.2). We observe that for any fixed g ∈ FT :
(3.5) ugk,T =
T−1∑
t=1
(
u
g
k,t+1 + u
g
k,t−1
)
κ
T
t .
Indeed, changing the order of summation in the r.h.s. of (3.5), we get
T−1∑
t=1
(
u
g
k,t+1 + u
g
k,t−1
)
κ
T
t =
T−1∑
t=1
(
κ
T
t+1 + κ
T
t−1
)
u
g
k,t + u
g
k,0κ
T
1 − u
g
k,Tκ
T
T−1.
which gives (3.5) due to (3.3). Using this observation, we can evaluate
(
CT fT , g
)
=
T∑
k=1
yku
g
k,T =
T∑
k=1
T−1∑
t=0
(
u
g
k,t+1 + u
g
k,t−1
)
κ
T
t yk
=
T−1∑
t=0
κ
T
t
(
T∑
k=1
(
aku
g
k+1,tyk + ak−1u
g
k−1,tyk + bku
g
k,tyk
))
=
T−1∑
t=0
κ
T
t
(
T∑
k=1
(
u
g
k,t(akyk+1 + ak−1yk−1 + bkyk
)
+ a0u
g
0,ty1
+aTu
g
T+1,tyT − a0u
g
1,ty0 − aTu
g
T,tyT+1
)
=
T−1∑
t=0
κ
T
t
(
a0βgt − a0α
(
RT g
)
t
)
=
(
κ
T , a0
[
βg − α
(
RT g
)])
=
(
a0
[
βκT − α
((
RT
)∗
κ
T
)]
, g
)
.
From where (3.4) follows. 
Having found f τ ∈ W τ for τ = 1, . . . , T , we can recover bn, an, n = 1, . . . , T−1.
We will describe the procedure. From (2.1) and (2.2) we infer that
u
fT
T,T =
T−1∏
k=0
akf
T
0 ,
u
fT
T−1,T =
T−2∏
k=0
akf
T
1 +
T−2∏
k=0
(b1 + b2 + . . .+ bT−1)
Notice that we know a0 = r0. Let T = 2, then we have:
y2 = u
f2
2,2 = a0a1f
2
0 ,(3.6)
y1 = u
f2
1,2 = a0f
2
1 + a0b1f
2
0 ,(3.7)
In (3.7) we know y1 = β, a0, f
2
1 , f
2
0 , so we can recover b1. On the other hand, using
(3.1), we have a system {
y2 = a0a1f
2
0 ,
a1y2 + a0α+ b1β = 0
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Since a1 > 0, we can recover y2 and a1. Assume that we have already found yk−1,
bk−2, ak−2 for k 6 n, we will find yn, an−1, bn−1. We have that
yn = u
fn
n,n =
n−2∏
k=0
akan−1f
2
0 ,(3.8)
yn−1 = u
fn
n−1,n =
n−2∏
k=0
akf
n
1 +
n−2∏
k=0
ak(b1 + . . .+ bn−2 + bn−1)f
n
0 ,(3.9)
Since we know yn−1, f
n
0 , f
n
1 , and ak, bk, k 6 n− 2, from (3.9) we can recover bn−1.
Then we use (3.1) and (3.8) to write down the system{
yn =
∏n−2
k=0 akan−1f
2
0 ,
an−1yn + an−2yn−2 + bn−1yn−1 = 0.
From which we recover an−1 and yn.
3.2. Factorization method. We make use the fact that matrix CT has a
special structure – it is a product of triangular matrix and its conjugate. We
rewrite the operator WT as WT =W
T
J where
WT f =


a0 w1,1 w1,2 . . . w1,T−1
0 a0a1 w2,2 . . . w2,T−1
· · · · ·
0 . . .
∏k−1
j=1 aj . . . wk,T−1
· · · · ·
0 0 0 . . .
∏T−1
j=1 aj




0 0 0 . . . 1
0 0 0 . . . 0
· · · · ·
0 . . . 1 0 0
· · · · ·
1 0 0 0 0




f0
f2
·
fT−k−1
·
fT−1


Using the definition (2.8) and the invertibility of WT (cf. Theorem 2), we have:
CT =
(
WT
)∗
WT , or
((
WT
)−1)∗
CT
(
WT
)−1
= I.
We can rewrite the latter equation as
(3.10)
((
W
T
)−1)∗
C
T
(
W
T
)−1
= I, C
T
= JCTJ.
Here the matrix C
T
has the entries:
(3.11)
Cij = CT+1−j,T+1−i, C
T
= a0


r0 r1 r2 . . . rT−1
r1 r0 + r2 r1 + r3 . . . ..
r2 r1 + r3 r0 + r2 + r4 . . . ..
· · · · ·

 ,
and operator
(
W
T
)−1
has the form
(3.12)
(
W
T
)−1
=


a1,1 a1,2 a1,3 . . . a1,T
0 a2,2 a2,3 . . . ..
· · · aT−1,T−1 aT−1,T
0 . . . . . . 0 aT,T

 ,
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Wemultiply the k−th row ofW
T
by k−th column of
(
W
T
)−1
to get ak,ka0a1 . . . ak−1 =
1, so
(3.13) ak,k =

k−1∏
j=0
aj


−1
.
Multiplying the k−th row of W
T
by k + 1−th column of
(
W
T
)−1
, we get
ak,k+1a0a1 . . . ak−1 + ak+1,k+1wk,k = 0,
from where
(3.14) ak,k+1 = −

 k∏
j=0
aj


−2
akwk,k,
Thus we can rewrite (3.10) as
(3.15)

a1,1 0 . 0
a1,2 a2,2 0 .
· · · ·
a1,T . . aT,T




c11 .. .. c1T
.. .. .. ..
· · · ·
cT1 .. cTT




a1,1 a1,2 .. a1,T
0 a2,2 .. a2,T
· · · ·
0 . . . . . . aT,T

 = I
In the above equation cij are given (see (3.11)), the entries aij are unknown. As a
direct consequence of (3.15) we get
detAT detC
T
detAT = 1,
which yields
a1,1 ∗ . . . ∗ aT,T =
(
detC
T
)− 1
2
.
From where we derive that
(3.16) a1,1 =
(
detC
1
)− 1
2
, a2,2 =
(
detC
2
detC
1
)− 1
2
, ak,k =
(
detC
k
detC
k−1
)− 1
2
.
Combining the latter equation with (3.13), we deduce
(3.17) a0 ∗ . . . ∗ ak−1 =
(
detC
k
detC
k−1
) 1
2
,
similarly,
(3.18) a0 ∗ . . . ∗ ak =
(
detC
k+1
detC
k
) 1
2
,
so we can write
(3.19) ak =
(
detC
k+1
) 1
2
(
detC
k−1
) 1
2
detC
k
here we assume that detC0 = 1, detC−1 = 1.
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Now using (3.15) we can write down the equation on the last column of
(
W
T
)−1
:
(3.20)

a1,1 0 . 0
a1,2 a2,2 0 .
· · · ·
a1,T−1 . . aT−1,T−1




c1,1 .. .. c1,T
.. .. .. ..
· · · ·
cT−1,1 .. cT−1,T−1




a1,T
a2,T
·
aT,T

 =


0
0
·
0


Here we know aT,T , so (a1,T , . . . , aT−1,T )
∗ satisfies

a1,1 0 . 0
a1,2 a2,2 0 .
· · · ·
a1,T−1 . . aT−1,T−1




c1,1 .. .. c1,T
.. .. .. ..
· · · ·
cT−1,1 .. cT−1,T−1




a1,T
a2,T
·
aT−1,T


+aT,T


a1,1 0 . 0
a1,2 a2,2 0 .
· · · ·
a1,T−1 . . aT−1,T−1




a1,T
a2,T
·
aT−1,T

 =


0
0
·
0


which is equivalent to
(3.21)


c1,1 .. .. c1,T
.. .. .. ..
· · · ·
cT−1,1 .. cT−1,T−1




a1,T
a2,T
·
aT−1,T

 = −aT,T


a1,T
a2,T
·
aT−1,T


Introduce the notation:
(3.22) C
k−1
k :=


c1,1 .. .. c1,k−2 c1,k
.. .. .. ..
· · · ·
ck−1,1 .. ck−1,k−2 ck−1,k

 ,
that is C
k−1
k is constructed from C
k−1 by substituting the last column by (c1,k, . . . , ck−1,k).
Then by linear algebra, from (3.21) we have:
(3.23) aT−1,T = −aT,T
detC
T−1
T
detC
T−1
,
here we assume that detC−10 = 0. On the other hand, from (3.13), (3.14) we see
that
(3.24) aT−1,T =

T−1∏
j=0
aj


−1
T−1∑
k=1
bk
Equating (3.23) and (3.24), we see that
(3.25)
T−1∑
k=1
bk = −
detC
T−1
T
detC
T−1
,
T∑
k=1
bk = −
detC
T
T+1
detC
T
,
from where
(3.26) bk = −
detC
k
k+1
detC
k
+
detC
k−1
k
detC
k−1
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3.3. Characterization of the inverse data. In the second section we con-
sidered the forward problem (1.1), for (a0, . . . , aT−1), (b1, . . . , bT−1) we constructed
the matrix WT (2.1), (2.2), the response vector (r0, r1, . . . , r2T−2) (see (2.3)) and
the connecting operator C
T
defined in (2.9), (3.11). From the theorem 2 we know
that CT is positively definite. We have also shown that if coefficients r0, r1, . . . , r2T−2
correspond to (a0, . . . , aT−1) (b1, . . . , bT−1) then we can recover those a
′s and b′s
by (3.19) and (3.26).
Now we set up a question: can one determine whether a vector (r0, r1, r2, . . . , r2T−2)
is a response vector for the dynamical system (1.1) with some (a0, . . . , aT−1) (b1, . . . , bT−1)
or not? The answer is the following theorem.
Theorem 5. The vector (r0, r1, r2, . . . , r2T−2) is a response vector for the dy-
namical system (1.1) if and only if the matrix CT (2.9) is positively definite.
Proof. First we observe that in the conditions of the theorem we can substi-
tute CT by C
T
(3.11). The necessary part of the theorem is proved in the preceding
sections. We are left to prove the sufficiency of these conditions.
Let we have a vector (r0, r1, . . . , r2T−2) such that the matrix C
T
constructed
from it using (3.11) satisfies conditions of the theorem. Then we can construct
sequences (a0, . . . , aT−1), (b1, . . . , bT−1) using (3.19) and (3.26) and consider the
dynamical system (1.1) with this coefficients. For this system we construct the
response (rnew0 , r
new
1 , . . . , r
new
2T−2) and connecting operator C
T and its rotated C
T
using (2.9) and (3.11). We will show that the response vectors coincide.
First of all we note that we have two matrices constructed by (3.11), one comes
from the vector (r0, r1, . . . , r2T−2) and the other comes from (r
new
0 , r
new
1 , . . . , r
new
2T−2).
Also they have a common property that C
T
> 0, C
T
> 0 (one by theorem’s condi-
tion and the other by representation C
T
= (W
T
new)
∗W
T
new). Secondly we note that
if we calculate the elements of sequences (a0, . . . , aT−1), (b1, . . . , bT−1) using (3.19)
and (3.26) from any of C
T
and C
T
matrices, we get the same answer. If so, we get
that
detC
k−1
k
detC
k−1
−
detC
k
k+1
detC
k
=
det C
k−1
k
det C
k−1
−
det C
k
k+1
det C
k
,
(
detC
k+1
) 1
2
(
detC
k−1
) 1
2
detC
k
=
(
det C
k+1
) 1
2
(
det C
k−1
) 1
2
det C
k
,
detC
0
= det C
0
= 1, detC
−1
= det C
−1
= 1,
detC
−1
0 = det C
−1
0 = 0,
From these equalities by simple arguments we deduce that
detC
k
= det C
k
,
detC
k
k+1 = det C
k
k+1.
From these equalities immediately follows that
rk = r
new
k , k = 1, . . . , 2T − 2.
which finishes the proof.

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3.4. Discrete Schro¨dinger operator. Here we consider the case of the dy-
namical Schro¨dinger operator, i.e. the system (1.1) with ak = 1, k ∈ N, see[6].
In this particular case the control operator (2.6) is given by WT = (I +K)JT ,
so all the diagonal elements of the matrix in (2.6) are equal to one. The latter
immediately yields detWT = 1. Due to this fact, the connecting operator (2.8),
(2.9), has a remarkable property that detCk = 1, k = 1, . . . , T. This fact actually
says that not all elements in the response vector are independent: r2m depends on
r2l+1, l = 0, . . . ,m− 1, moreover, this property characterize the dynamical data of
the discrete Schro¨dinger operators:
Theorem 6. The vector (1, r1, r2, . . . , r2T−2) is a response vector for the dy-
namical system (1.1) with ak = 1 if and only if the matrix C
T (2.9) is positive
definite and detCl = 1, l = 1, . . . , T .
Proof. As in Theorem 5 we use C
T
instead of CT . The necessity of the con-
ditions was explained. We are left with the sufficiency part.
Notice that r0 = a0 = 1. Let a vector (1, r1, . . . , r2T−2) be such that the
matrix C
T
constructed from it using (3.11) satisfies conditions of the theorem.
We construct the potential (b1, . . . , bT−1) using (3.26) and consider the dynamical
system (1.1) with these bk and ak = 1. For this system we construct the response
(1, rnew1 , . . . , r
new
2T−2) and the connecting operator C
T
using (2.3), (2.9) and (3.11).
We will show that responses coincide.
We notice that if we calculate (b1, . . . , bT−1) using (3.26) with any of C
T
or
C
T
matrices, we get the same answer. The latter implies (we count that detC
k
=
det C
k
= 1)
detC
k−1
k − detC
k
k+1 = det C
k−1
k − det C
k
k+1,
detC
−1
0 = det C
−1
0 = 0
By induction arguments we get
detC
k
k+1 = det C
k
k+1,
detC
k
= det C
k
= 1,
which yields rk = r
new
k , k = 1, . . . , 2T − 2. That finishes the proof. 
4. Spectral representation of CT and rt.
We fix N ∈ N. Along with (1.1) we consider the analog of the wave equation
on the interval: we impose the Dirichlet condition at n = N +1. Then for a control
f = (f0, f1, . . .) and h ∈ R we consider
(4.1)

vn,t+1 + vn,t−1 − anvn+1,t − an−1vn−1,t − bnvn,t = 0, t ∈ N0, n ∈ 0, . . . , N + 1
vn,−1 = vn,0 = 0, n = 1, 2, . . . , N + 1
v0,t = ft, vN+1,t + hvN,t = 0, t ∈ N0.
We denote the solution to (4.1) by vf .
Let φn(λ) be the solution to
(4.2)
{
anφn+1 + an−1φn−1 + bnφn = λφn,
φ0 = 0, φ1 = 1.
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Denote by {λk}
N
k=1 the roots of the equation φN+1 + hφN = 0, it is known [2],
that they are real. We introduce the vectors φn ∈ RN by the rule φni := φi(λn),
n, i = 1, . . . , N, and define the numbers ρk by
(4.3) (φk, φl) = δkl
ρk
a0
,
where (·, ·)– is a scalar product in RN .
Definition 3. The set
(4.4) {λk, ρk}
N
k=1
is called the spectral data.
We take y ∈ RN , y = (y1, . . . , yN ), for each n we multiply the equation in
(4.1) by yn, sum up and evaluate the following expression, changing the order of
summation
0 =
N∑
n=1
(vn,t+1yn + vn,t−1yn − anvn+1,tyn − an−1vn−1,tyn − bnvn,tyn)
=
N∑
n=1
(vn,t+1yn + vn,t−1yn − vn,t(an−1yn−1 + anyn+1)− bnvn,tyn)
−aNvN+1,tyN − a0v0,ty1 + a0v1,ty0 + aNvN,tyN+1(4.5)
Now we choose y = φl, l = 1 . . . , N . On counting that φl0 = 0, φ
l
N+1 = −hφN ,
φl1 = 1, v0,t = ft, vN+1,t + hvN,t = 0 we evaluate (4.5) arriving at:
(4.6)
0 =
N∑
n=1
(
vn,t+1φ
l
n + vn,t−1φ
l
n − vn,t
(
an−1φ
l
n−1 + anφ
l
n+1 + bnφ
l
n
))
− a0ft = 0
We assume that the solution to (4.1) has a form
(4.7) vfn,t =
{ ∑N
k=1 c
k
t φ
k
n, n = 1, . . . , N
ft, n = 0.
Proposition 1. The coefficients ck admits the representation:
(4.8) ck =
a0
ρk
T (λk) ∗ f,
where T (2λ) = (T1(2λ), T2(2λ), T3(2λ), . . .) are Chebyshev polynomials of the second
kind.
Proof. We plug (4.7) into (4.6) and evaluate, counting that an−1φ
l
n−1 +
anφ
l
n+1 + bnφ
l
n = λlφ
l
n:
N∑
n=1
(vn,t+1 + vn,t−1 − λlvn,t)φ
l
n = a0ft,
N∑
n=1
N∑
k=1
(
ckt+1φ
k
n + c
k
t−1φ
k
n − λlc
k
t φ
k
n
)
φln = a0ft.
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Changing the order of summation and using (4.3) we finally arrive at the following
equation on ckt , k = 1, . . . , N :
(4.9)
{
ckt+1 + c
k
t−1 − λkc
k
t =
a0
ρk
ft,
ck−1 = c
k
0 = 0.
We assume that solution to (4.9) has a form ck = a0
ρk
T ∗ f, or
(4.10) ckt =
a0
ρk
t∑
l=0
Tlft−l.
Plugging it into (4.9), we get
a0
ρk
(
t+1∑
l=0
flTt+1−l +
t−1∑
l=0
flTt−1−l − λk
t∑
l=0
flTt−l
)
=
a0
ρk
ft
t∑
l=0
fl (Tt+1−l + Tt−1−l − λkTt−l) + ftT1 − ft−1T0 = ft.
We see that (4.10) holds if T solves{
Tt+1 + Tt−1 − λkTt = 0,
T0 = 0, T1 = 1.
Thus Tk(2λ) are Chebyshev polynomials of the second kind. 
For the system (4.1) the control operator WTN,h : F
T 7→ HN is defined by the
rule
WTN,hf := v
f
n,T , n = 1, . . . , N.
The representation for this operator immediately follows from (4.7), (4.8). Because
of the dependence of the solution on the coefficients, which was discussed in the
third section, we see that vfN,N does not ”feel” the boundary condition at n = N ,
so
(4.11) ufn,t = v
f
n,t, n 6 t 6 N, and W
N =WNN,h.
We introduce the response operator RTN,h : F
T 7→ RT by the rule
(4.12)
(
RTN,hf
)
t
= vf1,t, t = 1, . . . , T.
The connecting operator CTN,h : F
T 7→ FT is introduced in the similar way: for
arbitrary f, g ∈ FT we define
(4.13)
(
CTN,hf, g
)
FT
=
(
v
f
·,T , v
g
·,T
)
HN
=
(
WTN,hf,W
T
N,hg
)
HN
.
The dependence of the solution (1.1) uf on an, bn is discussed in the beginning
of the section three (see Remark 1). This dependence in particular implies that for
M ∈ N,
(4.14) R2M = R2MM,h.
i.e. vf1,2M does not ”feel” the boundary condition at n = M . We introduce the
special control δ = (1, 0, 0, . . .), then the kernel of response operator (4.12) is
(4.15) rN,ht−1 =
(
RTN,hδ
)
t
= vδ1,t, t = 1, . . . , T.
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on the other hand, we can use (4.7), (4.8) to obtain:
(4.16) vδ1,t =
N∑
k=1
a0
ρk
Tt(λk).
So on introducing the spectral function
(4.17) ρN,h(λ) =
∑
{k |λk<λ}
a0
ρk
,
from (4.15), (4.16) we deduce that
r
N,h
t−1 =
∫ ∞
−∞
Tt(λ) dρ
N,h(λ), t ∈ N.
Due to (4.14), we get
(4.18) rt−1 = r
N,h
t−1 =
∫ ∞
−∞
Tt(λ) dρ
N,h(λ), t ∈ 1, . . . , 2N.
Taking in (4.18) N to infinity, and varying h, we come to the
rt−1 =
∫ ∞
−∞
Tt(λ) dρ(λ), t ∈ N,
where dρ is a spectral measure of the operator H (non-unique when H is in the
limit-circle case at infinity).
Let us evaluate (CTNf, g) for f, g ∈ F
T , using the expansion (4.7):
(CTN,hf, g) =
N∑
n=1
v
f
n,T v
g
n,T =
N∑
n=1
N∑
k=1
a0
ρk
TT (λk) ∗ fϕ
k
n
N∑
l=1
a0
ρl
TT (λl) ∗ gϕ
l
n
=
N∑
k=1
a0
ρk
TT (λk) ∗ fTT (λk) ∗ g =
∫ ∞
−∞
T−1∑
l=0
TT−l(λ)fl
T−1∑
m=0
TT−m(λ)gm dρ
N,h(λ)
from the equality above it is evident that (cf. (2.9))
(4.19) {CTN,h}l+1,m+1 =
∫ ∞
−∞
TT−l(λ)TT−m(λ) dρ
N,h(λ), l,m = 0, . . . , T − 1.
Taking into account (4.11), we obtain that CT = CTN,h with N > T , so (4.19) yields
for N > T :
(4.20) {CT }l+1,m+1 =
∫ ∞
−∞
TT−l(λ)TT−m(λ) dρ
N,h(λ), l,m = 0, . . . , T − 1,
and passing to the limit as N →∞ yields
(4.21) {CT }l+1,m+1 =
∫ ∞
−∞
TT−l(λ)TT−m(λ) dρ(λ), l,m = 0, . . . , T − 1,
where dρ is a spectral measure of H .
Is is known [5] that any probability measure with finite moments on R give
rise to the Jacobi operator, i.e. is a spectral measure of this operator. In [5] the
authors posed the question on the characterization of the spectral measure for the
semi-infinite discrete Schro¨dinger operator. The following theorem answers this
question
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Theorem 7. The measure dρ is a spectral measure of discrete Schro¨dinger
operator if and only if for every T the matrix CT is positive definite and detCT = 1,
where
(4.22) CTi,j =
∫ ∞
−∞
TT−i+1(λ)TT−j+1(λ) dρ(λ), i, j = 1, . . . , T.
Proof. We consider the system (1.1) with ak = 1. Let dρ be a spectral
measure of H . For every T ∈ N we construct the connecting operator CT (see
(2.8)) using the representation (4.22). According to Theorem 6, such CT is positive
definite and detCT = 1.
On the other hand, if given measure dρ satisfies conditions of the theorem, for
every T we can construct CT by (4.22) and by Theorem 6 recover coefficients bn
by (3.26). 
Acknowledgments
The research of Victor Mikhaylov was supported in part by NIR SPbGU
11.38.263.2014. A. S. Mikhaylov and V. S. Mikhaylov were partly supported by
VW Foundation program ”Modeling, Analysis, and Approximation Theory toward
application in tomography and inverse problems.”
References
[1] Avdonin, Sergei; Mikhaylov, Victor The boundary control approach to inverse spectral theory,
Inverse Problems 26, 2010, no. 4, 045009, 19 pp.
[2] F. V. Atkinson Discrete and continuous boundary problems, Acad. Press, 1964.
[3] M. Belishev, Recent progress in the boundary control method, Inverse Problems, 23, (2007).
[4] M.I.Belishev and V.S.Mikhailov. Unified approach to classical equations of inverse problem
theory. Journal of Inverse and Ill-Posed Problems, 20 (2012), no 4, 461–488.
[5] F. Gesztesy, B. Simon, m−functions and inverse spectral analisys for dinite and semi-infinite
Jacobi matrices, J. d’Analyse Math. 73 (1997), 267-297
[6] A. S. Mikhaylov, V. S Mikhaylov, Dynamical inverse problem for the discrete Schro¨dinger
operator.,
[7] B. Simon, The classical moment problem as a self-adjoint finite difference operator., Ad-
vances in Math., 137, 1998, 82-203.
St. Petersburg Department of V.A. Steklov Institute of Mathematics of the Rus-
sian Academy of Sciences, 7, Fontanka, 191023 St. Petersburg, Russia and Saint Pe-
tersburg State University, St.Petersburg State University, 7/9 Universitetskaya nab.,
St. Petersburg, 199034 Russia.
E-mail address: a.mikhaylov@spbu.ru
St.Petersburg Department of V.A.Steklov Institute of Mathematics of the Rus-
sian Academy of Sciences, 7, Fontanka, 191023 St. Petersburg, Russia and Saint Pe-
tersburg State University, St.Petersburg State University, 7/9 Universitetskaya nab.,
St. Petersburg, 199034 Russia.
E-mail address: v.mikhaylov@spbu.ru
