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INTRODUCTION 
Although it has been mentioned by many authors that spectro-temporal details and 
informational content have a significant influence on the perception of environmental 
sound, most models for annoyance and health effects ignore this fact and treat envi-
ronmental noise in a simple dose related manner. Over the years we followed a dif-
ferent modeling approach solidly grounded in known psychoacoustical and physio-
logical effects. Several generations of biologically inspired models – that are suitable 
for typical environmental noise assessment applications – were designed. The im-
portance of noticing the sound was recognized in a notice-event model. This model 
was later extended with an activation and inhibition based attention module account-
ing for both saliency triggered attention and prolonged outward oriented attention 
focusing. Finally aspects of sound identification and stream formation were added. 
The latter is enhanced by including binaural effects. The models for binaural and 
monaural stream segregation rely strongly on artificial neural networks, trained both 
in an unsupervised and in a supervised way. The biologically inspired models for en-
vironmental noise perception have been applied to assess both synthetic (modeled) 
combinations of sound and recorded sound mixtures.    
COMPUTATIONAL MODELS FOR ENVIRONMENTAL NOISE PERCEPTION 
Temporal aspects and noticing sounds 
For most people, exposure to environmental noise varies a lot over the day. To some 
extent this is due to the variation in sound sources, but more importantly the person 
at the receiving end is moving around and producing noise itself (Diaz & Pedrero 
2006) by engaging in various activities. When investigating – across source type – 
temporal sound patterns, it becomes obvious that environmental sounds very seldom 
have constant levels. Moreover, on the short temporal scale, combined exposure 
generally turns out to be a sequence of sounds from various sources, dominating the 
sonic environment one at the time. Based on these observations it can be concluded 
that, on a short – one second – temporal scale, a statistical approach could be a use-
ful addition to modeling the perception of environmental sound. Calculating the prob-
ability that a sound is loud while a person’s personal noise is low and attentiveness is 
high could give some indication on how sounds with a different temporal pattern are 
perceived. However, this ignores the duration of single noise events and potential 
adaptation and habituation to continuous sound. Therefore, within the notice-event 
model (De Coensel et al. 2009), complete time sequences are simulated for the total 
duration of the observation, or for at least a representative sample of it. To group 
consecutive time segments into a single perceptual notice-event, relaxation mecha-
nisms with time constants inspired by psychoacoustical lab experiments are used. 
The outcome of such a model could be the fraction of the time that a sound is noticed 
over the course of a day, or the sound level during notice-events. Both could also be 
considered as indicators of annoyance at home (Bockstael et al. 2011). 
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Including spectral effects and attention mechanisms 
A second important observation regarding the perception of environmental sound 
was introduced in a second generation model. While attending to daily activities or 
while relaxing in a tranquil environment, listening to environmental sound is seldom 
the primary objective. Thus, environmental sound has to attract attention before it is 
consciously perceived and judged either positively or negatively. The sensory driven 
(bottom-up) part of the human auditory attention mechanism relies heavily on spec-
tro-temporal changes in the sound. Hence, a model for environmental sound percep-
tion should account for the saliency (Kayser et al. 2005) in the sound. In the imple-
mented model, auditory saliency is estimated through the calculation of a saliency 
map, which emphasizes those time-frequency units that are most likely to be the sub-
ject of auditory attention. In parallel, target sounds are compared to all other acoustic 
stimuli on the basis of time-frequency masks, accounting for energetic masking. Fi-
nally, by combining both the above time-frequency maps, a time-varying saliency 
score is calculated for each target sound (De Coensel & Botteldooren 2010). 
When implementing a model for environmental sound perception that includes atten-
tion mechanisms (Knudsen 2007), accounting for inhibition of return (Spence & Driv-
er 1998) is essential. This mechanism prohibits that a sound with a high saliency 
would attract attention continuously. Four time constants are needed to include the 
dynamics of this activation-inhibition mechanism into the model: a fast increase of 
activation when a salient sound appears, followed by a somewhat slower inhibition 
rise, and finally a slow decay of inhibition and activation to allow renewed attention at 
a later stage. The choice of these time constants is inspired by biology (e.g. Lage-
mann et al. 2010). In addition the model has to account for other stimuli (including 
non-auditory), in order for attention to be drawn away from the sound in a winner-
takes-all competing scheme. Top down attention for particular sounds that carry the 
listener’s interest is modelled as a bias on attention activation for this particular 
acoustic stream. 
Including the above mentioned mechanisms in the model automatically yields a 
model in which auditory effects such as energetic masking, informational masking 
(Watson 2005) and sensory adaptation emerge. The fact that these effects emerge 
on a macroscopic scale partly validate the model.  
Stream segregation and source identification 
One of the most challenging tasks in modelling the perception of environmental noise 
lies in automating auditory scene analysis and the resulting auditory stream for-
mation. Although the theoretical understanding of the biological mechanisms involved 
remains a point of debate, the choice of auditory features is without doubt an im-
portant first step. Most of the work in this area is related to speech and some re-
searchers have indeed applied the typical features also to environmental sound 
(Cowling & Sitte 2003). Here we suggest a different approach based on simple fea-
tures that have a biologically plausible counterpart, combined with a strong learning 
of temporal coherence in the past. The importance of temporal coherence in auditory 
scene analysis and learning has recently been confirmed on a neurological basis 
(Shamma et al. 2011). In the model we use a self organising map (Oldoni et al. 2010) 
to group features in the multi-dimensional space. After training, each area in this two-
dimensional representation corresponds to sounds with similar acoustic features. A 
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new sound presented to the model will then map to a particular area in this two di-
mensional map at any particular time. 
Creating streams by connecting the excitation of auditory features over time remains 
a difficult task. A sound may be temporally masked in feature space by another 
sound of short duration, yet a human observer is perfectly capable of connecting the 
parts before and after masking. The role of attention in this process could be im-
portant. The best monaural model that could be implemented thus far is based on 
locally excitatory globally inhibitory oscillator networks (LEGION), proposed by Wang 
and Chang (2008). In contrast to the work by these authors, the proposed model op-
erates LEGION on the outcome of the self organised map rather than on the time-
frequency spectrum itself, which reintroduces time as an additional dimension. 
Binaural aspects of stream segregation and attention focussing 
When sound sources are spatially separated, auditory stream segregation in normal 
hearing listeners is improved a lot by binaural listening. Consequently, a model 
based on binaural recorded or simulated sound should be more capable of identifying 
sound objects. The biologically inspired model that is proposed (Boes et al. 2011) is 
based on binaural features that code both interaural level differences and inter-aural 
time or phase differences. The latter are calculated on the basis of interaural cross-
correlation per one-third octave band. Hence temporal shift and phase shift become 
strongly related. A probabilistic mapping between angle of incidence of the sound 
and the strength and uncertainty of the activation of these features is trained for a 
particular artificial head, using a variety of environmental sounds arriving from a se-
ries of well-defined directions. When a sound signal is subsequently received, Bayes-
ian inference is used to estimate a probability distribution over all angles of incidence 
at any given time and for each frequency. 
Focusing of attention to sound coming from a given direction can be implemented as 
a spectral filtering that mimics the efferent system. The filter signal is further analyzed 
using the above described monaural feature extractor and source identification. A 
model that uses the location information for stream segregation has yet to be imple-
mented. 
RESULTS 
The models described above were used in several applications; here we present 
some of the latest results. 
Perceptual model working on simulated sound 
One of the observations that is explained by the perception model is the difference 
between energetic masking and informational masking of unwanted traffic sound by 
natural sounds that are in general more appreciated, for example broadband fountain 
sound or high frequency intermittent bird sound. To demonstrate the two varieties of 
masking, a numerical experiment was set up that consisted of mixing 62 dBA record-
ed traffic sound with various levels of typical fountain sound on the one hand and 
typical bird sound on the other. The resulting mix of sounds is fed into the model and 
the time that the traffic sound could be heard or is expected to be paid attention to is 
obtained. Figure 1 shows that the broadband fountain sound is more efficient in en-
ergetically masking traffic sound at the same LAeq, a result that is quite expected. 
However, the model also predicts that the bird sound is almost as efficient in drawing 
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attention away from the traffic sound as the fountain sound. The model is thus capa-
ble of explaining experimental results such as (De Coensel et al. 2011). 
 
0.0
0.2
0.4
0.6
0.8
1.0
20 30 40 50 60 70 80 90
Fr
ac
tio
n 
of
 tr
af
fic
 n
oi
se
 th
at
is
 n
ot
 in
fo
rm
at
io
na
lly
 m
as
ke
d
LAeq of masker [dB(A)]
bird sound
fountain sound
masker:
(b)
0.0
0.2
0.4
0.6
0.8
1.0
20 30 40 50 60 70 80 90
Fr
ac
tio
n 
of
 tr
af
fic
 n
oi
se
 th
at
is 
no
t e
ne
rg
et
ic
al
ly
 m
as
ke
d
LAeq of masker [dB(A)]
bird sound
fountain sound
masker:
(a)
 
Figure 1: Fraction of traffic noise that is not (a) energetically masked, and (b) informationally masked, 
as a function of the LAeq of the masker. The dashed line marks the LAeq of the traffic sound. 
Perceptual model working on recorded sound 
One of the advantages of using an automated perception model for analysing the 
sonic environment is that long-term monitoring can be used to observe long-term 
changes. A human listener can hardly be motivated for this task. For this purpose, all 
sounds occurring in an environment during a predefined period of time are first 
mapped, based on temporal correlated features as explained above. In order to in-
terpret – that is attach meaning – to a sound, a typical sound fragment can be rec-
orded and linked to each point of the map. After this preparatory phase that can be 
fully automated, the measurement device allows to give statistical information on the 
frequency of occurrence of sounds, or more importantly, on the auditory importance 
of each sound in the environment at any desired time of any desired day. Auditory 
importance is measured as the probability that a sound would attract attention. It is 
calculated by combining its frequency of occurrence with its saliency. Figure 2 shows 
the auditory importance of various areas of the map of sounds for a permanent 
measurement station in the inner city of Ghent for four periods of a particular day. For 
illustration purposes, the description of the sounds given by a human listener for 
some of the areas of the maps is added, although in practice listening to the sounds 
is more instructive. 
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Figure 2: Auditory importance of different areas of the map of sounds at different times of the day, red 
indicating higher importance, blue indicating totally unimportant sounds; samples of aurally identified 
sounds are indicated. 
Figure 3 shows an example of how directional information is extracted from binaural 
recordings. The latter were made near a street in Lyon; cars are passing by from the 
left to the right and some talking people can be heard in the time interval between 
400 and 600. On the spectrogram the talking cannot be recognized, but when looking 
at the directional plot, there is some evidence of the existence of a source on the 
right at high frequencies. 
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Figure 3: Spectrogram (upper) and direction of arrival (lower) obtained from a binaural recording. Blue 
regions indicate a source at the left, red regions a source at the right. The x-axis shows the time in 
epochs of 50 msec, the y-axis the frequency in 1/6th octave bands. 
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CONCLUSIONS 
Modeling the perception of environmental noise may serve several purposes: (1) by 
making available knowledge on auditory perception explicit, as needed for construct-
ing a model, insight can be gained in plausible underlying mechanisms; (2) a model 
may explain field observations or lab experiments related to the perception of envi-
ronmental sounds; (3) a biologically inspired perception model may be used to inter-
pret measurements and extract essential knowledge from microphone signals. In this 
paper, a set of models that is sufficiently accurate yet computationally feasible has 
been presented and examples of the above mentioned applications were given. The 
explicit implementation of attention mechanisms and models to represent binaural 
hearing gave additional insight in these effects and can be considered good exam-
ples of application (1). The emergence of informational masking and differences in 
perception of road traffic and rail traffic noise provide a possible explanation for at 
least part of the observed effect (hence (2)). Applications such as the acoustic sum-
mary illustrate the applicability of the proposed models as a way of analyzing data 
from environmental noise monitoring stations (hence (3)). 
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