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SUMMARY
With the proliferation of Internet of Things (IoT) and IoT related services, how to power
such a gigantic number of IoT systems in a cost-efficient and environment-friendly way be-
comes a bottleneck problem. Empowered by energy harvesting technologies and extremely
long cycle life of the energy storage device Supercapacitors (SC), Internet of Battery-less
Things (IoBT) is a promising solution with prolonged lifetime and self-sustainable opera-
tion. The objective of the thesis is to develop power management strategies for IoBT.
Energy efficient operation of IoBT systems has been investigated at both the node- and
network-levels. At the node level, a power manager is first developed to minimize the inter-
nal energy loss of the energy storage device SC. In particular, a charge redistribution-aware
power manager is developed to minimize the SC charge redistribution loss and improve the
overall energy efficiency of an energy harvesting IoBT system. The SC charge redistribu-
tion occurs due to the unbalanced voltages of the SC internal RC branches. The specialized
power manager balances the SC internal voltages by dispatching the workload in an ea-
ger way. Evaluated using the real-world solar energy profiles, the redistribution-aware
power manger reduces the SC redistribution loss by 71% compared with other existing ap-
proaches. Then, a Predictive Power Management (PPM) framework is developed to enable
energy efficient operation of each IoBT system. In the PPM framework, based on the de-
veloped IoBT system model, an optimal working point in terms of the SC terminal voltage
is derived to minimize the IoBT system power loss. To maintain the SC terminal voltage
at the optimal working point in an environment with varying ambient energy harvesting
opportunities, Deviation aware Predictive Energy Allocation (D-PEA) is proposed to track
the SC terminal voltage and adjust the energy allocation process accordingly. Moreover,
Energy efficient Transmission Power Controller (ETPC) is investigated to achieve energy
efficient wireless transmission over the varying wireless channel quality. PPM is shown to
outperform the state-of-the-art power managers with 15% of system power loss reduction
xvii
and 20% of improvement in the energy efficiency of wireless transmission.
At the network-level, an adaptive clustering framework is developed to achieve high
and fair data collection for IoBT networks. To fully utilize the harvested energy, the IoBT
cluster follows the lexicographic rate assignment to dynamically derive the transmission
rate based on the ambient energy generation. An approximation-based Cluster Head (CH)
selection scheme is investigated to achieve similar data collection rate as that of the op-
timal CH selection algorithm at a much lower computational cost. The IoBT-specialized
adaptive clustering framework is validated to be effective in providing high and fair data
collection rate with low communication and computation overhead. Compared with the ex-
isting strategies, the proposed adaptive clustering framework enables up to 43% higher data
collection rate. Moreover, a collaborative in-network processing framework is developed
to minimize the data processing latency for IoBT networks. A latency-aware data parti-
tion algorithm is designed to split the input data into small-sized segments and dispatch
the data segments to the IoBT nodes. By iteratively optimizing the data partition, MCU
frequency and transmit power of each IoBT nodes, the collaborative in-network processing
framework minimizes the overall latency. Extensive simulation results have proven the ef-
fectiveness of the collaborative in-network processing framework with a 30% reduction in
the processing latency compared with the existing methods.
In summary, the power management schemes proposed in the thesis provide a holistic




As an enabling technology for the fifth generation (5G) mobile communication networks
[1], Internet of Things (IoT) brings revolutionary changes into both academia [2] and in-
dustry [3]. It is estimated that the total number of IoT will reach 20 billion by the end of
2020. How to power such a large number of IoT systems in a low-cost and environment-
friendly manner becomes a major concern. Due to the limited capacity, batteries provide
constrained lifetime. The depletion of batteries is inevitable and will incur huge amount
of cost for battery replacement and recycling. It is desirable to have IoT systems that are
self-sustainable and maintenance-free with renewable energy sources.
1.1 Background and Motivation
With the advances in energy harvesting technologies and low power electronics, various
types of ambient energy have been utilized to provide IoT with prolonged lifetime, such as
solar energy [4], Radio Frequency (RF) energy [5, 6] and human kinetic energy [7, 8]. This
kind of energy harvesting low-power IoT is referred to as Internet of Battery-less Things
(IoBT) in the proposal. Empowered by regenerable energy, IoBT is suitable for a plethora
of future Smart X applications (such as Smart Home [9], Smart Grid [10] and so on) that
require dense deployment of environment-friendly and cost-efficient wireless networks.
Compared with the conventional battery-operated IoT, IoBT presents new challenges in
the following aspects:
(1) Dynamic energy source: The energy supply of IoBT system is subject to the time-
varying ambient environment. The dynamic ambient energy generation casts adverse effect
on the operation of IoBT. IoBT is expected to be aware of the energy variation and adap-
tively adjust the workload to maintain a balance between the harvested power and system
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load power. Harvesting-aware energy allocation algorithms need to be developed to achieve
prolonged lifetime over the varying energy sources.
(2) Energy efficient operation: Considerable amount of energy is dissipated during
the operation of IoBT systems. Due to the efficiency loss incurred by the energy storage
devices and voltage converters, the usable energy is precious. To improve the energy ef-
ficiency for IoBT, it is desired to design specialized power management to minimize the
IoBT system power loss.
(3) Collaborative IoBT networks: As ultra-densification is one of the main features of
5G wireless networks, it is desired for multiple IoBT systems to work collaboratively for a
variety of applications, such as data collection, in-network processing and so on. Different
from the conventional battery-operated wireless networks, the IoBT network requires the
overall network operation to be adaptive to the ambient energy generation. Network-level
resource management needs to be developed by taking into account of the network archi-
tecture and ambient energy generation. Moreover, the computation and control message
overhead is required to be minimized due to the restrained hardware and energy resources.
The major goal of the research is to provide a systematic power management framework
from node-level to network-level for IoBT. To be specific, the major focus of this thesis is
on Supercapacitor (SC)-operated IoBT due to the extreme long cycle life and simplified
interface circuit. Holistic power management strategies are provided from node-level to
network-level and enable high Quality of Service (QoS) of IoBT.
1.2 Related Work
Energy efficiency has long been a popular research topic in wireless networks. In compar-
ison, research on IoBT has only recently started gaining attention. In this chapter, a brief
overview of the related work is provided in the following topics: (1) IoBT systems; (2)
node-level power management; (3) network-level power management.
2
1.2.1 IoBT Systems
IoBT is developed based on the conventional energy harvesting networked systems. This
thesis focuses on SC-operated IoBT system equipped with a low-power wireless commu-
nication module (wireless transceiver) and computation unit (MCU). In this section, the
major innovations and features of IoBT systems will be presented.
1.2.1.1 Energy Storage Device
Due to the versatility of ambient energy sources, energy storage devices are essential in
energy harvesting systems. Rechargeable batteries are widely adopted in the conventional
energy harvesting systems to store the harvested energy [4, 11, 12]. Despite the high energy
density, conventional rechargeable batteries have limited cycle life. For example, a NiMH
rechargeable battery has typical cycle life ranging from 500 to 1000 discharge/charge cy-
cles [13]. Once the cycle life is used up, rechargeable batteries will experience severe
degradation incurred by the loss of capacity and increase of the internal resistance, which
makes them unsuitable for long-term energy harvesting applications.
Supercapacitor (SC) has much longer cycle life, which can reach up to 500,000 cycles
[14]. There is a growing trend to adopt SC as the energy buffer in many recent IoBT
systems [15, 16, 17, 18, 19, 20]. However, SC has higher internal dissipation rate compared
with rechargeable batteries. The 24-hour energy dissipation rate of an SC is about 5.9%
[14], while the self-discharge rate for a NiMH rechargeable is less than 1%. It is also
demonstrated in [21, 22] that in addition to the self-discharge power (also known as the
SC leakage power [19]), the SC charge redistribution loss is correlated to the workload
dispatch pattern.
Moreover, SC has much lower energy density compared with the conventional recharge-
able battery. With a limited capacity of energy storage device, maintaining a stable Quality
of Service (QoS) over the variation of the ambient energy generation becomes a challenge.
It is desired to design an SC-specialized power manager to mitigate the SC internal energy
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loss and improve the energy efficiency.
1.2.1.2 Voltage Regulator
The terminal voltage of SC varies from 0 V to the nominal voltage (usually 2.7 V for a
single SC). A voltage regulator is required to output a stable voltage to power the system
[23]. Due to the imperfect voltage regulation circuit, efficiency loss is inevitable. Through
the experimental measurement, Wang et al. [24] report that the energy dissipated by the
voltage regulator reaches up to 30% of the total energy consumption for a solar-powered
IoBT system.
According to the previous study [25], the voltage conversion efficiency is affected by
both the regulator hardware and system workload (The system workload decides the load
power consumption). Therefore, IoBT-specialized power managers need to take into ac-
count the power loss of the voltage regulation while determining control strategies to better
utilize the harvested energy.
1.2.2 Node-level Power Management
For energy harvesting systems, harvesting-aware power management is critical due to the
variation of ambient energy generation. A typical node-level power manager is a combi-
nation of the following parts: (1) harvesting-aware energy allocation; and (2) harvesting-
aware power modulation.
1.2.2.1 Harvesting-aware Energy Allocation
Harvesting-aware Energy Allocation (HaEA) [26] usually follows the idea of ”budgeting
and allocating” to balance the energy expenditure and the energy harvesting. It first es-
timates the usable energy of the system and then allocates the energy according to the
hardware and application specifications. To fully utilize the allocated energy, adaptive duty
cycling [11, 27, 28] is used in the energy allocation stage to scale the system power con-
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sumption by turning on/off the hardware according to the energy budget. Energy Neutral
Operation (ENO) [12] is reached once the energy consumption is matched to the ambient
energy generation.
The existing HaEA strategies can be categorized into two main types: non-predictive
and predictive. Non-predictive schemes [19, 29] assign workload based on the remaining
energy of the storage device, without any requirement of priori information about future en-
ergy harvesting. They have low computational cost. However, due to a conservative work-
load assignment, low energy utilization is common. The state-of-the-art non-predictive
energy allocation algorithm, the low bound based scheme [29], is proven to be an asymptot-
ically optimal energy allocation algorithm in long term operation. It requires a sufficiently
large energy storage device to buffer the unutilized energy, which makes it unsuitable for
IoBT with small energy buffer.
Thanks to the energy harvesting predictors [30, 31, 32], predictive energy allocation is
developed to envision and pre-allocate the future incoming energy. Compared with non-
predictive allocation algorithms, predictive energy allocation algorithms [33, 34] enable
higher energy spending rate but at the same time, incur more power failure risk. With
the assumption of deterministic harvesting profile, Progress Filling [33] achieves perfect
energy utilization and optimal temporal fairness in energy allocation. In real world de-
ployment, energy predictors are error-prone and their fidelity is affected by many factors,
such as temperature, shadowing and so on. When the predictor over-predicts the future
energy generating rate, predictive allocation algorithms will assign a high energy spending
rate, which potentially leads to power failure of the system. For IoBT systems with limited
size of energy storage device, a transient over-prediction error will very likely drain the
remaining energy of the SC and thus lead to power failure.
It still remains a problem how to enable high energy utilization and at the same time,
buffer the prediction errors for IoBT systems. Previous energy allocation algorithms may
have compromised performance if being directly applied to IoBT systems.
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1.2.2.2 Harvesting-aware Power Modulation
With the development of low power electronics, modern Integrated Circuits (IC) provide
multiple power modes so that dynamic power modulation is enabled. Power modulation
techniques provide agility and robustness to maintain energy efficient operation over the
ambient energy variation.
Micro Control Unit (MCU) is responsible for data processing and system control tasks.
Its power consumption is associated with the supply voltage and clock frequency [35]. A
lower frequency helps to save energy but at the same time, increases the task execution time.
Harvesting-Aware Dynamic Voltage Frequency Scaling (HA-DVFS) based power manager
[36, 37, 38] dynamically assigns the MCU frequency to maintain the ENO condition while
respecting the real-time requirements.
Compared with MCU, wireless transceiver consumes more power due to the uncer-
tainty of the wireless channel quality. For example, a TI MSP430 MCU consumes about
150µW/MHz, while a TI CC 2500 transceiver has minimum active power consumption
of about 20 mW. Wireless transmission power controller [39, 40, 41, 42] is desired to en-
able energy efficient wireless transmission for IoBT systems. Set-point based controllers
are mainly used to maintain a constant Received Signal Strength Index (RSSI) [43, 44] or
Packet Received Rate (PRR) [45] at the receiver side. In the existing transmission power
control schemes, the choice of the set-point (RSSI or PRR) remains empirical. For IoBT
systems, the power dissipation of the voltage regulator needs to be taken into considera-
tion when selecting an optimal transmission power. It is unclear whether set-point-based
transmission power control techniques still achieve optimal energy efficiency.
1.2.3 Network-level Power Management
Based on the node-level power management, network-level power management strategies
[34, 46, 47, 48] are designed to facilitate energy harvesting networks. A network-level en-
ergy harvesting power manager needs to comprehensively consider the network topology,
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energy harvesting variation and application requirements to properly assign resources for
each node.
1.2.3.1 Adaptive Transmission Rate
For wireless networks, a fair transmission rate is desired to achieve steady network op-
eration and prolonged lifetime [49, 50]. In order to achieve this goal, lexicographic rate
allocation is proposed for the energy harvesting networks [51]. Yang et al. [52] further
improve the lexicographic rate allocation to a fully distributed algorithm.
The existing lexicographic rate assignment approaches are designed for the flat topol-
ogy. Data aggregation [53] is not considered. Consequently, the node placed close to the
Base Station (BS) is responsible for relaying data from the far-away nodes, which lim-
its the overall network throughput due to the disparity in energy consumption. Moreover,
the problem is exaggerated with a densely deployed network due to a heavy load of data
relaying.
Compared with the flat topology, adaptive clustering [54, 55, 56] has been proven to
be an energy efficient data collection framework with the help of data aggregation schemes
[53]. For each clustered network, a Cluster Head (CH) is elected to collect data from the
Cluster Member (CM), perform data aggregation and then forward the information back
to the BS. However, the existing adaptive clustering strategies [57, 58] use a fixed data
collection rate to extend the network lifetime, which will compromise the overall energy
utilization for IoBT. It is desired to design a network-level power management framework
to enable high and fair data collection for clustered IoBT networks.
1.2.3.2 In-network Processing
With the voluminous amounts of data being produced in the big data era, in-network pro-
cessing becomes an important topic for networked systems. Typically, in-network pro-
cessing related research focuses on two aspects: (1) where to process the data; and (2)
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how to optimize the computation (MCU frequency) and communication (transmit power)
resources.
Initially, client-server architecture was proposed for the conventional battery-operated
Wireless Sensor Networks (WSNs). Due to the limited usable energy and insufficient com-
putational power of the end devices, cloud server becomes an ideal host for resource-hungry
applications [59]. Considering the fact that public clouds, such as Amazon EC2 and Mi-
crosoft Azure, are usually faraway from the end devices, the data exchange between the end
devices and servers incurs high energy and timing overhead. Rather than utilizing the re-
mote public servers, the cloudlet based mobile cloud computing framework [60] leverages
the physical locality by deploying a designated server/cluster via one-hop access to the end
devices. However, due to the space limitation, a nearby server may not provide sufficient
resources for a large number of of end devices. The queueing delay can be magnified when
every end device requests a task offloading to the server.
More recently, a more flexible paradigm, mobile edge computing, is proposed to make
dynamic offload decision to depend on the available computing and energy resources from
both the end device and the server sides. Xu et al. proposes a game theory based optimiza-
tion framework to fully utilize the wireless bandwidth for efficient offloading [61]. Mao et
al. uses Lyapunov optimization to develop effective online offloading strategy [62].
The existing mobile edge computing literature [61, 62] assumes that the end devices
are running independent and small-sized tasks. Due to the fact that most end devices are
restrained with limited energy and computational capacity, this assumption is valid. How-
ever, with the rapid growth of the data generated by IoT devices, it is desired for IoBT
networks to process tasks with relatively larger data size with high QoS.
To fully utilize the computational capability of IoBT networks, collaborative in-network
processing partitions a task into multiple segments so that each IoBT node can process a
segment of data simultaneously to reduce latency. This idea is originated from the field
of parallel and distributed computing [63], in which researchers mainly utilize multiple
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homogeneous servers to collaboratively process data. These servers usually have similar
hardware resources and are co-located in a same data center. The input data can be equally
partitioned and then assigned to each of these servers. For IoBT networks, even with the
same hardware configuration, each IoBT node displays significant heterogeneity due to the
difference with energy harvesting [34]. Moreover, wireless channel has time-varying qual-
ity that further increases the disparity. The inherent heterogeneity of IoBT networks makes
it non-trivial to achieve efficient collaborative processing. Equal partition may not achieve
high performance for IoBT networks. A specialized collaborative in-network processing
framework is desired to achieve minimized latency for IoBT networks.
1.3 Research Objective and Main Contribution
From the discussion of the existing literature, the runtime performance of IoBT systems
remains problematic. It is desired to investigate power management strategies for IoBT
systems to achieve sustainable and autonomous operations.
In this thesis, node- and network-level power managers are proposed for IoBT systems
and IoBT networks. The proposed frameworks are adaptive to the ambient energy variation
and at the same time, achieves high QoS.
This thesis presents the following contributions.
1) A charge redistribution aware power manager is designed to minimize the SC charge
redistribution loss. An SC simulator is developed to study the SC redistribution loss in long
term energy harvesting systems. With specialized task scheduling policy, the redistribution-
aware power manager is shown to be effective in keeping accumulated charge redistribu-
tion loss low in long term operation. Compared with the existing power manager, the
redistribution-aware power management reduces the redistribution loss by 71%.
2) A Predictive Power Management (PPM) framework is proposed. PPM combines op-
timal working point, Deviation aware Predictive Energy Allocation (D-PEA) and Energy
efficient Transmission Power Control (ETPC) for IoBT systems. PPM is capable of min-
9
imizing the system power failure and achieve high energy utilization. Compared with the
previous power managers, PPM incurs about 15% reduction in system power loss.
3) A clustered data collection strategy is proposed for IoBT networks, consisting of
lexicographic rate assignment and optimal Cluster Head (CH) selection. Extensive simu-
lations show that the proposed method achieves high and fair data collection rate for IoBT
networks. Compared with the existing schemes, the proposed method enables up to 43%
higher data collection rate and at the same time, incurs low computational overhead.
4) A collaborative in-network processing framework is developed for IoBT networks.
A Latency-aware Data Partition (LDP) algorithm is designed to split the task data into
small-sized segments and then dispatch the segments to the IoBT nodes. Then, a Joint
Computation and Transmission Optimization (JCTO) algorithm is designed to further re-
duce the task latency by selecting the optimal MCU frequency and transmit power for each
IoBT node. By iteratively performing LTP and JCTO, the proposed framework minimizes
the overall in-network processing latency for IoBT networks. Compared with the existing
approaches, the proposed framework reduces the in-network processing latency by 30%.
1.4 Organization of the Thesis
The rest of the thesis is organized as follows. Chapter 2 presents the charge redistribu-
tion aware power manager. Chapter 3 details the predictive power management strategy.
Chapter 4 illustrates the clustered data collection mechanism. Chapter 5 develops the col-
laborative in-network processing framework. Finally, Chapter 6 concludes the thesis.
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CHAPTER 2
CHARGE REDISTRIBUTION-AWARE POWER MANAGEMENT
Due to the versatility of the ambient energy generation, energy storage devices are essential
for the energy harvesting systems. Supercapacitors (SCs) are considered to be promising
energy storage devices due to the extremely long cycle life which can reach up to 500,000
cycles. However, SCs have much higher internal energy dissipation compared with the
conventional rechargeable batteries. It is desired to design customized power managers
to mitigate the internal energy loss of SCs and improve the energy efficiency of the SC-
operated energy harvesting systems.
The rest of this chapter is organized as follows. Section 2.1 discusses the SC simulator.
Section 2.2 presents the sensor node model and analyzes the redistribution loss in SC-
operated sensor nodes. The charge redistribution aware power management is proposed
in Section 2.3. The proposed method is evaluated in simulations with real world energy
harvesting profiles in Section 2.4. Section 2.5 concludes the chapter.
2.1 Supercapacitor Simulator
2.1.1 Variant Leakage Resistor (VLR) based SC simulator
The SC simulator implemented in [64] is used to investigate charge redistribution loss. The
simulator is based on the VLR model, which has been experimentally validated [65, 66].
As illustrated in Figure 2.1, the VLR model features two RC branches, instant branch with
variant capacitor C1 and delayed branch with constant capacitor C2. The instant branch
has a smaller time constant than that of the delayed branch. Charge redistribution happens
when the voltages across C1 and C2 (VC1 and VC2) do not balance. When the redistribution




C0 Kv * VC1 C2
C1  = C0 + KV * VC1
Figure 2.1: Supercapacitor VLR model [64]
as shown in Equation (2.1). Because of the small value of R1 (0.067 Ω for a 10 F Maxwell
SC), VC1 is approximated by the SC terminal voltage VSC if the charging/discharging cur-
rent is within a limited range (less than 1 A), shown in Equation (2.2). The SC simulator
can update the terminal voltage VSC as well as the internal State of Charge (SoC), includ-
ing the internal voltages VC1 , VC2 and charge redistribution power Pchd. The input of the
simulator is charging/discharging profiles and initial SoC of the SC.














2.1.2 Validation of the SC simulator
Though the VLR model has been previously verified by experiments [65, 66], the SC sim-
ulator uses approximation steps in implementation: (1) the capacitance of the voltage de-
pendent capacitor C1 is fixed in one time slot (assuming the time step of the simulator is
small enough for the approximation [64]); (2) the internal SoC VC1 and VC2 are updated
in a sequential way to reduce computation while in real cases VC1 and VC2 are evolving
simultaneously. The fidelity of the simulator needs to be verified.
The simulator is validated from two aspects: (1) Whether the simulator can predict the
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Figure 2.2: Charging and discharging profile of the first test case

























Figure 2.3: Terminal voltage comparison of the first test case
SC terminal voltage with high fidelity; (2) Whether the simulator can correctly analyze the
redistribution loss.
The first aspect is tested using a dynamic testing experiment on a Maxwell 10 F SC.
In this experiment, twenty charging and discharging profiles are randomly generated (Fig-
ure 2.2 shows the charging/discharging profile of the first test), and the terminal voltage
predicted by the SC simulator is compared with the experimental measurements with the
same charging/discharging profiles (Figure 2.3 is the comparison result of the first test).
The experiments are performed using a MACCOR model 4304 testing system [67]. The
averaged errors of the twenty test cases are shown in Figure 2.4. The results indicate that
the terminal voltage predicted by the simulator matches well with the measurement of the
MACCOR tester. The averaged error of the simulator ranges from 0.92% to 7.25%.
The second aspect is verified by a long term charge redistribution test. The SC simula-
tor uses the terminal voltage VSC to recurrently update the internal SoC of SCs [64]. The
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Figure 2.4: Average prediction error of the SC simulator for twenty randomly generated
charging/discharging profiles.
redistribution loss Pchd is caused by the unbalanced internal voltage |VC1 − VC2|. Thus ac-
curate prediction of SC terminal voltage validated by the first set of experiments guarantees
high fidelity of the internal SoC status, which eventually contributes to the effectiveness of
long term redistribution analysis. To further verify the capability of long term redistribu-
tion loss test, two charging/discharging profiles (Cases 1 and 2) are used to compare the
accumulated charge redistribution loss from the SC simulator and experiments. Both cases
contain one hour of periodic pulse-wised charging and discharging profiles with a period
of 100 s. The charging/discharging pulse has a width of 10 s, and an amplitude of 1 W. The
discharging pulses are always arranged at the end of the period. The location of charging
pulse is different for case 1 and 2. The charging pulse of case 1 always starts at the begin-
ning of a period while the starting time in case 2 is randomly generated within a period.
For each test case, the SC simulator provides the accumulated charge redistribution loss
based on Equation (2.2), and the MACCOR tester is used for experimental comparison.
Since the MACCOR system only records the SC terminal voltage under the same charg-
ing/discharging profiles, the numerical method in previous literature [22] is used to extract
the SC SoC (VC1 , VC2 and Pchd) iteratively from the terminal voltage recordings. The to-
tal redistribution loss calculated from the MACCOR testing is considered as the ground
truth. Table 2.1 shows the results of the long term charge redistribution test. The total
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Table 2.1: Validation of charge redistribution loss
Charge redistribution Loss(J)
MACCOR test VLR based simulator
Case 1 1.064 1.095









Figure 2.5: SC-operated energy harvesting system model
charge redistribution loss from the simulator is close to the ground truth. The accumulated
errors of the one-hour redistribution analysis for case 1 and case 2 are 2.91% and 5.60%,
respectively.
2.2 Redistribution loss in SC-operated Sensor Nodes
2.2.1 Simplified SC-operated sensor node model
To evaluate the impact of charge redistribution loss in SC-operated sensor nodes, a sim-
plified SC-operated sensor node system model is built. A typical energy harvesting sensor
node includes the components shown in Figure 2.5. An energy harvester is used to convert
the ambient energy to electrical energy. The harvested power is regulated through Maxi-
mum Power Point Tracking (MPPT) interface and replenish the energy storage device, SC,
at the rate of Phar(t). The simplified model only captures the replenishment of SC, i.e.
energy harvesting profile, without worrying about the type of energy harvester and the as-
sociated MPPT. A DC-DC converter is used to boost the SC voltage to a stable output to
support the sensor node.
The energy harvesting profile is simplified as a periodic function, and the harvested
power is composed of one pulse within each period T , as described in Equation (2.3). td
and Ppulse refer to the duration and the amplitude of the pulse, respectively. phase denotes
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the time when the harvesting pulse will arrive in the period. The average harvested power
P har is derived based on Equation (2.3).
Ppulsetd = P harT (2.3)
The sensor node workload is composed of periodic tasks. The average power P node of
the sensor node is controlled by its duty cycle D, as shown in Equation (2.4). Psleep and
Pactive refer to the power consumption at the sleep mode and active mode, respectively.
Pactive is related to the type of workload and the power consumption of the hardware that
the task incurs, such as transmitting and receiving RF message, sensor reading, Analog-
to-Digital Converter (ADC) sampling and so on. D changes the ratio between active time
and sleep time to balance the sensor node power with the harvested power. Equation (2.5)
derives the sensor node power consumption. tsch defines the time when the node starts to
dispatch the task in the period. tex stands for the execution time of the task.
P node = PactiveD + (1−D)Psleep (0 ≤ D ≤ 1) (2.4)
Pnode(t) =

0, 0 ≤ VSC < 0.85
Pactive(t), (0.85 ≤ VSC ≤ Vnom) and
(0 ≤ t− kTnode − tsch ≤ tex)
Psleep, otherwise
(2.5)
For an SC, the terminal voltage ranges from 0 V to the nominal voltage Vnom (Vnom
is usually 2.7 V or 2.5 V for a single SC). A DC-DC converter is needed to boost the
SC terminal voltage to a stable value required by the sensor node. Previous literatures
[34, 68] indicate that the efficiency of the widely used commercial DC-DCs does not vary
significantly with the input voltage within the range of 0 V to 2.7 V if the output power is
fixed (The variation is usually within 6%.). However, when the output power of the DC-
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DC is low, for example, in the sleep mode, due to the converter power consumption, the
efficiency drops compared with that in active mode with high output power. Based on the
TPS6122X DC-DC boost converter [69] feature, the efficiency η of the regulator is defined
as Equation (2.6), and the required input power to the DC-DC converter is determined by
Equation (2.7), in which 0.85 V is start up threshold. The SC simulator implemented in
this subsection is used to capture the SC behavior.
η =

75%, if Pnode = Psleep




0, 0 ≤ VSC < 0.85
Pnode
η
, 0.85 ≤ VSC ≤ Vnom
(2.7)
2.2.2 Charge redistribution analysis in SC-operated Sensor Nodes
By using the SC-operated sensor model, extensive experiments are conducted to study
the charge redistribution behavior in the long term energy harvesting applications. The
emulated sensor node is assumed to work under the ENO condition, which is a common
condition in energy harvesting sensor networks [5, 12, 44, 64, 70] and can be described by
the following equation.




Three experiments are conducted to investigate the effects of three potential factors on
SC charge redistribution loss: SC terminal voltage, charging/discharging power profiles and
task scheduling policy. The Maxwell 10 F SC in Subsection 2.1 is used in the simulation.
In order to minimize the impact of random errors, all three experiments are repeated for 50
times and the results shown in this section are the average values.
The first experiment focuses on the impact of VSC on the charge redistribution loss.
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Table 2.2: Charge redistribution loss with different VSC




Table 2.3: Charge redistribution loss with different Phar




Under the ENO condition, the terminal voltage of the SC does not fluctuate rapidly. By
setting different initial SC terminal voltage, the effect of the terminal voltage on charge
redistribution is studied. Three test cases are designed with same workload, task scheduling
policy, but different terminal voltage as listed in Table 2.2. The test time is one week. The
results in Table 2.2 demonstrate that charge redistribution is irrelevant to the SC terminal
voltage. This is different from self-discharge characteristics of SCs, which decreases as the
terminal voltage decreases [5, 19].
The second experiment focuses on the impact of charging power Phar and discharging
power Pnode on the charge redistribution loss. Due to the ENO condition in Equation (2.8),
Phar and Pnode are scaled proportionally to investigate how charging and discharging power
affects redistribution loss. The test time is also one week. The results in Table 2.3 reveal
that larger charging and discharging power leads to more severe distribution loss. Since
SC charge redistribution is caused by the transient voltage difference between the internal
instant branch and delayed branch, higher charging and discharging power aggravates the
voltage difference and leads to more redistribution loss.
The third experiment is designed to quantify the effect of different task scheduling poli-
cies on redistribution loss. Three task scheduling policies are investigated: greedy schedul-
ing, lazy scheduling and eager scheduling. Greedy scheduling schedules the tasks at the


































Figure 2.6: Charge redistribution analysis for different task scheduling policy
deadline approaches, shown in Equation (2.10). In the simulation, the lazy scheduling sets
the deadline as the end of the period. The eager scheduling schedules the tasks whenever
there is enough energy, which means the tasks are always scheduled right after the charging
pulse, indicated in Equation (2.11). The phase of the periodic charging pulse is a random
number following a uniform distribution between [0, T ], where T is the period.
(tsch)greedy = kT (2.9)
(tsch)lazy = kT − tex (2.10)
(tsch)eager = kT + phase+ td (2.11)
Figure 2.6 shows the simulation results of different scheduling algorithms. The charge
redistribution loss for lazy scheduling and greedy scheduling overlaps well, especially in
the long-term test cases. The eager scheduling has the smallest redistribution loss among
the three scheduling policies. The charge redistribution loss of the lazy scheduling and
the greedy scheduling reaches to 312 J in one week compared with 11 J of eager schedul-
ing. The eager scheduling reduces about 96.5% of the redistribution loss. According to
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the previous study [64], charge redistribution loss increases monotonically with the time
difference between the harvesting pulse phase and the task dispatch time tsch, denoted as
∆t, which is calculated by Equation (2.12). The expected values of ∆t for different task
scheduling policies are shown in Equation (2.13). For harvesting-aware WSNs, duty cycle
value is usually small, i.e. tex << T . Therefore, the expected value of ∆t is very close for
the lazy scheduling and greedy scheduling, which explains why both scheduling policies
have almost identical redistribution loss in Figure 2.6. For the eager scheduling, due to
the fact that the duration between the charging pulse td and the task execution time tex is
much smaller than the period T , thus the value of ∆t is smaller leading to a much smaller
redistribution loss than those of lazy scheduling and greedy scheduling.





, if greedy scheduling
|T
2
− tex|, if lazy scheduling
td, if eager scheduling
(2.13)
To better elaborate the reasons the scheduling policies have large impact on charge
redistribution, a snap shot is made on the simulation process from t = 500 s to t = 1000
s. Previous results indicate that greedy scheduling and lazy scheduling have the same
redistribution loss. Therefore, the comparison is made on the variation of SC internal SoC
from lazy scheduling and eager scheduling. Figures 2.7 and 2.8 describe the detailed SoC
status of lazy scheduling and eager scheduling, respectively. It is obvious that charging
pulse leads to the increase of internal voltage difference |VC1−VC2| for both policies. When
the sensor node executes the task, the internal voltage difference is balanced. Comparing
Figure 2.7.c with Figure 2.8.c, |VC1 − VC2| of the lazy scheduling is larger than that of
the eager scheduling for most of the time. Large internal voltage difference brings high
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(c) Vc1 and Vc2 difference















(d) Charge redistribution power
Figure 2.7: A snap shot of the lazy scheduling
redistribution loss, as shown in Equation (2.2). The results indicate that the total charge
redistribution loss of lazy scheduling (1.812 J) is almost 3 times as that of from the eager
scheduling (0.612 J) in one hour. The ratio keeps growing with longer test time, and reaches
up to 28 times (11 J for the eager scheduling versus 312J for the lazy scheduling) in one
week.
Another observation lays in the necessity of charge redistribution-based power man-
agement. Though the instantaneous charge redistribution power Pchd is small, it always
exists and thus can be accumulated to considerable amount of loss. For the one week case,
the redistribution loss reduced by eager scheduling is about 300 J. Based on the simulation
setup (Pload = 0.6 W and D = 10%), the saved energy could support the node to operate
for about 1.4 hours. Thus by cutting down charge redistribution loss, the sensor node can
save considerable amount of energy to improve the overall energy efficiency.
2.3 Charge Redistribution aware Power management
Section 2.2 investigates the charge redistribution loss through extensive simulations. The
eager scheduling is demonstrated to be effective in reducing charge redistribution. How-
ever, considering the randomness and intermittent features of harvesting profile, it remains
a question when there will be sufficient incoming energy to execute the workloads. Further-
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(c) Vc1 and Vc2 difference














(d) Charge redistribution power
Figure 2.8: A snap shot of the eager scheduling
more, another problem lays in the workload which usually contains different kinds of tasks.
More importantly, due to the hardware limitation, sensor node has restricted computational
power and usable energy. The overhead of the power manager needs to be minimized.
Consequently, the problem of how to efficiently dispatch the workload in a guaranteed ea-
ger way is still non-trivial. In this section, a redistribution-aware power management is
proposed to reduce charge redistribution energy loss.
Assuming periodic workload contains M tasks in the task queue {Qi, i = 1, 2, ...,M},
the first task resides in the head while the M th (the last one) is in the tail. Each task Qi
is featured by five parameters (Pi, tmaxi , texi , tschi , di). Pi is the power consumption of the
ith task. tmaxi stands for the maximum execution time restricted by the schedulability, as
the Equation (2.14) indicates. tmaxi is application-specific. Pmax is the maximum average
power consumption when each task Qi reaches maximum execution time tmaxi , shown in
Equation (2.15). texi is the actual execution time of the ith task. texi is adjusted by the duty
cycle D, shown in Equation (2.16). tschi refers to the time that the ith task is dispatched,
which is assigned by the task scheduler. di represents the deadline of the ith task. The end
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of the period is considered as the deadline.
M∑
i=1







texi = Dtmaxi (2.16)
2.3.1 Adaptive duty cycle controller
To respect the ENO condition, the well developed adaptive duty cycle controller [12, 19,
70] is adopted to keep a balance between the node energy consumption and the harvested
energy. Algorithm 2.1 details the adaptive duty cycler. Once invoked, the controller mea-
sures terminal voltage VSC using ADC and derives the usable remaining energy Euse. The
software threshold Vthd is usually higher than the DC-DC start-up voltage to guarantee
stable operation. Based on the duty cycle value D and self-discharge power Pleak, the con-
troller is aware of the expected energy consumptionEcon. By adjustingD with the step size
Dstep, Econ is adapted to Euse, as described from line 6 to line 15. Thus, the system is kept
at ENO. Pleak is derived according to VSC and the internal variant resistor R3 based on the
VLR model. The invocation interval of the duty cycle controller is set to be KTnode, where
Tnode is the period of the periodic workload. K is a constant depending on the variability
of the ambient energy source.
The computational complexity of Algorithm 2.1 depends on the variation of the ambient
available energy. µ denotes the average harvested energy variation rate, which calculated
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from Equation (2.17). Algorithm 2.1 runs in O( µ
DstepPmax






∣∣∣ ∫ (i+1)TiT Phar(t)dt− ∫ iT(i−1)T Phar(t)dt∣∣∣
T
(2.17)
Algorithm 2.1 Adaptive Duty Cycle Controller
1: Require: D, Vthd, Dstep.










5: Econ(t)← DPmaxKTnode + (1−D)PsleepKTnode + Pleak(t)KTnode;
6: if (Econ(t) > Euse(t)) then
7: while (Econ(t) > Euse(t)) do
8: D ← D −Dstep;
9: Econ(t)← DPmaxKTnode + (1−D)PsleepKTnode+ PleakKTnode;
10: end while
11: else
12: while (Econ(t) < Euse(t)) do
13: D ← D +Dstep;
14: Econ(t)← DPmaxKTnode + (1−D)PsleepKTnode+ PleakKTnode;
15: end while
16: end if
2.3.2 Charge redistribution aware task scheduler
A charge redistribution-aware task scheduler is proposed to reduce charge redistribution
loss by dispatching tasks in an eager way. The objective of the redistribution-aware task
scheduler is to execute tasks as soon as there is enough energy. Also, due to the requirement
that the scheduler is invoked every period Tnode, the overhead of the scheduler needs to be
as low as possible.
Since the adaptive duty cycle controller guarantees the ENO condition, D is used to
indicate the energy harvesting rate. The estimated harvested power P̂har is derived from
Equation (2.18). P̂har is thus utilized to speculate when there will be sufficient harvested
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energy for Qi in the future.
P̂har ≈ P node = PmaxD + (1−D)Psleep (2.18)
Algorithm 2.2 details the proposed task scheduler. Based on P̂har, the scheduler esti-
mates when the incoming harvested energy will be enough for each taskQi and thus derives
the dispatch time tschi for task Qi. Algorithm 2.2 runs in O(M) time (recall that M is the
total number of tasks in the workload). The scheduler is invoked once every Tnode and
the calculation is simple. It meets the design requirements of eager scheduling and low
overhead.
Algorithm 2.2 Charge redistribution aware task scheduler
1: Require: {Qi, i = 1, 2, ...M}, Pmax, D.
2: for i = 1 to M do
3: Update texi based on Equation (2.16);
4: end for
5: Update P̂hat based on Equation (2.18);
6: for i = 1 to M do












2.3.3 Redistribution aware power management framework
Algorithm 2.3 details the overall framework of the redistribution-aware power manager.
The adaptive duty cycler is invoked everyKTnode to adapt the sensor node power consump-
tion to the harvested power by updating D. The task scheduler is invoked at the beginning
of every period to eagerly assign task dispatch time tsch to all the tasks by speculating the
future harvested power P̂har.
However, there might be cases when the actual harvested power deviates significantly
from the speculation P̂har. For solar energy, the harvesting profile changes rapidly at morn-
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ing and dusk. Weather condition can also possibly lead to the fluctuation of the harvested
power. If the actual harvested power Phar is significantly smaller than the estimated value
P̂har, at time tschi , it is very likely that the system lacks enough energy for the taskQi. Thus
in Algorithm 2.3, the scheduler delays the task Qi when there is insufficient energy. The
P̂har is updated by the instantaneous usable energy Euse(t) (line 21 in Algorithm 2.3). The
delay time tdelay is derived based on the amount of the energy shortage and the updated
P̂har (line 22 in Algorithm 2.3). In this way, when there is energy shortage, the task is
delayed and the anticipated harvested power P̂har is updated.
For cases when harvested power Phar increases significantly during the duty cycler
invocation interval, the surplus energy is buffered in the SC for future usage.
The computational complexity of the overall redistribution-aware power manager (Al-
gorithm 2.3) is O(max{M, µ
KDstepPmax
}). Under the same system configurations (keeping
the same duty cycler resolution Dstep, Algorithm 2.1 invocation interval K, workload size
M and maximum system power Pmax), when the ambient energy changes drastically, Al-
gorithm 2.1 takes more execution time. On the other hand, when ambient energy is smooth,
Algorithm 2.2 becomes critical.
2.4 Performance Evaluation
A series of simulations are performed to evaluate the effectiveness of the redistribution-
aware power management. The objective is to test the effectiveness of the proposed power
manager in reducing charge redistribution loss. The simulation uses the real world energy
harvesting profile [71] and practical configuration to conduct the simulations. The proposed
methodology is compared with other power manager which is not specialized for charge
redistribution.
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Algorithm 2.3 Redistribution Aware Power Management
1: Initialization:
2: D ← D0;
3: task index j ← 1;
4: while (t) do
5: if (t mod KTnode == 0) then
6: Invoke the duty cycle controller (Alg. 2.1);
7: end if
8: if (t mod Tnode == 0) then
9: Initialize the task queue{Qi, i = 1, 2, ...M};
10: Invoke the redistribution aware scheduler (Alg. 2.2);
11: j ← 1;
12: end if
13: if (t mode Tnode == tschj ) then






16: Etaskj ← texjPj
17: if (Euse(t) ≥ Etaskj ) then
18: Dispatch Qj;
19: j ← j + 1;
20: else





23: for i = j to M do




28: t← t+ tstep;
29: end while
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Figure 2.9: 7-day solar harvester profile
2.4.1 Simulation Setup
Solar energy is emulated to be the renewable energy source. Figure 2.9 shows the scaled
solar power profiles for one week. The original solar irradiation profile is obtained from
Oak Ridge National Lab from Sep. 1st 2014 to Sep. 7th 2014 [71]. Considering the limited
physical size of a harvesting aware sensor node and efficiency loss in power transfer and
power tracking, the solar trace is scaled. The data is recorded every minute.
An IRIS node is emulated as the sensor node model in the simulation. The node is
equipped with a typical low power MCU Atmega 128L [72] and CC 2420 [73] as the radio
transmission module. The simulated node is connected with a solar harvester. A single 10 F
Maxwell SC is used as the energy buffer. The simulation considers a fixed configuration of
the MCU frequency and RF transmission power to simplify the analysis. Considering the
need for sensing, three sensors are added into the simulated sensor node, ranging from low
power temperature sensor to high power flow control sensor [74]. The simulated sensor
node only operates when there is solar energy available, which is approximately from 6:00
A.M. to 7:00 P.M. everyday. This is the same strategy adopted by many of the previous
solar harvesting aware researches [34, 36].
The workload is simulated to be a pre-determined periodic task set containing 7 dif-
ferent tasks. The period Tnode is set to be 100 s. The power consumption Pi of each task
is determined by the hardware component the task involves [74]. The deadline di is set
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Table 2.4: Workload
{Qi, i = 1, 2, ...7} Pi(mW ) tmaxi(s) Related hardware
Temperature sensing 0.7 12 temperature sensor
Flash read 20.46 4 Flash
MCU processing 26.4 32 Atmega 128L
Flash write 60.72 12 Flash
RF communication 72.6 8 CC 2420
Proximity sensing 420 16 TDA0161
Flow control 1250 16 FCS-GL1
to be the end of the period. Table 2.4 details each workload and its corresponding power
consumption and maximum execution time. {Qi, i = 1, 2, ...7} is the work set which needs
to be scheduled and dispatched.
2.4.2 Metrics and reference power manager
The SC terminal voltage value VSC and the charge redistribution loss Echd are recorded
to evaluate the proposed and referenced methodologies. According to Equation (2.19),
VSC(t) is representative of the remaining energy stored in the SC. Echd is derived from
Equation (2.20) based on the SC simulator. Echd quantifies the effectiveness of the proposed









In order to evaluate the energy efficiency of the proposed redistribution-aware power
management, an existing non-redistribution aware power manager is implemented for com-
parison. The non-distribution aware power manager uses the adaptive duty cycle controller
(Algorithm 2.1) to respond to the variation of the harvesting profile. Due to the lack of
redistribution-aware specialization, the task scheduler in the benchmark power manager
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Figure 2.10: V SC of a 10 F Maxwell SC
uses lazy scheduling [70]. The benchmark power manager has been demonstrated and val-
idated in the previous literature [12, 19, 70] to be effective in maintaining ENO and thus is
suitable for the comparison.
2.4.3 Results and discussions
Figure 2.10 visualizes the terminal voltage value V SC of a 10 F SC. Due to the long test-
ing time (one week), V SC represents the remaining energy level. The V SC value at each
data point is the average of VSC over a longer period (30 minutes). It shows that the V SC
values of the proposed methodology are higher than that of the benchmark power manager.
The difference becomes more obvious during day time when there is more solar energy
available. At night, due to the absence of solar energy, the simulated node is shutdown.
Since both methodologies use the same adaptive duty cycler, harvesting profile and work-
load, the importance of the task scheduling policy is clearly demonstrated. The observation
of Figure 2.10 is consistent with the conclusion in Subsection 2.2. At noon, V SC of the
proposed manager reaches to about 2.65 V while the average terminal voltage V SC with
the existing power manager is only 2.5 V. In terms of the remaining energy, the proposed
redistribution-aware power manager outperforms the non-redistribution aware power man-
ager.
To further quantify the reduction in charge redistribution loss, Table 2.5 shows the total
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Table 2.5: Charge redistribution loss
SC Size (F)
Echd of Echd of Improvement
proposed (J) benchmark (J)
10 6.479 22.980 71.81%
charge redistribution loss Echd for both methodologies. The proposed redistribution-aware
power management reduces the redistribution loss by 71.81%. In one week operation,
the proposed methodology can save about 16 J of charge redistribution loss. On average,
the daily redistribution reduction is more than 2 J, which explains the terminal voltage
difference between the proposed manager and the benchmark manager.
2.5 Conclusion
In this chapter, an SC-operated energy harvesting sensor node model is presented, in which
the SC simulator can capture the redistribution loss. Using the simulator, extensive inves-
tigation is conducted on the charge redistribution behavior of SC in an energy-harvesting
wireless sensor node, and further study under what circumstances the redistribution power
is high. The study shows that the task scheduling policy can make a big difference in terms
of charge redistribution loss. The traditional state-of-the-art lazy scheduling is shown to be
less optimal than eager scheduling in terms of charge redistribution loss. In order to reduce
redistribution loss, a redistribution-aware power management framework is proposed for
SC-operated energy harvesting nodes. The specialized power manager consists of an adap-
tive duty cycler and redistribution aware task scheduling policy that schedules the workload
in an eager manner. The proposed power manager is tested using the real world solar profile
and task workload. The long-term simulation results demonstrate that the redistribution-
aware power manager has higher remaining energy level and less overall redistribution loss
when compared with the non-redistribution aware power manager. The reduction of the




In the previous chapter, a customized power manager is designed to reduce charge redistri-
bution loss of the IoBT systems. In addition to the SC charge redistribution, there are other
types of energy efficiency loss in IoBT systems, such as the energy dissipation incurred
by the DC-DC regulator and wireless transceiver. There is a pressing demand for devel-
oping IoBT-specialized power management to enable energy efficient operation for IoBT
systems.
The rest of the chapter is organized as follows. The IoBT system model is presented
in Section 3.1. Section 3.2 details the proposed Predictive Power Management (PPM)
framework. Section 3.3 uses the real-world solar profile to evaluate the proposed PPM
framework. Section 3.4 concludes the chapter.
3.1 System Model
3.1.1 IoBT Hardware Model
Figure 3.1 is a typical IoBT system model, consisting of mainly four parts: (1) source
unit, including an energy harvester and the corresponding Maximum Power Point Tracking
(MPPT) charger; (2) energy storage unit; (3) interface unit; (4) functional unit, including
Micro Control Unit (MCU), sensors and wireless transceiver.
An energy harvester is equipped to convert ambient energy to electric energy. This
chapter considers the renewable energy source to be predictable (e.g., solar energy or wind
energy). An MPPT charger connects the harvester to the energy storage device to stabilize
the terminal voltage of the harvester at its Maximum Power Point. Based on the previous
































Figure 3.1: IoBT system model
harvester and at the same time, isolates the harvested power Phar from the energy buffer
and the functional unit. With the MPPT charger, the harvested power Phar is proportional
to the maximum power Pmp, shown in Equation (3.1). The tracking factor FT is the ratio of
the extracted harvested power through the MPPT charger versus the maximum power Pmp.
Based on the previous study [76], the tracking factor FT is dependent on the MPPT algo-
rithms1. The maximum power Pmp depends on ambient environment. Taking Photovoltaic
cell as an example, according to [76], the harvested power depends on light intensity and
temperature.
Phar = FTPmp (3.1)
In order to buffer the harvested energy, energy storage device is essential. A single SC
is adopted as the energy storage device. The leakage power Pleak of the SC is characterized


















Figure 3.2: Buck-boost DC-DC converter model [25]





Due to the variation of the SC terminal voltage Vsc from 0 V to the nominal voltage
Vnom (usually 2.7 V), a buck-boost DC-DC converter is necessary for regulating the output
voltage Vout to reach Vdd (usually 1.8 V for low power electronics) to power the functional
unit. The state-of-the-art uni-directional switching DC-DC converter model [25] is used to
analyze the regulator energy loss, as shown in Figure 3.2. Equations (3.3) and (3.4) show
the power consumptions of the buck mode (Vin > Vout) and the boost mode (Vthd ≤ Vin ≤
Vout), respectively. Vthd is the start-up threshold. A digital comparator is used to disable
the voltage regulator when the SC terminal voltage Vsc drops below the threshold Vthd. Ictrl
is the current consumed by the internal buck/boost controller. H is the duty ratio, as shown
in Equation (3.5). ∆I is the ripple current caused by the inductor L, as derived in Equation
(3.6), where fs is the switching frequency and Lf is the value of inductor L. RL and
RC are the Equivalent Series Resistance (ESR) of the off-chip inductor L and capacitor
C; Rswi and Qswi refer to the turn-on resistance and gate charge of the i-th MOSFET
switch, respectively. For both buck and boost cases, the DC-DC power consumption Pdcdc


















[RL +HRSW4 + (1−H)RSW3 +RSW1 +HRC ]










Pdcdc = f(Vin, Vout, Iout) (3.7)
The efficiency of the DC-DC regulator, η, is defined as the ratio of the effective IoBT








The previous literature [25] verifies the power model with two commercial DC-DC
converters. In this part, another six off-the-shelf DC-DC converters from three different
vendors (Linear Technology, Texas Instrument and Maxim Integrated) are used to further
study the model fidelity. The DC-DC efficiency provided by the datasheets are used as the
ground truth, denoted as ηds. The efficiency estimated by the power model (referred to as
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Figure 3.3: Distribution of the DC-DC efficiency estimation error εη
ηem) is compared with the ground truth. εη, defined in Equation (3.9), represents the error of
the DC-DC efficiency estimation. The six commercial DC-DC converters are: TPS61000
[79], LTC3401 [80], TPS62730 [81], MAX17620 [82], LTC3785 [83] and MAX77801
[84]. The model parameters are extracted from the datasheets by adopting the approach in-
troduced in [25]. Figure 3.3 illustrates the average and standard deviation of the error ratio
of the converter efficiency model. The error εη ranges from 2.77% to 6.51% on average.
Furthermore, Figure 3.4 demonstrates part of the efficiency comparison from MAX17620
and LTC3875. The efficiency estimated by the DC-DC power model matches well with
the curve from the datasheets. Thus, the DC-DC power dissipation model is verified to be





The MCU is responsible for the overall IoBT power management. With its on-chip
Analog-to-Digital Converter (ADC), the MCU can measure the SC terminal voltage Vsc





IoBT system uses a wireless transceiver to exchange information. The transceiver has
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Figure 3.4: DC-DC converter efficiency validation: (a) MAX17620, Vin = 2.7 V, Vout =
1.8 V; (b) LTC3875, Vin = 2.7 V, Vout = 5 V
a list of available transmission power levels {Ptk} and corresponding current consumption
{Itk}.
3.1.2 Wireless Link Model
The path-loss based model [85] is used to setup the wireless link. In radio propagation,
the signal needs to overcome path loss to reach the receiver. Equation (3.11) shows the
relationship between the received signal strength Pr and the transmission power Pt. The
path loss PL is related to the distance between the sender and the receiver, d, and ambient
environment (obstacles, transmission medium and etc).
Pr = Pt − PL(d) (3.11)
At the receiver side, the wireless transceiver measures the received signal strength Pr
by converting the RSSI register value into decibel based signal strength. Thus, the Signal to
Noise Ratio (SNR) γ is expressed in Equation (3.12), where Pn is the noise strength which
is usually measured when the wireless channel is idle. The receiver can piggy-back the
RSSI value through the hand-shake packets. In this way, the sender can track the variation
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of the path loss and select an efficient transmission power level.
γ = Pr − Pn (3.12)
With each selected modulation scheme, the bit error rate is expressed as a function of
SNR. Quadrature Phase Shift Keying (QPSK) is considered as the modulation scheme with
Direct Sequence Spread Spectrum (DSSS). Equation (3.13) [86] derives the bit error rate






is a function of the energy
per bit to noise spectral density Eb
N0
, representing the average received signal strength at the
receiver, shown in Equation (3.15). N is the number of chips per bit and K is the number
of simultaneously transmitting ends. Considering that 802.15.4 is a widely used wireless
communication standard for IoBT systems, a collision avoidance medium access proto-
col, such as the state-of-the-art Carrier Sense Multiple Access with Collision Avoidance






























Based on the assumption that the bit errors are randomly and independently distributed,
Equation (3.16) shows the packet error rate εp, where l is the packet size.
εp = 1− (1− εb)l (3.16)
When a packet is not acknowledged, the sender will resend the packet. The average
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3.1.3 Power Consumption Model
In this chapter, IoBT systems are considered to adopt cyclic workload with period T . The
power consumption is determined by both the power mode of the hardware (e.g. wireless
transmission power) and the active operation time in that mode. Duty cycle D is defined to
be the ratio of the active time tact in a period, which is defined in Equation (3.18). By duty
cycling, the load power consumption P̄load is scaled, as indicated in Equation (3.19). Pact
and Pslp are the active power and sleep power of the system, respectively. The active power
consumption Pact is a variable subject to the wireless transmission power level, which will
be determined by the wireless transmission control module in Subsection 3.2. ηact and ηslp
are the regulator efficiency during the active mode and the sleep mode, respectively. The











3.2 Predictive Power Manager for IoBT
In this subsection, a novel predictive power management framework is introduced. PPM
contains three part: (1) optimal working point; (2) Deviation aware Predictive Energy Al-
location (D-PEA), and (3) Energy efficient Transmission Power Control (ETPC).
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3.2.1 Optimal Working Point
From the previous sections, the total power loss in IoBT system operation, Ploss, comes
from two parts: DC-DC dissipation Pdcdc and SC leakage Pleak. The DC-DC power Pdcdc
relates to the input voltage Vsc, the output voltage Vdd and the output current Iout. Vdd is
a constant and Iout is task-specific. The SC leakage power Pleak is determined by the SC
terminal voltage Vsc. To achieve energy efficient operation, an optimal working point V ∗ is
desired to minimize the total power loss, as formulated in Equation (3.20).
min
Vthd≤Vsc≤Vnom
Ploss = (Pdcdc + Pleak) (3.20)
To derive the optimal working point for IoBT systems, Lemma 3.1 and Lemma 3.2 are
first presented, which are proven in Appendix A. Then, Lemmas 3.1 and 3.2 are used to
further derive Theorem 3.1.
Lemma 3.1. In the buck mode (Vdd < Vsc ≤ Vnom), the total power loss Ploss increases
monotonically with the SC terminal voltage Vsc.
Lemma 3.2. In the boost mode (Vthd ≤ Vsc ≤ Vdd), the total power loss Ploss decreases
monotonically with SC terminal voltage Vsc.
Theorem 3.1. For an IoBT system with a given supply voltage Vdd and SC nominal
voltage Vnom, if Vnom > Vdd, then the overall system power loss Ploss achieves minimum
value when V ∗ = Vdd.
If the SC nominal voltage Vnom is larger than the supply voltage Vdd, the working mode
of the DC-DC converter depends on the SC terminal voltage Vsc (Recall that the SC terminal
voltage ranges from 0 V to the nominal voltage Vnom). When Vdd < Vsc ≤ Vnom, the
DC-DC works at the buck mode. Based on Lemma 3.1, a low SC terminal voltage Vsc
is preferred for reducing the system power loss. When Vthd ≤ Vsc ≤ Vdd, the DC-DC
converter works in the boost mode. Lemma 3.2 indicates that a high SC terminal voltage
improves the energy efficiency. Theorem 3.1 is proven by combining Lemma 3.1 and
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Lemma 3.2. V ∗ = Vdd is chosen as the optimal working point. Theorem 3.1 decouples the
IoBT system power loss Ploss from the load current Iout. Thus, for arbitrary configuration
of system workload, as long as the SC terminal voltage Vsc is maintained at the optimal
working point V ∗, the system power loss Ploss is minimized.
The optimal working point serves as a set-point for the online energy allocation algo-
rithm. In real deployment, due to the variation of the ambient energy source, it is inevitable
for the SC terminal voltage Vsc to deviate from the optimal point V ∗. To achieve high
energy efficiency, it is crucial for the power manager to minimize the voltage deviation.
3.2.2 Deviation-aware Predictive Energy Allocation (D-PEA)
In order to respond to the ambient energy variation, energy allocation algorithms adaptively
assign workload in a cyclic manner, with a period of every kT (k ≥ 1, recall that T is the
period of the workload). Energy predictor is available to envision the future energy genera-
tion rate with invocation interval akT (a ≥ 1). Considering that the energy predictors incur
more computational cost than the lightweight energy allocation algorithms, the energy pre-
dictors are invoked with a longer period to reduce energy overhead (In previous literatures
[11, 12, 34], predictors are usually evoked every 30, 60 minutes or even longer time while
the invocation time of energy allocation algorithms range from 1 to 10 minutes.).
As demonstrated by the previous literatures [12, 34], online energy allocation algorithm
enables ENO by matching the average system power consumption P̄load to the average
ambient energy generation rate P̄har, shown in Equation (3.21). Equation (3.22) explains
the evolving process of the SC terminal voltage Vsc in an interval [ti, ti + kT ] (ti > 0) with
the average load power P̄load2. The SC terminal voltage is influenced by both charging
power and system load power. P̄har(ti, ti + kT ) and P̄load(ti, ti + kT ) refer to the average
harvested power and system load power in the invocation interval [ti, ti+kT ], respectively.
2Due to the overcharge protection, Vsc cannot exceed the SC nominal voltage Vnom. If Vsc drops below
the threshold Vthd, the IoBT system will fail due to the shutdown of the DC-DC regulator.
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By further looking into Equations (3.21) and (3.22), the following proposition is obtained.
P̄har ≈ P̄load (3.21)
1
2
CV 2sc(ti + kT ) =
1
2
CV 2sc(ti) + kT [P̄har(ti, ti + kT )− P̄load(ti, ti + kT )] (3.22)
Proposition 3.1. For any ti > 0, if the IoBT system operates under the ENO condition
during the time interval [ti, ti + kT ], then Vsc(ti) ≈ Vsc(ti + kT ).
Proposition 3.1 is proved by plugging Equation (3.21) into Equation (3.22). Proposition
3.1 shows that with the ENO condition, it is feasible to maintain a relatively stable SC ter-
minal voltage at the runtime despite varying ambient energy generation. Thus, the optimal
working point V ∗ can be used as a set-point in the energy allocation algorithm to maximize
IoBT energy efficiency. Meanwhile, considering that system power failure is caused by
depletion of the SC remaining energy to a point when the terminal voltage Vsc drops below
the DC-DC start-up threshold Vthd, a stable SC terminal voltage Vsc can effectively reduce
the system power failure time.
Due to the causality restriction, the future energy generation rate P̄har is a priori un-
known. Thus, PEA uses the future incoming energy prediction Ppred to derive the energy
budget Ebgt, shown in Equation (3.23). Vs is the set-point value to derive the SC remaining
energy3. Ebgt(ti, ti + kT ) refers to the assigned energy budget in the incoming interval
[ti, ti + kT ] (Recall that PEA is triggered every kT ), where ti is arbitrary time that PEA
is invoked for energy allocation. The average load power P̄load is assigned based on Equa-
tion (3.24) so that the energy consumption equals to the energy budget. Note that Ebgt
only includes the SC remaining energy above the set-point at the time ti and the predicted
energy in the next kT interval. The calculation of the energy budget Ebgt does not take
3 Due to the restriction of the DC-DC start-up threshold and the SC nominal voltage, Vs ∈ [Vthd, Vnom].
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into account of the system loss. In the existing PEAs [4, 11, 12], the set-point Vs is set as
low as possible (usually the DC-DC start-up threshold Vthd is used as the set-point Vs) to
maximize the energy budget Ebgt because Ebgt quantifies the maximum energy that can be
used in the next kT interval, as shown in Equation (3.24).
Based on the previous discussion in Subsection 3.2.1, the optimal working point V ∗ =
Vdd is significantly higher than the set-point Vs used in previous works. Equation (3.23)
indicates that a higher set-point Vs seems to decrease the energy budget Ebgt in the interval
[ti, ti + kT ]. It remains unclear whether a high set-point value compromises the energy
budgeting of PEA in the long term. This question is answered by Proposition 3.2.
Ebgt(ti, ti + kT ) =
1
2
C[V 2sc(ti)− Vs2] + kTPpred(ti, ti + kT ) (3.23)
Ebgt(ti, ti + kT ) = kT P̄load(ti, ti + kT ) (3.24)
Proposition 3.2. For any set-point value V1, V2 ∈ [Vthd, Vnom] and V1 6= V2, if the IoBT
system uses predictive energy allocation, then there exists a finite time ts ∈ (0,+∞), for
any t ≥ ts, Ebgt(t, t+ kT )
∣∣
Vs=V1




Proof: For any ti ∈ (0,+∞), Equation (3.25) is obtained by plugging Equation (3.24)
into Equation (3.23).
kT P̄load(ti, ti + kT ) =
1
2
C[V 2sc(ti)− Vs2] + kTPpred(ti, ti + kT ) (3.25)
Equation (3.26) is derived by combining Equations (3.22) and (3.25).
1
2
C[V 2sc(ti + kT )− V 2s ] = kT [P̄har(ti, ti + kT )− Ppred(ti, ti + kT )] (3.26)
Equation (3.27) shows the energy budget assigned by PEA in the interval of [ti+kT, ti+
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2kT ] on the basis of Equation (3.23).
Ebgt(ti + kT, ti + 2kT ) =
1
2
C[V 2sc(ti + kT )− Vs2] + kTPpred(ti + kT, ti + 2kT ) (3.27)
With Equations (3.26) and (3.27), the energy budget for the interval [ti + kT, ti + 2kT ]
is derived:
Ebgt(ti + kT, ti + 2kT ) = kT [P̄har(ti, ti + kT )− Ppred(ti, ti + kT )
+ Ppred(ti + kT, ti + 2kT )]
(3.28)
Recall that the harvested power P̄har and the energy prediction Ppred are independent




= Ebgt(t, t+ kT )
∣∣
Vs=V2
. Proposition 3.2 is proved.
Proposition 3.2 demonstrates that after finite times of predictive energy allocation, the
assigned energy budgetEbgt is actually irrelevant to the set-point Vs. This property indicates
that a high set-point value, such as Vs = V ∗, will not affect the long-term energy budgeting
for PEAs.
During the energy allocation, the energy budget Ebgt is assigned to two parts: (1) en-
ergy that will be used by the functional unit, which is referred as Efun; and (2) energy that
will be dissipated by the SC leakage and the DC-DC regulator, which is referred as Edis.
Proposition 3.1 provides a feasible condition for IoBT systems to use the optimal working
point V ∗ as the set-point to minimize the IoBT system power loss. Thus the dissipated en-
ergy Edis is also minimized. Proposition 3.2 validates that for predictive energy allocation,
using the optimal working point V ∗ as the set-point does not compromise the long term
energy budget Ebgt compared to the state-of-the-art PEAs that use a much lower set-point
Vs. By combining Propositions 3.1 and 3.2, it is guaranteed that the proposed online energy
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allocation algorithm achieves better energy efficiency compared to the existing strategies
[4, 11, 12].
Observation 3.1. For predictive energy allocation, the fluctuation of the SC terminal
voltage is caused by the inaccuracy of the predictor.
Observation 3.1 is obtained by Equation (3.26). This observation demonstrates that by
tracking the voltage deviation of the SC, the fidelity of the energy predictor can be inferred.
A time-varying coefficient is added to adjust the weight for the energy predictor in the
predictive energy allocation.
As detailed in Algorithm 3.1, the Deviation aware Predictive Energy Allocation (D-
PEA) is derived on the basis of Proposition 3.1, Proposition 3.2 and Observation 3.1. D-
PEA contains mainly two parts: (1) energy neutralization from line 12 to 24; (2) deviation-
aware prediction weight adjustment from line 5 to 11.
The energy neutralization process is designed to respect the ENO condition. This
method is widely adopted in previous energy harvesting systems [4, 12] and has been val-
idated to be effective in maintaining the ENO condition by matching the load power to
the harvested power. This approach is specialized with regard to the IoBT system model
discussed in Subsection 3.1. The energy budget Ebgt calculated in line 12 is a combina-
tion of the remaining SC energy and prediction of future incoming energy, where ρ(t) is
a time-varying coefficient used to mitigate prediction errors. Justified by Proposition 3.1
and Proposition 3.2, the optimal working point V ∗ is used in line 12 of Algorithm 3.1 as
a set-point for energy budgeting to achieve the minimum system power loss. As shown
in line 13 of Algorithm 3.1, Econ represents the expected system energy consumption in
the next kT interval, which is based on the IoBT power consumption model, including the
power incurred by the wireless transceiver, DC-DC converter and SC leakage. P ∗t is the
optimal wireless transmission power updated by the energy efficient transmission power
control module, where I∗t is the corresponding current consumption. After comparing the
energy consumption Econ with the energy budget Ebgt, the duty cycle D is incremented
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(line 15 to 18) or decremented (line 20 to 23) accordingly until Econ approximates Ebgt.
In this way, the ENO condition is ensured and at the same time, the IoBT system operates
with the most energy-efficient transmission power level.
Inspired by Observation 3.1, the deviation-aware prediction weight adjustment is used
to mitigate the prediction errors. D-PEA keeps track of the voltage difference between
the SC terminal voltage Vsc and the optimal working point V ∗. A large deviation (|Vsc −
V ∗| exceeds the threshold ζ) indicates that the predictor is either over-predicting or under-
predicting. Thus, the coefficient ρ is incremented or decremented with a step size ρs (line
5 ∼ 8 in Algorithm 3.1). If the voltage deviation is small, then the coefficient ρ equals
to the default value 1. The state-of-the-art PEAs [4, 11, 12] use static coefficient ρ = 1
in the predictive allocation. Once the predictor loses fidelity, the prediction error retains
in the energy allocation module until the predictor recovers its accuracy. In this way, the
conventional PEAs are more likely to suffer from the power failure caused by the error-
prone harvesting predictors.
The time complexity of D-PEA is determined by the ambient energy variation and the
duty cycle step size δ. Equation (3.29) defines µ to represent the average changing rate of
harvested power, where n is the total time slots of the harvesting profile. Considering that
the active transceiver power consumption I∗t Vdd is significantly larger than the sleep power






[Phar(i+ 1)− Phar(i)] (3.29)
3.2.3 Energy Efficient Transmission Power Control (ETPC)
D-PEA solves the problem of varying ambient energy source by predictively matching
workload to ambient energy generation. Another problem is how to achieve energy efficient
wireless communication. As stated in Section 3.1, it is desired to use dynamic wireless
transmission power to optimize energy efficiency. Algorithm 3.2 describes Energy efficient
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Algorithm 3.1 Deviation-aware Predictive Energy Allocation
1: Require: Ppred, ρs, V ∗, ζ , P ∗t , I∗t , δ.
2: Vsc ← ADC measuring;
3: Pleak ← Equation (3.2);
4: ηslp and ηact ← Equation (3.8);
5: if Vsc − V ∗ > ζ then
6: ρ← ρ+ ρs;
7: else if V ∗ − Vsc > ζ then




12: Ebgt ← 12C[V
2
sc − (V ∗)2] + ρkTPpred;






kT + PleakkT ;
14: if (Econ > Ebgt) then
15: while (Econ > Ebgt) and (D ≥ δ) do
16: D ← D − δ;






kT + PleakkT ;
18: end while
19: else
20: while (Econ < Ebgt) and (D ≤ 1− δ) do
21: D ← D + δ;






kT + PleakkT ;
23: end while
24: end if
Transmission Power Control (ETPC). The main objective of ETPC is to dynamically select
an energy efficient transmission power level based on the wireless link quality.
ETPC updates the wireless link quality in a periodic manner. Once a connection is
established, the receiver measures the RSSI value for the link every mT (m ≥ 1) and
piggy-backs it to the sender. According to the transceiver datasheets [87], the RSSI value
can be converted into the received signal strength Pr through a linear equation, as shown in
line 4 of Algorithm 3.2, where a and b are hardware related empirical values.
When the sender derives the signal strength Pr, the wireless path loss PL is inferred
based on line 5 of Algorithm 3.2. Thus, a linear equation is established between the trans-
mission power Pt and the SNR γ. In line 7 of Algorithm 3.2, ETPC uses the linear relation
to estimate the SNR values for each available wireless transmission power level.
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In order to find the optimal wireless transmission power, ETPC uses energy per useful
received bitEu to evaluate the energy efficiency of transmission power level Pt, whereEu is
defined in Equation (3.30). It is the corresponding current consumption of the transceiver.
When calculating the energy consumption of transmitting a packet, the DC-DC power con-
sumption Pdcdc is taken into consideration (Recall that the SC leakage power Pleak is not
affected by the load current Iout, which makes Pleak irrelevant to the wireless transmission
power level. So the SC leakage power is excluded in the transmission power control mod-
ule). According to Equation (3.7), Pdcdc is a function of the output current Iout and input
voltage Vin. To select the transmission power with highest energy efficiency, ETPC uses
an holistic approach by considering the overall IoBT system power consumption during
wireless transmission.
The time complexity of Algorithm 3.2 is O(M), where M is the number of pro-











Algorithm 3.2 Energy efficient Transmission Power Control
1: Require: {Ptk}, {Itk}, R, Vdd, a, b.
2: Vsc ← ADC measuring;
3: RSSI ← piggy-backed message from the receiver;
4: Pr ← a ·RSSI + b;
5: PL← Pt − Pr;
6: for Pti ∈ {Ptk} do
7: γi ← Ptk − PL− Pn;





9: k̄i ← 1(1−εbi)l ;
10: Eui ← k̄iR (Pdcdc + ItiVdd);
11: end for
12: P ∗t = min{Euk};
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3.3 Evaluation
A series of simulations are performed to evaluate the effectiveness of PPM. An IoBT
system-based simulator is implemented in MATLAB. The emulated system uses a single
SC as the energy storage device.
A 2.5 cm2 photovoltaic cell is used as the energy harvester. Its conversion efficiency
is set to be 10%. The real world outdoor solar irradiance profile [71] from May. 1st 2015
to Aug. 31st 2015 is used to generate the harvested power. According to the previous
literature [36, 75], the maximum solar power Pmp is proportional to the irradiance level, as
shown in Equation (3.31). A is the size of the photovoltaic cell. G is the solar irradiance
(W/m2) from [71]. ϕ is the conversion efficiency, which stands for the percentage of the
solar energy shining on a PV device that can be converted into usable electricity. The MPPT
charger is assumed to use Perturb and Observe (P&O) algorithm and the tracking factor FT
is set to be 96.3% based on the experimental evaluation in [76].
Pmp = ϕAG (3.31)
3.3.1 Optimal Working Point
Figure 3.54 shows the variation of the overall IoBT system power loss Ploss with the SC
terminal voltage Vsc and load current Iout. Figure 3.5(a) validates Lemma 3.1, Lemma 3.2
and Theorem 3.1. By stabilizing the SC terminal voltage Vsc close to V ∗ = Vdd, the IoBT
energy loss is minimized. Figure 3.5(b) shows that, for higher output current Iout, the IoBT
system has higher power loss Ploss.
4The parameters of the emulated regulator are extracted from [79, 81] with the output voltage Vdd =























1.520 110 0.50 0
















Iout = 5 mA
Iout = 25 mA
Iout = 50 mA
Figure 3.5: IoBT power loss Ploss: (a) Ploss with Vsc and Iout; (b) Ploss with load current
Iout of 5 mA, 25 mA and 50 mA
3.3.2 Predictive Energy Allocation
In this subsection, the proposed D-PEA is evaluated. A well-established predictor, Weather
Conditioned Moving Average5 (WCMA) [30], is used to provide envision for future en-
ergy generation rate. Figure 3.6 demonstrates a sample of the solar power trace and the
corresponding WCMA predictions. Three metrics are used to evaluate energy allocation
algorithms: (1) energy utilization rate U ; (2) system power failure time tf ; (3) IoBT sys-
tem power loss Ploss. For comparison, several state-of-the-art energy allocation algorithms
5WCMA is a state-of-the-art solar energy predictor with capability of capturing both current and previous-
day weather conditions. Please refer to [30] for the details of WCMA. In this part, the WCMA predictions
were obtained using the following settings: α = 0.3, Dday = 4, Kslot = 3.
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Figure 3.6: Solar power Phar and WCMA prediction Ppred for May. 15 and May. 16, 2015
are also implemented, including Progressive Filling (PF) [33], Lower-Bound based alloca-
tion [29] (referred to as Scheme-LB ) and the state-of-the-art predictive energy allocation
[4] (denoted by sta-PEA). These benchmark algorithms are not combined with wireless
transmission control. To make a fair comparison, this subsection uses a fixed transmission








The energy utilization rate U is defined to be the ratio between the total consumed en-
ergy Econ and the total energy (including the harvested energy Ehar and the initial energy
Einit) over all the simulation time slots, shown in Equation (3.32). A high energy utilization
is desired for IoBT systems. Figure 3.7 shows the comparison of different energy budgeting
algorithms in terms of utilization6. PF serves as an upper bound of the energy utilization as
it reaches perfect utilization rate. PF is infeasible in real world applications due to the strict
requirement of full knowledge of future energy generation. Scheme-LB has the lowest en-
ergy utilization rate. It follows a non-predictive energy allocation. To prevent over-draining
the energy storage device, Scheme-LB always allocates a lower bound (the lower value be-
tween the current harvested power and the average harvested power) as the spending rate.
6The performance evaluation of D-PEA is obtained using the following parameters: T = 100 s, a = 3,
k = 6, δ = 0.01, ρs = 0.1, ζ = 0.3V.
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Figure 3.7: Harvesting Energy Utilization
Its conservative energy budgeting leads to a substantial amount of energy overflow. The
proposed D-PEA (uses the optimal working point V ∗ as the set-point) achieves comparable
utilization as sta-PEA (uses 1.2 V as the set-point). For D-PEA and sta-PEA, their utiliza-
tion rates increase monotonically with SC capacitance. This result verifies Proposition 3.2
that for predictive energy allocation, a higher set-point value, such as V ∗ = Vdd, does not
compromise the long term energy budgeting. The predictive energy budgeting algorithms
(D-PEA and sta-PEA) achieve twice of the energy utilization rate as the non-predictive
budgeting algorithm (Scheme-LB). It demonstrates that predictive power management is
an enabler of high energy utilization.
On the other hand, predictive allocation algorithms have risks of over-assigning energy
which potentially leads to power shortage. It is essential to consider the system power fail-
ure time tf . In this part, the unexpected system power failure is considered to be caused by
over-budgeting. Other cases, such as lack of energy harvesting opportunities, are excluded
from tf . Figure 3.8 compares the proposed D-PEA and sta-PEA in terms of power failure
time tf . PF and Scheme-LB can avoid over-budgeting, so they are not included in Figure
3.8 (PF is aware of the exact future energy generation rate. Scheme-LB uses non-predictive
energy allocation.). D-PEA achieves consistently lower tf compared with sta-PEA. The im-
provement of D-PEA ranges from 21.95% to 93.88%. The performance margin increases
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Figure 3.8: Power failure time tf
with the SC capacitance. It demonstrates that the deviation awareness and coefficient adap-
tation of D-PEA can better respond to the prediction errors and avoid depleting the energy
storage device. For both predictive budgeting algorithms, with a larger size of the energy
storage device, the power failure time tf drops due to the increased capability of energy
buffering against predictor errors.
The results from Figures 3.7 and 3.8 show that compared with sta-PEA, D-PEA achieves
high energy utilization rate and at the same time, maintains low system power failure time.
As stated earlier, another important aspect of IoBT power management is to reduce
system power loss Ploss. Figure 3.9 shows a comparison of Ploss from different energy
allocation algorithms. D-PEA achieves the lowest power loss. Compared with sta-PEA,
D-PEA achieves 5.63% to 17.49% reduction in the system power loss. The terminal volt-
age deviance ∆V is used to explain the effectiveness of D-PEA in reducing system power
loss Ploss. ∆V represents the runtime voltage deviation from the optimal working point
V ∗, defined in Equation (3.33). Figure 3.10 shows a bar plot of the average voltage de-
viance ∆V and its standard deviation. The system power loss Ploss is directly correlated
to the voltage difference ∆V . On average, the proposed D-PEA achieves the lowest ∆V
compared with the other three algorithms. Scheme-LB has the highest deviation. Due to
its conservative energy allocation, the SC quickly accumulates energy so that the terminal
53
voltage Vsc is high, which causes a large voltage deviation ∆V . Even though PF has accu-
rate information of future energy, it incurs the second highest voltage deviation. In order
to achieve temporal fair allocation, PF requires the system to hold the surplus energy to
make up for the future deficit. Thus, the variation of the SC terminal voltage is significant.
The proposed D-PEA can recognize the terminal voltage difference by comparing Vsc with
the optimal working point V ∗ and then make adjustment accordingly. Figures 3.9 and 3.10
validate that D-PEA is effective in reducing system power loss.
∆V = |Vsc − V ∗| (3.33)



























Figure 3.9: Overall IoBT power loss Ploss
3.3.3 Energy efficient Transmission Power Control
In this subsection, the proposed ETPC is evaluated. This part considers an IoBT system
serving as a sender. A sink is responsible for receiving messages and piggy-backing the
RSSI data every 10 minutes (m = 6). The minimum received signal strength Pr at the sink
is set to be −100 dBm. The energy per useful bit, Eu, is used to evaluate ETPC. The wire-
less channel is emulated to be outdoor environment with the log-shadowing model [85],
whose attenuation factor is 4 and the variation is 6 dB. The noise Pn is considered to be
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Figure 3.10: Distribution of the terminal voltage deviation ∆V
Gaussian white noise with mean of −105 dBm and standard deviation of 1.5 dBm. The
packet size l is 32 bytes. The transmission rate R is set to be 19.2 kbps. By varying the dis-
tance between the sender and the receiver, different channel fading conditions are emulated.
CC2500 is emulated as the wireless transceiver. Its programmable transmission power Pt
ranges from −30 dBm to 0 dBm with a step size of 2 dBm. The power consumption of
the transceiver comes from the datasheet [87]. For comparison, the fixed received signal
strength based scheme [43, 44] (referred to as Pr-scheme) and the fixed packet receive rate
based scheme [45] (referred to as PRR-scheme) are also implemented.
Figure 3.11 demonstrates the performance from different transmission power control
schemes with the distance d from 1 m to 20 m. Figure 3.11(a) and Figure 3.11(b) com-
pare ETPC with Pr-scheme and PRR-scheme, respectively. In both comparisons, ETPC
achieves consistently lower energy per received bit Eu. Table 3.1 demonstrates the max-
imum energy efficiency improvement by ETPC. Compared with Pr schemes and PRR
schemes, ETPC brings an energy reduction up to 23.22% and 21.62%, respectively.
To improve the energy efficiency Eu, the tradeoff between transmission reliability and
power consumption needs to be considered. A high received signal strength Pr improves
the packet receive rate PRR. But at the same time, it incurs more power consumption
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Figure 3.11: Energy per useful bit Eu : (a) ETPC and fixed Pr scheme; (b) ETPC and fixed
PRR scheme
both from the transceiver and DC-DC regulator. On the other hand, a low received sig-
nal strength Pr cannot guarantee high energy efficiency either. A low Pr compromises the
packet receive rate PRR and thus lead to more retransmissions. Figure 3.12 explains the
problem by showing the optimal selection of Pr and PRR from ETPC. It shows that a
general trend is, in the cases of short distance, a high Pr is energy efficient. This is because
that the low path loss value does not require a high transmission power Pt to achieve trans-
mission reliability. On the other hand, when the distance d is large, a high received signal
strength Pr is energy consuming due to the high path loss. The benefit of using low trans-
mission power outweighes the drawback of more retransmissions k̄. Figures 3.11 and 3.12
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Figure 3.12: Optimal Pr and PRR selected by ETPC
Table 3.1: Maximum transmission energy efficiency improvement of ETPC
Schemes Maximum Improvement (%)
Pr schemes
Pr = −100 dBm 21.42
Pr = −98 dBm 10.88
Pr = −96 dBm 10.16
Pr = −93 dBm 23.22
PRR schemes
PRR = 75% 21.62
PRR = 80% 21.53
PRR = 85% 14.09
PRR = 90% 11.69
PRR = 95% 9.4
validate the optimal energy efficiency of ETPC compared with the state-of-the-art schemes.
For IoBT systems, set-point-based transmission power controllers cannot achieve optimal
energy efficiency over varying wireless channel quality.
3.4 Conclusion
Enabled with unbounded lifetime, IoBT systems provides a low-cost and environment-
friendly solution to the energy bottleneck. Power management plays an important role
in the operation of IoBT systems. In this chapter, a novel predictive power management,
PPM, is proposed to achieve energy efficient and reliable operation of IoBT. PPM takes
into account three major aspects of IoBT systems, including system power loss, dynamic
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energy allocation and energy efficient wireless transmission.
Based on the IoBT system model, optimal working point is derived to minimize the sys-
tem power loss. D-PEA tracks the runtime SC voltage deviation from the optimal working
point and dynamically adjust energy allocation to mitigate the prediction errors. D-PEA
minimizes the power failure time and the system power loss while maintaining a high en-
ergy utilization. ETPC selects optimal transmission power based on the wireless channel
condition. Extensive simulations are conducted to demonstrate the effectiveness of PPM.
Compared with the state-of-the-art power managers, PPM achieves up to 93% reduction of
power failure time and 15% of less system power loss. At the same time, PPM maintains
a high energy utilization rate, which is close to the theoretical upper bound. Compared
with the conventional transmission power control schemes, PPM also achieves up to 23%
of improved transmission energy efficiency.
PPM lays a theoretical foundation for the efficient operation of IoBT systems, which
can be utilized to develop novel management schemes. Based on the mathematical proof,
the optimal working point is applicable to SC-operated systems with DC-DC regulators,
which can be used as a set-point to achieve optimal energy efficiency over varying DC-
DC efficiency and SC leakage. Furthermore, two propositions and one observation are
derived from the ENO condition and the IoBT energy dynamics, which can serve as a
basis to design adaptive resource allocation algorithms for energy harvesting systems. In
addition, ETPC is applicable to a wide variety of wireless communication systems, where




Due to the limited sensing coverage and constrained hardware resources, a single IoBT
system is not sufficient for the future 5G applications that require dense deployment of
self-sustained systems. It is desired to design network-level power management strategies
to enable high-throughput and collaborative data collection for multiple IoBT nodes. In
this chapter, a novel clustered data collection framework is designed to achieve optimal
data collection rate for IoBT networks with low overhead.
The rest of the chapter is organized as follows. Section 4.1 presents IoBT-operated clus-
ter. Section 4.2 details the proposed adaptive clustering mechanism. Section 4.3 presents









Figure 4.1: IoBT cluster model
This chapter considers IoBT system as a low-power IoT system (such as a wireless
sensor node) equipped with a small-sized energy harvesting module, such as a stamp-sized
solar cell. The operation of IoBT systems is divided into rounds. Each round has a time
length of T seconds. The energy generation in the tth round, Ehar(t), is time-varying and
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affected by the ambient environment. B(t) quantifies the usable energy stored in the SC at
the beginning of the tth round, which can be measured by the MCU of the system. A wire-
less transceiver is responsible for data transmission and reception. The energy evolution of
the IoBT system is formulated in function (4.1), where C is the maximum energy capacity
of the SC. S(t) stands for the energy spending in the tth round. The energy budget is based
on the remaining energy in the SC. Thus, the energy expenditure S(t) is in the range of
[0, B(t)]. The energy consumption S(t) depends on the role of the IoBT node in the tth
round.
B(t) = min{B(t− 1) + Ehar(t− 1)− S(t− 1), C}. (4.1)
According to [54], an IoBT cluster consists of n IoBT nodes deployed in a field. V
is defined to be the set of all the nodes in the cluster. Each IoBT node can individually
perform transmission power control to reach the BS as well as the other peer nodes in
the cluster. There are two types of nodes in a cluster. A CH node is responsible for data
collection, data aggregation and data forwarding back to the BS. The remaining nodes are
CM nodes, whose main duty is to collect and transmit data to the CH node. VCM is defined
to be the set containing all the CM nodes1. Figure 4.1 gives an example of an IoBT cluster.
Node 1 is a CH node while Nodes 2, 3, 4, 5 and 6 are CM nodes.
Sk(t) = λ
tx
k,CHRk(t)T, k ∈ VCM (4.2)
In the tth round, if node k is a CM node, then its energy consumption Sk(t) depends
on the data it reports to the CH node, which is described in Equation (4.2). CH is the
node ID of the CH node. Considering that a wireless transceiver has much higher power
consumption comparing with MCU and micro sensors, the transceiver power consumption
is used to approximate the overall IoBT node power consumption. λtxk,CH is the transmission
1For each cluster, there is exactly one CH node so that the number of the CM nodes is (n − 1). Thus,
V = VCM ∪ {CH}. This chapter focuses on the operation of a single IoBT cluster.
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energy cost from node k to the CH node, which stands for joule per bit. Rk(t) is the











Rj(t), CH = k (4.4)
On the other hand, if node k is a CH node in the tth round (CH = k), then its energy
expenditure is illustrated in Equation (4.3). RCH(t) is referred to as the data collection
rate of the cluster, shown in Equation (4.4), where ρ stands for the data aggregation ratio.
For practical consideration, ρ is restrained in the range of [0, 1]. λrxk,j stands for the energy
consumption per received bit in the receiver node k from the sender node j. For Equation
(4.3), the first term stands for the data collection cost from all the (n− 1) CM nodes. The
second term is to derive the energy overhead incurred by data aggregation, where λDA is
the energy per bit for data aggregation. The last term is the energy cost of forwarding the
aggregated data back to the BS. λtxk,BS refers to the transmission energy cost per bit from
the CH node k to the BS.
4.2 Data Collection for Clustered IoBT
Due to the dynamics of the renewable energy source, IoBT based adaptive clustering con-
tains two major problems: (1) CH selection; and (2) rate assignment for each node. For
a conventional battery-operated cluster, a CH node is first elected and then each CM node
follows a fixed reporting rate to communicate with the CH node. However, for an IoBT
cluster, the CH selection will affect the throughput of the cluster. These two problems are
interweaved for IoBT-based clusters. The existing CH selection schemes, based on either
probabilistic CH re-election [54, 58, 56], or optimal location search [88], focus on balanc-
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ing the energy consumption of the clustered nodes so that the overall network lifetime is
prolonged for conventional battery-operated systems. These methods cannot guarantee an
optimal data collection rate for an IoBT cluster.
In this section, a lexicographic optimal rate assignment algorithm is first presented
assuming a given CH node. Then, two CH selection schemes are designed, including
an optimal CH selection scheme and an approximation-based CH selection scheme that
achieves comparable data collection rate as that of the optimal CH selection scheme with a
much lower computational cost.
4.2.1 Lexicographic Rate Assignment for IoBT Cluster
This subsection seeks to derive the lexicographic optimal rate assignment with a given CH
node. The definition for lexicographic order and lexicographic optimality is as follows:
Definition 4.1 Let R = [R1, ..., Rn] and R′ = [R′1, ..., R′n] be two feasible rate assign-
ments that are sorted in nondecreasing order. (1) if Ri = R′i for any i = 1, 2, ...n, then the
rate assignment R is lexicographically equal to R′; (2) if there exists a node i such that
Ri > R
′
i and Rj = R
′
j for any 1 ≤ j ≤ i − 1, then the rate assignment R is lexicograph-
ically greater than R′; (3) R is lexicographically optimal if it is lexicographically greater
than all the other feasible rate assignments.
The problem of Lexicographic Rate Assignment for IoBT Cluster (LRIC) is formulated
as follows:
For the tth round, given CH as the CH node ID and the energy budget vector B(t) ,
[B1(t), ..., Bn(t)] for all the IoBT cluster nodes:
Lexicographically maximize : {Rk(t)}, k ∈ VCM (4.5)
s.t. : 0 ≤ Sk(t) ≤ Bk(t), k ∈ V (4.6)
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0 ≤ Rk(t) ≤ Rkmax , k ∈ V (4.7)
The remaining energy stored in the SC is used as the energy budget. Equation (4.6)
represents the energy restraints for each node. Equation (4.7) illustrates the link capacity
restriction for the nodes, which is imposed by the wireless channel.
Algorithm 4.1 (LRIC) is developed to solve the lexicographic optimization problem.
The LRIC algorithm follows a principle of ”fair increment until saturated”. It starts with a
zero rate vector for all the CM nodes (line 4 in Algorithm 4.1). ACM is defined to be the set
containing all the CM nodes with saturated rate. Initially, ACM is set to be an empty set.
LRIC iterates through all the CM nodes, increasing the rate over all the CM nodes fairly
with a step size of s. r̃(t) , [r̃1(t), ..., r̃n(t)] and S̃(t) , [S̃1(t), ..., S̃n(t)] stand for the rate
vector and energy consumption vector with the rate increment of step size s, respectively.
The function rate check (lines 24 to 32 in Algorithm 4.1) verifies whether the incremented
data rate R̃i(t) will result in energy deficit either for the node i itself or for the CH node.
The lexicographic optimal rate r(t) , [r1(t), ..., rn(t)] is finalized when all the CM nodes
have saturated their rates. S(t) , [S1(t), ..., Sn(t)] represents the corresponding energy
expenditure vector.
In order to prove the lexicographic optimality of Algorithm 4.1, several useful terms
are first introduced in Definition 4.2. Then, Propositions 4.1 and 4.2 demonstrate the inher-
ent properties of Algorithm 4.1, which will be further utilized to verify the lexicographic
optimality.
Definition 4.2 In the tth round, for an IoBT node k with the usable energy Bk(t) and
an allocated energy expenditure Sk(t): (1) if Sk(t) ∈ [Bk(t)− ε, Bk(t)] for arbitrary ε > 0,
then node k is energy throttled in the tth round. Qt is defined to be the set containing all
the nodes that are energy throttled in the tth round ; (2) if there exists an e > 0, Sk(t) ∈
[0, Bk(t) − e], then node k is energy sufficient in the tth round. Similarly, Q̄t is the set of
the energy sufficient nodes in the tth round.
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Algorithm 4.1: Lexicographic Rate for IoBT Cluster (LRIC)
1 Input : B(t), CH;
2 Output: r(t);
3 Init : r(t), S(t), R̃(t), S̃(t)← 0;
4 ACM ← ∅;
5 while ACM 6= VCM do
6 for i = 1; i ≤ n; i+ + do
7 if i 6∈ ACM and i 6= CH then
8 R̃(t)← r(t);
9 S̃(t)← S(t);
10 R̃i(t)← R̃i(t) + s;
11 R̃CH(t)← R̃CH(t) + ρs;
12 S̃i(t)← S̃i(t) + sT · λtxCH,i;
13 S̃CH(t)← S̃CH(t) + sT (λrxCH,i + λDA + ρλtxCH,BS);
14 if rate check
(




15 r(t)← R̃(t) ;
16 S(t)← S̃(t) ;
17 else





23 Function rate check
(
R̃i(t), S̃i(t), Bi(t), R̃CH(t), S̃CH(t), BCH(t)
)
24 valid← TRUE;
25 if S̃CH(t) > BCH(t) or R̃CH(t) > RCHmax then
26 valid← FALSE;
27 end





Considering that the step size s can be arbitrarily small, Propositions 4.1 and 4.2 are
obtained. Based on the propositions, the proposed LRIC can be proven to be lexicograph-
ically optimal, as shown in Theorem 4.1. The detailed proof of Propositions 4.1, 4.2 and
Theorem 4.1 are in Appendix B.
Proposition 4.1 Let r(t) = [r1(t), ..., rn(t)] be the rate vector assigned by Algorithm
4.1 for the tth round. If CH ∈ Q̄t, then for any CM node j, j ∈ Qt.
Proposition 4.2 Let r(t) = [r1(t), ..., rn(t)] be the rate vector assigned by Algorithm
4.1 for the tth round. If Qt 6= ∅ and Q̄t 6= ∅, then: (1) for any CM nodes j and k, if
j ∈ Qt, k ∈ Q̄t, then rk(t) ≥ rj(t); (2) for any CM nodes a and b, if a, b ∈ Q̄t, then
ra(t) = rb(t); (3) for any CM node j, if j ∈ Q̄t, then rj(t) = max
k∈VCM
rk(t).
Theorem 4.1 Algorithm 4.1 (LRIC) computes the optimum lexicographic rate assign-
ment for the IoBT cluster.
The function rate check has complexity ofO(1). For any CM node k, the energy budget
is based on its remaining energy Bk(t) and Bk(t) ∈ [0, C]. The maximum number of
operations it takes to saturate the rate of node k is C
sTλtxk,CH
. Thus, for Algorithm 4.1, the
time complexity is O([n− 1] C
sT λ̂




At the beginning of each round, the cluster is initialized by every IoBT node reporting to
the BS. For each IoBT node, a short message containing the node ID and the remaining
energy level is sent to the BS.
Once the BS is informed of the remaining energy of all IoBT nodes, it will select a CH
node based on a certain criteria. The CH selection is formulated as the data collection rate
maximization problem shown in Equation (4.8), where rCH=i(t) is the CH data collection
rate if node i serves as a CH node in the tth round.




In this section, two CH selection algorithms are proposed, namely, Exhausted Search
(ES) and Approximated Search (AS).
ES is detailed in Algorithm 4.2. For each node, lexicographic rate assignment is called
for each node to derive the optimal rate if it is elected as a CH node. Algorithm 4.2 selects
the node with the highest data rate (line 8 in Algorithm 4.2) and outputs the CH node
ID. The corresponding lexicographic rate vector will be the assignment for the incoming
round (line 9 in Algorithm 4.2). ES traverses all the possible CH candidates and derives
the optimal CH rates to guarantee that the selected node has the highest data rate. ṙ(t) ,
{r(i)j (t)}i=1,...,n;j=1,...,n is defined to be an n×nmatrix in which each element r
(i)
j (t) denotes
the data collection rate of node j when node i serves as the CH node in the tth round.
ṙ(i)(t) , [r(i)1 (t), ..., r
(i)
n (t)] denotes the rate vector for the clustered nodes when node i
serves as the CH node. Despite the optimality, ES incurs high computational complexity.
The total complexity of Algorithm 4.2 is O(n2).
The CH selection is based on the maximum CH data collection rate. It is not necessary
to derive the entire lexicographic rate vector for all the nodes. Thus, AS is proposed to
save the unnecessary computations by approximation, which is detailed in Algorithm 4.3.
r̃CH(t) , [r̃CH=1(t), ..., r̃CH=n(t)] is denoted to be the vector that contains the CH data
collection rate of all the possible CH candidates. AS still traverses all the CH candidate
nodes but the unnecessary lexicographic rate computation is saved. According to Proposi-
tion 4.1, with the lexicographic rate assignment, if the CH node is energy sufficient, then
all the CM nodes must be energy throttled. This case is checked in Algorithm 4.3 from line
9 to 10. If the case is true, AS uses line 10 to update the data collection rate for the candi-
date node i. For the other case wherein the CH node is energy throttled, AS uses the upper
bound rmax and the lower bound rmin to approximate the data collection rate for node i.
Finally, the CH is elected based on a highest data collection rate. The time complexity of
AS is O(n).
Proposition 4.3. For an IoBT cluster, if λrxi,j = λrxi,k with any i, j, k ∈ V and j 6= k 6= i,
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then Algorithm 4.3 is optimum.
The proof of Proposition 4.3 is in Appendix B.4. Proposition 4.3 shows that if the
receiving costs from different senders are the same, AS is optimal. In real deployment, each
IoBT node performs wireless transmission power control [89] to maintain stable wireless
link quality2. Thus, AS provides a close approximation to the optimal ES.
After the CH node is elected and the optimal rate assignment is derived, the BS informs
the selected node with a control packet containing the optimal rate vector. Then the CH
node broadcasts an Advertisement message (ADV) containing the optimal rate assignment.
Once all the CM nodes receive the ADV message, each of them sends a join-request mes-
sage back to the CH node. When the CH node acknowledges the join requests from all
the CM nodes, a Time Division Multiple Access (TDMA) schedule is established to enable
clustered data collection for the coming round.
Algorithm 4.2: Exhausted Search (ES)
1 Input : B(t);
2 Output: CH∗;
3 r(t);
4 Init : ṙ(t)← 0;
5 for i = 1; i ≤ n; i+ + do
6 ṙ(i)(t)← LRIC(B(t), i);
7 end









In an IoBT-operated cluster with n nodes, the message complexity of each round is
studied. Due to the fact that the transmission cost inside the cluster is different from the
cost from the clustered nodes to the BS, two kinds of message overhead are considered: (1)
node-to-node overhead; and (2) node-to-BS overhead. The node-to-BS overhead is mainly
incurred by the initial reporting process that every node informs the BS about the remaining
2It has been demonstrated that the existing wireless transmission power controllers [45, 89] are capable
of maintaining a stable Packet Error Rate between 10% to 20%.
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Algorithm 4.3: Approximated Search (AS)
1 Input : B(t);
2 Output: CH∗;
3 Init : r̃CH(t)← 0;
4 Λrxmax, Λ
rx
min, rmax, rmin, ř ← 0;















9 if Bi(t) > TΛrxmaxř + (TλDA + ρTλtxi,BS)ř then
10 r̃CH=i(t)← ρř;
11 else
12 rmax← ρ·Bi(t)T (Λrxmin+λDA+ρλtxi,BS) ;
13 rmin← ρ·Bi(t)T (Λrxmax+λDA+ρλtxi,BS) ;
14 r̃CH=i(t)← 12(rmax + rmin);
15 end
16 end
17 CH∗← arg max
i∈V
{r̃CH=i(t)};
energy. When the BS notifies the selected CH node, the CH node needs to acknowledge
its role. Thus, the node-to-BS complexity is roughly n + 1 = O(n). The node-to-node
complexity is due to the following: (1) the CH node broadcasts ADV; (2) the CM nodes
send join requests; and (3) the CH node acknowledges the join requests. The overall node-




A MABLAB-based simulation framework is developed to evaluate the proposed clustered
data collection framework. The IoBT node positions are randomly generated following the
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uniform distribution within the deployment field. The simulation parameters are listed in
Table 4.1.
4.3.1.1 IoBT cluster
A 20 m × 20 m square is emulated as the field where the IoBT nodes are deployed as a
cluster. The BS is deployed in the position (x = 10, y = 35). Each round time T is 10
minutes. Each IoBT node has an energy capacity C = 10 J. Initially, each IoBT node has
0.5 J of usable energy.
Table 4.1: Simulation Parameters
Parameters Description




BS position x = 10 m, y = 35 m
Initial Energy of Each Node 0.5 J
Energy Capacity C = 10 J
Round Time T = 10 min
Wireless Communication Standard IEEE 802.15.4
Frequency Band 2.4 GHz
Modulation Quadratic Phase Shift Keying
Control Packet Size 200 bits
Data Packet Size 4000 bits
Data aggregation cost 5 nJ/bit
Photovoltaic Cell Size A = 2.5 cm2
Photovoltaic Cell Conversion Efficiency η =10%
4.3.1.2 Wireless Communication
The state-of-the-art log-shadowing model [85] is used to establish the wireless channel.
The attenuation factor is 4 and the variation is 5.7 dB to emulate an outdoor channel [90].
The log-shadowing model is verified with hardware experiments in the existing literatures
[85, 91]. The noise is considered to be Gaussian white noise with a mean of −105 dBm
and a standard deviation of 1.5 dBm based on [44].
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The emulated IoBT nodes use IEEE 802.15.4 as the communication standard with the
frequency band of 2.4 GHz. TI CC2500 [87] is emulated as the wireless transceiver pro-
viding a tunable wireless transmission power from −30 dbm to 1 dbm. Each IoBT node
performs transmission power control described in [89] to maintain stable link quality. The
transmission cost {λtx} and the reception cost {λrx} are derived based on the method pre-
sented in [85].
4.3.1.3 Energy Harvesting
The simulation uses a 2.5 cm2 photovoltaic cell with 10% efficiency to convert the light
irradiance trace into the energy harvesting trace using the method introduced in [36]. A
30-day real world outdoor solar irradiance trace [71] (From May. 1, 2015 to May. 30,
2015) is used to generate the energy harvesting profile. This kind of trace-driven simula-
tion is widely used in the previous energy harvesting research works [4, 92, 38] and has
been experimentally validated to be effective in providing close estimation of the energy
harvested from a photovoltaic cell.
To account for the harvested power deviation caused by the node position, the harvested
power is varied by a random amount between −15% to 15% of the baseline for each IoBT
node. The IoBT cluster is assumed to operate from 8:00 AM to 5:00 PM when solar energy
is available3.
4.1.3.4 Referenced Algorithms
Some widely adopted heuristic CH selection strategies [54, 88, 57] are also implemented
for comparisons. The proposed methods are referred to as ES scheme and AS scheme,
respectively. The benchmark strategies are:
(1) CH is selected based on the maximum remaining energy (referred to as Max Energy
3During the night time when there is no energy harvesting opportunity, the IoBT-operated cluster is similar
to the traditional clustered WSNs with finite energy. Please refer to the conventional clustering algorithms
[54, 58] for lifetime extension.
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scheme);
(2) CH is randomly selected from the candidates which have not been CH for the past
n rounds (referred to as Round Robin scheme);
(3) CH is selected based on the minimum transmission cost from the CM nodes to the
CH node (referred to as Min CM-CH cost scheme);
(4) CH is selected based on the minimum transmission cost from CH to the BS (referred
to as Min CH-BS cost scheme);
(5) CH is selected based on the minimum listening cost (referred to as Min Listen cost
scheme)
Due to the absence of adaptive rate assignment module in the related works, these CH
selection schemes are combined with the proposed lexicographic rate assignment algorithm
in the evaluation.
4.3.2 A Four-node Test Case
A 4-node test case is first investigated. The corresponding topology is shown in Figure
4.2. The daily data collection rate of the CH, R̄CH , is used to quantify the throughput the
cluster. Figure 4.3 shows that the proposed methods (ES and AS) achieve almost the same
data collection rate and outperform all the other schemes over the data aggregation ratio ρ.
Figure 4.3 demonstrates that the CH selection policy makes a significant difference to the
data collection rate that the cluster can provide to the BS.
To further investigate the performance gap, a statistical analysis is conducted based on
the 30-day CH selection results of the four-node test case. Figure 4.4 shows a normalized
histogram of the probability that each node is selected as a CH node. The results display
notable distinction between different CH selection policies. For minimum cost based CH
selection schemes (Min CM-CH cost, Min CH-BS cost and Min Listen cost), the CH role
usually falls into one or two nodes. According to the topology shown in Figure 4.2, the CH
selection from the minimum cost based schemes is closely associated with the position of
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Figure 4.2: Topology of the four-node cluster test case
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Figure 4.3: Daily average CH rate R̄CH of the four-node test case
the IoBT nodes. The node with the shortest distance to the BS is mainly chosen as a CH
node by the Min CM-CH cost scheme. The node in the central position is mostly selected
as a CH node by the Min CH-BS cost and Min Listen cost schemes. However, the minimum
cost based CH selection schemes overlook the dynamics of the energy harvesting, which
leads to a relatively low data collection rate.
On the other hand, the Max Energy scheme fails to consider the wireless communication
cost. Thus, the Max Energy scheme cannot achieve optimal data collection rate either. The
Max Energy scheme selects node 1 with a probability of 46.73%., whereas the proposed ES
and the AS schemes only have a chance of 3.38% in using node 1 as a CH node, considering
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Figure 4.4: Histogram of CH selection (ρ = 0.5)
that node 1 has a high transmission cost to the BS4.
During the selection of the CH node, it is desired to comprehensively consider both the
remaining energy level and wireless transmission cost. ES traverses all the possible CH
candidates and then chooses the one with the highest transmission rate. AS utilizes the
inherent features of the lexicographic rate assignment and uses the approximation-based
method to select the CH node. Figure 4.3 shows that these two schemes achieve very close
data collection rate. The performance difference is only 0.0082% on average.
4.3.3 Densely Deployed Test Cases
More densely deployed test cases are evaluated. Figure 4.5 demonstrates performance im-
provement with the number of nodes, n, ranging from 4 to 40. The performance improve-
ment Imp is defined in Equation (4.9). For each cluster size n, 20 randomly generated
cluster topologies are tested based on uniform distribution. For each topology, a full range
of the data aggregation ratio ρ ∈ [0, 1] is investigated. The results shown in this subsec-
tion are the average values. Figures 4.5(a)-(e) show that the proposed ES scheme achieves
4From Figure 4.2, node 1 has the longest distance to the BS. Therefore, the transmission cost from node
1 to the BS is high.
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The ES scheme has similar improvement (ranging from 5% to 43%) over the Max En-
ergy and the Round Robin schemes, which is consistent with the daily average collection
rate results shown in Figure 4.3. The CH node has much higher power consumption com-
pared with the CM nodes. After serving as a CH node for a round, the node no longer
has the maximum remaining energy. It needs to accumulate harvested energy for several
rounds to be re-elected as a CH node by the Max Energy scheme. Thus, the Max Energy
scheme shows a similar throughput performance as the Round Robin scheme. However,
due to the absence of the transmission cost, the Max Energy or the Round Robin schemes
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Figure 4.5: Improvement of ES scheme over: (a) Max Energy scheme; (b) Round Robin
scheme; (c) Min CM-CH scheme; (d) Min CH-BS scheme; (e) Min Listen cost scheme; (f)
AS scheme
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Compared with the minimum cost based CH selection schemes, the proposed ES scheme
achieves a higher improvement. From Figures 4.5(c) and (e), the performance of the Min
CM-CH scheme is close to the Min Listen cost scheme because both schemes focus on
intra-cluster cost. The minimum cost-base schemes overlook the energy harvesting dy-
namics of the IoBT-operated cluster. Though the node with the minimum transmission cost
(listening cost, CM-to-CH cost or CH-to-BS cost) is selected as the CH node, due to a lack
of sufficient energy, the data collection rate is low.
Figure 4.5(f) demonstrates that the AS scheme achieves almost the same performance
compared with the ES scheme. The maximum difference is less than 0.15%. According
to Algorithm 4.3 and Proposition 4.3, AS is based on the approximation of the receiving
cost. Due to the assumption that each IoBT node individually performs transmission power
control, the wireless links between the CH node and CM nodes have stable quality with low
Packet Error Rate (PER). The receiving costs have small variation for different links. Thus,
AS is validated to be a close approximation to ES in the IoBT-operated cluster.
4.3.4 Overhead
Overhead is an important factor for the IoBT-operated cluster. This subsection considers
two kinds of overhead: control message overhead and computational cost.
4.3.4.1 Control Message Overhead
According to Subsection 4.2.2, two types of control message overhead are investigated:
node-to-BS and node-to-node overhead.
Node-to-BS overhead is measured as the overall node-to-BS control messages versus
the total amount of data the CH node transmits to the BS at each round (Recall that only the
CH node transmits the data back to the BS. The CM nodes report the data to the CH). Figure
4.6(a) shows that the node-to-BS overhead ranges from 0.14% to 1.73% with different sizes
of the cluster and the data aggregation ratio ρ. Due to the fact that a higher ρ contributes to
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a high data collection rate, which can be observed in Figure 4.3, a higher ρ will reduce the
node-to-BS overhead.
Node-to-node overhead is measured as the overall node-to-node control messages ver-
sus the total amount of data the CM nodes report to the CH node at each round. Figure
4.6(b) indicates that a higher aggregation ratio ρ causes a higher node-to-node overhead.
For a given IoBT-operated cluster, a higher aggregation ratio will reduce the data rate of
























































Figure 4.6: Average control message overhead: (a) node-to-BS overhead; (b) node-to-node
overhead
From Figure 4.6, both the node-to-BS and the node-to-node overheads are maintained in
an acceptable range (less than 2%). Thus, the proposed methodology achieves low message
overhead for an IoBT-operated cluster.
4.3.4.2 Computational Cost
The computational cost is incurred by the CH selection and the lexicographic rate assign-
ment algorithms. In each round, the simulation time cost by the CH selection scheme and
the lexicographic rate assignment algorithm is counted. Two CH selection schemes, ES
and AS, are evaluated. For comparison, the simulation time of the Max Energy and Round
Robin schemes is also tested. The simulation is performed using MATLAB. A desktop
with 3.4 GHz clock frequency and 16 GB memory is used for simulation. In order to re-
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Figure 4.7: Execution time statistics: (a) AS; (b) ES; (c) Max Energy scheme; (d) Round
Robin scheme
duce the impact of background threads, the simulation is repeated for 500 times to conduct
statistical analysis.
Figure 4.7 demonstrates the box plot of the ES, AS, Max Energy and Round Robin
schemes in terms of computational cost. AS incurs much less computational cost than
ES. The speedup achieved by AS ranges from 3.24X to 24.1X with different sizes of the
cluster. The simulation results are consistent with the computational complexity discussion
in Subsection 4.2.2. Compared to the O(n) complexity of AS, ES has O(n2) complexity
so that the simulation time increases dramatically with the cluster size. Compared with ES,
AS has much less computational cost and at the same time, achieves almost the same data
collection rate.
Figures 4.7(c) and (d) show the execution time of the existing Max Energy and Round
Robin schemes, respectively. The proposed AS has similar average execution time. This is
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due to the fact that they all share a similar average complexity of O(n). Compared with the
existing CH selection schemes, AS achieves higher data collection rate with comparable
computational cost.
From the analysis of computational cost, AS is suitable for IoBT-operated clusters to
achieve high data collection rate with restrained computational power.
4.4 Conclusion
In this chapter, a novel adaptive clustering strategy is proposed for IoBT-operated cluster to
achieve optimal throughput with varying ambient energy generation. Lexicographic opti-
mal rate assignment is developed to enable each of the clustered IoBT nodes to fully utilize
its collected energy. Two CH selection policies, ES and AS, are developed to maximize the
cluster throughput by choosing the CH node with the highest data collection rate. The real
world solar traces are used to verify the effectiveness of the proposed strategy. Compared
with the other schemes, the proposed IoBT-based adaptive clustering achieves consistently
higher throughput over all the data aggregation ratio. The data collection rate improvement
ranges up to 43%. Compared with ES, AS achieves almost the same throughput but at the
same time, incurs much less computational cost. The message overhead of the proposed




With the rapid growth of data being generated in the big data era, in-network processing
becomes an important application for networked systems. Empowered with extended life-
time and sustainable operation, IoBT has huge capability in data processing that is not yet
fully exploited. To efficiently utilize the computational power of IoBT networks, this chap-
ter focuses on collaborative in-network processing framework to achieve minimized data
processing latency.
The rest of the chapter is organized as follows. Section 5.1 introduces in-network pro-
cessing in IoBT networks. Section 5.2 presents the proposed collaborative in-network pro-
cessing framework. Section 5.3 details the numeric evaluation results. Section 5.4 con-
cludes the chapter.
5.1 System Overview
Figure 5.1 shows the IoBT network model, which is composed of a Base Station (BS) and
n IoBT nodes. V is defined to be the set of all nodes in the IoBT network. Each IoBT node
is within one-hop communication range to the BS. The operation time is divided into slots
with a slot size of τ .
5.1.1 Computational Model
A task is represented by J(L, td), where L stands for the input data size (in the unit of bits)
of the task and td is the processing deadline. In this chapter, each task J can be divided
into multiple parts and the multiple parts can be processed in parallel at the same time. At
the beginning of each slot, a task J(L, td) is generated at the BS, as shown in Figure 5.1.










Figure 5.1: IoBT network model
IoBT nodes, as shown in Equation (5.1). lk(t) denotes the size of the data segment that is





C denotes the average cycles it takes the MCU to process one bit data. C is application
dependent and can be measured by off-line profiling [93]. Therefore, for node k, the MCU
computing latency dpk is shown in Equation (5.2), where fk stands for the MCU clock
frequency. F denotes the list of tunable frequency of an MCU. When node k finishes data
processing, it needs to return the computation result to the BS. ρ is defined to be the ratio
between the processed result and the original data segment. ρ depends on the application
requirements and is within the range of [0, 1]. As shown in Equation (5.3), when node k





l′k(t) = ρlk(t) (5.3)
For node k, the overall latency for processing the data segment includes the time to
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receive the segment from the BS, MCU computing time and the time to transmit the result
back to the BS, as shown in Equation (5.4). dk(t) is defined to be the nodal latency for
node k in the tth slot. drk(t) and d
u









The in-network processing latency dΣ is defined to be the latency that it takes the IoBT
network to finish the data processing. Considering that the BS needs to collect all the
results of the processed data segments from the IoBT nodes, the in-network processing




5.1.2 Wireless Communication Model
During the operation of IoBT network, wireless communication is required to distribute
the data segments and feedback the computation results. The wireless channel is assumed
to be independent and identically distributed (i.i.d) block fading. The wireless channel is
static within each time slot but displays variation among different slots. It is assumed that
IoBT systems use Frequency Division Multiple Access (FDMA) to communicate with the
BS. Based on the Shannon-Hartley function [62], the transmission rate from the sender i
to the receiver j at the t slot is illustrated in Equation (5.6). ω stands for the bandwidth
and σ is the noise power at the receiver. For the wireless channel between i and j, hi,j(t)
represents the channel power gain at the tth slot. ptxi is the wireless transmit power of the
sender i. For a wireless transceiver, a list of discrete transmit power levels are available for
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drk(t) denotes the time that it takes node k to receive its data segment from the BS at
the tth slot, as shown in Equation (5.7). Similarly, duk(t) refers to the time it takes node k










A supercapacitor (SC) is used to buffer the harvested energy due to its extremely long cycle
life [64]. sk(t) stands for the energy harvested in the tth slot for node k. The maximum
capacity of the SC is defined to be B. In the tth slot, the usable energy stored in node
k is quantified by bk(t). Due to the SC capacity limitation, bk(t) is in the range [0, B].
ek(t) denotes the energy expenditure of node k in the tth slot. In order to prevent energy
depletion, the energy expenditure ek(t) is required to be within the range [0, bk(t)]. The
energy evolution of an IoBT system is formulated in Equation (5.9).
bk(t) = min
{
bk(t− 1) + sk(t− 1)− ek(t− 1), B
}
(5.9)
During the data processing, the power consumption of the IoBT system depends on the
MCU frequency fk. Dynamic Voltage and Frequency Scaling (DVFS) [36] is a technique
that reduces energy dissipation by lowering the processor frequency. According to [62],
the power incurred by the MCU processing is illustrated by Equation (5.10), where ε refers
to the effective switched capacitance of the MCU. For node k, the energy consumption of
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For node k, the energy consumed by the wireless transceiver is shown in Equation
(5.12). The first term stands for the energy consumed by receiving the data segment from
the BS, where prk(t) is the power consumption of the transceiver at the receiver mode. The
second term accounts for the energy consumed by transmitting the result back to the BS.
For node k, the overall energy consumption in the tth slot ek(t) is a summation of the MCU















5.2 Collaborative In-network Processing for IoBT networks
Due to the time-varying nature of ambient energy generation and wireless fading channel,
IoBT-operated collaborative in-network processing contains three major problems: 1) task
capacity planning; 2) input data partition; and 3) optimal MCU frequency and wireless
transmit power selection. The capacity planning provides an upper bound of the feasible
input data size for the IoBT network.
Since the selection of the MCU frequency and wireless transmit power will affect the
data partition. An iterative optimization framework is proposed to determine the data parti-
tion and select the MCU frequency and transmit power. In this framework, a latency-aware
data partition algorithm is first presented with a given MCU frequency and wireless trans-
83
mit power; and then an optimization framework is presented to iteratively optimize the data
partition, MCU frequency and transmit power.
5.2.1 Task Capacity Planning
At the beginning of a time slot, each IoBT node needs to perform task capacity planning to
derive the maximum feasible data size with a given deadline td.
In the tth slot, for each node k ∈ V , given the usable energy budget bk(t), the task




s.t. : 0 ≤ ek(t) ≤ bk(t) (5.15)
0 ≤ dk(t) ≤ td (5.16)
The remaining energy bk(t) is used as the energy budget. Equations (5.15) and (5.16)
represent the energy and latency constraints, respectively.











gk(t) stands for the equivalent data processing latency for node k with the unit of second
per bit, as shown in Equation (5.18). By combining Equations (5.16), (5.17) and (5.18),

















Similarly, mk(t) stands for the equivalent energy cost for in-network processing with
the unit of joule per bit, as shown in Equation (5.20). By combining Equations (5.11),
(5.12), (5.13) and (5.20), lek(t) is derived as the feasible data size limited by the energy














Since both lek(t) and l
d
k(t) are dependent on the MCU frequency and transmit power,





















In the tth slot, the maximum feasible data size l̂k for node k is derived from Equations
(5.19) and (5.21). By traversing a two-dimensional searching space of the available MCU
frequencies F and the tunable transmit power levels P , each IoBT system can individually
calculate its feasible data size with the computational complexity of O(|P||F|), where the
operator |· | stands for the number of elements. Fk(t) and P tk(t) refer to the MCU frequency











In the tth slot, the overall maximum feasible input data size L̂(t) is shown in Equation
(5.24). If the BS has a task whose input data size is larger than L̂(t), it is infeasible for the
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5.2.2 Latency-aware Data Partition
Once the task capacity planning module determines that the task J(L, td) is feasible for
the IoBT in the tth slot, the BS will partition the input data and dispatch the data seg-
ments to the IoBT nodes. This subsection seeks to derive an optimal data partition l(t) =
[l1(t), ..., ln(t)] to minimize the total in-network processing delay dΣ. In the tth slot,
g(t) = [g1(t), ..., gn(t)] and m(t) = [m1(t), ...,mn(t)] are defined to be the unit timing
cost and unit energy cost for all IoBT nodes, respectively. b(t) = [b1(t), ..., bn(t)] refers
to the usable energy for all nodes. l̂(t) = [l̂1(t), ..., l̂n(t)] represents the maximum feasible
segment size derived in the previous subsection. The Latency-aware Data Partition (LDP)




s.t. : 0 ≤ ek(t) ≤ bk(t) ∀k ∈ V (5.26)
0 < dΣ ≤ td (5.27)
lk(t) ≤ l̂k(t) ∀k ∈ V (5.28)
∑
k∈V
lk(t) = L (5.29)
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The objective is to minimize the in-network processing latency within the energy and
timing constraints, as shown in Equations (5.26) and (5.27), respectively. Equations (5.28)
and (5.29) shows the constraints of the data segment sizes.
Algorithm 5.1: Latency-aware Data Partition (LDP)
1 Input : b(t), g(t), m(t), l̂(t);
2 L, td;
3 Output: l(t);
4 Init : l(t), d(t), l̃(t), d̃(t)← 0;
5 A ← ∅;
6 Lrem ← L;
7 while A 6= V do
8 for i = 1; i ≤ |V|; i+ + do
9 if i 6∈ A then
10 l̃i(t)← li(t);








13 l̃i(t)← l̃i(t) + ∆li(t);
14 if check(l̃i(t), d̃i(t), Lrem) == TRUE then
15 li(t)← l̃i(t);
16 di(t)← d̃i(t);
17 Lrem← Lrem −∆li(t)
18 else





24 Function check(l̃i(t), d̃i(t), Lrem)
25 valid← TRUE;




Algorithm 5.1 is developed to solve the latency minimization problem. In Algorithm
5.1, A denotes the set containing all the IoBT nodes with saturated data segment size, and
Lrem refers to the remaining number of bits that can be assigned to the data segments.
Equations (5.5) and (5.25) show that the latency minimization problem is essentially an
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minmax fairness problem. Initially, A is an empty set. Lrem is initialized to be the original
data sizeL. LDP starts with a zero data size for each data segment, and then iterates through
all the IoBT nodes, fairly incrementing the processing latency of all the nodes with a step
size of δ. ∆li(t) stands for the data size increase for node i at the tth slot, which varies with
the processing time. For the tth slot, l̃(t) = [l̃1(t), ..., l̃n(t)] refers to the segment sizes that
will be incremented with ∆li(t) in each iteration, as shown in line 13 of Algorithm 5.1.
d̃(t) = [d̃1(t), ..., d̃n(t)] denotes the corresponding latency vector.
The check function (line 24-29) detects whether any of the following conditions occur
with the augmentation of data size.
1) The data segment size exceeds the maximum feasible size.
2) The nodal latency is not within the deadline.
3) The remaining data size Lrem is zero.
If any of these three conditions is satisfied, then the data segment size for node i, li(t),
is saturated. It is not valid to further increment the data segment.
In order to prove the optimality of Algorithm 5.1, some useful terms are first defined.
Then, Proposition 5.1 demonstrates the inherent properties of Algorithm 5.1, which will be
further utilized to validate Theorem 5.1.
Definition 5.1 In the tth slot, for an IoBT node k with the usable energy bk(t) and an
allocated energy expenditure ek(t): (1) if ek(t) ∈ [bk(t)−ζe, bk(t)] for arbitrary ζe > 0, then
node k is energy throttled in the tth slot; (2) if there exists an ξe > 0, ek(t) ∈ [0, bk(t)− ξe],
then node k is energy sufficient in the tth round.
Definition 5.2 In the tth slot, for an IoBT node k with the nodal latency dk(t) and the
task deadline td: (1) if dk(t) ∈ [td − ζd, td] for arbitrary ζd > 0, then node k is latency
throttled in the tth slot; (2) if there exists an ξd > 0, dk(t) ∈ [0, td − ξd], then node k is
latency sufficient in the tth round.)
Definition 5.3 For a partition l, Qlt is defined to be the set containing all the nodes that
are either energy throttled or latency throttled in the tth round. These nodes in the set Qlt
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are considered to be resource throttled for the partition l. Similarly, Q̄lt denotes the set of
the resource sufficient nodes that are both energy sufficient and latency sufficient.
Considering the step size δ can be arbitrarily small, Proposition 5.1 is obtained. Propo-
sition 5.2 is derived by combing Definitions 5.1-5.3. Based on the propositions, the pro-
posed Algorithm 5.1 is verified to be optimal. The detailed proof of Proposition 5.1 and
Theorem 5.1 are in Appendix C.
Proposition 5.1: Let l(t) = [l1, ..., ln(t)] be a data segment partitioned by Algorithm
5.1 in the tth slot. d(t) = [d1, ..., dn(t)] is the corresponding nodal latency for each IoBT
system. If Qlt 6= ∅ and Q̄lt 6= ∅, then: 1) for any nodes j and k, if j ∈ Qlt and k ∈ Q̄lt, then
dk(t) ≥ dj(t); 2) for any nodes x and y, if x, y ∈ Q̄lt, then dk(t) = dj(t); and 3) for any
node k, if k ∈ Q̄lt, then dk(t) = maxj∈V dj(t).
Proposition 5.2: Let l(t) = [l1(t), ..., ln(t)] be a data segment partitioned by Algorithm
5.1 in the tth slot. For any node k ∈ V , if there exists another feasible data partition
l̇(t) = [l̇1(t), ..., l̇n(t)] and lk(t) ≤ l̇k, then node k ∈ Q̄lt.
Theorem 5.1: Algorithm 5.1 derives the optimum partition for the LDP problem.
For each IoBT node, the maximum steps of increment in Algorithm 5.1 is td
δ
, which
refers to augmenting the latency until the deadline td is reached. For an IoBT network with
n nodes, the maximum time complexity of Algorithm 5.1 is O(ntd
δ
).
5.2.3 Joint Computation and Transmission Optimization
In the previous subsection, the optimal data partition is derived with a given MCU fre-
quency and transmit power. This part seeks to select an optimal combination of MCU
frequency and transmit power with the data partition given by Algorithm 5.1.
In the tth slot, for any node k ∈ V with its data segment size of lk(t), nodal latency of
dk(t), energy expenditure ek(t) and usable energy bk(t), the optimal MCU frequency and
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s.t. : 0 ≤ ek(t) ≤ bk(t) ∀k ∈ V (5.31)
According to Equation (5.17), with a given segment size lk(t) in the tth slot, the nodal
latency dk(t) and energy consumption ek(t) of node k depend on the MCU frequency fk(t)
and wireless transmit power ptk(t). By traversing all the feasible combinations of the MCU
frequency fk(t) and wireless transmit power ptk(t), the optimal solution can be found. f
∗
k (t)
and pt∗k (t) stands for the optimal MCU frequency and wireless transmit power, respectively.
f∗(t) = [f ∗1 (t), ..., f
∗
n(t)] and p
t∗(t) = [pt∗1 (t), ..., p
t∗
n (t)] represent the optimal MCU fre-
quency and transmit power vectors, respectively.
For an IoBT node, the maximum time complexity to solve Equation (5.30) isO(|F||P|).
Considering an IoBT network with n nodes, the complexity to find optimal MCU frequency
and transmit power for the entire IoBT network is O(n|F||P|).
5.2.4 Iterative Optimization Framework
Figure 5.2 is an overview of the iterative optimization framework. At the beginning of the
tth slot, each IoBT node performs capacity planning and report the results to the BS, which
provides the BS the maximum feasible data size l̂(t) = [l̂1(t), ..., l̂n(t)]. With the received
the information, the BS iteratively performs LDP and Joint Computation and Transmission
Optimization (JCTO) for u iteration.
During the iteration, both LDP and JCTO modules are capable of reducing the latency.
Therefore, the overall in-network processing latency dΣ decreases monotonically with the
iteration number u. The proposed iteration framework minimizes the overall latency con-





























Figure 5.2: An overview of the iterative optimization framework
During the optimization process, each IoBT node performs capacity planning in paral-
lel. Thus, in each slot, the computational complexity for every IoBT node is O(|P||F|).










A MATLAB-based simulation is implemented to evaluate the proposed collaborative in-
network processing framework. The simulation parameters are detailed in Table 5.1. A
48-hour energy harvesting trace [71] is used to emulate the ambient energy generation. All
the evaluation results are the average values of the 48-hour operation.
1) IoBT Network: A circle with radius R is emulated as the deployment field of the
IoBT network. The BS is located at the center of the circle. The IoBT node positions are
randomly generated within the circle.
2) Wireless Communication: The channel power gain between the sender i and the
receiver j, hi,j , is emulated using Equation (5.32), where the small-scale fading channel
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Table 5.1: Simulation Parameters
Parameters Description
Field radius R 150 m
Initial energy of each node 0.5 J
Energy capacity B = 10 J
Slot time τ = 10 s
Deadline td = 10 s
Bandwidth ω = 1 MHz [94]
Path-loss constant g0 = 10−4 [85]
Path-loss exponent θ = 4 [91]
Reference distance χ0 = 1 m
Average MCU cycles to process one bit C = 738 cycles/bit [94]
MCU effective switch capacitance ε = 10−28 [94]
Noise power σ = −105 dBm [44]
Photovoltaic cell size H = 2.5 cm2
Photovoltaic cell conversion efficiency η =10% [36]
power gain γi,j is exponentially distributed with a mean of 1. g0 and θ represent the path-
loss constant and the path-loss exponent, respectively. χ0 refers to the reference distance.
χi,j denotes the distance between the sender i and the receiver j. This wireless channel
model and the corresponding simulation parameters come from the existing literature [94].









3) MCU Computation: The tunable MCU frequency F ranges from 200 MHz to 1 GHz
with a step size of 200 MHz.
4) Energy Harvesting: The simulation emulates a PV cell with size H and conversion
efficiency η to convert the light irradiance to the electrical energy using the method intro-
duced in [36]. Real world solar irradiance trace [71] is used to generate the energy harvest-
ing profile. To account for the deviation of harvested power caused by the node physical
location, the harvested power is adjusted by a randomly generated amount between −15%
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Figure 5.3: Average latency with different data processing ratio ρ (L = 10 Mbits and
n = 10)
and 15% of the baseline. The IoBT network is assumed to operate from 8:00 A.M. to 5:00
P.M. when solar energy is available.
5) Benchmark Algorithms: To compare with the proposed latency-aware data partition,
several data partition algorithms are introduced below. The following algorithms are widely
used in the area of distributed and parallel computing [63].
(1) Input data is partitioned to greedily fill the capacity of the IoBT nodes with higher
usable energy (referred to as greedy partition scheme).
(2) Input data is equally partitioned to n segments, wherein n refers to the number of
nodes in the IoBT network (referred to as equal partition scheme).
(3) The partitioned data segments are proportional to the remaining energy of each IoBT
system (referred to as proportional partition scheme).
5.3.2 Data Partition
In this subsection, the performance of data partition schemes is evaluated. To make fair
comparison, all the schemes stick to a fixed pair of MCU frequency (800 MHz) and transmit
power (15 dBm) for each IoBT node in the simulations. For each tested data partition
algorithm, capacity planning is performed at the beginning of each slot. If a task is rejected
by the capacity check, the latency of that task is considered to be the deadline td.
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Figure 5.4: Average latency with different input data size L (ρ = 0.5 and n = 10)
First, investigation is conducted on the performance of the proposed LDP scheme and
the other reference schemes with different data processing ratio ρ. The results are quan-
tified in Figure 5.3. Figure 5.3 shows that the proposed LDP achieves the lowest average
latency d̄Σ over all the range of the data processing ratio ρ. Compared with the greedy par-
tition scheme, LDP reduces the overall latency by 33.79% to 37.09%. Compared with the
proportional partition scheme, the latency reduction achieved by LDP ranges from 15.75%
to 21.63%. Compared with the equal partition scheme, LDP lowers the latency by 30.53%
to 47.86%.
Then, the focus is on the variation of the overall latency with regard to the total input
data size L. Figure 5.4 shows the overall in-network processing latency with different input
size L, in which the proposed LDP achieves the lowest latency with different input size L
ranging from 10 Mbits to 50 Mbits. With a larger input size L, a relatively longer time is
required for the IoBT network to finish the collaborative in-network processing, leading to a
higher latency. Compared with the greedy partition scheme, the latency reduction achieved
by the proposed LDP ranges from 14.26% to 34.47%. Compared with the proportional
partition scheme, the improvement of LDP is from 9.71% to 21.63%. Compared with the
equal partition scheme, LDP reduces the overall latency by 7.73% to 43.65%.
Another important factor is the IoBT network size n. Figure 5.5 focuses on the overall
latency performance with different IoBT network size n. Compared with the benchmark
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Figure 5.5: Average latency with different IoBT network size n (ρ = 0.5 andL = 30 Mbits)
schemes, the proposed LDP achieves the lowest latency with different network size n. With
more IoBT nodes participating the collaborative in-network processing, the overall latency
is reduced.
According to the simulation results in Figures 5.3, 5.4 and 5.5, the proposed LDP
achieves consistently lower latency with various configurations (data processing ratio ρ,
overall input data size L and IoBT network size n). In the greedy partition scheme, the
high-energy nodes are assigned with data segments of larger size. However, higher remain-
ing energy does not guarantee larger capacity of data processing. It is likely that a node
far-away from the BS may have high energy budget but low data processing capacity in
some time slots due to the high transmission cost required. Therefore, the greedy partition
scheme cannot maintain low overall latency for IoBT networks. The equal partition scheme
splits the data fairly and each data segment has the same size. It does not consider energy
budget, or IoBT power consumption. However, for nodes with low energy budget, it is not
preferable for them to process data segments with the same size as that of the other nodes
with high remaining energy. This explains the high latency of the equal partition scheme
with a large IoBT network size n in Figure 5.5. In the proportional partition scheme, the
size of each data segment is proportional to the energy budget of the designated IoBT
node. Energy budget alone cannot determine the data processing capability. The wireless
transmission cost and MCU power consumption also impacts the data segment size that an
95
IoBT node can process. Therefore, it fails to achieve the optimal latency for collaborative
in-network processing. For IoBT networks, it is desired to take into account both energy
budget and energy cost (incurred by wireless transceiver and MCU) when partitioning the
input data. The proposed LDP is capable of segmenting the data based on the ambient
energy generation, wireless fading channel and MCU power consumption. Figures 5.3,
5.4 and 5.5 verify that the proposed LDP achieves the lowest overall latency with various
configuration in data processing ratio, total input data size and network size.
5.3.3 Iterative Optimization Framework
In this subsection, the performance of the proposed iterative optimization framework is
investigated. Figure 5.6 demonstrates the average latency d̄Σ of the proposed iterative op-
timization framework with the iteration number u = 3. The latency of two fixed configu-
rations are also measured for comparison. The first configuration, referred to as the fixed-1
scheme, has the transmit power pt = 15 dBm and the MCU frequency f = 800 MHz. Sim-
ilarly, the second setup has the transmit power pt = 25 dBm and the MCU frequency f =
400 MHz which is referred to as the fixed − 2 scheme. For fair comparison, LDP is used
as the partition algorithm in all the test cases. Figure 5.6 shows that the proposed iterative
optimization framework achieves the lowest average latency. Compared with the fixed-
1 scheme, the improvement ranges from 14.16% to 29.51%. Compared with the fixed-2
scheme, the latency reduction ranges from 17.15% to 34.41%.
Imp is defined to be the improvement achieved by the proposed iterative optimization
framework over the other schemes, as shown in Equation (5.33). Figure 5.71 details the
improvement achieved by the iterative optimization framework over various configuration
of input data size L and data processing ratio ρ. Compared with the fixed-1 scheme, the
improvement ranges from 7.27% to 33.40%. Compared with the fixed-2 scheme, the la-
tency reduction ranges from 17.15% to 37.16%. The evaluation results shown in Figures
1In Figure 5.7, the IoBT network size n is 20.
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fixed-1: pt = 15 dBm, f = 800 MHz
iterative optimization
fixed-2: pt = 25 dBm, f = 400 MHz
Figure 5.6: Average latency d̄Σ with different schemes (n = 20, u = 3 and L = 10 Mbits)
5.6 and 5.7 verify the effectiveness of the proposed iterative optimization framework. By
iteratively performing LDP and JCTO, the proposed method minimizes the overall latency
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Figure 5.7: Improvement of the iterative optimization framework over: (a) fixed-1 scheme
(pt = = 15 dBm and f = 800 MHz); (b) fixed-2 scheme (pt = = 25 dBm and f = 400 MHz)
Imp =
d̄Σ(other scheme)− d̄Σ(iterative optimization)
d̄Σ(other scheme)
(5.33)
The iteration number u plays a vital role in the proposed method. Theoretically, a large
u can guarantee the optimality of the algorithm. However, high computational cost will
be incurred with a large u. According to the complexity analysis in Subsection 5.2.4, the
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Figure 5.8: Average latency d̄Σ with different iteration number u (ρ = 0.5 and L =
30 Mbits)
overall computational cost of the proposed method is proportional to the iteration number
u. To determine the appropriate number of iteration, the change of average latency d̄Σ
with iteration number u is first plotted in Figure 5.8 for three different network sizes with
an input data size of 30 Mbits and a data processing ratio ρ of 0.5. Figure 5.8 shows
that the average latency d̄Σ drops rapidly with the increase of the iteration number u at
the beginning. After 10 iterative optimizations, the average latency d̄Σ converges to an
asymptotically minimum value. To take into account of the potential variation of a wide
range of simulation setup, the average latency at 50 iterations is used as the asymptotically
minimum latency d̂Σ for a more thorough simulation described below.
To further investigate the performance variation with iteration number u for different
data sizes and processing ratios, latency ratio λ is defined to be the average latency at
iteration number u versus the asymptotically minimum latency d̂Σ. When the latency ratio λ
is close to 1, it indicates that the latency d̄Σ(u) with u iterative optimization is approaching





Figure 5.92 demonstrates the variation of latency ratio λ with the total input data size
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Figure 5.10: Latency ratio λ with 3 iterative optimization (u = 3)
L and the data processing ratio ρ. Figures 5.9(a)-(c) show that, with the initial increase of
iteration number u, the latency ratio λ drops significantly. When the iteration number u is
3, the maximum latency ratio λ is less than 1.003, which means the latency with 3 iterative
optimizations is very close to the minimum latency.
Figure 5.10 shows a statistical analysis of the latency ratio λ with different network size
n. The box plot of Figure 5.10 covers the test configurations with different data processing
ratio ρ, which ranges from 0 to 1 with a step size of 0.1, and a total input data size L from
10 Mbits to 50 Mbits with a step size of 10 Mbits. Figure 5.10 reveals that, with three
iterative optimizations, the overall latency is sufficiently close to the optimal latency. The
maximum latency ratio λ is less than 1.006. Therefore, it does not need a larger iteration
number u to further reduce latency.
5.4 Conclusion
In this chapter, a collaborative in-network processing framework is proposed for IoBT net-
works to achieve minimum latency with dynamic ambient energy generation. Capacity
planning is performed at the beginning of each slot to quantify the maximum feasible in-
put data size for the IoBT network to finish within the deadline. A Latency-aware Data
Partition (LDP) scheme is developed to split the input data into small-sized segments and
enable collaborative in-network processing. Then, a Joint Computation and Transmission
Optimization algorithm is developed to reduce latency by dynamically selecting the op-
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timal MCU frequency and transmit power. By iteratively performing the latency-aware
data partition and the joint optimization algorithm, the proposed in-network processing
framework minimizes the overall latency. The real world solar traces are used to evaluate
the proposed method. Compared with the existing schemes, the proposed collaborative
in-network processing framework achieves consistently lower latency over different data
processing ratios, input data sizes and network sizes. The latency reduction achieved by
the proposed method is about 30%. The simulation results also show that after three it-
erative optimizations, the overall latency is almost the same as the optimal latency. The
proposed method provides a viable collaborative in-network processing framework for the
IoBT networks with renewable energy source.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
6.1 Conclusions
This thesis focuses on energy efficient operation in IoBT systems and IoBT-operated net-
works. Several resource management frameworks are presented to provide sustainable
operation over the varying ambient energy and fading wireless channels at the both node
and network levels.
At the node level, power managers are designed to minimize the internal energy loss
of energy storage devices and improve energy efficiency of IoBT systems. In Chapter 2, a
charge redistribution-aware power manager is developed to minimize the redistribution loss
of SCs. The power manager comprises an SC simulator that can be used to quantify the long
term charge redistribution loss in the SC-operated energy harvesting systems and an eager
scheduling based task scheduler to maintain a relatively balanced internal voltage between
the main branch and the delay branch of an SC. Compared with the existing strategies, the
redistribution-aware power manager lowers the charge redistribution loss by 71%.
Then, in Chapter 3, a novel Predictive Power Management (PPM) framework is pro-
posed. The PPM framework consists of optimal working point, Deviation-aware Predictive
Energy Allocation (D-PEA) and Energy efficient Transmission Power Controller (ETPC).
The optimal working point captures the hardware features of IoBT system and guarantees
minimum power loss. By predictively budgeting the usable energy and using the optimal
working point as a set-point, PPM mitigates the prediction error so that both power failure
and system power loss are minimized. The ETPC module improves energy efficiency by
dynamically choosing optimal transmit power with minimum energy consumption. Com-
pared with the previous power managers, PPM achieves 15% reduction in system power
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loss.
At the network level, resource managers are developed to enable collaborative opera-
tion for IoBT networks. In Chapter 4, a clustered data collection framework is developed to
achieve high and fair data collection rate for IoBT networks. In the data collection frame-
work, a lexicographic rate allocation algorithm is designed so that each IoBT node can fully
utilize the scavenged energy and achieve optimal data collection rate, and a CH selection
scheme is presented to select the optimal CH by traversing all the possible CH candidates in
the cluster. Both theoretical proof and numeric evaluation are provided to validate the op-
timality of the proposed clustered data collection framework. Compared with the existing
strategies, the proposed method enables up to 43% higher data collection rate. Moreover,
an approximation-based CH selection scheme is developed based on the inherent power
consumption features of the lexicographic rate assignment, which has been demonstrated
to have similar data collection rate as that of the optimal CH selection scheme at a much
lower computational cost.
In addition, in Chapter 5, a collaborative in-network processing framework is devel-
oped to utilize the computational power of IoBT networks. A Latency-aware Data Parti-
tion (LDP) algorithm is designed to split the input data into small-sized segments and then
distribute the segments to the IoBT nodes. Then, a Joint Computation and Transmission
Optimization (JCTO) algorithm is proposed to reduce the nodal latency of each IoBT node
by selecting the optimal MCU frequency and transmit power. By iteratively perform LDP
and JCTO, the overall in-network processing latency is minimized. Compared with the ex-
isting methods, the proposed in-network processing framework reduces the data processing
latency by 30%.
6.2 Future Work
In this subsection, potential future work related to IoBT and IoBT-operated networks is
discussed.
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To begin with, it is important to design power management strategies for IoBT systems
powered by novel renewable energy sources. With the development of energy harvesting
technology and low power electronics, energy can be harvested from almost everywhere,
such as human kinetic [95, 96] and Radio Frequency (RF) signal [18]. It is essential to char-
acterize the novel renewable energy sources and then design customized power managers
to fully utilize the harvested energy.
In addition, it is desired to incorporate emerging communication and computation tech-
nologies into the design of IoBT systems and design novel power managers. For exam-
ple, Non-Volatile Random Access Memory (NVRAM) [97] is an alternative to the existing
volatile memory. Compared with the existing Dynamic Random Access Memory (DRAM),
NVRAM provides similar read latency and at the same time, is capable of persistent data
storage. In contrast, the existing DRAM loses all the data when it is shutdown. With
NVRAM, IoBT systems is enhanced with data persistency, even in the sleep and shutdown
modes. Considerable energy is saved by skipping the unnecessary data migration. The
advanced communication technologies in 5G [1] (such as spectrum sharing [98], Software
Defined Networking [99], and so on) enable high transmission rate and low latency for
IoBT systems. Novel power managers can be developed to achieve high energy efficiency
with the emerging communication and computation technologies.
At the network-level, resource management needs to be extended to hybrid networks
where IoBT nodes co-exist with conventional battery-operated nodes. IoBT nodes have
prolonged lifetime but unstable energy budget from time to time. On the other hand,
battery-operated nodes have finite operation time but countable energy budget. To achieve
long-term and sustainable operation of hybrid networks, many factors need to be consid-
ered to design an efficient resource management frameworks, such as the node type (IoBT





PROOF FOR CHAPTER 3
A.1 Proof of Lemma 3.1
It is shown in the previous literature [100] that the MOSFET resistance RSW1 and RSW2
have the same value. Thus, the DC-DC power consumption of the buck mode is simpli-
fied to Equation (A.1). In the buck mode, the ripple current ∆I , shown in Equation (A.2),
increases monotonically with Vsc. Thus, the DC-DC power consumption Pbuck shares the
same monotonicity. Equation (3.2) shows that the SC leakage power Pleak also increases
with the terminal voltage Vsc. Overall, the entire system power loss Ploss increases mono-
tonically with the terminal voltage Vsc in the buck mode.
Pbuck = I
2
out[RL +RSW1 +RSW4] +
(∆I)2
12
[RL +RSW1 +RSW4 +RC ]






A.2 Proof of Lemma 3.2
According to the previous research [101], the power consumption of the boost-mode DC-




)2(RL +RSW1 +RSW3) + Voutfs(QSW3 +QSW4) + VinIctrl (A.3)
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When the input voltage (Vin = Vsc) is low, the power consumption of the boost con-
troller VinIctrl is low (Based on the datasheet of the off-the-shelf boost DC-DC regulator
[79], when the output current is lower than 50 mA, VinIctrl < 100µW, while the over-
all DC-DC power consumption ranges from 1 to 10 mW). In Equation (A.3), VinIctrl can
be dropped. Moreover, the SC leakage power Pleak is negligible when Vsc is low. For a
Maxwell 10 F SC, when Vsc = 1.8 V, the leakage power is 0.6µW1. The overall IoBT sys-
tem power consumption is simplified to Equation (A.4), which shows that Ploss decreases




)2(RL +RSW1 +RSW3) + Voutfs(QSW3 +QSW4) (A.4)
To validate the approximation, Figure A.1 compares the original IoBT system power
loss model with the approximation model in the boost mode (Vthd ≤ Vsc ≤ Vdd, Vdd =
1.8 V). The parameters of the DC-DC converter come from [79] with the start-up threshold
Vthd = 0.9 V. Figure A.1 shows that with different output current Iout, the approximation
model (solid lines) matches well with the original model (dotted lines). Moreover, the
trend of the curves in Figure A.1 verifies that the approximated model retains the same
monotonicity as the original model.















Iout = 50 mA
Iout = 50 mA (approximation)
Iout = 100 mA
Iout = 100 mA (approximation)
Iout = 200 mA
Iout = 200 mA (approximation)
Figure A.1: Validation of the approximated IoBT power loss model in the boost mode
1The SC model parameters come from [64]
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APPENDIX B
PROOF FOR CHAPTER 4
B.1 Proof of Proposition 4.1
According to Algorithm 4.1, the finalized rate vector r(t) = [r1(t), ..., rn(t)] indicates that
all the CM nodes are saturated. For arbitrary CM node j, at least one of the Equations (B.1)
and (B.2) needs to hold so that the rate rj(t) is saturated.
SCH(r1(t), ..., rj(t), ..., rn(t)) ≤ BCH(t)
≤ SCH(r1(t), ..., rj(t) + s, ..., rn(t))
(B.1)
Sj(rj(t)) ≤ Bj(t) ≤ Sj(rj(t) + s) (B.2)
Considering that the step size s in Algorithm 4.1 can be arbitrarily small, Equations
(B.1) and (B.2) are formulated to be Equations (B.3) and (B.4), respectively.
lim
s→0+
SCH(r1(t), ..., rj(t), ..., rn(t)) = BCH(t) (B.3)
lim
s→0+
Sj(rj(t)) = Bj(t) (B.4)
IfCH ∈ Q̄t, then based on Definition 4.1, there exists an e > 0 that SCH(r1(t), ..., rn(t)) ∈
[0, BCH(t) − e]. Equation (B.3) does not hold when CH ∈ Q̄t. Consequently, Equation
(B.4) holds for any CM node j. Thus, all the CM nodes are energy throttled.
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B.2 Proof of Proposition 4.2
Part (1) of Proposition 4.2 can be directly proven by analyzing Algorithm 4.1. In Algorithm
4.1, if a CM node j becomes energy throttled in the tth round, then its data collection rate
rj(t) is saturated. At the same time, for other energy sufficient CM nodes, their transmis-
sion rates are still available for increment until either themselves or the CH node becomes
energy throttled. Thus, Equation (B.5) is valid for any CM nodes k, j ∈ VCM .
rk(t) ≥ rj(t), k ∈ Q̄t, j ∈ Qt (B.5)
For any arbitrary CM nodes a and b, if a, b ∈ Q̄t, Equation (B.10) is obtained based on
the fair rate increment of Algorithm 4.1. Part (2) of Proposition 4.2 is proven.
|ra(t)− rb(t)| ≤ s (B.6)
Considering that the step size s can be arbitrary small, it is valid that ra(t) = rb(t).
Since V = Qt ∪ Q̄t, by combing parts (1) and (2), part (3) of Proposition 4.2 is proven.
B.3 Proof of Theorem 4.1
Theorem 4.1 is proven by contradiction. Assume the rate vector r(t) = [r1(t), ..., rn(t)]
assigned by Algorithm 4.1 is not lexicographically optimal. According to the previous lit-
erature [51], the optimum lexicographic rate assignment is unique for an arbitrary network.
Then, there exists a lexicographically optimal rate vector r′(t) = [r′1(t), ..., r
′
n(t)]. Based
on Definition 4.1, r′(t) is lexicographically greater than r(t). There exists a CM node i
such that r′i(t) > ri(t) and r
′
j(t) = rj(t) for any 1 ≤ j ≤ i− 1.
With the rate vector r(t) assigned by Algorithm 4.1, there are two cases: (1) CH ∈ Q̄t;
(2) CH ∈ Qt.
Case 1: If CH ∈ Q̄t, according Proposition 4.1, all the CM nodes are energy throttled
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with the assignment r(t). It is not feasible to find a CM node i with r′i(t) > ri(t). A higher
transmission rate r′i(t) will have to violate the energy constrain. Thus, the rate vector r
′(t)
is infeasible.
Case 2: When CH ∈ Qt, the CH node is energy throttled with the assignment r(t).






m(t) < rm(t) (B.7)
Equation (B.7) indicates that the CM node i is energy sufficient due to the existence
of a higher rate r′i(t). Then, based on part (3) of Proposition 4.2, it can be inferred that
ri(t) ≥ rm(t) because the energy sufficient CM node has the highest transmission rate over
all the other CM nodes. Thus, there does not exist such rate vector r′(t).
Combining Case 1 and Case 2, Algorithm 4.1 computes the optimum lexicographic rate
assignment for an IoBT cluster.
B.4 Proof of Proposition 4.3
For any i, j, k ∈ V and j 6= k 6= i, if λrxi,j = λrxi,k, then Equation (B.8) is valid for any node i
(Recall that Λrxmax and Λ
rx
















An optimum CH selection algorithm needs to elect the CH node with the highest data
collection rate. Assuming node i is selected as the CH node, there are two possibilities
when LRIC assigns a rate vector: (1) i ∈ Q̄t; (2) i ∈ Qt.
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Case 1. If the CH node i is energy sufficient, then its remaining energy Bi(t) has a
lower bound shown in Equation (B.10). According to Proposition 4.1, all the CM nodes
















Based on Equation (4.4), the CH data rate is derived. Line 9 to 10 in Algorithm 4.3
follows the same logic to derive the CH data rate when the CH node is energy sufficient.
Case 2. When the CH node i is energy throttled, then:








The CH rate ri(t) is derived from Equation (4.4), as shown in Equation (B.13).
ri(t) =
ρBi(t)
T (λrxi + λ
DA + ρλtxi,BS)
(B.13)
Line 11 to 15 in Algorithm 4.3 uses the same equations to derive the CH rate when the
CH node is energy throttled.
Combining cases 1 and 2, Algorithm 4.3 computes the data collection rate for each
candidate IoBT nodes and then select the one with the highest rate. Thus, Algorithm 4.3 is
optimal when the receiving costs from different senders are the same.
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APPENDIX C
PROOF FOR CHAPTER 5
C.1 Proof of Proposition 5.1
Part (1) of Proposition 5.1 comes from the fair increment process of Algorithm 5.1. In
Algorithm 5.1, if an IoBT node j becomes resource throttled in the tth slot, then its data
segment size can not be augmented any more. On the other hand, for any resource sufficient
node k, it is still valid to increment its data size until either node k becomes resource
throttled or the remaining data size Lrem becomes zero. Therefore, Equation (C.1) is valid
for any nodes j, k ∈ V .
dk(t) ≥ dj(t) k ∈ Q̄lt, j ∈ Qlt (C.1)
Similarly, part (2) of Proposition 5.1 can also be derived from the fair increment of
the node latency in Algorithm 5.1. For any nodes x, y ∈ Q̄lt, Equation (C.2) is obtained.
Considering that the time step size δ can be arbitrary small, it can be proven that dx(t) =
dy(t).
|dx(t)− dy(t)| ≤ δ (C.2)
Since V = Qlt ∪ Q̄lt, by combining parts (1) and (2), part (3) of Proposition 5.1 is
validated.
C.2 Proof of Theorem 5.1
Theorem 5.1 can be proved by contradiction. Assume the partition l(t) = [l1(t), ..., ln(t)]
derived from Algorithm 5.1 is not optimal. d(t) = [d1(t), ..., dn(t)] refers to the corre-
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sponding node latency with the partition l(t). Then, there exists another feasible partition
l′(t) = [l′1(t), ..., l
′
n(t)] with less overall latency. d
′(t) = [d′1(t), ..., d
′
n(t)] refers to the
nodal latency vector with the partition l′(t). In the latency vector d(t), node m is assumed
to have the largest nodal latency, as shown in Equation (C.3). Similarly, node k is assumed
to have the largest nodal latency, as shown in Equation (C.4). Equation (C.5) is derived







d′k(t) < dm(t) (C.5)
For node k, there are two possible cases when comparing dk(t) and d′k(t): 1) d
′
k(t) ≤
dk(t); and 2) d′k(t) > dk(t).
Case 1: If d′k(t) ≤ dk(t), Equation (C.6) is derived based on Equation (5.17).
l′k(t) ≤ lk(t) (C.6)
For both partitions l(t) and l′(t), the total data size equals to L. In order for the partition
l′(t) to be valid, there at least exist a q ∈ V such that l′q(t) ≥ lq(t). Therefore, there exists
a node q for Equation (C.7).
d′q(t) ≥ dq(t) (C.7)
Due to the fact that l′q(t) ≥ lq(t), Proposition 5.2 indicates that q ∈ Q̄lt. Equation (C.8)
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is obtained according to part (3) of Proposition 5.1.
dq(t) = max
i∈V





Consequently, Equation (C.8) contradicts with Equation (C.7). There does not exist
such partition l′(t).
Case 2: If d′k(t) > dk(t), Equation (5.17) indicates that l
′
k(t) > lk(t). Based on Propo-




di(t) = dm(t) > d
′
k(t) (C.9)
Equation (C.9) contradicts to the condition d′k(t) > dk(t). Thus, the partition l
′(t) is
not valid.
Combining cases 1 and 2, it is verified that there does not exist another partition with
less overall latency. Algorithm 5.1 is validated to be optimal.
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