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Abstract
Motivated by the theory of integrable PDEs of hydrodynamic type and
by the generalization of Dubrovin’s duality in the framework of F -manifolds
due to Manin [22], we consider a special class of F -manifolds, called bi-flat
F -manifolds.
A bi-flat F -manifold is given by the following data (M,∇1,∇2, ◦, ∗, e, E),
where (M, ◦) is an F -manifold, e is the identity of the product ◦, ∇1 is a flat
connection compatible with ◦ and satisfying ∇1e = 0, while E is an eventual
identity giving rise to the dual product ∗, and∇2 is a flat connection compatible
with ∗ and satisfying ∇2E = 0. Moreover, the two connections ∇1 and ∇2 are
required to be hydrodynamically almost equivalent in the sense specified in [2].
First we show that, similarly to the way in which Frobenius manifolds are
constructed starting from Darboux-Egorov systems, also bi-flat F -manifolds
can be built from solutions of suitably augmented Darboux-Egorov systems,
essentially dropping the requirement that the rotation coefficients are symmet-
ric.
Although any Frobenius manifold possesses automatically the structure of
a bi-flat F -manifold, we show that the latter is a strictly larger class.
In particular we study in some detail bi-flat F -manifolds in dimensions
n = 2, 3. For instance, we show that in dimension three bi-flat F -manifolds are
parametrized by solutions of a two parameters Painleve´ VI equation, admitting
among its solutions hypergeometric functions. Finally we comment on some
open problems of wide scope related to bi-flat F -manifolds.
1
1 Introduction
Since its resurgence at the end of the sixties, the theory of integrable systems, ex-
panded to include infinite dimensional systems has provided different perspectives
and new powerful tools to several areas in mathematics, both pure and applied. To
name a few, just consider the development of the Inverse Scattering Transform and
its applications or the celebrated Witten’s conjecture, proved by Kontsevich, which
states that the generating function for intersection numbers of Mumford-Morita-Miller
stable classes on the Deligne-Mumford compactification of moduli space of pointed
curves is related to a suitable tau function for the KdV integrable hierarchy.
Another milestone in this development was the introduction by Dubrovin, at the
beginning of the nineties, of the so called Frobenius manifolds, mainly as a way to
provide an intrinsic geometric description of the properties of WDDV equations and
to formalize the mathematical structure of the genus zero Gromov-Witten invariants
of complex projective (or compact symplectic) manifolds (see [8]). It turned out
that Frobenius manifolds are a convenient framework capable of unifying apparently
very different theories, ranging from singularity theory (unfolding spaces of isolated
hypersurface singularities), to important classes of integrable PDEs (integrable PDEs
of hydrodynamic type) and phenomena in geometry (for instance the Barannikov-
Kontsevich construction of Frobenius manifolds starting with the Dolbeault complex
of a Calabi-Yau manifold).
In the last twenty years Frobenius manifolds have been the subject of several
investigations, often leading to an expansion of the conceptual framework in which
they were born. In this direction, Hertling and Manin (see [14]) introduced weak
Frobenius manifolds, i.e. Frobenius manifolds without a pre-fixed flat metric to relate
the standard construction of Frobenius manifolds to those provided by K. Sato and
Barannikov-Kontsevich. In the same paper, Hertling and Manin introduced also the
notion of F -manifold, whose definition we are going to recall below.
An F -manifold is a manifoldM endowed with an associative commutative product
◦ on vector fields X , Y :
(X ◦ Y )i := cijkXjY k ,
satisfying the condition
(∂sc
k
jl)c
s
im + (∂jc
s
im)c
k
sl − (∂sckim)csjl − (∂icsjl)cksm − (∂lcsjm)cksi − (∂mcsli)ckjs = 0 . (1.1)
The above condition is known as Hertling-Manin condition. One usually requires also
the existence of a special vector field e, called unit vector field satisfying the condition
X ◦ e = X
2
for any vector field X . If there exist special coordinates, called canonical coordinates,
such that
cijk = δ
i
jδ
i
k
the F -manifold is said to be semisimple.
Since F -manifolds in general are not equipped with a metric, it is in principle
difficult to relate them to systems of PDEs of hydrodynamic type, especially after it
has become more and more apparent how the study of these systems leads naturally to
some classical problems in Riemannian geometry, starting from the pioneering work
of Dubrovin and Novikov [7].
Pursuing a point of view initiated in [20] and [21] and further expanded in [2],
in this paper we will focus our attention on a class of F -manifolds equipped with a
pair of compatible flat connections not necessarily originating from a metric, to which
many of the construction available for Frobenius manifolds can be indeed generalized.
First of all, following Manin, we recall the definition of F -manifolds with compat-
ible flat structure:
Definition 1.1 [22] A (semisimple) F -manifold (M,∇, ◦, e) with compatible flat struc-
ture (shortly a flat F -manifold) is a (semisimple) F -manifold (M, ◦, e) endowed with
a flat connections ∇ compatible with the product ◦, i.e.
∇lcijk = ∇jcilk (1.2)
and satisfying the condition ∇e = 0.
Secondly, we recall the definition of eventual identities [22] (see also [5]) that
generalizes the almost dual structure of Frobenius manifolds [12].
Definition 1.2 A vector field E on an F -manifold is called an eventual identity, if
it is invertible with respect to ◦ (i.e. there is a vector field E−1 such that E ◦ E−1 =
E−1 ◦E = e) and, moreover, the bilinear product ∗ defined via
X ∗ Y := X ◦ Y ◦ E−1, for all X, Y vector fields (1.3)
defines a new F -manifold structure on M.
The presence of a second product leads naturally to consider the concept of du-
ality in the framework of F -manifolds with compatible flat structure [22] (see also
[6]). Taking into account the notion of hydrodynamically equivalent connections in-
troduced in [2] we have the following definition.
Definition 1.3 A bi-flat (semisimple) F -manifold (M,∇1,∇2, ◦, ∗, e, E) is a (semisim-
ple) F -manifold (M, ◦, e) endowed with a pair of flat connections ∇1 and ∇2 and with
an eventual identity E satisfying the following conditions:
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• ∇1 is compatible with the product ◦ and ∇1e = 0,
• ∇2 is compatible with the product ∗ and ∇2E = 0,
• ∇1 and ∇2 are almost hydrodynamically equivalent i.e.
(d∇1 − d∇2)(X ◦) = 0, or (d∇1 − d∇2)(X ∗) = 0 (1.4)
for every vector fields X; here d∇ is the exterior covariant derivative 1 con-
structed from a connection ∇.
Let us remark that equations (1.4) simply mean that in canonical coordinates for ◦
one has
1
Γiij −
2
Γiij= 0, i 6= j, where
1
Γ and
2
Γ are the Christoffel symbols associated
to the connections ∇1 and ∇2 respectively. An analogous statement holds true in
canonical coordinates for ∗, see [2].
Observe that any Frobenius manifold possesses automatically a bi-flat F -manifold
structure in the above sense. The second flat connection ∇2 is hydrodymically equiv-
alent 2 to the Levi-Civita connection ∇ of the intersection form which, as it is well-
known, does not fulfill the condition ∇E = 0. However, as it will be clear through
the examples explored in this paper (see Section 5, 6 and 7), bi-flat F -manifolds are
a genuine generalization of Frobenius manifolds. Bi-flat F -manifolds therefore lie
between Frobenius manifolds and F -manifolds in terms of generality, but as we are
going to see they appear to be particularly well suited to deal with integrable PDEs
of hydrodynamic type.
Indeed, as shown in [21] any F -manifold with compatible flat structure defines an
integrable hierarchy of hydrodynamic type. The presence of a second flat structure
is related to a recursive scheme to produce the flows of the hierarchy [2] providing
a nontrivial generalization of the usual bi-Hamiltonian scheme. In this sense, bi-flat
F -manifolds appear a convenient framework to deal with integrable hierarchies of
hydrodynamic type, encompassing also examples, like the ǫ-system that are beyond
the usual Frobenius set-up. We comment briefly on the relationships between bi-flat
F -manifolds and integrable hierarchies in Section 8.
One of the aims of our paper is to show that F -manifolds with compatible bi-
flat structure can be constructed starting from solutions of a differential system of
Darboux-Egorov type in a way similar to what it is done for Frobenius manifolds (see
[8], Lecture 3), substantially dropping the requirement that the rotation coefficients
βij are symmetric.
1See for instance [18], page 536.
2The difference between the Christoffel synmbols is proportional to the structure constants.
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Indeed, we are going to show how to construct F -manifolds with compatible bi-flat
structure using the solutions of the system:
∂kβij = βikβkj , k 6= i 6= j 6= k (1.5)
e(βij) = 0, (1.6)
E(βij) = −βij , (1.7)
where e =
∑
∂
∂ui
, E =
∑
i u
i ∂
∂ui
. The functions βij are usually known as Ricci’s
rotation coefficients (see [4] and [26]) in literature.
In the symmetric case βij = βji such relations have been studied in details by
Dubrovin in [8, 10]. In this case the solutions of the system (1.5,1.6,1.7) are related
to Frobenius manifolds and the system (1.5,1.6) is called Darboux-Egorov system (see
[4, 13]).3
If βij are not symmetric, starting from the solutions βij(u
1, . . . , un) of the system
(1.5,1.6,1.7) it is possible to construct flat and bi-flat semisimple F -manifolds. Let us
also underline that it is by no means obvious how to construct such flat structures.
Indeed, although starting from βij one can still introduce Lame´ coefficients and the
corresponding diagonal metrics, the flat connections we are looking for are not the
Levi-Civita connections of these metrics. Instead, the flat connections are obtained
imposing their compatibility with respect to two different product structures.
In our opinion it is very surprising that in the intensively studied classical system
(1.5,1.6,1.7) associated to flat curvilinear coordinate systems there is hidden a deep
relationship to the theory of F -manifolds, based on the compatibility with product
structures.
Furthermore, we give a straightforward and complete proof of the fact that in
the case n = 3 the system (1.5,1.6,1.7) is equivalent to a two-parameter Painleve´ VI
equation, thus proving that three-dimensional bi-flat F -manifolds are parametrized
by solutions of a two parameters Painleve´ VI equation.
The paper is organized as follows. In Section 2, we show that, although the
solutions of the system (1.5,1.6) no longer define flat diagonal metrics in the case in
which βij 6= βji, it is still possible to define a flat connection ∇1 that satisfies ∇1e = 0.
We call ∇1 the natural connection.
In Section 3 we show that the system (1.5,1.6) augmented with (1.7) is a compat-
ible system and we provide a construction for a second flat connection ∇2 satisfying
∇2E = 0. In Section 4, combining the results obtained in previous sections we show
3Darboux in his treatise [4] already considered system of the form 1.5 with βij not symmetric
but he augmented the system with other conditions that assure that the βij originate from a flat
curvilinear coordinates system.
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how to construct bi-flat semisimple F -manifolds (∇1,∇2, ◦, ⋆, e, E) starting from so-
lutions of (1.5, 1.6, 1.7).
In Section 5 we construct concrete examples of bi-flat F -manifolds in dimension
n = 2. In Section 6 we show that bi-flat F -manifolds in dimension n = 3 are
parametrized by solutions of a two-parameter Painleve´ VI equation; this should be
contrasted to the case of Frobenius manifolds, that for n = 3 are described by the
solutions of a single parameter Painleve´ VI equation that never admits hypergeometric
functions as solutions. In Section 7 we consider a class of examples of bi-flat F -
manifolds in arbitrary dimensions n > 2, which are constructed starting from the
ǫ-system.
In the final Section 8, we provide some conclusions and perspectives on open
problems of wide scope.
2 The natural connections
In the symmetric case βij = βji, the solutions βij(u
1, . . . , un) (i 6= j) of the system
(1.5) and (1.6) (usually called rotation coefficients) describe diagonal flat metrics.
More precisely, given some rotation coefficients satisfying (1.5) and (1.6), any solution
(H1, . . . , Hn) (the so-called Lame´ coefficients) of the system
∂jHi = βijHj, i 6= j (2.1)
defines a flat diagonal metric gii = H
2
i . In particular one can choose among the
solutions of (2.1) those satisfying the further condition
e(Hi) = 0, (2.2)
In the non symmetric case the solutions of the system (1.5,1.6) no longer define flat
diagonal metrics. However is still possible to define a flat connection.
Remark 2.1 Both the systems (1.5,1.6) and (2.1,2.2) (given βij satisfying (1.5,1.6))
are compatible. The proof is a straightforward (not short) computation.
Theorem 2.2 The symmetric connection ∇1 defined by
Γijk := 0 ∀i 6= j 6= k 6= i
Γijj := −Γiij i 6= j
Γiij :=
Hj
Hi
βij i 6= j
Γiii := −
∑
l 6=i
Γili
(2.3)
where βij (i 6= j) and Hi are solutions of the systems (1.5,1.6) and (2.1,2.1), is flat.
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Proof. For distinct indices clearly the components of the Riemann tensor vanish. For
i 6= j 6= k 6= i:
Rijki = −Rijik = ∂kΓiij + ΓiikΓiij − ΓiijΓjjk − ΓiikΓkkj =
∂k
(
Hj
Hi
βij
)
+
HkHj
(Hi)2
βikβij − Hk
Hi
βijβjk − Hj
Hi
βikβkj =
∂kHj
Hi
βij − Hj∂kHi
(Hi)2
βij +
Hj
Hi
βikβkj +
HkHj
(Hi)2
βikβij − Hk
Hi
βijβjk − Hj
Hi
βikβkj = 0.
The vanishing of
Rijjk = −Rijkj = −∂kΓijj + ΓijjΓjjk − ΓiikΓijj − ΓikkΓkjj = 0 if i 6= k 6= j 6= i
follows from the vanishing of Rijki and from Γ
i
jj = −Γiij . Indeed using the last identity
we obtain
Rijjk = ∂kΓ
i
ij − ΓiijΓjjk + ΓiikΓiij − ΓiikΓkkj = Rijki = 0.
The vanishing of
Riikl = −Riilk = ∂kΓiil − ∂lΓiik = 0 if i 6= k 6= l 6= i
is immediate using the vanishing of Rijki and the contracted first Bianchi identity
Riijk +R
i
jki +R
i
kij = 0.
Finally, for i 6= j we have
Riiji = −Riiij = ∂jΓiii − ∂iΓiij = −∂j
∑
l 6=i
(
Hl
Hi
βil
)
− ∂i
(
Hj
Hi
βij
)
=
−∂j
(
Hj
Hi
βij
)
− ∂j
∑
l 6=i,j
(
Hl
Hi
βil
)
− ∂i
(
Hj
Hi
βij
)
=
−∂jHj
Hi
βij +Hj
∂jHi
(Hi)2
βij − Hj
Hi
∂jβij −
∑
l 6=i,j
(
∂jHl
Hi
βil
)
+
∑
l 6=i,j
(
Hl
∂jHi
(Hi)2
βil
)
+
−
∑
l 6=i,j
(
Hl
Hi
∂jβil
)
− ∂iHj
Hi
βij +Hj
∂iHi
(Hi)2
βij − Hj
Hi
∂iβij =
∑
l 6=i,j
Hl
Hi
βjlβij +
(Hj)
2
(Hi)2
(βij)
2 − Hj
Hi
(∂j + ∂i)βij −
∑
l 6=i,j
(
Hj
Hi
βljβil
)
+
∑
l 6=i,j
(
HjHl
(Hi)2
βijβil
)
+
−
∑
l 6=i,j
(
Hl
Hi
∂jβil
)
− Hj
(Hi)2
βij
∑
l 6=i
∂lHi =
∑
l 6=i
(
HjHl
(Hi)2
βijβil
)
− Hj
(Hi)2
βij
∑
l 6=i
∂lHi = 0,
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and
Rijji = −Rijij = ∂jΓiji − ∂iΓijj +
(
Γiij
)2
+ ΓijjΓ
j
ji −
n∑
l=1
ΓiliΓ
l
jj =
(∂j + ∂i)Γ
i
ji + Γ
i
ij
(
Γiij − Γjji + Γiii − Γjjj
)
+
n∑
l 6=i,j
ΓiliΓ
l
lj =
(∂j + ∂i)Γ
i
ji + Γ
i
ij
(
−
∑
l 6=i,j
Γiil +
∑
l 6=i,j
Γjlj
)
+
n∑
l 6=i,j
ΓiliΓ
l
lj =
βij(∂i + ∂j)
Hj
Hi
− Hj
Hi
∑
l 6=i,j
∂lβij +
Hj
Hi
βij
(
−
∑
l 6=i,j
Hl
Hi
βil +
∑
l 6=i,j
Hl
Hj
βjl
)
+
n∑
l 6=i,j
Hj
Hi
βilβlj =
βij
(
∂iHj
Hi
+
∂jHj
Hi
− Hj∂iHi
(Hi)2
− Hj∂jHi
(Hi)2
)
+
Hj
Hi
βij
(
−
∑
l 6=i,j
Hl
Hi
βil +
∑
l 6=i,j
Hl
Hj
βjl
)
=
βij
(
−
∑
l 6=i,j ∂lHj
Hi
+
Hj
∑
l 6=i,j ∂lHi
(Hi)2
)
+
Hj
Hi
βij
(
−
∑
l 6=i,j
Hl
Hi
βil +
∑
l 6=i,j
Hl
Hj
βjl
)
= 0.
This proves the claim.
Lemma 2.3 The connection ∇1 defined in (2.3) is compatible with the product cijk =
δijδ
i
k and satisfies ∇1e = 0.
Proof: The fact that ∇1e = 0 identically is equivalent to the requirements Γijj :=
−Γiij for i 6= j and Γiii := −
∑
l 6=i Γ
i
li that appear in (2.3).
Moreover, the compatibility of ∇1 with cijk := δijδik is equivalent to the require-
ments Γijj := −Γiij for i 6= j and Γijk = 0 for i 6= j 6= k 6= i. All these statements
can be checked via straightforward computations in coordinates {u1, . . . , un}. The
Lemma is proved.
Definition 2.4 Following [20] we call ∇1 the natural connection associated with βij
and Hi.
Summarizing, combining Theorem 2.2 and Lemma 2.3 we have proved the follow-
ing:
Theorem 2.5 Let (βij, Hi) be a solution of the system (1.5,1.6) and (2.12.2), then
the natural connection ∇1 associated with (βij , Hi) and the structure constants de-
fined in the coordinates (u1, . . . , un) by cijk := δ
i
jδ
i
k give rise to an F -manifold with
compatible flat structure.
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3 The dual connections
Proposition 3.1 The system (1.5,1.6) augmented with the equation (1.7) is a com-
plete compatible system.
Proof: The completeness follows because each derivative of the functions βij is
specified with respect to all variables. Indeed, using the equations E(βij) = −βij and
e(βij) = 0 it is easy to get the following equations:
∂iβij =
1
uj − ui
{∑
l 6=i,j
(ul − uj)∂lβij + βij
}
,
∂jβij =
1
uj − ui
{∑
l 6=i,j
(ui − ul)∂lβij − βij
}
.
The compatibility follows checking that ∂i∂kβij−∂k∂iβij = 0 identically, and checking
that ∂i∂jβij − ∂j∂iβij = 0 identically. These are straightforward long computations.
By the previous Proposition it follows that the general solution of the system
given by (1.5), (1.6) and (1.7) depends on n(n− 1) arbitrary constants.
In this section we show that, starting from a solution of (1.5,1.7), one can costruct
a second flat connection. Before illustrating the costruction let us observe that, due
to (1.5,1.7) the equation
E(Hi) = −dHi (3.1)
is compatible with (2.1). Taking into account this fact we can prove the following.
Theorem 3.2 If βij (i 6= j) and Hi are solutions of the systems (1.5,1.7) and
(2.1,3.1) respectively, the connection ∇2 defined by
Γijk := 0 ∀i 6= j 6= k 6= i
Γijj := −
ui
uj
Γiij i 6= j
Γiij :=
Hj
Hi
βij i 6= j
Γiii := −
∑
l 6=i
ul
ui
Γili −
1
ui
(3.2)
is flat.
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Proof. For distinct indices clearly the components of the Riemann tensor vanish. For
i 6= j 6= k 6= i:
Rijki = −Rijik = ∂kΓiij + ΓiikΓiij − ΓiijΓjjk − ΓiikΓkkj =
∂k
(
Hj
Hi
βij
)
+
HkHj
(Hi)2
βikβij − Hk
Hi
βijβjk − Hj
Hi
βikβkj =
∂kHj
Hi
βij − Hj∂kHi
(Hi)2
βij +
Hj
Hi
βikβkj +
HkHj
(Hi)2
βikβij − Hk
Hi
βijβjk − Hj
Hi
βikβkj = 0.
The vanishing of
Rijjk = −Rijkj = −∂kΓijj + ΓijjΓjjk − ΓiikΓijj − ΓikkΓkjj = 0 if i 6= k 6= j 6= i
follows from the vanishing of Rijki and from Γ
i
jj = − u
i
uj
Γiij. Indeed using the last
identity we obtain
Rijjk =
ui
uj
∂kΓ
i
ij −
ui
uj
ΓiijΓ
j
jk +
ui
uj
ΓiikΓ
i
ij −
ui
uk
uk
uj
ΓiikΓ
k
kj
=
ui
uj
[
∂kΓ
i
ij − ΓiijΓjjk + ΓiikΓiij − ΓiikΓkkj
]
=
ui
uj
Rijki = 0.
The vanishing of
Riikl = −Riilk = ∂kΓiil − ∂lΓiik = 0 if i 6= k 6= l 6= i
is immediate using the vanishing of Rijki and the contracted first Bianchi identity
Riijk +R
i
jki +R
i
kij = 0.
Finally, for i 6= j we have:
Riiji = −Riiij = ∂jΓiii − ∂iΓiij + ΓjiiΓijj − ΓjijΓiji =
∂jΓ
i
ii − ∂iΓiij = −
∑
l 6=i
ul
ui
∂jΓ
i
il −
1
ui
Hj
Hi
βij − ∂i
(
Hj
Hi
βij
)
=
−
∑
l 6=i,j
ul
ui
∂jHl
Hi
βil +
∑
l 6=i,j
ul
ui
Hl∂jHi
(Hi)2
βil −
∑
l 6=i,j
ul
ui
Hl
Hi
∂jβil +
uj
ui
Hj∂jHi
(Hi)2
βij +
+
1
uiHi
(∑
l 6=j
ul∂lHj + dHj
)
βij − 1
ui
Hj
Hi
βij − ∂iHj
Hi
βij − Hj
ui(Hi)2
(∑
l 6=i
ul∂lHi + dHi
)
βij +
−Hj
Hi
uj∂jβij + u
i∂iβij
ui
=
−
∑
l 6=i,j
ul
ui
∂jHl
Hi
βil +
∑
l 6=i,j
ul
ui
Hl∂jHi
(Hi)2
βil −
∑
l 6=i,j
ul
ui
Hl
Hi
βijβjl +
1
uiHi
(∑
l 6=i,j
ul∂lHj
)
βij
− Hj
ui(Hi)2
(∑
l 6=i,j
ul∂lHi
)
βij +
Hj
uiHi
∑
l 6=i,j
ul∂lβij = 0,
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and
Rijji = −Rijij = ∂jΓiji − ∂iΓijj + (Γiij)2 + ΓijjΓjji −
n∑
l=1
ΓiliΓ
l
jj =
uj∂jΓ
i
ij + u
i∂iΓ
i
ij
uj
+
Γiij
uj
+ Γiij
(
Γiij −
ui
uj
Γjji
)
−
∑
l 6=i,j
ul
uj
ΓiilΓ
i
ij +
−(Γiij)2 +
∑
l 6=i,j
ul
uj
ΓiijΓ
j
jl +
ui
uj
ΓiijΓ
j
ji +
∑
l 6=i,j
ul
uj
ΓiilΓ
l
lj =
− Hj
ujHi
[∑
l 6=i,j
ul∂lβij + βij
]
+
βij
ujHi
(ui∂i + u
j∂j)Hj − Hjβij
uj(Hi)2
(ui∂i + u
j∂j)Hi +
Γiij
uj
−
∑
l 6=i,j
ul
uj
ΓiilΓ
i
ij +
∑
l 6=i,j
ul
uj
ΓiijΓ
j
jl +
∑
l 6=i,j
ul
uj
ΓiilΓ
l
lj =
−
∑
l 6=i,j
ul
uj
Hj
Hi
βilβlj −
(∑
l 6=i,j
ul
uj
∂lHj
Hl
Hl
Hi
βij +
βijHjd
ujHi
)
+
(∑
l 6=i,j
ul
uj
HjHl
(Hi)2
∂lHi
Hl
βij +
Hjβijd
ujHi
)
−
∑
l 6=i,j
ul
uj
HlHj
(Hi)2
βilβij +
∑
l 6=i,j
ul
uj
Hl
Hi
βijβjl +
∑
l 6=i,j
ul
uj
Hj
Hi
βilβlj = 0.
This proves the claim.
Definition 3.3 We call ∇2 the dual connection associated with (βij , Hi).
Lemma 3.4 The connection ∇2 defined in (3.2) is compatible with the product c∗ijk =
δijδ
i
k
ui
and satisfies ∇2E = 0.
Proof: The fact that ∇2E = 0 identically is equivalent to the requirements
Γijj := − u
i
uj
Γiij for i 6= j and Γiii := −
∑
l 6=i
ul
ui
Γili − 1ui that appear in (3.2).
Moreover, the compatibility of∇2 with c∗ijk :=
δijδ
i
k
ui
is equivalent to the requirements
Γijj := − u
i
uj
Γiij for i 6= j and Γijk = 0 for i 6= j 6= k 6= i. All these statements can be
checked via straightforward computations in coordinates {u1, . . . , un}. The Lemma
is proved.
Summarizing, combining Theorem 3.2 and Lemma 3.4 we have proved the follow-
ing:
Theorem 3.5 Let (βij , Hi) be a solution of the system (1.5,1.7) and (2.1,3.1), then
the dual connection ∇2 associated with (βij, Hi) and the structure constants defined in
the coordinates (u1, . . . , un) by c∗ijk =
1
ui
δijδ
i
k give rise to an F -manifold with compatible
flat structure.
11
4 Bi-flat F -manifolds
Given a solution of the system (2.1,2.2,3.1), applying the results of the previous
sections, we can construct a bi-flat F -manifold according to Definition 1.3. Indeed
the natural connection and the dual connection associated to the same functions Hi
are almost hydrodymically equivalent by definition since
Γ
(1)i
ij = Γ
(2)i
ij =
Hj
Hi
βij.
The problem is that, for arbitary values of the constant d, system (2.1,2.2,3.1) does
not admit solutions. The choice of the right degree of homogeneity can be done
following the same procedure used by Dubrovin in [8] for the symmetric case. The
key point is the observation that homogeneous solutions of the system (2.1,2.2) are
the eigenvectors of a matrix V of components Vij = (u
j − ui)βij. It turns out that
the eigenvalues of V are the admissible degrees of homogeneity of the solutions of the
system (2.1,2.2). The only difference with respect to the symmetric case is that, in
the general case, the matrix V is not skew-symmetric. We refer the reader to [8] (and
in particular to lemma 3.9 and corollary 3.2) for all details.
Combining theorems (2.5) and (3.5) we obtain
Theorem 4.1 Let βij be a solution of the system (1.5,1.6,1.7) and Hi a homogeneous
solution of the system (2.1,2.2), then
• the natural connection ∇1 associated with (βij , Hi),
• the dual connection ∇2 associated with (βij , Hi),
• the structure constants defined in the coordinates (u1, . . . , un) by cijk = δijδik,
• the structure constants defined in the coordinates (u1, . . . , un) by c∗ijk = 1ui δijδik,
• the vector fields e =∑ni=1 ∂∂ui and E =∑ni=1 ui ∂∂ui ,
define a bi-flat semisimple F -manifold (M,∇1,∇2, ◦, ∗, e, E).
Remark 4.2 In the generic case, the matrix V has n distinct eigenvalues and thus
there are n possible choices for the natural connection, one for each independent
homogeneous solution H
(α)
i , α = 1, . . . , n of the system (2.1,2.2). The flat coordinates
(t1, . . . , tn) of such connections satify a system involving the specified solution H
(α)
i
and a basis of solution K
(β)
i , β = 1, . . . , n of the adjoint system
∂jKi = βjiKj, i 6= j (4.1)
e(Ki) = 0. (4.2)
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More precisely we have
∂it
β = K
(β)
i H
(α)
i (4.3)
The proof is easy. First one observes that the system (4.3) is compatible. Then,
by straightforward computation it is easy to check that the 1-forms ωβ defined as
ωβ :=
∑n
i=1(K
(β)
i H
(α)
i ) du
i are flat. Indeed for j 6= i we have:
∇jωβi = ∂jωβi − Γiijωβi − Γjjiωβj =
= ∂j(K
(β)
i H
(α)
i )−
H
(α)
j
H
(α)
i
βijK
(β)
i H
(α)
i −
H
(α)
i
H
(α)
j
βjiK
(β)
j H
(α)
j = 0.
While for j = i we obtain:
∇iωβi = ∂iωβi − Γliiωβl = ∂iωβi − Γiiiωβi −
∑
l 6=i
Γliiω
β
l = ∂iω
β
i +
∑
l 6=i
Γiilω
β
i +
∑
l 6=i
Γlliω
β
l =
∂i(K
(β)
i H
(α)
i ) +
∑
l 6=i
H
(α)
l
H
(α)
i
βilK
(β)
i H
(α)
i +
∑
l 6=i
H
(α)
i
H
(α)
l
βliK
(β)
l H
(α)
l =
∑
i 6=l
(
−βliK(β)l H(α)i − βilK(β)i H(α)l + βilK(β)i H(α)l + βliK(β)l H(α)i
)
= 0.
System (4.3) appears also in the recent paper [24] devoted to oriented associativity
equations. The reason is that the structure constants of an F -manifold with compatible
flat structure admit, in flat coordinates, a vector potential and, as a consequence, the
associativity equations in flat coordinates reduce to oriented associativity equations.
5 Examples in the case n = 2
The aim of this section is to find solutions of the system (1.5,1.6,1.7) and to construct
the corresponding F -manifolds with compatible flat structure.
5.1 Egorov-Darboux system
In this case the Egorov-Darboux system reduces to
∂βij
∂u1
+
∂βij
∂u2
= 0,
u1
∂βij
∂u1
+ u2
∂βij
∂u2
= −βij .
The first equations tell us that the rotation coefficients depend only on the difference
(u1 − u2). The remaining equations tell us that they are homogeneous functions of
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degree −1. This gives us
β12 =
C1
u1 − u2 ,
β21 =
C2
u1 − u2 .
5.2 Natural connections
To construct the natural connections we need to compute the Lame´ coefficients, i.e.
we solve the system:
∂Hi
∂u1
+
∂Hi
∂u2
= 0,
∂2H1 =
C1
u1 − u2H2,
∂1H2 =
C2
u1 − u2H1.
Again, the first equation tells us that the Lame´ coefficients depend only on the dif-
ference z = u1 − u2. The remaining equations are equivalent to the system:
∂2zH1 +
1
z
∂zH1 +
C1C2
z2
H1 = 0,
H2 = − z
C1
∂zH1,
that gives us
H1 = a sin
(√
C1C2 ln (u
1 − u2)
)
+ b cos
(√
C1C2 ln (u
1 − u2)
)
, (5.1)
H2 = −
√
C2
C1
[
a cos
(√
C1C2 ln (u
1 − u2)
)
− b sin
(√
C1C2 ln (u
1 − u2)
)]
,(5.2)
where a and b are arbitrary constants. Then by definition, the natural connection
∇(1) is given by
Γ111 = Γ
1
22 = −Γ112 = −Γ121,
Γ112 =
√
C1C2
(−a cos (√C1C2 ln (u1 − u2))+ b sin (√C1C2 ln (u1 − u2)))(
a sin
(√
C1C2 ln (u1 − u2)
)
+ b cos
(√
C1C2 ln (u1 − u2)
))
(u1 − u2) ,
Γ222 = Γ
2
11 = −Γ221 = −Γ212,
Γ221 =
√
C1C2
(
a sin
(√
C1C2 ln (u
1 − u2))+ b cos (√C1C2 ln (u1 − u2)))(−a cos (√C1C2 ln (u1 − u2))+ b sin (√C1C2 ln (u1 − u2))) (u1 − u2) .
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5.3 Dual connections
Let us consider now the dual connections. They are defined starting from the Lame´
coefficients H1 and H2 satisfying the system:
u1
∂Hi
∂u1
+ u2
∂Hi
∂u2
= dHi,
∂2H1 =
C1
u1 − u2H2,
∂1H2 =
C2
u1 − u2H1.
The last two equations can be written as a second order linear equation forH1(u
1, u2).
Indeed, since
H2(u
1, u2) =
(u1 − u2)∂2H1
C1
,
we obtain
(u1 − u2)2 ∂
2H1
∂u1∂u2
+ (u1 − u2)∂H1
∂u2
− C1C2H1 = 0.
Taking into account the first equation we have
H1(u
1, u2) = f
(
u2
u1
)
(u1)d
and the second order PDE for H1 reduces to the following second order ODE for f(z)
(z := u
2
u1
):(
d2
dz2
f (z)
)
z (z − 1)2 +
(
d
dz
f (z)
)(
z2 − z − d (z − 1)2)+ C1C2f(z), (5.3)
which is very similar to Euler’s hypergeometric differential equation. It is not sur-
prising then that the general solution of (5.3) can be written in terms of Gauss’
hypergeometric functions 2F1(a, b; c; z) (for more information about Gauss’ hyperge-
ometric functions see for instance [25]); indeed it turns out that the general solution
in a neighborhood of z = 0 can be written as
f (z) = a (z − 1)−i
√
C1
√
C2
2F1(−i
√
C1
√
C2,−i
√
C1
√
C2 − d; −d; z)+
+b zd+1 (z − 1)−i
√
C1
√
C2
2F1(−i
√
C1
√
C2 + 1,−i
√
C1
√
C2 + d+ 1; d+ 2; z),
where a b are arbitrary constants of integration. For special values of the parame-
ters C1 and C2 the hypergeometric functions 2F1 reduce to well known elementary
functions.
Let us consider, for instance, the particular case correponding to C1 = 1 and
C2 = −4. In this special case the general solution of (5.3) is given by
f (z) = a
(−z + dz − 2− d) zd+1
(z − 1)2 + b
(d2 + 3 d+ 2) z2 + (−2 d− 2 d2 + 4) z + d2 − d
(z − 1)2 ,
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where a and b are arbitrary constants. Summarizing we obtain
H1 = −a(u2)d+1
[
u2 − du2 + 2u1 + du1
(u1 − u2)2
]
+
b(u1)d
[
(u2)2(d2 + 3d+ 2) + u1u2(−2d− 2d2 + 4) + (u1)2(d2 − d)
(u1 − u2)2
]
H2 = −4b(u1)d+1
[−du2 + du1 − u1 − 2u2
(u1 − u2)2
]
−a(u2)d
[
(u2)2(d2 − d) + u1u2(−2d2 − 2d+ 4) + (u1)2(2 + 3d+ d2)
(u1 − u2)2
]
5.4 Bi-flat F -manifolds
To construct bi-flat F -manifolds in the case n = 2 we have to solve the following
over-determined system:
∂Hi
∂u1
+
∂Hi
∂u2
= 0,
u1
∂Hi
∂u1
+ u2
∂Hi
∂u2
= dHi,
∂2H1 =
C1
u1 − u2H2,
∂1H2 =
C2
u1 − u2H1.
It is easy to check that solutions are given by the formulas:
H1 = D1(u
1 − u2)d,
H2 = D2(u
1 − u2)d.
where the constants D1, D2 and d obbey two additional additional constraints:
−C1D2
D1
= C2
D1
D2
= d.
Multiplying both the constraints we obtain
d2 = −C1C2.
The same result can be obtained computing the eigenvalues and the eigenvector of
the matrix V that in this case reads(
0 −C1
C2 0
)
. (5.4)
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For any choice of C1 and C2 the natural and dual connections ∇1 and ∇2 are defined
by (2.2) and (3.2) with
Γ112 =
D2
D1
C1
u1 − u2 =
−d
u2 − u1
Γ221 =
D1
D2
C2
u1 − u2 =
d
u2 − u1 .
6 Bi-flat F -manifolds in dimension n = 3
In this Section, we study the Darboux-Egorov system augmented with the condition
E(βij) = −βij in the case in which n = 3. This system was studied by several
authors [17, 3, 16, 1]. However as far as we know, in literature there are no explicit
formulas to obtain the solutions of (1.5,1.6) starting from solutions of Painleve´ VI.
The proof of the equivalence we present here is completely elementary and part of the
proof concerning the reduction to Painleve´ VI is drawn on [1]. The main Theorem of
this section shows that bi-flat F -manifolds in dimension n = 3 are parametrized by
solutions of a two-parameter Painleve´ VI equation.
First we show that the augmented Darboux-Egorov system is equivalent to a
system of non-autonomous ODEs.
Proposition 6.1 In dimension n = 3, on the open set u1 6= u2 6= u3 6= u1, the system
(1.5, 1.6, 1.7) is equivalent to the following non-autonomous system of ODEs:
d
dz
F12(z) =
1
z(z − 1)F13(z)F32(z)
d
dz
F13(z) = − 1
z − 1F12(z)F23(z)
d
dz
F21(z) =
1
z(z − 1)F23(z)F31(z)
d
dz
F23(z) =
1
z
F21(z)F13(z)
d
dz
F31(z) = − 1
z − 1F32(z)F21(z)
d
dz
F32(z) =
1
z
F31(z)F12(z),
(6.1)
where the independent variable z := u
3−u1
u2−u1 . The unknown functions βij are given in
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terms of the solutions Fij of the system above as follows:
β12(u
1, u2, u3) =
1
u2 − u1F12
(
u3 − u1
u2 − u1
)
β21(u
1, u2, u3) =
1
u2 − u1F21
(
u3 − u1
u2 − u1
)
β32(u
1, u2, u3) =
1
u3 − u2F32
(
u3 − u1
u2 − u1
)
β23(u
1, u2, u3) =
1
u3 − u2F23
(
u3 − u1
u2 − u1
)
β13(u
1, u2, u3) =
1
u3 − u1F13
(
u3 − u1
u2 − u1
)
β31(u
1, u2, u3) =
1
u3 − u1F31
(
u3 − u1
u2 − u1
)
(6.2)
Proof: The equations e(βij) = 0 are equivalent to the requirement that for each
pair (i, j), i 6= j, βij is an arbitrary function Gij of the differences of the coordinates.
Therefore we can write βij(u
1, u2, u3) := Gij(x31, x21) where x31 := u
3 − u1 and
x21 := u
2 − u1 and with these, the subsystem e(βij) = 0 is automatically satisfied. If
we substitute the unknown functions Gij(x31, x21) in the subsystem E(βij) = −βij ,
we obtain the following equations for each i, j, i 6= j:
∂
∂x31
Gij(x31, x21) +
∂
∂x21
Gij(x31, x21) +Gij(x31, x21) = 0. (6.3)
It turns out that each equation of (6.3) is equivalent to require that Gij is an
arbitrary function of the ratio x31
x21
divided by x21. So if we set
Gij(x31, x21) :=
1
x21
Kij
(
x31
x21
)
,
then also the subsystem E(βij) = −βij is identically satisfied. Let us observe that
this equivalence holds only whenever x21 6= 0, i.e. when u2 6= u1. However, since
equation (6.3) is symmetric with respect to the exchange of x21 and x31 we could
have analogously found a solution K˜ij = K˜ij
(
x21
x31
)
. Therefore, for the equivalence to
hold without analyzing different cases, we impose also that u3 6= u1.
Now it remains to express the subsystem ∂jβik = βijβjk in terms of the functions
Kij . This turns out to be possible, in particular defining the variable z :=
x31
x21
= u
3−u1
u2−u1
it is an easy computation to show that in dimension 3, the system ∂jβik = βijβjk is
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equivalent to the following system of ODEs:
d
dz
K12 (z)−K13 (z)K32 (z) = 0
−z d
dz
K13 (z)−K13 (z)−K12 (z)K23 (z) = 0
d
dz
K21 (z)−K23 (z)K31 (z) = 0
(z − 1) d
dz
K23 (z) +K23 (z)−K21 (z)K13 (z) = 0
−z d
dz
K31 (z)−K31 (z)−K32 (z)K21 (z) = 0
(z − 1) d
dz
K32 (z) +K32 (z)−K31 (z)K12 (z) = 0
(6.4)
Performing a further change of variables, namely defining F32(z) := (z−1)K32(z),
F23(z) := (z − 1)K23(z), F13(z) := zK13(z), and F31(z) := zK31(z), F12(z) := K12(z)
and F21(z) := K21(z) the system above is transformed to the following one:
d
dz
F12(z) =
1
z(z − 1)F13(z)F32(z)
d
dz
F13(z) = − 1
z − 1F12(z)F23(z)
d
dz
F21(z) =
1
z(z − 1)F23(z)F31(z)
d
dz
F23(z) =
1
z
F21(z)F13(z)
d
dz
F31(z) = − 1
z − 1F32(z)F21(z)
d
dz
F32(z) =
1
z
F31(z)F12(z).
(6.5)
Observe that in order to write this system in normal form, namely with the derivatives
having coefficients equal to 1 we must divide by z − 1, which means we must impose
the also the condition u3 6= u2.
Finally the expressions relating βij to Fij are obtained through a simple compu-
tation.
Let us observe that the non-autonomous system of ODEs for the Fij reduces to
the Hamiltonian system on so(3) given in ([8], Lecture 3, (3.113)) if we consider the
reduction Fij = Fji.
Now we discuss how the non-autonomous systems of ODEs for the Fij is related
in this case to a Painleve´ VI equation with two independent parameters.
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Theorem 6.2 System (6.5) is equivalent to the following sigma form of Painleve´ VI
equation:
z2(z − 1)2
(
d2σ
dz2
)2
+ 4
[
dσ
dz
(
z
dσ
dz
− σ
)
−
(
dσ
dz
)2(
z
dσ
dz
− σ
)]
=
(
dσ
dz
)2 (
v21 + v
2
2 + v
2
3
)
+
dσ
dz
(
v21v
3
2 + v
2
1v
2
3 + v
2
2v
2
3
)
+ v21v
2
2v
2
3 ,
(6.6)
where the three parameters v1, v2, v3 are the three roots of the polynomial
x3 − 2R2x2 +R4x−D2,
where the constants −R2 and D are expressed in terms of the conserved quantities of
system (6.5) given by:
F12(z)F21(z) + F13(z)F31(z) + F23(z)F32(z) = −R2,
F23(z)F31(z)F12(z)− F13(z)F32(z)F21(z) = D.
In particular system (6.5) is equivalent to a Painleve´ VI depending on two parameters,
since vi are expressed in terms of the quantities −R2 and D, vi = vi(−R2, D).
Proof: First notice that
d
dz
(F12(z)F21(z) + F13(z)F31(z) + F23(z)F32(z)) = 0,
identically along the solutions of (6.5), as a simple computation shows. So we set
F12(z)F21(z) + F13(z)F31(z) + F23(z)F32(z) = −R2, (6.7)
where R is a not necessarily real constant. The choice of the minus sign and the
square is dictated by the fact that it will be easier to express the roots of a cubic
polynomial in terms of its coefficient with this choice and these roots identify the
parameters in the sigma form of Painleve´ VI. Since Fij are all functions of z, we can
always find a function f(z) such that
F12(z)F21(z) := f
′(z) (6.8)
identically, where f ′ denotes the derivative of f with respect to z. Notice that f is
determined up to a constant. We want to express F13(z)F31(z) also in terms of f , f
′
and z. Due to equations (6.5), we have d
dz
(F13F31) = −z ddz (F12F21) and therefore
d
dz
(F13F31) = −z d
dz
(F12F21) = F12F21 − d
dz
(zF12F21) .
Substituting the expression of F12F21 in terms of f
′ and integrating with respect to z
we find
F13(z)F31(z) := f(z)− zf ′(z)−R2, (6.9)
where part of the constant of integration has been absorbed in f in order to explicit
R, the constant appearing in (6.7). Thus, this it follows immediately from (6.7) that
F23(z)F32(z) := −f(z) + (z − 1)f ′(z). (6.10)
From equations (6.9), (6.8) and (6.10) we have immediately
z
d
dz
(F23F32) = z(z − 1) d
dz
(F12F21) = −(z − 1) d
dz
(F13F31) = z(z − 1)f ′′(z). (6.11)
On the other hand, using the equations of the system (6.5) one finds
z
d
dz
(F23F32) = z(z − 1) d
dz
(F12F21) = −(z − 1) d
dz
(F13F31) = F21F13F32 + F12F31F23.
Combining these equations with (6.11) we obtain
z(z − 1)f ′′(z) = F23(z)F31(z)F12(z) + F13(z)F32(z)F21(z). (6.12)
From (6.12) we are going to obtain the Painleve´ VI equation with two parameters
exploiting another conservation law. Indeed always using equations (6.5) we find that
d
dz
(F23(z)F31(z)F12(z)− F13(z)F32(z)F21(z)) = 0
so we set
F23(z)F31(z)F12(z)− F13(z)F32(z)F21(z) = D, (6.13)
where D is another constant. Squaring (6.12) we obtain
z2(z − 1)2f ′′2 = (F13F32F21)2 + (F12F23F31)2 + 2 (F12F21F13F31F23F32) .
Squaring (6.13) and substituting in the previous equation we obtain
z2(z − 1)2f ′′2 = 4 (F12F21F13F31F23F32) +D2.
Finally substituting (6.9), (6.8), (6.10) in the previous equation, after some straight-
forward manipulations we obtain
z2(z− 1)2 (f ′′)2+4 [f ′(zf ′ − f)2 − f ′2(zf ′ − f)]+4R2f ′(zf ′− f)− 4R2f ′2−D2 = 0.
(6.14)
This proves that given a solution of system (6.5) we can construct a solution of (6.14).
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In order to prove the opposite implication we notice that from (6.12) and (6.13)
it follows that
F12F23F31 =
z(z − 1)f ′′(z) +D
2
, (6.15)
F21F13F32 =
z(z − 1)f ′′(z)−D
2
. (6.16)
Using these identities the system (6.5) can be written as
d
dz
lnF12 =
1
z(z − 1)
F21F13F32
F12F21
=
1
2z(z − 1)
z(z − 1)f ′′ −D
f ′
,
d
dz
lnF13 = − 1
z − 1
F12F23F31
F13F31
= − 1
2(z − 1)
z(z − 1)f ′′ +D
f − zf ′ − R2 ,
d
dz
lnF21 =
1
z(z − 1)
F12F23F31
F12F21
=
1
2z(z − 1)
z(z − 1)f ′′ +D
f ′
,
d
dz
lnF23 =
1
z
F21F13F32
F23F32
=
1
2z
z(z − 1)f ′′ −D
(z − 1)f ′ − f ,
d
dz
lnF31 = − 1
z − 1
F21F13F32
F13F31
= − 1
2(z − 1)
z(z − 1)f ′′ −D
f − zf ′ −R2 ,
d
dz
lnF32 =
1
z
F12F23F31
F23F32
=
1
2z
z(z − 1)f ′′ +D
(z − 1)f ′ − f .
(6.17)
Thus we obtain
F12 =
√
f ′ exp
(
−
∫ z
z0
[
1
2t(t− 1)
D
f ′
]
dt+ C12
)
,
F21 =
√
f ′ exp
(∫ z
z0
[
1
2t(t− 1)
D
f ′
]
dt+ C21
)
,
F13 =
√
f − zf ′ −R2 exp
(
−
∫ z
z0
[
1
2(t− 1)
D
f − tf ′ − R2
]
dt+ C13
)
,
F31 =
√
f − zf ′ −R2 exp
(∫ z
z0
[
1
2(t− 1)
D
f − tf ′ − R2
]
dt+ C31
)
,
F23 =
√
(z − 1)f ′ − f exp
(
−
∫ z
z0
[
1
2t
D
(t− 1)f ′ − f
]
dt+ C23
)
,
F32 =
√
(z − 1)f ′ − f exp
(∫ z
z0
[
1
2t
D
(t− 1)f ′ − f
]
dt+ C32
)
,
where the constants Cij are integration constants. Writing the terms involving square
roots as exponentials of integrals and substituting into the original system (6.5) we
get, after some lengthy computations that the following conditions must hold identi-
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cally:
− C12 + C13 + C32 − α + γ + [. . . ]1 = 0
− C21 + C23 + C31 − β + γ + [. . . ]2 = 0
− C13 + C12 + C23 − β + γ + [. . . ]2 = 0
− C31 + C32 + C21 − α + γ + [. . . ]1 = 0
− C23 + C21 + C13 − α + γ + [. . . ]1 = 0
− C32 + C31 + C12 − β + γ + [. . . ]2 = 0
(6.18)
where α, β and γ are expressed in terms of the initial conditions of the equation (6.14)
as follows:
α = ln (f ′′(z0)z0(z0 − 1)−D)
β = ln (f ′′(z0)z0(z0 − 1) +D)
γ = ln (2
√
f ′(z0)(f(z0)− z0f ′(z0)− R2)(−f(z0) + (z0 − 1)f ′(z0)),
[. . . ]1 = −
∫ z
z0
d
dt
ln (t(t− 1)f ′′ −D) dt+
∫ z
z0
d
dt
ln [2
√
f ′(f − tf ′ −R2)((t− 1)f ′ − f)] dt+
+D
∫ z
z0
(f ′(t− 1)− f)(f − tf ′ −R2) + (t− 1)f ′(f − tf ′ −R2)− tf ′(f ′(t− 1)− f)
2t(t− 1)f ′(f − tf ′ −R2)((t− 1)f ′ − f) dt,
and
[. . . ]2 = −
∫ z
z0
d
dt
ln (t(t− 1)f ′′ +D) dt+
∫ z
z0
d
dt
ln [2
√
f ′(f − tf ′ −R2)((t− 1)f ′ − f)] dt+
−D
∫ z
z0
(f ′(t− 1)− f)(f − tf ′ −R2) + (t− 1)f ′(f − tf ′ −R2)− tf ′(f ′(t− 1)− f)
2t(t− 1)f ′(f − tf ′ −R2)((t− 1)f ′ − f) dt.
Using the fact that f is a solution of (6.14) it is easy to prove that both quantities
[. . . ]1 and [. . . ]2 vanish. Let us check [. . . ]1 = 0. First of all we observe that
f ′′
[
(f ′(t− 1)− f)(f − tf ′ −R2) + (t− 1)f ′(f − tf ′ −R2)− tf ′(f ′(t− 1)− f)] =
d
dt
[f ′(f − tf ′ −R2)((t− 1)f ′ − f)]
(6.19)
Multiplying both numerator and denominator in the third addendum of [. . . ]1 by
f ′′, applying identity (6.19) and taking the common denominator with the second
addendum of [. . . ]1 we obtain
[. . . ]1 = −
∫ z
z0
t(t− 1)f ′′′ + (2t− 1)f ′′
t(t− 1)f ′′ −D dt+
+
∫ z
z0
(t(t− 1)f ′′ +D) d
dt
[f ′(f − tf ′ −R2)((t− 1)f ′ − f)]
2t(t− 1)f ′(f − tf ′ −R2)((t− 1)f ′ − f)f ′′ dt.
Using the equation (6.14) we obtain the identity
f ′(f − tf ′ − R2)((t− 1)f ′ − f) = 1
4
(t(t− 1)f ′′ +D)(t(t− 1)f ′′ −D)
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and as a consequence
[. . . ]1 = −
∫ z
z0
t(t− 1)f ′′′ + (2t− 1)f ′′
t(t− 1)f ′′ −D dt+
∫ z
z0
2 d
dt
[f ′(f − tf ′ −R2)((t− 1)f ′ − f)]
t(t− 1)(t(t− 1)f ′′ −D)f ′′ dt+
= −
∫ z
z0
2t2(t− 1)2f ′′f ′′′ + d
dt
[t2(t− 1)2](f ′′)2 − 4 d
dt
[f ′(f − tf ′ −R2)((t− 1)f ′ − f)]
2t(t− 1)(t(t− 1)f ′′ −D)f ′′ dt
The numerator is nothing but the derivative of the equation (6.14). By similar
computations we obtain
[. . . ]2 = −
∫ z
z0
2t2(t− 1)2f ′′f ′′′ + d
dt
[t2(t− 1)2](f ′′)2 − 4 d
dt
[f ′(f − tf ′ −R2)((t − 1)f ′ − f)]
2t(t− 1)(t(t− 1)f ′′ +D)f ′′ dt
that vanishes for the same reason. It remains to prove that the system
− C12 + C13 + C32 − α + γ = 0
− C21 + C23 + C31 − β + γ = 0
− C13 + C12 + C23 − β + γ = 0
− C31 + C32 + C21 − α + γ = 0
− C23 + C21 + C13 − α + γ = 0
− C32 + C31 + C12 − β + γ = 0
(6.20)
for the constants Cij admits solutions. It is easy to check that the general solution
depends on two arbitrary constants, for instance C21 = A and C31 = B:
C32 = B−A+α−γ, C13 = −B+α+β−2γ, C23 = A−B+β−γ, C12 = −A+α+β−2γ.
To conclude let us show that the equation (6.14) is equivalent to a Painleve´ VI
depending on two parameters. For this purpose let us consider the sigma form of the
Painleve´ VI (see [15], Appendix C, Formula C.61):
dσ
dz
(
z(z − 1)d
2σ
dz2
)2
+
(
dσ
dz
[
2σ − (2z − 1)dσ
dz
]
+ v1v2v3v4
)2
=
4∏
k=1
(
dσ
dz
+ v2k
)
,
(6.21)
where v1, v2, v3, v4 are four parameters suitably related to the other four parameters
appearing in the classical form of Painleve´ VI (see Remark at the end of the proof).
Expanding the products and powers in (6.21) and dividing by σ′ one gets:
z2(z − 1)2(σ′′)2 + 4 [σ′(zσ′ − σ)− (σ′)2(zσ′ − σ)]− 4v1v2v3v4(zσ′ − σ) =
(σ′)2
(
4∑
k=1
v2k
)
+ σ′
(
4∑
i 6=j
v2i v
2
j − 2v1v2v3v4
)
+
4∑
i 6=j 6=k
v2i v
2
j v
2
k.
(6.22)
Comparing (6.14) and (6.22), we see that we need to remove the term 4Rf ′(zf ′ −
f), since there is no term σ′(zσ′ − σ) outside the square bracket. Consider the
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transformation f = ψ + R
2
2
. Then f ′ = ψ′, f ′′ = ψ′′ and zf ′ − f = zψ′ − ψ − R2
2
.
Substituting in (6.14) after some straightforward manipulations we obtain
z2(z − 1)2(ψ′′)2 + 4 [ψ′(zψ′ − ψ)− (ψ′)2(zψ′ − ψ)] = 2R2(ψ′)2 +R4ψ′ +D2, (6.23)
which can be recognized as a special form of (6.22), with ψ = σ where v1v2v3v4 = 0.
In particular we can choose v4 = 0 and comparing (6.22) and (6.23) we obtain the
following correspondence among parameters:
2R2 = v21 + v
2
2 + v
2
3,
R4 =
3∑
i 6=j
v2i v
2
j ,
D2 = v21v
2
2v
2
3.
(6.24)
Notice that v21, v
2
2, v
2
3 are the roots of the cubic polynomial
x3 − (v21 + v22 + v23)x2 +
(
3∑
i 6=j
v2i v
2
j
)
x− v21v22v23,
or equivalently, due to the previous relations, roots of the polynomial:
x3 − 2R2x2 +R4x−D2. (6.25)
Remark 6.3 The parameters v1, v2, v3, v4 of the complete sigma form of Painleve´
VI in equation (6.22) are related to the parameters α, β, γ, δ of the classical form of
Painleve´ VI:
d2y
dz2
=
1
2
(
1
y
+
1
y − 1 +
1
y − z
)(
dy
dz
)2
−
(
1
y
+
1
y − 1 +
1
y − z
)
dy
dz
+
+
y(y − 1)(y − z)
z2(z − 1)2
{
α + β
z
y2
+ γ
z − 1
(y − 1)2 + δ
z(z − 1)
(y − z)2
} (6.26)
in the following way:
v1 + v2 =
√
−2β, v1 − v2 =
√
2γ, , v3 + v4 + 1 =
√
1− 2δ, v3 − v4 =
√
2α.
However, the relation between a solution of (6.22) and the corresponding solution of
classical Painleve´ equation is more complicated. For explicit formulas, see [23].
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7 An example for arbitrary n: the ǫ-system
Consider the semi-Hamiltonian system (see [27])
uit =
(
ui − ǫ
n∑
k=1
uk
)
uix, i = 1, . . . , n,
known in the literature as ǫ-system. Let us recall that a diagonal system of hydrody-
namic type
uit = v
i(u)uix, u = (u
1, . . . , un), i = 1, . . . n
is called semi-Hamiltonian if the characteristic velocities vi(u) satisfy the following
system of equations (here ∂j :=
∂
∂uj
):
∂j
(
∂kv
i
vi − vk
)
= ∂k
(
∂jv
i
vi − vj
)
, ∀i 6= j 6= k 6= i. (7.1)
System (7.1) provides the integrability conditions of the following system (among
other systems):
∂j ln(
√
gii) =
∂jv
i
vj − vi , (7.2)
which relates the characteristic velocities of a diagonal system of hydrodynamic type
with a class of diagonal metric. Let us recall that a metric is said to satisfy the
Egorov property if there exists a coordinate system in which the metric is diagonal
and potential, namely gii = ∂iφ, for a suitable φ. Now for n > 2 the metrics of the
form
gii :=
ϕi(ui)[∏
l 6=i(u
i − ul)2
]ǫ , (7.3)
where ϕi(ui) are arbitrary smooth nowhere vanishing functions of a single variable,
do satisfy (7.2), but are not of Egorov type because their rotation coefficients
βij =
[∏
l 6=j(u
j − ui)∏
l 6=i(u
i − ul)
]ǫ
ǫ
ui − uj
√
ϕj(uj)
ϕi(ui)
(7.4)
are not symmetric, and thus the natural connection constructed from these βij does
not coincide with the Levi-Civita connection associated to any of the metrics of the
form (7.3). However, it has been proved in [19] that the rotation coefficients (7.4)
do satisfy the system (1.5,1.6,1.7) if the functions ϕi(ui) in (7.3) are constants and
moreover the Lame´ coefficients of the metric (with ϕi(ui) = 1)
gii =
1
[
∏
l 6=i(u
i − ul)]2ǫ , i = 1, . . . n, (7.5)
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satisfies the sytem (2.1,2.2,3.1) with d = (n− 1)ǫ. Indeed
n∑
k=1
uk∂kgii =
∑
k 6=i
2ǫuk
[(ui − uk)∏l 6=i(ui − ul)]2ǫ −
∑
k 6=i
2ǫui
[(ui − uk)∏l 6=i(ui − ul)]2ǫ =∑
k 6=i
−2ǫ
[
∏
l 6=i(u
i − ul)]2ǫ = −2(n− 1)ǫgii
This means that the connection ∇1 defined by
Γ
(1)i
jk = 0 ∀i 6= j 6= k 6= i
Γ
(1)i
jj = −Γ(1)iij i 6= j
Γ
(1)i
ij =
Hj
Hi
βij =
ǫ
ui − uj i 6= j
Γ
(1)i
ii = −
∑
l 6=i
Γ
(1)i
li
and the connection ∇2 defined by
Γ
(2)i
jk = 0 ∀i 6= j 6= k 6= i
Γ
(2)i
jj = −
ui
uj
Γ
(2)i
ij i 6= j
Γ
(2)i
ij =
Hj
Hi
βij =
ǫ
ui − uj i 6= j
Γ
(2)i
ii = −
∑
l 6=i
ul
ui
Γ
(2)i
li −
1
ui
,
the product cijk = δ
i
jδ
i
k and c
∗i
jk =
1
ui
δijδ
i
k, e =
∑n
k=1 ∂k and E =
∑n
k=1 u
k∂k define a
bi-flat semisimple F -manifold structure. We thus obtain the following
Proposition 7.1 In any dimension n with n > 2 the ǫ-system gives rise to a bi-flat
semisimple F -manifold structure which is not a Frobenius manifold.
8 Conclusions
In this paper we have singled out a class of F -manifolds that, although more general
than Frobenius manifolds, are sufficiently rich to provide a framework for the study
of integrable PDEs of hydrodynamic type, encompassing also those examples like the
ǫ-system where the Frobenius manifold theory is not directly applicable. Moreover,
due to the requirement that ∇1 and ∇2 are hydrodynamically almost equivalent, bi-
flat F -manifolds are automatically equipped with powerful recursion relations, as we
proved in [2].
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Let us briefly comment on the relationships between bi-flat F -manifolds and in-
tegrable hierarchies of dispersionless PDEs. It has been proved in [21] that, given a
semisimple F -manifold with compatible connection, the set of flows of hydrodynamic
type
uit = c
i
jkX
jukx, (8.1)
defined by the solutions X = (X1, . . . , Xn) of the equation
d∇(X◦) = 0 (8.2)
commute.
In the case of bi-flat semisimple F -manifolds (M,∇1,∇2, ◦, ∗, e, E), using the set-
up developed in [2], we illustrate three alternative recurrence schemes to find a count-
able subset of solutions to (8.2).
The starting point is the same for the three procedures. First of all one defines
the primary flows of the hierarchy. These are defined on a semisimple F -manifold
with compatible flat connection (M, ◦,∇). They are the flows associated with a frame
vector fields (X(1,0), . . . , X(n,0)), flat with respect to ∇:
uit(p,0) = c
i
jkX
k
(p,0)u
j
x, (8.3)
where cijk are the structure constants of ◦. Starting from the primary flows (8.3) one
can introduce the “higher flows” of the hierarchy, defined as
uit(p,α) = c
i
jkX
j
(p,α)u
k
x, (8.4)
by means of one of the following recursive schemes.
1. The first recurrence procedure can be defined on any semisimple F -manifold
with compatible connection, namely it holds without a bi-flat F -manifold struc-
ture:
∇jX i(p,α) = cijkXk(p,α−1). (8.5)
The hierarchy obtained in this way is called the principal hierarchy.
2. The second recurrence procedure is available whenever one has a semisimple F -
manifold (M, ◦, e) with two flat connections, ∇1 and ∇2, which are compatible
with respect to the same product ◦. Such a structure can always be constructed
starting from a semisimple F -manifold with compatible connection (M, ◦, e,∇),
by deforming ∇. Indeed one takes as ∇1 the undeformed connection and as
∇2 the connection whose Christoffel symbols are obtained from the Christoffel
symbols of ∇1 adding the structure constants cijk of the product ◦.
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The recursive procedure is defined via:
d∇(1)X(n+1,α) = d∇(2)X(n,α). (8.6)
This indeed corresponds to have two connections satisfying (1.4) compatible
with the same product ◦ ; connections of this type are called hydrodynamically
equivalent connections in the language of [2]. The flows obtained in this way
are strictly related to the flows of the principal hierarchy (see [2]).
3. On the other hand, the third kind of recursive relation requires the presence of
a bi-flat semisimple F -manifold (M,∇1,∇2, ◦, ∗, e, E) and is defined via:
d∇1X(n+1,α) = d∇2
(
E ◦X(n,α)
)
. (8.7)
Here ∇1 and ∇2 are two almost hydrodynamically equivalent flat connections,
compatible with ◦ and ∗ respectively, where E is the eventual identity relating ◦
with ∗. That this is a well-defined recurrence procedure is proved in [2]. These
recursive relations generalize the standard bi-Hamiltonian hierarchy and reduce
to it in the case of Frobenius manifolds. Let us remark also that one can obtain
formally (8.6) putting E := e in (8.7), so that the dual product ∗ coincides with
the given product structure ◦.
Notice that the chains of vector fields defined in this way might be not inde-
pendent. In this case, following the standard terminology for bi-Hamiltonian
structures we will say that the connections ∇1 and ∇2 are resonant. This hap-
pens, for instance, if the two connections ∇1 and ∇2 have a common flat vector
field.
Due to the richness of recursive schemes available on bi-flat F -manifolds, it is clear
that in principle we can construct plenty of new examples of dispersionless integrable
hierarchies. However, writing down explicitly the equations of these hierarchies in full
generality turns out to be a daunting task: indeed the computation of the primary
flows might be already very difficult.
Regarding open problems, we think that there are two main questions of vast scope
arising from the comparison between bi-flat F -manifolds on one side and Frobenius
manifolds on the other:
The existence of dispersive deformations. In the case of Frobenius manifolds the
principal hierarchy is the dispersionless limit of a full dispersive hierarchy [11]. One of
the main tools to costruct such a hierarchy is the bi-Hamiltonian structure associated
to the flat pencil of metrics [9] defined by the invariant metric and the intersection
form.
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In the more general setting we have considered in the present paper the connections
∇1 and∇2 are not related to any known bi-Hamiltonian structure. In other words, it is
not clear if dispersive deformations preserving integrability do exist and, if they exist,
how to substitute the powerful bi-Hamiltonian machinery that one has at disposal in
the Frobenius case with equally powerful tools.
Some preliminary results suggest that even in this framework it is possible to in-
troduce a kind of Hamiltonian formalism. We will treat this problem elsewhere.
The applications of this rich geometric structure to other branches of mathematics.
Frobenius manifolds describe moduli space of topological conformal field theories and
have multiple connections with quantum cohomology, singularity theory, Gromov-
Witten invariants. Since bi-flat F -manifolds have many properties of Frobenius man-
ifolds and they can be constructed from a natural generalization of Darboux-Egorov
system it should be natural to expect that they can find applications in similar areas.
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