The bag-of-tasks application model, albeit simple, arises in many application domains and has received a lot of attention in the scheduling literature. Previous works propose either theoretically sound solutions that rely on unrealistic assumptions, or ad-hoc heuristics with no guarantees on performance. This work attempts to bridge this gap through the design of non-clairvoyant heuristics based on solid theoretical foundations. The performance achieved by these heuristics is studied via simulations in a view to comparing them both to previously proposed solutions and to theoretical upper bounds on achievable performance. Also, an interesting theoretical result in this work is that a straightforward on-demand heuristic delivers asymptotically optimal performance when the communications or the computations can be neglected.
timization objective (Section 2.3). Finally, we introduce the probabilistic application model used in this study (Section 2.4).
Platform Model
We consider star-shaped platforms made of a master computer P 0 linked to n worker processors P 1 , . . . , P n . Like most existing studies, we consider heterogeneous platforms: worker P i computes at speed s i (in flops) and communicate with a bandwidth bw i (in B/s). For communications we use the bounded multi-port model presented by Hong and Prasanna [11] : the number of simultaneous communications is unbounded, but the sum of the bandwidths of these communications is limited by the bandwidth of the network card.
Ideal Application Model
K bag-of-tasks applications are submitted to the system. The k-th BoT application, T k , is a set of independent and perfectly identical tasks: the execution of each task requires an initial communication of size V comm (k) in bytes (to send the input data and, possibly, the program code) and its completion requires a computation volume V comp (k) in Flop. We call instances the different tasks of a same BoT application. We use a linear cost model for both computations and communications: it takes V comm (k)/b seconds to send an instance of application T k with a bandwidth b, and V comp (k)/s i seconds for worker P i to process it. We allow the overlap of computations and communications: any worker can process some already received task while retrieving another task from the master. The master does not participate in the work.
Objective
A traditional scheduling objective is the minimization of the makespan, that is, of the overall execution time. As each application will comprise a large number of tasks, rather than targeting the minimization of its makespan, we focus on the maximization of its average number of tasks processed per time-unit, its throughput. Considering what happens on average, we thus work in the framework of steady-state scheduling. When relevant, steady-state optimization often allows to design asymptotically optimal schedule for makespan minimization when makespan minimization itself is NP-complete. We thus aim at maximizing the platform throughput. The different applications can have different priorities, π k being the priority of T k . We enforce the constraint that the throughput ρ (k) of T k is proportional to its priority: ρ (k) /π k = ρ (1) /π 1 . We denote by ρ (k) i the contribution of worker P i to the global throughput ρ (k) of application T k .
Realistic Probabilistic Application Model
In Section 2.2 we recalled the application model used in existing theoretically sound studies. This model assumes that instances of a same BoT application have perfectly identical characteristics. This assumption rarely holds in practice. Instances of a same application will share some common features because, for example, they correspond to the same processing performed on different input data. Their characteristics, nevertheless, will often differ as, for instance, the execution time of many applications is sensitive to input data. To take these variations into account, and to model them, we assume that, for each BoT, there exists two distributions describing respectively the communication and computation requirements of the different BoT instances. We chose to have two distributions per application, rather than model the whole K applications with the same two distributions, as we believe different applications certainly have significantly different distributions and that taking into account this specificity will enable us to design more efficient solutions. We then assume that there exist two random variables per application, representing the communication and computation requirements. We thus introduce the following new notations:
• X (k)
comm is a random variable such that X comp is a random variable such that X (k) comp (u) is the computation volume required by the u-th instance of T k . We assume that we know a lower bound and an upper bound for the communication size and the computation volume of each application. Lower bounds are denoted min comp . Finally, we need to know the following probabilities: ∀k, ∀c 1 
(There is no reason for X (k) comm and X (k) comp to be independent for any application T k ; on the contrary, one can imagine applications for which smaller input data induces less computations.)
Finally, note that, in practice, we will not assume that we will have a perfect knowledge of these random variables, probabilities, and distributions. We will only assume that they exist, and that they can be approximated by using historical data or samples.
The (Theoretical) Clairvoyant Case
Here we study the clairvoyant case. This is a theoretical case where we assume we know what the execution time of each instance will be. We first recall the optimal solution for the ideal application model (Section 3.1). Building on this result, we show how to design an approximation algorithm for our probabilistic application model (Section 3.2). We will use the theoretical results obtained in this section to design, in the next section, heuristics for practical cases.
Ideal Application Model
We recall the solution given in [4] (for a more general problem). This solution is expressed as an optimal solution of Linear program (1), a program that expresses the constraints on the average per-time-unit behavior of any schedule:
• the total throughput of application T k is the sum of the contributions of all processors (Constraint (1a)); • the throughput of T k is proportional to its priority (Constraint (1b));
• a worker cannot exceed its processing power: the sum, over all applications, of the time it devotes to processing an application, cannot exceed the length of the time-unit (Constraint (1c)); • a worker cannot exceed its incoming bandwidth: the sum, over all applications, of the time it devotes to receiving tasks from an application, cannot exceed the length of the time-unit (Constraint (1d));
• the master cannot exceed its outgoing bandwidth: the sum, over all workers and applications, of the time it devotes to sending tasks of this application to that worker cannot exceed the length of the time-unit (Constraint (1e)). Because all variables are rational, an optimal solution to this linear program can be found in polynomial time.
Approximation Scheme for the Probabilistic Application Model
Now, the different instances of a given application T k no longer have the same communication size and the same computation volume. This size and this volume are now varying among instances, but we have assumed that we know their distributions. The idea underlying our approximation scheme is to split each application into several virtual applications such that two instances of the same virtual application have communication size and computation volume sufficiently similar that considering them to be identical will not have a significant impact on the performance of the schedule. The virtual applications will be defined using a parameter ε. If ρ * is the throughput of any optimal solution, our approximation scheme will produce a solution whose throughput ρ is at least equal to ρ * /(1 + ε). To define our virtual applications, we introduce some notations. Let γ
r+1 . An instance of application T k belongs to interval I r+1 . Virtual application T k,q,r is the subset of the instances of application T k that belong to interval I
i,q,r is the contribution of processor P i to the throughput of the virtual application T k,q,r . Figure 1 presents an example with 3 applications partitioned into virtual applications with ε = 0.4. Note that some virtual applications are empty, like T 1,1,3 .
The instances of a virtual application T k,q,r do not have the same communication size and the same computation volume. However, by definition, all instances of T k,q,r have a communication size no greater than γ (k) q+1 and a computation volume no greater than δ (k) r+1 . In order to apply to the virtual applications the linear programming approach of Section 3.1, we follow a pessimistic approach: we approximate the communication size of any instance of T k,q,r by γ from Linear program (1), we need to make an additional remark. We denote by p (k) q,r the probability of an instance of T k to belong to T k,q,r :
By construction, ∀k, q,r p (k) q,r = 1. If we randomly pick t instances of application T k , we expect t · p (k) q,r of these instances to belong to virtual application T k,q,r . We can then link the throughput of the virtual application T k,q,r , ρ
Theorem 1. An optimal solution to Linear Program (2) achieves a throughput ρ no smaller than ρ * /(1 + ε), where ρ * is the optimal throughput.
Proof. The proof contains three steps: we first show that this linear program returns a valid solution, we then compute an upper bound ρ max of the optimal throughput ρ * , and finally, we show that the throughput ρ of the solution is larger than ρ * /(1 + ε).
1. Consider the N (1) first instances of application T 1 . Due to the priorities, we also consider the
q,r denotes the actual number of instances in the interval I (k) q,r among the first N (k) instances of T k , we have:
Linear program (2) is equivalent to linear program (1) with k Q (k) R (k) applications named T k,q,r and defined by:
Let (q 0 , r 0 ) be such that p (1) q 0 ,r 0 is positive. We know [5] that linear program (1) returns a valid schedule σ for this set of new applications, ensuring a throughput ρ (k) q,r to the application T k,q,r :
If we use σ to process p
instances of T k,q,r are concurrently processed, and we have:
Since an instance in the interval I (k) q,r has by definition a size less than (δ
q,r in time T N (1) . Thanks to Equation (3), we have:
.
Thus, for each virtual application, an optimal solution of (2) describes the average number of instances processed by the resources, allowing to reach the desired throughput equal to ρ (k) = q,r ρ (k)
q,r to application T k . By definition of ρ * , we have ρ ≤ ρ * .
2. An upper bound ρ max of the optimal throughput is easily obtained, by solving the linear program (4). This linear program corresponds to the problem obtained by replacing any instance of application T k belonging to interval I (k) q,r by a smaller instance of size (δ
q,r ). Thus, the optimal throughput for this new set of applications is larger than the one of the original applications. Since this linear program returns the optimal throughput of this new set, we have an upper bound of the optimal throughput, which can be reached with our original applications T k 's:
3. By definition, we have δ
q . Since all constraints are linear, one can easily check that ρ
is a solution of (4) if, and only if,
is a solution of (2). Using Equations (??) and (2a), we
Altogether, we have ρ ≤ ρ * ≤ (1 + ε)ρ: the throughput ρ is larger than ρ * /(1 + ε), concluding the demonstration.
In the following we call ε-Approx the schedule defined by an optimal solution of Linear Program (2) for a given value of ε. The careful reader may remark that we make the underlying assumption that our random picks are perfect: when we randomly pick t instances of application T k , we assume that exactly t · p (k) q,r of them belong to virtual application T k,q,r . This may seem to be a weakness of the above approximation scheme. The simulations in Section 5 will show that this weakness as no significant impact in practice.
The (Realistic) Non-Clairvoyant Case
We now consider the non-clairvoyant case: the execution time of a task is not known before the task completion.
Performance of the On-Demand Heuristic
On-Demand is a simple dynamic heuristic: the scheduler allocates the next task (randomly chosen) to the first worker requesting some additional work. To take advantage of the possibility of computation and communication overlap, each worker has a buffer that can contain b ≥ 1 tasks: while an instance is processed, a worker can ask for, receive, and store, at most b additional tasks. Therefore, On-Demand does not make any distinction between the different processors, the different BoT applications, or the different instances of a BoT application. However simplistic, On-Demand achieves asymptotically optimal performance when computation times dominate-that is, when any computation takes more time than any communication and the output bandwidth of the master is never constraining-and when communication times dominate-that is, when any communication takes more time than any computation. Formally:
Theorem 2. Communication times dominate if the smallest communication time is larger than the largest computation time:
min 1≤k≤K min (k) comm max 0≤i≤n bw i ≥ max 1≤k≤K max (k) comp min 1≤i≤n s i .
Symmetrically computation times dominate if:
bw 0 ≥ n i=1 bw i and min 1≤k≤K min (k) comp max 1≤i≤n s i ≥ max 1≤k≤K max (k) comm min 0≤i≤n bw i .
If either communication times, or computation times, dominate, and if each worker has a finite buffer, then the On-Demand heuristic achieves asymptotically optimal performance. The constraint on the bandwidth of the master is required since we do not specify the communication policy in case of contentions. This condition can be slightly relaxed: if any processor P i is always granted at least a fraction α i of its input bandwidth when it requests work, the result still holds if
Proof. In the following proof, we use the following notations:
• b is the size of the buffer used to store incoming instances on each processor, • bw tot is the sum of the bandwidths of all workers (bw tot = n i=1 bw i ), • N is the number of scheduled instances: N (k) = π k N is the number of instances of T k , • ρ * (N ) is the optimal throughput that can be obtained, and T * (N ) is the associated makespan (ρ * (N ) = T * (N )/N ), • T (N ) is the makespan achieved by an On-Demand schedule, and ρ(N ) is associated throughput (ρ(N ) = T (N )/N ),
is the maximum computation time,
is the maximum communication time, • T i is the completion time of processor P i , • t is the minimum completion time among all processors, • Q i (respectively, R i ) is the volume of communications (respectively, computations) given to P i , • Q (respectively, R) is the total volume of communications (respectively, computations). By definition, we have:
Dominating computations. First, we have bw 0 ≥ n i=1 bw i . Thus, the master can simultaneously communicate with all workers without being slowed down by its own bandwidth: each worker begins its work at the latest at time ∆. The reception of a single instance takes less time that the computation of any other instance (by definition of dominating computations): as soon as a worker begins its work, its communications are overlapped by computations and it continuously processes instances until its termination.
Let P j be the first worker to terminate (T j = t). Since P j finishes at time t, there is no more instances to process at this time. Moreover, just before time t, any P k may have solicited for at most b instances. So, P k has at most b + 1 instances to process, counting the instance which is handled at time t, and P k finishes its work before time t + (b + 1)Γ:
The processing time of P i is R i /s i . Since P i begins its work before time ∆, we have:
Summing these inequalities and applying (5) gives:
A lower bound on the makespan associated to an optimal throughput is given by:
Using Equations (6) and (7) leads to:
And then:
Thanks again to Equation (7), we have lim N →∞ T * (N ) = ∞ and then
. Thus, On-Demand is asymptotically optimal when computations dominate:
If we only assume that we have:
then let ∆ be equal to
. By definition, workers begin their work at the latest at time ∆.
Since the reception of a single instance still takes less time than the computation of any other instance, communications are overlapped by computations and processors are kept continuously working between their first processed instance and their termination, only the beginning of the work of each worker is slightly delayed. Thus, the remaining steps of the proof are still valid and On-Demand is asymptotically optimal when computations dominate.
Dominating communications. The reception of a single instance takes more time that the computation of another instance (by definition of dominating communications): as soon as a worker begins to receive data at time 0, it is kept continuously receiving data until its last communication, immediately followed by the computation of the last instance.
Only the computation of the last instance is not overlapped by communications.
Since the master bandwidth is shared among all workers, two cases needs to be studied.
1. The master bandwidth does not limit communications: bw 0 ≥ n i=1 bw i . This first case is quite similar to the previous situation. Assume that P k is still the last processor to finish (T i = T (N )), while P j is the first one (T j = t). Since P j finishes at time t, there is no more instances to process at this time. Moreover, just before time t, P k may have requested for at most b instances, and it finishes its work before time t + b∆ + Γ:
The total communication time of P i is Q i /bw i . P i begins its communications at time 0 and finishes its work before time Q i /bw i + Γ:
If we sum these inequalities and if we apply Equation (8), we obtain:
The makespan of an optimal schedule is larger than the time to communicate all data:
Thanks to Equations (9) and (10), we can write:
Thanks again to Equation (10), we have
2. The master cannot simultaneously serve all workers at full speed:
The first worker achieves its work at time t. At this time, there is no more instances to process. Moreover, just before time t, any other processor P i may have requested for at most b instances, otherwise its buffer would be overloaded. The master can send all these (n − 1)b instances in time (n − 1) b∆. So, P i finishes its work before time t + (n − 1) b∆ + Γ:
Since Q i is the total volume of data received by worker P i , we have:
The instantaneous bandwidth is a non-negative function:
We can sum these inequalities:
From time 0 to time t − Γ, all processors are receiving data from the master. Thus, the sum of all instantaneous bandwidths corresponds to the whole master bandwidth, even if the transmission rate is variable:
This leads us to:
Combining Equations (11) and (13) to Equation (12) gives us:
Similarly to the previous cases, we have:
Thanks again to Equation (13), we have lim N →∞ T * (N ) = ∞ and then:
We finally have shown that On-Demand is asymptotically optimal when communications dominate:
Thus, if computations or communications are dominant, the simple On-Demand heuristic with finite buffers is asymptotically optimal.
On-Demand is thus an asymptotically optimal heuristic for the simplest cases. We still need practical heuristics for the difficult cases, that is when neither the communications nor the computations can be neglected.
Practical Heuristics
Our ε-Approx algorithm requires a lot of precise knowledge on the BoT applications. Here we adapt it to a non-clairvoyant framework: the computation volume of a task is not known before the task completion. We only assume that we know the size of the communications required by a task (one should always be able to measure the size of the input data and of the program to be transferred).
Our practical heuristics are built on historical data. For each BoT application, we use a percentage of its instances (10% in our experiments) as a sample. We use the characteristics of this sample as if they were the characteristics of the whole BoT. For instance, we use as values for the lower and upper bounds on the computation and communication volumes of all instances, those bounds computed on the sample. For the probability p (k) q,r for an instance of application T k to belong to virtual application T k,q,r , we compute what fraction of the sample instances belong to that virtual application. We just wrote about virtual application T k,q,r . However, as we are in a non-clairvoyant framework, we have no estimate of what the execution time of an instance will be. Therefore, at schedule time, we have no means to distinguish instances with respect to their computation volume. We thus only consider intervals of the form:
comp to define virtual applications. The remaining question is the definition of the values α and β. In theory, we could choose a parameter ε and subdivide the range of communication sizes following the approach used for ε-Approx. However, our heuristics are built on a limited sample. Subdividing a BoT application in a large number of virtual applications would lead to estimate the probabilities of each of these virtual applications (the p (k) q,r 's) on very small sub-samples. The estimates would then certainly be of a low quality, which would, in turn, certainly lead to poor performance. For these reasons, we only subdivide an application in a small number v of virtual applications. Virtual application T k,q,1 is then defined by the interval min
Once the virtual applications and their characteristics are defined, one can compute an optimal solution of Linear Program (2) . To implement this solution we proceed as follows. The different instances of the different BoT applications are scheduled in a random order. If the next task to schedule is an instance of T k,q,1 , it is allocated, among the workers requesting work, to the worker P i that has the lowest ratio: ρ (k) i,q,1 / number of instances of T k,q,1 completed so far by P i . In the following, we denote by LP samp(v) the heuristic we just described and that subdivides each BoT in v virtual applications.
Experiments

Simulation Settings
All algorithms are simulated using the SimGrid toolkit [9] , and the solutions of linear programs are computed by GLPK [16] . The whole source code is available at http://perso.ens-lyon.fr/matthieu.galle 
, where φ, the correlation factor, takes any value in {0; 0.5; 1} and where CCR, the communication to computation ratio, takes any value in {0.05; 0.67; 1; 1.67; 20}. φ and CCR take the same value for all instances of all BoT applications in a simulation. If φ = 0, v comm is not used in the definition of v comp ; if φ = 1, v comp is completely determined by v comm .
Finally, instances of all applications are shuffled before the whole set of instances is submitted to the scheduling algorithm. Studied heuristics. As reference heuristics, we use both Round-Robin-that distributes instances to worker in a round-robin manner-and On-Demand. We study the heuristic LP samp(v) for v = 1, 2, 4, or 8. All these heuristics are non-clairvoyant. We also report the performance of the clairvoyant 0.2-and 0.05-Approx. All heuristics discard the same first 10% of the instances of each BoT application. LP samp(v) use these 10% of the instances as a sample. 0.2-and 0.05-Approx use the set of all instances as a sample.
Reported values. The average throughput for a heuristic is computed by dividing the total number of instances by the overall execution time (makespan) achieved by that heuristic. Following Theorem 1, an upper bound of the throughput is computed by multiplying by 1.05 the optimal throughput computed by Linear program (2) for ε = 0.05. We only report relative average throughputs. In the first case we divide the best average throughput obtained, on a scheduling instance, over all tested heuristics by the average throughput obtained by the considered heuristic on that scheduling instance. In the second case we divide the upper bound on the throughput. In both cases, the larger the relative throughput the better (1 being optimal). In the first case, the value reported is nothing but the ratio of two makespans.
Results
Overall we generated and simulated 32,400 scheduling instances (couple of a platform and a set of applications). Table 1 presents the aggregate results. At first glance, the two best solutions are the two clairvoyant algorithms, 0.05-Approx and 0.2-Approx. 0.05-Approx delivers the best performance and achieves an average throughput equal to 99% of the best solution (which would be obtained by picking, for each scheduling instance, the best performing heuristic for that instance). Among the reference algorithms, not surprisingly, On-Demand achieves better and more stable performance than Round-Robin. LP samp(1) achieves even better and more stable performance. In other words, our heuristic, just by differentiating the different BoT applications, produces higher throughputs. LP samp(1) bridges half of the gap between the performance of On-Demand and the upper bound. Increasing the number, v, of virtual applications degrades the performance. This is especially true for scheduling instances containing few instances per applications (see below). Furthermore, increasing v is only worth if the different virtual applications of a same BoT have significantly different CCRs. This is rarely the case in our experimental settings hence the overall degradation of performance when v increases. For applications where the CCR is strongly correlated to the communication size, increasing the number of virtual application leads to significant increase in performance [10] . We now study the influence of the most important parameters on the different heuristics (detailed result tables can be found in Appendix A).
Communication-to-computation ratio (CCR).
As predicted by Theorem 1, On-Demand returns very good schedules when the CCR is either very large (20) or very small (0.05) but it is then tied by LP samp(1). On-Demand performance is worse for intermediate values.
The LP samp(v) heuristics have performance mostly independent of the CCR.
Number of instances per BoT application. Contrarily to On-Demand, LP samp(v) is sensitive to the number of instances. However, even on the 100 instance simulations LP samp(1) achieves on average better throughputs than On-Demand (95.1% vs. 87.9%), but all heuristics have then bad worst cases. Increasing the number of virtual applications as a strong negative impact (the sub-samples are far too small to be meaningful). Moving from 100 to 1,000 instances has a limited impact on LP samp(1) but a dramatic one on the LP samp(v > 1).
Correlation factor. The performance of LP samp(v) increases with the correlation factor φ. However, LP samp(1) always remains the best heuristic.
Running times. Solving a linear program for 20 workers and 100 different applications made of 5, 000 instances each leads to a running time of 2 seconds for parsing all data and solving the linear program.
Conclusion and Perspectives
We studied the problem of scheduling multiple bag-of-tasks (BoT) applications when the different tasks in a bag do not have the same characteristics, but have characteristics that follow an unknown distribution. For the theoretical clairvoyant case (task computation volumes are known beforehand), we designed an approximation algorithm. From this algorithm we designed heuristics for the practical non-clairvoyant case (the computation volume of a task is not known before the task completion); these heuristics infer the application characteristics from the execution of past instances. We proved that the simple On-Demand heuristics is asymptotically optimal when either communication or computation dominate. Through simulations we assessed that our practical heuristic LP samp(1) always delivers good performance, and achieves significantly better performance than On-Demand for the most difficult cases (communication-to-computation ratio (CCR) close to 1). LP samp(1) is a statically defined heuristic that only takes into account the application an instance belongs to. The subdivision of a BoT application in several virtual applications (LP samp(v>1)) is only worth for applications having a large number of instances and with a communication-size dependent CCR.
For future work, we want to use our LP samp(v) heuristics has building blocks for the online non-clairvoyant scheduling of BoT applications, that is, when applications are released at different times. We would like to automatically define the optimal number of virtual application for each BoT application, to assess our work for other distributions of application characteristics, and to be able to cope with background loads.
Heuristic
Normalized 
A Detailed experimental results
