In this paper, we study the asymptotic stability of the zero solution of third-order linear delay differential equations of the form
Introduction
The aim of this paper is to study the asymptotic stability of the zero solution of the delay differential equation y (t) = p 1 y (t) + p 2 y (t − ) + q 1 y (t) + q 2 y (t − ) + v 1 y(t) + v 2 y(t − ), (1.1) where > 0, p 1 , p 2 , q 1 , q 2 , v 1 and v 2 are constants. In a previous paper [6] , we considered Eq. (1.1) with q 2 = 0 and v 1 = 0 which arose from a robotic model with damping and delay. There are no practical stability criteria of the zero solution of (1.1). For studies of asymptotic stability of restricted special cases of (1.1) see [7] [8] [9] 19, 20] . For stability and oscillation of certain third-and fourth-order equations (see [16, 18, 21, 22] ). One can transform (1.1) into a system of a first order (see [10] [11] [12] [13] [14] ); unfortunately work on systems does not yield practical stability criteria of (1.1). It is clear that with six independent parameters of (1.1) one cannot expect to get a region of stability. Our goal is to derive both efficient and robust stability tests for certain coefficients.
In this paper, we derive a far reaching necessary condition for the asymptotic stability of the zero solution of (1.1)-namely, that v 1 + v 2 < 0 and q 1 + q 2 + v 1 < 0. This will be instrumental in deriving a reasonably simple characterization of asymptotic stability when p 1 = v 1 = q 2 = 0. In the pure delay case (i.e., p 1 = v 1 = q 1 = 0), we obtain an algorithmic test. That is, we reduce the criteria for asymptotic stability to infinitely many conditions, and demonstrate how they can be reduced to a finite number of conditions. These can in turn be checked by a computer. Finally, we give a robust algorithmic test for all cases. This later comes at a considerable cost in efficiency, and our examples will reveal this.
Our view is that part of the second derivative term of the equation
y (t) = Py (t) + Qy (t) + V y(t)
( 1.2) is delayed and the remaining part is not, also part of the derivative term is delayed and the remaining part is not, and similarly occurrence persists for the function term. Note that with = 0 the zero solution of (1.1) or (1.2) is asymptotically stable if and only if
and
We will demonstrate some cases when stability occurs with > 0 and conditions (1.3a) and (1.3b) are not valid. In other words we expose some rare cases where the delay can stabilize Eq. (1.1). The authors have previously applied Pontryagin's principles to various cases of delay equations-firstorder complex coefficients, systems, and second order (see [2] [3] [4] [5] ). Our results and approaches are somewhat different than those in the first-order complex coefficients, and systems cases. To some extent, we employ the same approach as for the second-order cases, but we also obtain some strong simplifications. Particularly, Lemma 3.1 and Theorem 3.1 provided a significant departure and improvement from that in (see [4, 5] ). This paper is organized as follows. In Section 2, we present the tools used in our asymptotic stability analysis, and we provide some special cases. In Section 3 we give our main results. In Section 4 we present some examples.
Background
In this section, we identify the characteristic function of (1.1) in order to study the asymptotic stability of the zero solution. We also state the main results of Pontryagin related to the asymptotic stability [17] and the applications of Pontryagin's results [1, 13.7-13.9] .
The characteristic function of (1.1) is given by Letting s = z/ , we examine the zeros of
where See [11, 15] . The function (2.3) is a special function, usually called an exponential polynomial or a quasi-polynomial. The problem of analyzing the distribution of the zeros in the complex plane of such functions has received a great deal of attention. We call the term a rs z r w s the principal term of h(z, w) if a rs = 0, and for each term a mn z m w n with a mn = 0, we have r m and s n.
Note that H (z) = h(z, e z ) where
It is clear from Definition 2.1 that h(z, w) of (2.5) has principal term z 3 w. We now cite two theorems of Pontryagin (see [1, 17] In order to study the location of the zeros of H (z) one has to study the zeros of F and G. To do so, we need the following result which is useful in determining whether all roots of F and G are real. Let f (z, u, v) be a polynomial in z, u, and v, which we write in the form (u, v) be the principal term of f (z, u, v) , and let * (s) (u, v) 
Also we let * (s) (z) = * (s) (cos z, sin z).
Theorem 2.3. Let f (z, u, v) be a polynomial with principal term z r (s)
r (u, v) . If is such that * (s) ( + iy) = 0 for all real y, then in the strip −2 k+ x 2 k+ , z=x+iy, the function F (z)=f (z, cos z, sin z) will have, for all sufficiently large values of k, exactly 4sk + r zeros. Thus, in order for the function F (z) to have only real roots, it is necessary and sufficient that in the interval −2 k + x 2 k + , it has exactly 4sk + r real roots for all sufficiently large k.
Note that the functions F (y) and G(y) in (2.9) and (2.10) have principal terms y 3 sin y and −y 3 cos y, respectively. We will use Theorems 2.2 and 2.3 to study the asymptotic stability of (1.1).
Main results
In this section, we present the main results of this paper. We first describe the asymptotic behavior of the zeros of G. Throughout this paper for x real and a > 0, [x] a denotes the unique real number in the interval [0, a) for which x − [x] a is an integer multiple of a. We will use a = and 2 .
Lemma 3.1. For n sufficiently large, the interval (n , (n + 1) ) contains exactly one zero r n of G and
Proof. From (2.10), y = 0 is zero of G, and
n E − B)/ 2 or n = 0. Thus there can be at most five zeros of G that are multiples of . All other zeros of G are the roots of the equation.
where
For n sufficiently large, w resembles the cotangent function on (n , (n + 1) ) in that w(n + ) = −w((n + 1) − ) = ∞, and thus (n , (n + 1) ) contains at least one root of (3.1). Here w(a + ) and w(a − ) denote the right-and left-hand limits of w at a, respectively (see Fig. 1 for the graph of a w function). Now (3.1) yields For n sufficiently large, it is easily seen that w (y) < (y) for all y ∈ (n + /4, n + 3 /4), and uniqueness of the zero r n of G now follows. We now give a far reaching necessary condition for the asymptotic stability of the zero solution of (1.1).
Theorem 3.1.
If the zero solution of (1.1) is asymptotically stable, then B + C + E < 0 and C + M < 0.
Proof. Assume the zero solution of (1.1) is asymptotically stable. From Theorems 2.1 and 2.2 and Eqs. (2.9) and (2.10) Evidently if B + C + E 0 or C + M 0, then the zero solution of (1.1) is not asymptotically stable. This observation yields the following. When the coefficients are all positive, a counting proof of Corollary 3.1 can be given that shows that G has nonreal zeros.
We state the next result which was given in [6] and in turn was a rediscovery of a result in [20] . 
(3.7)
In this paper Z + denote the set of all nonnegative integers. In the next theorem we allow D > 0. where
Proof. For A = C = E = 0, (2.9) and (2.10) yield
We first prove necessity and establish sufficiency in pieces. By Theorem 3.1, B < 0 and M < 0. The zeros of G are y = 0, y = ± √ −B and y n = n + /2(n ∈ Z). If y is a zero of G, then For sufficiency, we have proven that D(y n ) > 0 for n 0. For n negative, no additional analysis is needed since D is even. This proof is now complete. The case when D < 0 is more complicated. We first identify necessary conditions that follow from Theorem 3.1 and Eq. (3.13). 
Lemma 3.2. Assume that
where L is the smallest integer for which
26) Case 2: n 2k − 1. The cases for n even or odd are straightforward or similar to part of the proof of Theorem 3.2, and we omit the proof. We note, however, that when k = 0, there are no conditions in this case, and when k = 1 there are no conditions when n is even. The proof is complete noting that D(y) is an even function. and
where M 2 is given by (3.25) , N 1 is given by (3.26),
where L is the smallest integer for which 2L + /2 max((2k
Proof. The proof is similar to the proof of Theorem 3.4. We omit it.
In the next result we consider the pure delay case .1) is not asymptotically stable. Thus it is necessary that E < 0, and therefore it is necessary that M < 0. For the function G to have all real and distinct zeros it is necessary and sufficient that cos y and −E/y 2 agree at two distinct points in the interval (0, /2) (or equivalently, −E < 0 · 5497740250). In this case, G has 4k + 3 zeros in [−2k , 2k ] for all k. = 1, 2 . . .). In the interval (0, /2 ) the function G has r 1 < r 2 < /2. From the equation −E/y 2 = cos y, G has one zero r 2j +1 ∈ (2j − /2, 2j ) and one zero in r 2j +2 ∈ (2j , 2j + /2). Because of the monotonicity of −E/y 2 we have Our next discussion results in a robust algorithmic stability test that applies to all cases of (1.1). It comes at a cost in that it is not as sharp the development of Algorithmic Stability Test I. Particularly, the condition for G to have all real zeros is not as straightforward as Lemma 3.3. In addition, stopping criterion is not as sharp. Nevertheless, it can be implemented and applies to all cases. 
by (3.42) . Similarly, w(n + 3 /4) − (n + 3 /4) < 0. The proof is now complete.
Theorem 3.8 (General algorithmic stability test). Let
The zero solution of (1.1) is asymptotically stable if and only if
Proof. Necessity follows immediately from Theorem 3.7. By (3.42) and Lemma 3.4, G has all real and distinct zeros. Now let r 2N +2 < r 2N +3 < · · · be the remaining positive zeros of G. 
Similarly, for 2j + 1 > 2N + 1, F (r 2j +1 ) < 0. Sufficiency now follows from Theorem 3.7.
Examples
Example 4.1. Consider (1.1)
Note that √ M/D < /2. In this example we apply Algorithmic Stability Test I, we found that r 1 = 0.8, r 2 = 1.306512838, r 3 = 4.73200938 and r 4 = 7.846739688. Also F (r 1 ) = −0.0313803482, F (r 2 ) = 0.367018347, F (r 4 ) = 403.5120930 also r 4 sin r 4 + D = 6.546533925 > 0, and therefore, the zero solution of (4.1) is asymptotically stable (see Fig. 2 ). In this example and other examples all calculations were done with Maplesoft and 10 digits arithmetic.
Example 4.2. Consider
with D = −3, M = −2 and E = −4.
In this example r 1 =0.6036578891 and r 2 =1.421853991 while F (r 1 )=2.651146599 > 0 and F (r 2 )= 3.214523415 and by Theorem 3.3. the zero solution of (4.2) is not asymptotically stable and if we replace E to be E = −1 then condition 2 of Lemma 3.2 is not satisfied and the zero solution of (4.2) is not asymptotically stable. In this example we apply the General Algorithmic Stability Test (Theorem 3.8).
Here N = 7, condition 1 is obvious and condition 2 is also satisfied since G has 14 zeros in ( In this example we apply the General Algorithmic Stability Test (Theorem 3.8). Here N = 7, condition 1 is obvious and condition 2 is also satisfied since G has N = 201 zeros in (0, 200 ) which are r 1 = 0.2827289873 and r 2 = 3.103523081 and the rest of the zeros are one zero in each (n , (n + 1) ) interval
