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1. Introduction
Let {Xs; s > 0} be a family of random variables defined on a complete
probability space (Ω,F,P ), taking values in a Banach space B. Suppose
that {Xs; s > 0} satisfies a large deviation principle, and let A be a
Borelian subset of B. It can be interesting to get, in some particular
situations, a precise asymptotic behaviour for P(Xs ∈ A), beyond the
exponential scale.
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This kind of result was obtained for several stochastic systems, ranging
from Wiener integrals [11] to diffusion processes [1], quadratic forms
of discrete Gaussian processes [2] or the stochastic heat equation [9].
However, in all those examples, one of the main hypothesis on A is
a strong smoothness assumption on ∂A, and it is known that many
interesting functionals of the usual stochastic processes do not enjoy this
kind of property.
On the other hand, in their pathbreaking paper [5], Kusuoka and
Stroock studied some large deviation techniques for the abstract Wiener
process associated to an abstract Wiener space (Θ,H,µ) (including an
Itô type formula that can also be found in Nualart and Üstünel [8]) that
allowed them to obtain some precise asymptotics of the type
E
(
g(s,ωs) exp
(
f (s,ωs)
s
))
= exp
(
−ρ
s
)( n−1∑
m=0
cms
m/2 + o(sn/2)),
where f and g are real maps not necessarily continuous (but only smooth
in the Malliavin calculus sense) defined on [0,∞)×Θ , where ωs denotes
the abstract Wiener process.
In this paper, we would like to take up this kind of program, and deal
with sharp large deviation estimates for a certain class of sets on the
Wiener space whose boundary only satisfies some smoothness conditions
in a weak sense: given a family of sets {As, s > 0} ⊂ B(Θ), we want to
obtain a precise asymptotic expansion for P(ωs ∈As) of the form
P(ωs ∈As)= exp
(
−m
s
)( L∑
l=0
sl/2ql + o(sM/2)
)
,
with m depending on the family of sets and {ql; l = 0, . . . ,L} a family
of real coefficients, when ∂A can be expressed in terms of a smooth
function in the Malliavin calculus sense. We will use the general methods
presented by Azencott in [1], combined with some techniques of calculus
of Wiener space (for instance, we will use a Taylor expansion in the
Wiener space) and some results of large deviations of abstract Wiener
space taken from [5]. In some steps, for example when we introduce
a class of anticipative integrals, we also follow some ideas that we
developped in [9].
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Our paper is divided as follows. In Section 2 we recall some prelimi-
nary results on abstract Wiener processes. In Section 3 we state the gen-
eral assumptions for our sets and we develop the computations that lead
to the main result of the paper (see Theorem 3.9). Finally, in Section 4 we
apply our results to some Wiener functionals which appear as the solu-
tion to Itô’s stochastic integral equations and to multiple Wiener integral
processes.
2. Preliminaries on abstract Wiener processes
We will sum up here some of the concepts and notations introduced in
[5], and refer to that paper for further details.
2.1. Time dependent Malliavin calculus
2.1.1. Abstract Wiener process
Let (Θ,H,µ) be an abstract Wiener space, where (Θ,‖.‖) is a
separable Banach space, (H, |.|) is a separable Hilbert space such that
H is densely and continuously embedded in Θ (we suppose moreover
that the H -bounded subsets are relatively compact in Θ), and µ is the
usual Wiener measure on (Θ,B(Θ)). We shall denote by 〈, 〉 the duality
relation in Θ , and by (, ) the scalar product in H .
The abstract Wiener process can be defined as follows: set
Ω ≡
{
ψ ∈C(R+;Θ); ψ(0)= 0, lim
t→∞
‖ψ(t)‖
t
= 0
}
.
Using Kolmogorov’s criterion, it can be shown that there exists a unique
probability measure P on Ω satisfying, for any n > 1, t1, . . . , tk ∈ R+,
λ1, . . . , λk ∈Θ∗,
EP
[
exp
(
i
n∑
k=1
〈λk,ωtk〉
)]
= exp
(
−1
2
n∑
k,l=1
(λk, λl)(tk ∧ tl)
)
,
where {ωs; s > 0} designates the canonical process on (Ω,B(Ω),P ). In
particular, for a fixed instant s > 0, the law of ωs on Θ , called µs , will be
the image of µ by the map θ ∈Θ 7→ s1/2θ ∈Θ . Endow Ω with the norm
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‖ω‖Ω = sup{(1+ t)−1‖ωt‖; t > 0}, and set
H=
{
η ∈C(R+;Θ); η(t)=
t∫
0
η˙(s)ds, t > 0 and η˙ ∈L2(R+;H)
}
.
Then H is a Hilbert space, and (Ω,H,P ) is an abstract Wiener space.
Moreover, P will satisfy the following scaling property: if ω(γ ) =
{γ 1/2ωs/γ ; s > 0}, then P is again the law of ω(γ ), for any γ > 0. We shall
call Bs the σ -algebra over Ω generated by the maps {ωσ ;0 6 σ 6 s}.
From now on we will denote by E the expectation with respect to the
probability P .
2.1.2. Gradient and heat operators on Ω
Let S be the space of smooth cylindrical random variables on R+ ×Θ
of the form
F(s, θ)= f (s, 〈l1, θ〉, . . . , 〈ln, θ〉),
for a given f ∈C∞b (R+×Rn), and l1, . . . , ln ∈Θ∗. Notice that for a given
separable Hilbert space V , the space of V -valued cylindrical random
variables S(V ) can be defined similarly. For any h ∈H , set Dh :S→ S ,
defined by
DhF(s, θ)= lim
τ→0
1
τ
[
F(s, θ + τh)− F(s, θ)].
Then DhF(s, θ) is of the form (DF(s, θ), h) for a given DF(s, θ) ∈
S(H). SettingDm =D◦Dm−1, one can also define inductivelyDm :S→
S(H⊗m).
Let {ei; i > 1} be an orthonormal basis ofH , and F ∈ S . The Laplacian
of F is defined by
∆F(s, θ)=
∞∑
i=1
[
D2F(s, θ)
]
(ei, ei),
and the heat operator A :S→ S is given by
AF(s, θ)= ∂F
∂s
(s, θ)+ 1
2
∆F(s, θ),
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for any F ∈ S (the same type of definitions can be given for F ∈ S(V )).
In order to define the Sobolev completions of S(V ) with respect to D
and A, define the norm
n‖F‖p,R,V = sup{E1/p[|F(s,ωs + h)|pV ]; 06 s 6R, |h|H 6 R},
F ∈ S(V ).
We denote by G(0)(V ) the space obtained by completion of S(V ) with
respect to the family {‖.‖p,R,V ; p > 1,R > 0}, and omit V in all those
expressions when V = R. We shall say that F and G are equivalent in
G(0)(V ), denoted by F P=G, if
F(0, h)=G(0, h) ∀h ∈H, and F(s, .)=G(s, .) µs-a.s. ∀s > 0.
Then each element of G(0)(V ) has a unique representation up to a P
equivalence.
Set now, for F ∈ S and n> 1,
‖F‖(n)p,R =
(
‖F‖pp,R +
n∑
i=1
(∥∥DiF∥∥p
p,R,H⊗i +
∥∥AiF∥∥p
p,R
))1/p
,
and let G(n) be the completion of S with respect to {‖.‖(n)p,R; p > 1,
R > 0}. It is shown in [5] (see also [8] for another approach) that D
(respectively A) are closable operators from G(1) to G(0)(H) (respectively
G(0)). Their extension will again be denoted by D and A. Set G(∞) =⋂
n>0 G(n), and for F ∈ G(∞), define Fh as the function (s, θ) 7→ F(s, θ +
h). Then F satisfies the following properties:
(1) h ∈H 7→ Fh ∈ G(∞) and h ∈H 7→ F(0, h) ∈ R are C∞ functions
for the weak convergence in H .
(2) D and A are H -translation invariant operators on G(∞).
2.1.3. Itô and Girsanov formulae on Ω
Up to a P -equivalence, it can be shown (see, e.g., [13]) that ωs
can be decomposed on the orthonormal basis {ei; i > 1} of H as
ωs =∑∞i=1Bisei , where {Bis; i > 1, s ∈ R+} is a family of independent
Brownian motions. Let now L2a(H) be the space of B+s progressively
measurable elements of L2(R+ ×Ω;λ × P ;H). For any element A =
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∑∞
i=1Aisei ∈ L2a(H), the Itô integral of A on [0, t] with respect to ω will
be defined (see [5] for an alternative construction) by
Jt (A)≡
t∫
0
As dωs =
∞∑
i=1
t∫
0
Ais dBis , t > 0.
For any separable Hilbert space V , one could also define a stochastic
integral with respect to ω on L2a(H ⊗ V ), and, for any t > 0, if A ∈
L2a(H ⊗ V ), its stochastic integral Jt (A) is an element of V . Then, for
every F ∈ G(∞), the following Itô formula holds:
F(t,ωt)= F(0,0)+
t∫
0
DF(s,ωs)dωs +
t∫
0
AF(s,ωs)ds.(1)
For s > 0, θ ∈ Θ , h ∈ H , denote by θ(h) the Wiener integral of h
with respect to θ . The Cameron–Martin formula can also be stated in this
context as follows: for all s > 0, h ∈ H , let µs,h be the distribution of
θ ∈Θ 7→ θ + h ∈Θ under µs . Then µs,hµs and
dµs,h
dµs
(θ)= exp
(1
s
(
θ(h)− 1
2
|h|2
))
, θ ∈Θ.
2.1.4. Taylor’s expansion of G(∞) functionals
Here again, we will borrow the results from [5]: set U =⋃l>1{0,1}l ∪
{∅}, and for any α ∈ U define
|α| = l, |α|1 =
l∑
i=1
αi, |α|0 = |α| − |α|1, ‖α‖ = 2|α|0 + |α|1,
when α ∈ {0,1}l , and |α| = |α|1 = |α|0 = ‖α‖ = 0 when α = ∅. Note that
|α|1 (respectively |α|0) represents the number of 1 (respectively of 0) in
α. For α = (α1, . . . , αl) ∈ {0,1}l , set α∗ = αl and
α′ =
{∅ if l = 1,
(α1, . . . , αl−1) if l > 2.
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The operators Dα :G(∞) → G(∞)(H⊗|α|1) and J α :L2a(H⊗|α|1) →
L2a(R) are then defined by induction on |α|: D∅F = F , J ∅A=A, and
DαF =
{A[Dα′F ] if α∗ = 0,
D[Dα′F ] if α∗ = 1,
J αA=
{
J α′(∫ .0Aσ dσ ) if α∗ = 0,
J α′(∫ .0Aσ dωσ ) if α∗ = 1.
(2)
Notice then that ‖α‖/2 represents the order of J αs (A) forA ∈L2a(H⊗|α|1),
since a Lebesgue integral is of “order 1”, and a stochastic integral of “or-
der 1/2” in s. This statement can be given a rigorous meaning as follows:
PROPOSITION 2.1. – For any α ∈ U , A ∈ L2(H⊗|α|1) constant, and
γ > 0, then
{[J αs (A)](ω(γ )); s > 0} (L)= γ −‖α‖/2{[J αγ s(A)](ω); s > 0},
where ω(γ ) = γ 1/2ωs/γ .
In our abstract Wiener process context, the Taylor expansion can be
stated as follows (see [5, Theorem 1.36]):
PROPOSITION 2.2. – Let F ∈ G(∞), s > 0, h ∈ H . Then, for any
n> 1,
F(s, h+ ωs)=
∑
‖α‖6n−1
J αs
(DαF (0, h))+Rn(s, h),
where
Rn(s, h)=
∑
|α|6n, ‖α‖>n, ‖α′‖<n
J αs
(DαFh).
2.2. Large deviation theory
It is well known that the family {µs; s > 0} satisfies a large deviation
principle governed by the functional I :Θ→[0,∞] defined by
I (θ)=
{
1
2 |θ |2H if θ ∈H ,∞ if θ /∈H.
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In this paper, we shall analyse the large deviation asymptotics for sets
defined by a completely P -regular functional, whose definition is the
following (see [5, Sections 2 and 3]):
DEFINITION 2.3. – Let V be a separable Hilbert space and F :R+ ×
Θ→ V a measurable map
(1) We say that F is P -regular if there exists a sequence {Fn;n > 1}
of functionals Fn ∈C(R+ ×Θ;V ) satisfying
(a) limn→∞ lim sups→0 s logP(|Fn(s,ωs) − F(s,ωs)|V > δ) =
−∞,
(b) limn→∞ supI (h)6L |Fn(0, h)− F(0, h)|V = 0,
for every δ > 0,L > 0.
(2) F :R+ ×Θ→R is called completely P -regular if F ∈ G(∞), and
for each α ∈ U , DαF :R+ ×Θ→H⊗|α|1 is P -regular.
The completely P -regular functionals on R+ × Θ enjoy some basic
regularity properties that will be used later on:
PROPOSITION 2.4. – Let F :R+×Θ→R be a completely P -regular
functional. Then there exists a measurable F ∗ :R+ ×Ω→R such that
(1) (s,ω) ∈R+ ×Ω 7→ F ∗(s,ω) ∈R is B+s -measurable.
(2) s ∈ R+ 7→ F ∗(s,ω)∈ R is continuous for every ω ∈Ω .
(3) For any s ∈R+, F ∗(s,ω)= F(s,ωs) P -almost surely.
(4) lim sups→0 s logP(supσ∈[0,s] |F ∗(σ,ω)−F(0,0)|> δ) < 0.
In the sequel, when this does not lead to any confusion, we shall write
F for F ∗.
For any P -regular functional, the following transference of the large
deviation principle holds:
PROPOSITION 2.5. – For a d > 1, let F :R+ × Θ → Rd be a P -
regular functional.
(1) If Φ :Rd→[−∞,∞) is upper semi-continuous and satisfies
sup
0<s61
E
[
exp
(
(1+ α)Φ(F(s,ωs))
s
)]
<∞
for some α > 0, then
lim sup
s→0
s log
(
E
[
exp
(
Φ(F(s,ωs))
s
)])
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6 sup
{
Φ(F(0, θ))− I (θ); θ ∈Θ}.
(2) Let Γ be a borelian subset of Rd .
− inf{I (θ); F(0, θ) ∈ Int(Γ )}6 lim inf
s→0 s logP
(
F(s,ωs) ∈ Γ )
6 lim sup
s→0
s logP
(
F(s,ωs) ∈ Γ )6− inf{I (θ); F(0, θ) ∈ Γ }.
3. Sharp estimates
In this section we will obtain, for a family of sets {As, s > 0} ⊂ B(Θ),
the asymptotic expansion of p(s) = P(ωs ∈ As). It contains the setting
of the problem and the bulk of computations that lead to the main result.
3.1. Formulation of the problem
The assumptions we shall make on the family of sets A are the
following.
(H1) There exists a completely P -regular functional G such that
As = {θ ∈Θ;G(s, θ)> 0}.
(H2) There exists a unique point ϕ0 ∈ (H ∩ A¯0) such that inf{I (θ); θ ∈
A0} = 12 |ϕ0|2.(H3) There exists a constant c > 0 such that ϕ0 ∈ H is a non-
degenerate minimum of Γ (ϕ)= 12 |ϕ|2 − 1cG(0, ϕ).
(H4) There exists R > 0 such that for any h ∈ BH(ϕ0,R) ∩ A¯0, then
λϕ0 + (1− λ)h ∈ A¯0, for any λ ∈ [0,1].
The hypothesis (H1) is the one that relaxes the strong smoothness
imposed for this type of expansion, e.g., in [11], while the others are
the usual non-degeneracy kind of assumptions generally made for sharp
large deviation estimates.
Notice that if ϕ0 ∈ Int(A) then hypothesis (H1) and (H2) yield that
ϕ0 = 0. Moreover in this case, it is easy to check that for any k > 1,
P (ωs ∈As)= 1+ o(εk). So, we will concentrate on the case of a unique
minimum point ϕ0 such that ϕ0 ∈ ∂A (see, e.g., [9] for further details).
We will also suppose that ϕ0 6= 0. The case ϕ0 = 0 can be treated in the
same way.
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3.2. Stochastic Taylor’s expansion
Our hypothesis clearly imply p(s) = E[1{G(s,ωs )>0}]. Using the
Cameron–Martin formula given in Section 2.1.3. we obtain
p(s)= exp
(
− 1
2 s
|ϕ0|2
)
E
[
1{G(s,ωs+ϕ0)>0} exp
(
−ωs(ϕ0)
s
)]
.(3)
Now, the Proposition 2.2 allows us to give an expansion of G(s,ωs +ϕ0)
in the following way (notice that G(0, ϕ0)= 0),
G(s,ωs + ϕ0)=
n−1∑
k=1
ξk,s +Rn,s,(4)
where
ξk,s =
∑
‖α‖=k
J αs
(DαG(0, ϕ0))
and
Rn,s =
∑
|α|6n, ‖α‖>n, ‖α′‖<n
J αs
(DαGϕ0).
For instance,
ξ1,s =J (1)s
(D(1)G(0, ϕ0))= ωs(DG(0, ϕ0)),(5)
ξ2,s =J (0)s
(D(0)G(0, ϕ0))+J (1,1)s (D(1,1)G(0, ϕ0))
= sAG(0, ϕ0)+
s∫
0
s1∫
0
D2G(0, ϕ0)dωs2 dωs1 .
3.3. Relation between G(s,ωs + ϕ0) and ωs(ϕ0)
From now on, we will denote ωs(ϕ0) by ηs . It turns out that, since ϕ0
is a critical point for ϕ 7→ Γ (ϕ), we have also ξ1,s = cηs . This relation
allows us to expand the whole expression in (4) in terms of a polynomial
in ηs (which is Gaussian), with some coefficients that are independent of
this last random variable. Note however that our kind of expansion will
use some anticipative integral of forward type, that we shall define in our
particular case. We shall then detail the features of the forward integral
we shall use in order to perform our expansion.
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3.3.1. Relation between ξ1,s and ηs
We shall prove here the following lemma:
LEMMA 3.1. – Up to a P -equivalence, we have ξ1,s = cηs , where
ηs = ωs(ϕ0).
Proof. – From hypothesis (H3), since ϕ0 is a critical point for the
function Γ :H →R, we have, for all h ∈H ,
(ϕ0, h)− 1
c
(
DG(0, ϕ0), h
)= 0,
and by an easy application of the support theorem for Wiener integrals,
one gets
ωs(ϕ0)− 1
c
ωs
(
DG(0, ϕ0)
)= 0 µs-a.s. for all s > 0,
which is the desired result. 2
This result shows that it can be helpful to expand G(s,ωs + ϕ0) in
terms of ηs and some coefficients independent of ηs . To this purpose, we
shall first decompose ωs into a Gaussian process ωˆs independent of ηs ,
and a H -valued process that will be a function of ηs : indeed, for a fixed
s > 0, take
ωˆσ = ωσ − σ ηs
s
V , 06 σ 6 s,(6)
where V ≡ ϕ0|ϕ0|2 ∈ H . It is then easy to show that {ωˆσ ;0 6 σ 6 s} is
a Gaussian process with values in Θ , independent of {ωσ ;0 6 σ 6 s},
which gives the desired decomposition.
3.3.2. The forward integral on Ω
Since we are dealing, at a fixed time s > 0, with some stochastic
integrals on [0, s] involving ηs , which is a Bs-measurable random
variable, an anticipative integral will be needed. Like in [9], a forward
type integral (introduced, e.g., by Russo and Vallois in [10]) will be
satisfying in our context. Let us recall first some basic facts about this
integral in our infinite dimensional case.
536 C. ROVIRA, S. TINDEL / Bull. Sci. math. 124 (2000) 525–555
Let X =∑∞i=1Xiei be a H -valued measurable process almost surely
integrable on R+. For every δ, t > 0, we can define
I−t (δ,X, dω)=
1
δ
t∫
0
Xσ [ωσ+δ − ωσ ]dσ,
where Xσωτ stands for
∑∞
i=1XiσBiτ for each σ, τ > 0. If the limit exists,
we will note
t∫
0
Xσ d−ωσ = P − lim
δ→0 I
−
t (δ,X, dω),
and we will call it the forward integral of X with respect to ω. Similarily,
if X is forward integrable and almost surely in L1([0, t]) for a t 6 s,
define
t∫
0
Xσ d−ωˆσ =
t∫
0
Xσ d−ωσ − ηs
s
t∫
0
XσV dσ,
where XσV stands for (Xσ ,V ) for notational convenience. The forward
integral enjoys some basic properties, that we label here as a proposition
for further use.
PROPOSITION 3.2. – Let X be a H -valued measurable process
defined on R+.
(1) If X ∈ L2a(H), then
∫ t
0 Xσ d−ωσ =
∫ t
0 Xσ dωσ for every t ∈ R+,
where the second integral is of Itô’s type.
(2) If X is forward integrable and almost surely in L1(R+), then
t∫
0
Xσ d−ωˆσ = P − lim
δ→0
1
δ
t∫
0
Xσ [ωˆσ+δ − ωˆσ ]dσ.
(3) If X is forward integrable, {∫ t0 Xσ d−ωσ ; t 6 s} is continuous, and
if X is independent of ηs , then the process {∫ t0 Xσ d−ωˆσ ; t 6 s} is
also independent of ηs .
(4) If X is forward integrable and {∫ t0 Xσ d−ωσ ; t 6 s} is continuous,
then for all t 6 s, ∫ t0 ηsXσ d−ωσ = ηs ∫ t0 Xσ d−ωσ .
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Proof. – The first property only means that the forward integral is an
extension of Itô’s one, a classical fact that can easily be deduced from
[10]. The proof of point 2 is straightforward. In order to prove point
3, fix first a t ∈ [0, s]. Then, approximating I−t (δ,X, dωˆ) (which is a
Lebesgue type integral) by Riemann sums, and passing to the limit,
we get that I−t (δ,X, dωˆ) is independent of ηs . The independence as a
process follows then from the assumption of continuity for the forward
integral process
∫ t
0 Xσ d−ωσ . The proof of the last property is an easy
consequence of the very definition of the forward integral. 2
Let us state now a lemma that will be crucial for our decomposition.
For α ∈ U , denote by J α,−s the iterated forward integral obtained like in
(2), except that we are considering forward integrals instead of Itô’s one.
LEMMA 3.3. – Let β, k be a positive constants, and for a fixed s > 0,
M a measurable H⊗β -valued process defined on [0, s], admitting a
decomposition
M =
k∑
j=0
(
ηs
s
)j
Mj ,
such that
(i) M ∈L2a([0, s];H⊗β),
(ii) Mj is independent of ηs for all j = 0, . . . , k,
(iii) For any α ∈ U such that |α|1 6 β, J α,−s (Mj ) is defined, continu-
ous, and satisfies, for R big enough,
P
(
sup
06σ6s
1
σ ‖α‖+γ
|J α,−σ
(
Mj
)|H⊗β−|α|1 >R)6 exp(−CRqα),
for some strictly positive constants C,qα , and γ > 0.
For 0 6 r 6 s, define M(1)r =
∫ r
0 Mσ dωσ and M(0)r =
∫ r
0 Mσ dσ . Then
M(1) and M(0) satisfy the same kind of hypothesis as M .
Proof. – The fact that M(1) ∈ L2a([0, s];H⊗β−1) is evident. From
Proposition 3.2, points 1 and 2, since M ∈L2a([0, s];H⊗β), we have
M(1)r =
r∫
0
Mσ dωσ =
r∫
0
Mσ d−ωσ =
r∫
0
Mσ d−ωˆσ + ηs
s
r∫
0
MσV dσ,
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and using the decomposition of M and points 2 and 4 of Proposition 3.2,
some easy algebraic manipulations show that
M(1)r =
k+1∑
j=0
(
ηs
s
)j
Nj ,
with
N0r =
r∫
0
M0σ d−ωˆσ , Nk+1r =
r∫
0
MkσV dσ,
Njr =
r∫
0
Mjσ d−ωˆσ +
r∫
0
Mj−1σ V dσ, j = 1, . . . , k.
Note that, by assumption (iii), Nj is continuous on [0, s] for any j =
1, . . . , k+ 1. Thus Nj is independent of ηs by Lemma 3.2 point 3.
In order to prove point (iii) of our statement, take j ∈ {1, . . . , k} (the
cases j = 0 and j = k+ 1 can be treated similarily), and notice that
Njr =
r∫
0
Mjσ d−ωσ −
ηs
s
r∫
0
MjσV dσ +
r∫
0
Mj−1σ V dσ.
By assumption (iii), J α,−σ (Nj) is then defined and continuous for |α|1 6
β − 1, and once again by assumption (iii), for all |α|1 6 β − 1,
P
(
sup
06σ6s
1
s‖α‖+γ+1/2
∣∣J α,−s (Nj )∣∣H⊗β−|α|1−1 >R)6 exp(−CRq(α,1)),
where (α,1) = (α1, . . . , αl,1) if α = (α1, . . . , αl). The process Nj (and
thus M(1)) verifies then hypothesis (i), (ii) and (iii). The same kind of
result could be obtained for M(0), which ends the proof. 2
3.3.3. Decomposition of ξk,s
Using Lemma 3.3, we will be able to prove the following decomposi-
tion of ξk,s in terms of ηs :
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PROPOSITION 3.4. – For any k > 1, there exist some processes
{ξk,i,s; i = 1, . . . , k} independent of ηs such that
ξk,s =
k∑
l=0
(
ηs
s1/2
)l
ξk,l,s .(7)
Furthermore, for R big enough and some C,pk,l > 0,
sup
06s61
P
( |ξk,l,s|
sk/2
>R
)
6 exp
(−CRpk,l).(8)
Proof. – For any k > 1, ξk,s is a sum of multiple integrals of constant
kernels of the form DαG(0, ϕ0), with ‖α‖ = k. But DαG(0, ϕ0) satisfies
the hypothesis of Lemma 3.3 (the decomposition in terms of ηs is
trivial, since DαG(0, ϕ0) is clearly independent of that random variable)
with β = |α|1, and γ = 0. Notice that in case of a constant kernel
like DαG(0, ϕ0), all the forward integrals involved in those hypothesis
coincide with the corresponding Itô integrals. Consequently, Lemma 3.3
can be applied, and thus a formal expansion of ξk,s in terms of ηs can be
performed, the different terms being meaningful.
In order to show (8), let us study first the case k = 2. We obtain then
ξ2,s = ξ2,0,s + ξ2,1,s ηs
s1/2
+ ξ2,2,s
(
ηs
s1/2
)2
,
with
ξ2,0,s = sAG(0, ϕ0)+
s∫
0
s1∫
0
D2G(0, ϕ0)d−ωˆs2 d−ωˆs1
ξ2,1,s = 1
s1/2
s∫
0
s∫
0
D2G(0, ϕ0)V ds2 d−ωˆs1
ξ2,2,s = 1
s
s∫
0
s1∫
0
D2G(0, ϕ0)V 2 ds2 ds1,
from which (8) easily follows using the expression of ωˆs . Notice that in
the general case, we get
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ξk,s =
k∑
j=0
∑
‖α‖=k,|α|1=j
J αs
(DαG(0, ϕ0))
=
k∑
j=0
∑
‖α‖=k,|α|1=j
∑
m∈Cj,l
1
sl/2
Jˆ αlm,−s
(DαG(0, ϕ0)V l)( ηs
s1/2
)l
,
where Cj,l denotes the set of combinations of l elements within j
elements, Jˆ α,−s is a forward integral of order α with respect to ωˆ, and,
if |α|1 = j and m ∈ Cj,l , αlm is obtained replacing the l corresponding 1s
in α by 0s. Hence,
ξk,l,s =
k∑
j=l
∑
‖α‖=k,|α|1=j
∑
m∈Cj,l
1
sl/2
Jˆ αlm,−s
(DαG(0, ϕ0)V l),(9)
and (8) easily follows again using the expression of ωˆs . 2
3.4. Localization
It will be useful, for further computations, to have exponential
moments for Rn,s for a n> 3 on a certain localizing set whose probability
tends exponentially to 1. We will construct that set in this subsection.
Applying twice Proposition 2.2 we obtain, for n> 3,
Rn,s =G(s,ωs + ϕ0)−
n−1∑
k=1
ξk,s
= ∑
‖α‖=n−1
(J αs (DαGϕ0)−J αs (DαG(0, ϕ0)))
+ ∑
|α|6n−1, ‖α‖>n−1, ‖α′‖<n−1
J αs
(DαGϕ0).
Thus, a natural choice for our localizing set will be, for a constant
δ > 0, Fδ,n,s the subset of Ω defined by
Fδ,n,s =
{
ω; sup
|α|6n−1,‖α′‖<n−1,σ6s
∣∣DαG(σ,ϕ0 +ωσ )(10)
−DαG(0, ϕ0)
∣∣
H⊗|α|1 6 δ
}
.
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We will prove here that Fδ,n,s can be used as a localizing set. For this,
define G¯ :R+ ×Θ→[−∞,∞) by
G¯(s, θ)= φ(G(s,ϕ0 + θ))− θ(ϕ0),(11)
where φ :R→[−∞,∞) is the upper semi-continuous function given by
φ(x)=
{
0 if x > 0,
−∞ if x < 0,
and θ(ϕ0) designates the Wiener integral of ϕ0 with respect to θ . Note
that
E
[
exp
(
−ωs(ϕ0)
s
)
1{G(s,ωs+ϕ0)>0}1Fcδ,n,s
]
6E
[
exp
(
G¯(s,ωs)
s
)
1Fcδ,n,s
]
.
We will prove the following result:
PROPOSITION 3.5. – For δ > 0, s ∈ [0,1], define Fδ,n,s and G¯ like in
(10) and (11). Then, under hypothesis (H4), there exists a r > 1 such that
lim sup
s→0
s logE
[
exp
(
rG¯(s,ωs)
s
)
1Fc
δ,n,s
]
< 0.
Proof. – We will divide the proof in two steps.
Step 1: let us show that, for a q > 1,
lim sup
s→0
s logE
[
exp
(
qG¯(s,ωs)
s
)]
6 0.(12)
For this, notice that G¯(s, θ) = ψ(G(s,ϕ0 + θ), θ(ϕ0)) with ψ :R2 →
[−∞,∞) defined by ψ(x, y) = φ(x) − y. Since (s, θ) ∈ R+ × Θ 7→
(G(s, ϕ0+ θ), θ(ϕ0)) ∈R2 is a P -regular function and ψ an upper semi-
continuous function on R2, it follows from Proposition 2.5 that
lim sup
s→0
s logE
[
exp
(
qG¯(s,ωs)
s
)]
6 sup
{
qG¯(0, θ)− I (θ); θ ∈Θ}.
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In order to show that this last supremum is negative for a q > 1, we only
have to check that
G¯(0, h)6 (1− γ ) |h|
2
2
,(13)
for a strictly positive γ and all h ∈H . The same method as in [5, Lemma
3.19] can be applied to prove (13), the only point that has to be changed
being the verification of (13) for |h| small enough. Notice also that
(13) only has to be checked when G(0, ϕ0 + h) > 0 (G¯(0, h) = −∞
otherwise), and in this case, G¯(0, h) = −(ϕ0, h). But (ϕ0, h) > 0 when
|h| is small enough and ϕ0+h ∈ A¯0. Indeed, if we had (ϕ0, h) < 0 for a h
such that |h|6 R (where R is given in condition (H4)) and ϕ0 + h ∈ A¯0,
then, by assumption (H4), ϕ0 + λh ∈ A¯0 for every λ ∈ [0,1]. However,
|ϕ0 + λh|2− |ϕ0|2 = 2λ(ϕ0, h)+ λ2|h|2,
and this last term becomes < 0 as λ tends to 0. This is in contradiction
with the fact that ϕ0 minimizes I on A¯0, showing (13) when |h|6 R, and
following the steps of [5, Lemma 3.19], this also shows (12).
Step 2: choose a 1< r < q, and λ > 1 such that λr = q. Then
lim sup
s→0
s logE
[
exp
(
rG¯(s,ωs)
s
1Fc
δ,n,s
)]
6 1
λ
lim sup
s→0
s logE
[
exp
(
qG¯(s,ωs)
s
)]
+ λ− 1
λ
lim sup
s→0
s logP
(
Fcδ,n,s
)
6 λ− 1
λ
lim sup
s→0
s logP
(
Fcδ,n,s
)
,
and the last quantity is < 0 by definition (10) of Fδ,n,s , and applying
point 4 in Proposition 2.4. (recall that G is assumed to be completely
P -regular). 2
The last result shows that we can reduce our problem to the study of
qδ(s)=E
[
1{G(s,ωs+ϕ0)>0}1Fδ,n,s exp
(
−ηs
s
)]
.
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Indeed, Proposition 3.5 clearly yields that∣∣∣∣E[1{G(s,ωs+ϕ0)>0} exp(−ωs(ϕ0)s
)]
− qδ(s)
∣∣∣∣6K exp(−Ks−1/r)
for s small enough.
3.5. Expansion of G(s,ωs + ϕ0)
3.5.1. Study of a polynomial function
In this subsection we recall some technical results from [1] about
polynomial functions. Consider a function
F(r, y)= y +
n−1∑
k=1
k+1∑
l=0
βk+1,lylrk,
where βk,l are random variables. Fixed r > 0, for any γ > 0 consider the
event
Dβ = {|βk,l|6 r−γ , 26 k 6 n, 06 l 6 k}.
LEMMA 3.6. – Set η a gaussian random variable independent of the
family {βk,l, 26 k 6 n, 06 l 6 k}. For r small enough, we have
P
({|F(r, η)|6 u}∩Dβ ∩ {|η|6 r−γ })6 2u
(2pi)1/2v
,
if 06 u6 12r−γ , where v2 =Var(η).
Proof. – See [1, Corollary 12.2]. 2
3.5.2. Exponential inequalities
LEMMA 3.7. – There exists µ > 0 such that for any α ∈ [1,1 + µ),
there are some finite positive constants c1(α) and c2(α) verifying
sup
s∈[0,1]
E
[
exp
(
α
1
c
ξ2,s
s
)]
= c1(α),(14)
sup
s∈[0,1]
E
[
exp
(
α
1
c
ξ2,0,s
s
)]
= c2(α).(15)
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Moreover, for δ small enough there exists s0 > 0 such that for any
α ∈ [1,1 + µ), there are some finite positive constants c3(α) and c4(α)
satisfying
sup
s6s0
E
[
1Fδ,n,s exp
(
α
1
c
(ξ2 +R3,s)
s
)]
= c3(α),(16)
sup
s6s0
E
[
1{G(s,ωs+ϕ0)>0}1Fδ,n,s exp
(
−αηs
s
)]
= c4(α),(17)
for all n> 3.
Proof. – Using the non-degeneracy condition (H3), (14) has been
proved in [5, Theorem 3.10].
Recall v2 = |ϕ0|2H and that, from (9), ξ2,2,s is deterministic. Therefore,
conditioning first by ξ2,1,s and ξ2,0,s we get for any s ∈ [0,1], c1(α) is
greater or equal to
1
(2pi)1/2v
E
[
exp
(
α
c
ξ2,0,s
s
)
×
∫
R
exp
(
α
c
y
ξ2,1,s
s
+ α
c
y2
ξ2,2,s
s
)
exp
(
− y
2
2v2
)
dy
]
.
Set then −κs = α 1c ξ2,2,ss − 12v2 , and note that κs > 0, since c1(α) is finite.
We thus get
∫
R
exp
(
α
1
c
y
ξ2,1,s
s
− y2κ2s
)
dy = pi
1/2
κs
exp
(
(α 1
c
ξ2,1,s
s
)2
4κ2
)
> pi
1/2
κs
.
Hence, (15) yields from
c1(α)>
1
21/2vκs
E
[
exp
(
α
1
c
ξ2,0,s
s
)]
.
On the other hand, in the proof of [5, Theorem 3.10], it has been
checked that for any γ > 0 there exist s0, δ(γ ) > 0 such that for every
δ 6 δ(γ ), n> 3,
sup
s6s0
E
[
exp
(
(1+ γ )1
c
R3,s
s
)
1Fδ,n,s
]
<∞.(18)
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By Hölder’s inequality with q > 1, 1
p
+ 1
q
= 1, we have
E
[
1Fδ,n,s exp
(
α
1
c
(ξ2 +R3,s)
s
)]
6E1/q
[
exp
(
qα
1
c
ξ2,s
s
)]
E1/p
[
1Fδ,n,s exp
(
pα
1
c
R3,s
s
)]
,
and choosing q such that αq < 1+µ, we obtain (16) from (14) and (18),
picking δ small enough.
Finally, from (4) we have, using the fact that we are taking expectation
on a set where G(s,ωs + ϕ0)> 0,
c4(α)= sup
s6s0
E
[
1Fδ,n,s1{cηs+ξ2,s+R3,s>0} exp
(
−α ηs
s
)]
6 c3(α) <∞. 2
3.5.3. Truncation of G(s,ωs + ϕ0)
We consider the truncated expression
Gn(s,ωs + ϕ0)=G(s,ωs + ϕ0)−Rn,s = cηs +
n−1∑
k=2
ξk,s.(19)
From (7) we can write
Gn(s,ωs + ϕ0)= cs1/2
(
ηs
s1/2
)
+
n−1∑
k=2
k∑
l=0
(
ηs
s1/2
)l(
ξk,l,s
sl/2
)
sl/2.
Define the function
F(u, y)≡ y +
n−2∑
k=1
k∑
l=0
Rk,l,sy
l uk,(20)
with
Rk,l,s = 1
c
ξk+1,l,s
s(k+1)/2
, for 16 k 6 n− 2, 06 l 6 k.(21)
Then, we have
F
(
s1/2,
ηs
s1/2
)
= 1
c
1
s1/2
Gn(s,ωs + ϕ0).(22)
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We need to introduce some more notation. Fixed s > 0, for any γ > 0
consider the events
Dη,s =
{∣∣∣∣ ηss1/2
∣∣∣∣6 s−γ /2},
DR,s = {|Rk,l,s|6 s−γ /2, 16 k 6 n− 2, 06 l 6 k},
Dn,s =
{∣∣∣∣Rn,ssn/2
∣∣∣∣6 s−γ /2},
and Ds = Dη,s ∩DR,s ∩Dn,s . Notice that ηs/s1/2 is a Gaussian random
variable of unit variance and that Proposition 3.4 allows us to estimate
P(DcR,s). Moreover, it is a well known fact (see, i.e., [1]) that multiple
integrals of order n of bounded kernels have exponential moments
of fractional order. Hence, using the scaling properties of the Wiener
process, it is easy to check that for a constant K1 > 0,
P
(
Dcs ∩ Fδ,n,s
)
6K1 exp
(−s−K1 γ2 ).(23)
Following the ideas of [1] we obtain the following results. We refer the
reader to [9] for a similar proof.
LEMMA 3.8. – Set
q1δ (s)=E
[
1{cs1−(γ /2)>Gn(s,ωs+ϕ0)>0}1Dη,s1DR,s exp
(
−ηs
s
)]
.
Then, there exist γ0 such that if γ 6 γ0, we have∣∣qδ(s)− q1δ (s)∣∣' o(sM/2),
for any M < (n+ 1) µ1+µ, where µ is given by Lemma 3.7.
Proof. – Set
qˆ1δ (s)=E
[
1{G(s,ωs+ϕ0)>0}1Fδ,n,s 1Ds exp
(
−ηs
s
)]
.
By Hölder’s inequality with p ∈ (1,1+µ), 1
p
+ 1
q
= 1, we have
∣∣qδ(s)− qˆ1ρ(s)∣∣6E1/p[1{G(s,ωs+ϕ0)>0}1Fδ,n,s exp(−pηss
)]
P
(
Dcs
)1/q
.
C. ROVIRA, S. TINDEL / Bull. Sci. math. 124 (2000) 525–555 547
Then Lemma 3.7 and (23) yield, for any M > 1∣∣qρ(s)− qˆ1ρ(s)∣∣' o(sM/2).(24)
Consider now
qˆ2δ (s)=E
[
1{Gn(s,ωs+ϕ0)>0}1Fδ,n,s 1Ds exp
(
−ηs
s
)]
.
Notice that if a = b + c, then |1{a>0} − 1{b>0}|6 1{|b|6|c|}. So, choosing
a = G(s,ωs + ϕ0) and b = Gn(s,ωs + ϕ0), from (19) and Hölder’s
inequality with p ∈ (1,1+µ), 1
p
+ 1
q
= 1, we have∣∣qˆ1δ (s)− qˆ2δ (s)∣∣(25)
6E
[
1{|Gn(s,ωs+ϕ0)|6s(n−γ )/2}1{|G(s,ωs+ϕ0)|62s(n−γ )/2}1Fδ,n,s
×1Ds exp
(
−ηs
s
)]
6E1/p
[
1{|G(s,ωs+ϕ0)|62s(n−γ )/2}1Fδ,n,s exp
(
−pηs
s
)]
×P 1/q({|Gn(s,ωs + ϕ0)|6 s(n−γ )/2}∩Ds).
Then from Lemma 3.7 we have
E
[
1{|G(s,ωs+ϕ0)|62s(n−γ )/2}1Fδ,n,s exp
(
−pηs
s
)]
=E
[
1{|G(s,ωs+ϕ0)|62s(n−γ )/2}1Fδ,n,s
× exp
(
−p1
c
(
G(s,ωs + ϕ0)− ξ2,s −R3,s
s
))]
6 exp
(
2p
1
c
s(n−2−γ )/2
)
c3(p) <∞.
(26)
On the other hand, Lemma 3.6 and (22) yield
P
({|Gn(s,ωs + ϕ0)|6 s(n−γ )/2} ∩Ds)6 2cs(n+1−γ )/2
(2piv2)1/2
,(27)
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where v2 = |ϕ0|2H . Putting together (26), (26) and (27), we obtain
∣∣qˆ1δ (s)− qˆ2δ (s)∣∣6Ks 12 (n+1−γ )(1− 1p ) ' o(sM/2),(28)
for all M < (n + 1) µ1+µ, if we choose γ small enough and p such that
1
2(n+ 1− γ )(1− 1p )=M.
Set now
qˆ3δ (s)=E
[
1{Gn(s,ωs+ϕ0)>0}1Dη,s1DR,s exp
(
−ηs
s
)]
.
Again by Hölder’s inequality with p ∈ (1,1+µ), 1
p
+ 1
q
= 1, we get
∣∣qˆ2δ (s)− qˆ3δ (s)∣∣(29)
6E1/p
[
1{Gn(s,ωs+ϕ0)>0}(1Dη,s 1DR,s − 1Fδ,n,s1Ds ) exp
(
−pηs
s
)]
×P 1/q((Dη,s ∩DR,s)\(Fδ,n,s ∩Ds)).
From (7) and (19) we have∣∣∣∣1{Gn(s,ωs+ϕ0)>0}(1Dη,s∩DR,s (1− 1Fδ,n,s 1Ds ))
× exp
(
−p1
c
(
Gn(s,ωs + ϕ0)−∑n−1k=2 ξk,s
s
))∣∣∣∣
6 exp
(
p
1
c
ξ2,s
s
)
exp
(
K
1
s
n−1∑
k=3
sk/2s−(k+1)(γ /2)
)
6 exp
(
p
1
c
ξ2,s
s
)
exp
(
Ks(1−4γ )/2
)
,
(30)
for γ < 14 . On the other hand
P
(
(Dη,s ∩DR,s)\(Fδ,n,s ∩Ds))(31)
6 P
(
Fcδ,n,s
)+P (Dcs ∩ Fδ,n,s)
6 exp
(−Ks−1)+ exp(−s−K(γ/2)),
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from (23) and the definition of Fδ,n,s and Proposition 2.4. Then Lemma
3.7, (30), (30) and (32) yield that for γ small enough∣∣qˆ2δ (s)− qˆ3δ (s)∣∣' o(sM/2),(32)
for any M > 1.
Finally, using that c > 0, from (19), Lemma 3.7 and using the same
arguments as before we can easily check
∣∣qˆ3δ (s)− q1δ (s)∣∣6E[1{Gn(s,ωs+ϕ0)>cs1−(γ /2)}1Dη,s1DR,s(33)
× exp
(
−1
c
(Gn(s,ωs + ϕ0)−∑n−1k=2 ξk,s)
s
)]
' o(sM/2),
for any M > 1.
Clearly, (24), (28), (32) and (33) imply the proof of the lemma. 2
3.5.4. Scaling property
Notice that ηs
s1/2
is a gaussian centered random variable with variance
|ϕ0|2H , and so its law does not depend on s.
From (21) and (9) we have for 16 k 6 n− 2, 06 l 6 k:
Rk,l,s =
k+1∑
j=l
∑
‖α‖=k+1,|α|1=j
∑
m∈Cj,l
1
c
1
s(l+k+1)/2
Jˆ αlm,−s
(DαG(0, ϕ0)V l).
Notice moreover that when ‖α‖ = k + 1 and for m ∈ Cj,l we have
‖αlm‖ = (k+ 1+ l)/2. Then by the scaling property given in Proposition
2.1 we have that the law of
1
s(l+k+1)/2
Jˆ αlm,−s
(DαG(0, ϕ0)V l)
does not depen on s and moreover the law of Rk,l,s neither does.
We can then denote the random vector ( ηs
s1/2
, Rk,l,s; 16 k 6 n−2, 06
l 6 k) by (η, Rk,l; 1 6 k 6 n − 2, 0 6 l 6 k). Notice also that the joint
law of the coefficients of F defined in (20) does not depend on s and that
we can write
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Dη,s = {|η|6 s−γ /2},
DR,s = {|Rk,l|6 s−γ /2, 16 k 6 n− 2, 06 l 6 k}.
So, we reduce the problem to compute
q1δ (s)=E
[
1{s1−(γ /2)>F(s1/2,η)>0} 1Dη,s 1DR,s exp
(
− 1
s1/2
η
)]
.
3.6. The main result
Now, we are able to state the main theorem.
THEOREM 3.9. – Assume the set of hypothesis (H). If the unique
minimum ϕ0 is not null, then
P(ωs ∈As)= exp
(
− 1
2s
|ϕ0|
)( L∑
l=1
sl/2ql + o(sM/2)
)
,
where {ql; l = 1, . . . ,L} is a family of real coefficients. In particular
q1 = ((2pi)1/2|ϕ0|)−1E[exp(R1,0)].
Proof. – Fixed L < M < L + 1, we can choose n big enough and µ
close to 1 such that M < n µ1+µ 6L+ 1. Then we can compute explicitly
the coefficients using again some ideas taken from [1] and [9]. We are in
the same situation as in this last paper. We refer the reader to Section 4.6
in [9] for the computations. 2
Remark 3.10. – When ϕ0 = 0 we can obtain an expansion of the type
P(ωs ∈As)=
L∑
l=0
sl/2ql + o(sM/2),
where {ql; l = 0, . . . ,L} is a family of real coefficients. Notice that in
this case q0 > 0.
4. Examples of application
The generality of our setting allows us to apply our main result in
many situations. We shall concentrate here on two examples: the case
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of diffusions with smooth coefficients, with a special emphasis on exit
times from closed sets, and the case of anticipative processes living in a
certain Wiener chaos. Notice that in each case of application, we shall
give some conditions that ensure the complete P -regularity of the set we
will consider (hypothesis (H1)), and not on the other ones.
In order to treat those examples, we will have to consider the complete
P -regularity of the processes involved as functions from [0,1] to Rn.
Hence, following the steps of [6] and [3], we shall need the definition of
a complete P -regular functional with values in a Banach space.
4.1. Banach valued completely P -regular functionals
Let B be a separable Banach space with dual B∗. Notice first that the
norms ‖.‖p,R,V and the space G(0)(V ) of Section 2.1.2 can be defined in
a straightforward manner when V =B instead of a Hilbert space.
DEFINITION 4.1. – Let F :R+ ×Θ→ B be a measurable map.
(1) We say that F ∈ G(1)(B) if there are two random variables K ∈
G(0)(H ⊗ B) and M ∈ G(0)(B) such that, for any ` ∈ B∗, `(F ) ∈
G(1) and
D
(
`(F )
)= `(K), A(`(F ))= `(M).
We will set K =DF and M =AF .
(2) We say that F is P -regular if there exists a sequence {Fn;n > 1}
of functionals Fn ∈C(R+ ×Θ;B) satisfying
lim
n→∞ lim sups→0
s logP
(∥∥Fn(s,ωs)−F(s,ωs)∥∥B > δ)=−∞,
for every δ > 0.
Once these definitions are given, the notion of G(∞)(B) and of
completely P -regular B-valued random variable can be extended trivially
from the Hilbert case.
A basic fact for our applications will be the following composition rule
with nice mappings:
PROPOSITION 4.2. – Let F be a B-valued P -completely regular
functional defined on R+ × Θ , and φ ∈ C∞b (R+ × B). Then (s, θ) 7→
φ(s,F (s, θ)) is a P -completely regular real valued random variable.
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The proof of this proposition is straightforward, and follows closely
the computations one can find in [5, p. 16].
4.2. Case of diffusion processes
In this section, we shall take Θ = C([0,1]; Rd), the standard Wiener
space of Rd -valued paths, and we shall consider the Banach space C =
C([0,1];Rm) for some d,m > 1. Let σ :R+ × Rd → Rm×d , b :R+ ×
Rd → Rm be C∞ functions with bounded derivatives of all orders. Let
x ∈ Rm, and X be the solution to the following stochastic differential
equation:{
dX(t)= b(t,X(t))dt + σ (t,X(t))dθ(t), t ∈ [0,1],
X(0)= x.(34)
The process X enjoys then the regularity properties stated in the last
subsection:
PROPOSITION 4.3. – The C-valued random variable X is completely
P -regular.
Proof. – The computations in the proof of [5, 5.21] show that the map
t ∈ [0,1] 7→ X(t) ∈ G(∞)(Rm) is continuous. It is then easy to show,
as in [3, Theorem 3.2.1], that X ∈ G(∞)(C). Moreover, it is shown in
[5, Theorem 5.6] that, if Xndenotes the polygonal approximation of X
corresponding to the Euler scheme in time on [0,1], then
lim
n→∞ sups∈R+
s logP
(∥∥Xn(ωs)−X(ωs)∥∥∞ > δ)=−∞
for every δ > 0, which shows that X is P -regular. The same kind of
computations could be leaded for the successive derivatives DαX of X,
again as in the proof of [5, Theorem 5.21], in order to show that X is
completely P -regular. 2
Applying Proposition 4.2, one immediately gets the following:
COROLLARY 4.4. – Let φ ∈ C∞(R+ × C) and X be the random
variable defined on C by (34). Then the set As = {θ ∈Θ;φ(s,X(θ))> 0}
satisfies the hypothesis (H1) of Section 3.1.
Remark 4.5. – To our knowledge, the only expansion existing for
probabilities of general sets in the case of diffusion processes is the one
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of Azencott in [1], where the case of elliptic diffusions was treated. Our
method allows us to handle the case of degenerate diffusions. Moreover,
the same kind of generalizations as in [5] can be performed: one can allow
the coefficients b and σ to depend on s (the scaling parameter), and on
the whole past of the trajectory X in a smooth way. Observe that as in [1]
conditions (H2) to (H4) can be checked when A0 is a closed convex set
with the corresponding ϕ0 sufficiently close to 0.
Remark 4.6. – Let B be a closed subset of Rm. In [12], the leading
term of an asymptotic expansion for the distribution function of the
exit time from B in a certain class is given, in case X is an elliptic
diffusion. The non-degenerate case can also be treated with our methods
if we suppose that there exists a positive function β ∈C∞b (Rm) such that
B = {x ∈ Rm;β(x) = 0}. Indeed, if the initial condition x is an element
of B and if τs is the first exit time of X(ωs) from B , then, setting for
t ∈ [0,1]
φ(θ)=
t∫
0
β
(
X(θ)(u)
)
du,
we have that
P(τs < t)= P (φ(ωs) > 0).
Although we have here a strict inequality the method also works.
4.3. Case of multiple Wiener integral processes
Let now Θ be the space C = C([0,1];R), and H the usual Cameron–
Martin space of absolutely continuous functions with square integrable
derivative. We will consider here the case of anticipative processes that
can be represented by a functional in a given Wiener chaos: for a
n > 1 and a family of deterministic kernels ht ∈ L2s ([0,1]m) (the space
of symmetric square integrable functions in [0,1]m) define the process
X(t)= Im(ht), the mth multiple Wiener integral of ht with respect to θ ,
i.e.
X(t)[θ] =
∫
[0,1]m
ht(r1, . . . , rm)dθr1 · · ·dθrm, t ∈ [0,1].(35)
It is shown in [7] that if {X(t); t ∈ [0,1]} possesses an a.s. continuous
version, then {X[ωs]; s > 0} is a P -regular C-valued function and
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satisfies a large deviation principle in C. Let us investigate briefly here
the complete P -regularity of X.
It is easily seen, using the definition of D and ∆, that for α ∈ U such
that ‖α‖6m, we have, for (z1, . . . , z|α|1) ∈ [0,1]|α|1 ,
D˙αz1,...,z|α|1
(
Im(ht)
)= cα
× Im−‖α‖
( ∫
[0,1]|α|0
ht(•, z1, . . . , z|α|1, y1, y1, . . . , y|α|0 , y|α|0)dy1 · · ·dy|α|0
)
with cα 6 m|α| and where for k ∈ H⊗p , we denote by k˙ the function
defined by k˙(z1, . . . , zp) = ∂pz1,...,zpk(z1, . . . , zp). Moreover, observe thatDα(Im(ht))= 0 for ‖α‖>m. It is shown in [7] (we refer to this paper for
further definitions) that, whenever X is a continuous process, then t 7→ ht
is a function in C2 = C([0,1];L2s ([0,1]m)), and can be approximated in
C2 by a sequence of regular kernels h(n)t . The corresponding processes
X(n)(t) = Im(h(n)t ) are continuous functionals defined on Θ , and can be
taken as the approximating sequence Fn in Definition 4.1 of P -regularity.
It is then natural to take F (n,α)t = Dα(Im(h(n)t )) as a H⊗|α|1 ⊗ C-valued
continuous function defined on Θ , which shall approach Dα(Im(ht)).
As in [7], using an inequality due to Borell (see [4]), the complete P -
regularity can be shown. However, when one differentiate the multiple
stochastic integral, some more smoothness assumptions have to be
imposed in ht . We get then the following result, whose complete proof
is left to the reader. Remark that our regularity assumptions on h do not
imply that our kernel is regular in the sense given in [7].
PROPOSITION 4.7. – Assume that {X(t); t ∈ [0,1]} is defined by (35)
and that the map (t, r1, . . . , rm) ∈ [0,1]m+1 7→ ht(r1, . . . , rm) is β-Hölder
continuous in all its variables for a β > 0. Then X is a C-valued
completely P -regular functional.
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