This paper presents a comprehensive description and benchmark evaluation of the tropospheric gas-phase chemistry component of the Multiscale Online Nonhydrostatic AtmospheRe CHemistry model (NMMB-MONARCH), formerly known as NMMB/BSC-CTM, that can be run on both regional and global domains. Here, we provide an extensive evaluation of a global annual cycle simulation using a variety of background surface stations (EMEP, WDCGG and CASTNET), ozonesondes 5 (WOUDC, CMD and SHADOZ), aircraft data (MOZAIC and several campaigns), and satellite observations (SCIAMACHY and MOPITT). We also include an extensive discussion of our results in comparison to other state-of-the-art models. We note that in this study, we omitted aerosol processes and some natural emissions (lightning and volcanoes emissions).
and MOZART-4 (offline, 2.8
• x 2.8 • ) (Emmons et al., 2010) . Most of these models have been applied at coarse resolutions with simplified chemical schemes. Currently, the systems are being updated and prepared for higher resolution applications.
In this contribution, we describe the gas-phase chemistry of the Multiscale Online Nonhydrostatic AtmospheRe CHemistry model (NMMB-MONARCH), a chemical weather prediction system formerly known as NMMB/BSC-CTM that can be run either globally or regionally (Pérez et al., 2011; Jorba et al., 2012) . The NMMB-MONARCH, developed at the Barcelona Su-5 percomputing Center, is based on the coupling of the meteorological Nonhydrostatic Multiscale Model on the B-grid (NMMB; Janjic and Gall, 2012 ) with a chemistry module. We provide a thorough evaluation of the gas-phase chemistry over a one-year period for the global domain using an horizontal resolution of 1.4
The NMMB-MONARCH configured as a limited area (regional) model has recently participated in the Air Quality Model
Evaluation International Initiative Phase2 (AQMEII-Phase2) intercomparison exercise (Im et al., 2014) . Badia and Jorba (2014) 
Dry-deposition scheme
The dry-deposition scheme is responsible for computing the flux of trace gases from the atmosphere to the surface. It is calculated by multiplying the concentration in the lowest model layer by the spatially and temporally varying deposition velocity:
where t is the time, i the gas-phase species, C i is the concentration of the gas in the lowest model layer, and v d is the dry-deposition velocity. At each time step, v d is calculated according to:
where R a is the aerodynamic resistance (depends only on atmospheric conditions), R b is the quasilaminar sublayer resistance (depends on friction velocity and molecular characteristics of gases), and R c is the canopy or surface resistance (depends on 10 surface properties and the reactivity of the gas). R a and R b are computed following their common definition (Seinfeld and Pandis, 1998) , while R c is simulated following Wesely (1989) , where the surface resistance is derived from the resistances of the surfaces of the soil and the plants. The properties of the plants are determined using land-use data (from the meteorological driver USGS land-use) and depend on the season. The surface resistance also depends on the diffusion coefficient, the reactivity, and water solubility of the reactive trace gases. 
Wet-deposition scheme
We use the scheme of Byun and Ching (1999) and Foley et al. (2010) to resolve the cloud processes affecting the concentration of 36 gases from the CB05 chemical mechanism. The processes included are grid-scale scavenging and wet-deposition, subgrid-scale vertical mixing, scavenging and wet-deposition for precipitating and non-precipitating clouds. Aqueous chemistry is neglected in version 1.0 of the model. At the moment, we consider only in-cloud scavenging, which is computed using 20 the Henry's Law equilibrium equation. The rate of change for in-cloud pollutant concentration is given by:
where C icld is the gas concentration within the cloud [ppm] , τ cld is the cloud timescale [s] , and α i is the scavenging coefficient for the gas species that is calculated as:
where H i is the Henry's Law coefficient for the gas species [M/atm], T W F =ρ H2O /(W T RT ) is the total water fraction (where ρ H2O is the density of water [kg/m 3 ], W T is the total mean water content [kg/m 3 ], R is the Universal gas constant, and T is the in-cloud air temperature [K] ), and τ washout is the washout time [s], i.e., the amount of time required to remove all of the water from the cloud volume at a specified precipitation rate, which is given by:
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where ∆Z cld is the cloud thickness [m] and P r is the precipitation rate [m/s]. Both grid-scale and subgrid-scale scavenging are computed with equation 3, where τ cld is 1 hour for subgrid-scale clouds, and the chemistry timestep for grid-scale clouds.
Wet deposition is computed following the algorithm of Chang et al. (1987) , which depends upon P r and the gas concentration within the cloud C icld . Thus, the wet deposition is given by:
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The sub-grid cloud scheme implemented solves convective mixing, scavenging and wet deposition of a representative cloud within the grid cell following the CMAQ and RADMv2.6 model schemes (Byun and Ching, 1999; Chang et al., 1987) . Precipitating and non-precipitating sub-grid clouds are considered. The latter are categorized as pure fair weather clouds and non-precipitating clouds and may coexist with precipitating clouds (Byun and Ching, 1999; Foley et al., 2010) .
Upper boundary conditions
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Because the model focuses on the troposphere, stratospheric chemistry is taken into account using a simplified approach. Above 100 hPa, mixing ratios of several species (NO, NO 2 , N 2 O 5 , HNO 3 and CO) are initialized each day from a global chemical model MOZART-4 (Emmons et al., 2010) . For O 3 , an important reactive gas requiring a more refined representation in the stratosphere, we use a linear O 3 stratospheric scheme, COPCAT (Monge-Sanz et al., 2011) . COPCAT is based on the approach of Cariolle and Déqué (1986) , which represented the first effort to include a linearized O 3 scheme (named Cariolle v1.0) in a 20 three-dimensional model.
In COPCAT the linear coefficients are obtained at equilibrium from the TOMCAT/SLIMCAT box model (Chipperfield, 2006) . These terms are presented as functions of 24 latitudes, 24 model vertical levels and 12 months.
Heterogeneous processes describing the polar stratospheric chemistry are non-linear and depend on the three-dimensional structure of the atmosphere. COPCAT includes complete heterogeneous processes in their coefficients, considering heteroge-25 neous and gas-phase chemistry to be consistent when applied in this linear O 3 parameterization. This kind of parameterization is in better agreement with the current state of knowledge of stratospheric heterogeneous chemistry than previous schemes (Monge-Sanz et al., 2011) . For further description of the approach and information on the biases of the stratosphere ozone simulated by the COPCAT scheme, the reader is referred to Monge-Sanz et al. (2011) . Figure S1 in the supplementary information shows the modeled emission for isoprene and terpenes for January and July (Huijnen et al., 2010; Horowitz et al., 2003; Emmons et al., 2010) , MEGAN isoprene emissions typically range from about 500 to 750 Tg/year (Guenther et al., 2006) . These estimates largely depend on the assumed land cover, emission factors, and meteorological 20 parameters. Therefore, the emission uncertainties and their impacts upon surface O 3 are associated with uncertainties in these inputs. Ashworth et al. (2010) obtained emission reductions of 3% and 7% when using daily and monthly meteorological data, respectively, instead of hourly data, with reductions reaching up to 55% in some locations. Marais et al. (2014) performed several sensitivity model runs to study the impact of different model input and settings on isoprene estimates that resulted in differences of up to ± 17% compared to a baseline. In our study, weather inputs are based on previous day 24h averages and 25 data of the hour of interest.
Online natural emissions
2004, and
Model setup
The model is set up as global with a horizontal grid spacing of 1.4
• x 1 • and 64 vertical layers up to 1 hPa. The depth of the bottom layer is below 40 m. The dynamics fundamental time step is set to 180s and the chemistry processes are solved every 720s. The radiation, photolysis scheme and biogenic emissions are computed every hour. We use NCEP/Final Analysis (FNL)
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as initial conditions for the meteorological driver, and we reinitialize the meteorology every 24 h to reproduce the observed transport. We performed a spin-up of 1-year using initial chemistry conditions from the global atmospheric model MOZART-4 (Emmons et al., 2010) prior to the 2004 annual cycle simulation that is evaluated in the present study. Table 1 describes the main configuration of the model. The feedback between chemistry and meteorology is not considered in this study.
Emissions
The global emissions used in this study are based on the Atmospheric Chemistry and Climate Model Intercomparison Project (ACCMIP; Lamarque et al., 2013) , which includes emissions from anthropogenic and biomass burning sources at 0.5
horizontal resolution (Lamarque et al., 2010) . Note that this methodology involves assuming 2004 emissions equivalent to the best estimate reported for ACCMIP for year 2000. Therefore specific events occurred during 2004 (e.g., large summer wildfires in Alaska and Canada) are not described. The ACCMIP inventory is a combination of several existing regional and global inventories. The surface anthropogenic emissions are based on two historical emission inventories, namely RETRO (1960 -2000 Schultz and Rast (2007) ) and EDGAR-HYDE (1890 -1990 Van Aardenne et al. (2005) ) and monthly variations Table 5 of this paper). Note that ACCMIP global CO anthropogenic emissions are significantly higher (610. Figure S1 in the supplementary information and yearly totals for anthropogenic, biomass burning, biogenic, soil, and ocean emissions are summarized in Table 2 .
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To account for the sub-grid scale vertical diffusion within the planetary boundary layer (PBL) all the land-based anthropogenic emissions are emitted in the first 500 m of the model, biomass burning emissions from forests in the first 1300 m, biomass burning emissions from grass in the first 200 m, ocean emissions on the first 30 m and shipping emissions on the first 500 m. This vertical distribution of emissions has been derived after some sensitivity runs and it may not be appropriate for higher resolution runs. The model does not include the attenuation of radiation due to aerosols in the photolysis scheme.
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Therefore, regions with strong biomass burning emissions may significantly overestimate chemical photolysis production (e.g., Bian et al., 2003; Real and Sartelet, 2011) .
4 Observational data
Surface concentration and wet deposition
For the evaluation of ground-level gas concentrations, we selected background stations having hourly data ( Fig. 1 left panel Thompson et al., 2003a, b) . Most stations provide between 4 and 12 profiles per month each year with a precision of ± 3-8 % in the troposphere (Tilmes et al., 2012) . We followed the methodology of Tilmes et al. (2012) for the selection and treatment of the measurements. Table 3 In this study, all the observations considered are within the simulated year (2004), with the exception of the vertical profiles obtained from measurement campaigns. Details on the geographical regions and periods for these campaigns are described in Table 5 , and the locations are displayed in Fig. 1 uni-bremen.de/doas/scia_no2_data_tropos.htm), based on Version 3.0 data product (Hilboll et al., 2013) . This dataset is an 5 improved extension of the data presented in Richter et al. (2005) . Validation of the data product was performed in several studies (e.g., Petritoli et al., 2004; Heue et al., 2005) . We used daily satellite overpasses of cloud-free (<20% cloud fraction) tropospheric vertical column densities (VCDtrop NO 2 ) from SCIAMACHY measurements using the limb/nadir matching approach, whose total uncertainty is estimated to vary between 35 and 60% in heavily polluted cases and >100% in clean scenarios (Boersma et al., 2004) . (2013), and they were found to be positively biased by about 1%
and highly correlated (r = 0.98) at surface levels.
Model evaluation
This section presents the model evaluation with observations of relevant trace gases, and compares the results with other modeling studies available in the literature.
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For the evaluation of daily surface-level O 3 , we considered averages of temporally collocated 3-hourly values from the model and the observations. Section 1 of the supplementary material presents the statistical measures calculated from the daily data. Ground-monitoring stations were selected with a maximum altitude of 1000 meters. Temporal collocation was also considered when comparing to ozonesondes, MOZAIC, MOPITT and SCIAMACHY. For CO, averaging kernels were considered to represent the observational sensitivity at different pressure levels. When computing the modeled tropospheric 25 columns of NO 2 the tropopause was assumed to be fixed at 100 hPa in the tropics and 250 hPa in the extratropics.
Similarly, the evaluation with aircraft campaigns was performed after remapping the model output to the resolution of the observed data composites (5 • x 5 • x 1 km). For some species, the model evaluation is given per seasons: December-JanuaryFebruary (DJF), March-April-May (MAM), June-July-August (JJA) and September-October-November (SON).
Hydroxyl Radical (OH)
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One of the means for characterizing the general properties of an AQM is through its ability to simulate OH oxidation. OH is the main oxidant in the troposphere and is responsible for the removal of many compounds, thereby controlling their atmospheric abundance and lifetime. OH is mostly found in the tropical lower and mid troposphere and strongly depends on the levels of ultraviolet radiation and water vapor. Tropospheric OH formation is mainly due to O 3 photolysis, dominated by the tropics.
Also, OH is directly connected to the chemistry of O 3 production since the initial reactions of O 3 formation (VOC+OH and CO+OH) are driven by OH. Hence, O 3 production rates depend on the sources and sinks of odd hydrogen radicals. Primary OH formation also includes the photolysis of HCHO and secondary VOC.
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The tropospheric mean (air mass weighted) OH derived by the model is 11.5 x 10 5 molec cm −3 , assuming a tropospheric domain ranging from 200 hPa to the surface. Note that previous studies suggest that the estimation of the mean OH does not depend on the definition of the tropopause (Voulgarakis et al., 2013) . This value is in good agreement with other studies, e.g., Voulgarakis et al. (2013) where the mean OH concentration from 14 models for 2000 was estimated to be 11.1±1.8 x 10 5 molec cm −3 ; Spivakovsky et al. (2000) with 11.6 x 10 5 molec cm −3 , and Prinn et al. (2001) Peak concentrations are slightly larger compared to this climatology and other studies (e.g., Horowitz et al., 2003; Huijnen et al., 2010) . During January and October the peaks appear in the southern tropics between 700-1000 hPa and 800-1000 hPa, respectively. The peak in April and July is found in the northern tropics between 800-1000 hPa and 700-1000 hPa, respectively.
The mean OH inter-hemispheric (N/S) ratio of the model is 1.18. This quantity is comparable with the present-day multi- 
Carbon monoxide (CO)
CO is one of the most important trace gases in the troposphere exerting a significant influence upon the concentration of 30 oxidants such as OH and O 3 (Wotawa et al., 2001) . The main sources of CO in the troposphere are the photochemical production from the oxidation of hydrocarbons (including methane) and direct emissions, mainly fossil fuel combustion, biomass burning and biogenic emissions. CO main loss is by reaction with OH, which occurs primarily in the tropics, but also in the extratropics.
In the northern extratropics, the elevated CO concentrations are dominated by anthropogenic emissions and precursor hydrocarbons, which leads to a net CO export to the tropics (Shindell et al., 2006; Bergamaschi et al., 2000) . Although most of the biomass burning occurs in the tropics, gases and aerosols emitted from large wildfires can be transported to the southern extratropics, where emissions and chemical production are lower. Also, due to strong convection enhanced by forest fire activity, emissions can reach the upper troposphere and the lower stratosphere (Jost et al., 2004; Cammas et al., 2009 (Horowitz et al., 2003; Huijnen et al., 2010; Flemming et al., 2015) are also shown in Table 6 . Our estimates are higher by ∼ 46-48 Tg CO compared to these studies, and it happens in all regions. The largest absolute difference appears in the tropics where the NMMB-MONARCH predicts ∼ 30-40 Tg CO more than these studies, even though OH is also overestimated. The main sources of CO in the tropics are from biomass burning, biogenic emissions and anthropogenic direct emissions of CO.
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We performed tests comparing the annual mean burden of tropospheric CO with and without biomass burning emissions in the model. Neglecting biomass burning emissions only reduced 7% of the tropospheric CO annual mean burden. Therefore, other factors should explain our higher CO burden. On the one side, biogenic emissions are computed online every hour in order to account for evolving meteorological changes, such as solar radiation and surface temperature (see section 2.2.6). Also this simulation neglects the attenuation of radiation due to aerosols, which may produce an overestimation of VOCs biogenic 20 emissions and the derived CO.
The CO anthropogenic emissions used in this study (610.5 Tg/year) are also higher than those in other inventories (see 3.1).
The dry deposition of CO is significantly weaker in the NMMB-MONARCH (24 Tg CO) than the global model TM5 (184 Tg CO) and the study of Bergamaschi et al. (2000) (292-308 Tg CO). By contrast, other global models such as MOZART-2 have significantly lower dry deposition (2 Tg CO) and the study of Wesely and Hicks (2000) suggests that CO and other relatively 25 inert substances are deposited very slowly. Clearly, there are major uncertainties in the sources and sinks of CO that could be responsible for modeled CO differences. . However, the model is not able to fully capture the seasonal CO variability, with a slight underestimation during cold months (-10.65 ppb) and overestimation during warm months (28.67 ppb). Such a model limitation could be explained by the fact that most of the stations are closer to anthropogenic polluted areas, where its concentration is primarily determined by local emissions, and the CO land-based anthropogenic emissions inventory does not have any seasonal variation in this study (see Sec.3.1). 
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To complete this CO evaluation, seasonal averages are compared with data from the MOPITT instrument at 800 hPa and 500 hPa (Figs. 6 and S4 in the supplementary information, respectively). At 800 hPa, the largest differences are detected during boreal winter and spring, when the model clearly overestimates in the tropics and underestimates in the northern extratropics and North Africa. The wintertime negative bias (∼ -10-35 ppb) in the NH may be explained by either the lack of seasonally varying anthropogenic emissions in our simulation, an underestimation of CO emissions (Stein et al., 2014) , or a combination CO in models is most likely due to a combination of too low road traffic emissions and dry deposition errors.
Nitrogen compounds
The NO x (= NO 2 + NO) family is one of the key players in the formation of O 3 in the troposphere, causing photochemical smog and contributing to acid rain during pollution episodes. Because it has a relatively short lifetime (a few hours within the However, a positive bias ( < 3 ppb) is found during summertime for NO 2 in Europe ( Fig. 7 top panel) , which may result from the lack of seasonality in the anthropogenic emissions. The modeled NO 2 concentration is excessive during nighttime (not shown). This may result from the lack of heterogeneous formation of HNO 3 through N 2 O 5 hydrolysis, an important sink of NO 2 at night. In addition, the model does not consider secondary aerosol formation in the present study, resulting 30 in an excessively oxidizing atmosphere (overestimation of OH radicals) that in turn may lead to an accumulation of NO 2 near the surface. Between 9 and 18 UTC there is a slight underestimation of NO 2 . In Asia (Fig. 7 bottom) the model does not reproduce the observed NO x values, showing a large negative bias during the summer probably due to underestimated emissions (Akimoto, 2003; Richter et al., 2005) , as in the case of CO. Also, an excessive mixing within the PBL during the night could contribute to a decrease in ozone titration by NO and explain the bias.
The model correlation is lower in regions such as the Iberian Peninsula and most of the stations in Japan (Fig. 8) . The best performance occurs in central Europe and stations in Japan that are not in the main island. In general there is a negative bias in most of the stations for these two regions. and Japan (see Table 5 ). The comparison over Tahiti and Ireland is shown in Fig. S5 of the supplementary information. As explained in Sec. 4.2, the observed vertical profiles do not correspond to the simulated year (see Table 5 for more details), but the qualitative patterns can provide insights on the model capability to reproduce the chemistry involved. Fig. 9 (first column)
shows that vertical profiles of NO x are really well captured by the model. The model has a tendency to overestimate NO x 10 concentrations near the surface (∼ 400 ppt in Japan and ∼ 300 ppt in China); it is likely that NO x emissions used in this study are higher than the actual emissions during the campaign periods. Another reason for these higher values over island locations (Japan and Hawaii) could be that emissions are spread over the coarse model grid box while the measurements were taken in the cleaner marine boundary layer. In the middle and upper troposphere, the model produces the concentrations well, with a slight underestimation in most of the locations. Note that NO x lightning emissions are not included in this simulation, which 15 may explain part of this underestimation, particularly in the upper troposphere.
PAN is the main tropospheric reservoir species for NO x with important implications for the tropospheric O 3 production and the main atmospheric oxidant, OH (Singh and Hanst, 1981) . PAN is mainly formed in the boundary layer by oxidation of NMVOCs in the presence of NO x . NMVOCs and NO x have both natural and anthropogenic sources. Rapid convection can transport PAN to the middle and upper troposphere and enables the long-range transport of NO x away from the urban and 20 polluted areas, where it can produce O 3 and OH remotely.
Some features of the vertical profiles are well-captured by the model, although it significantly overestimates PAN concentrations (see Fig. 9 , third column). We find overestimations from the surface to the middle atmosphere in Japan, China, Boulder and Churchill, which are possibly explained by an overestimation of biogenic and anthropogenic NO x surface emissions. Another possibility for this overestimation is an excessive lifetime of PAN. In most sites, the modeled PAN concentration tends to that most of the NH and Japan are more sensitive to anthropogenic emissions, while the SH and the west coast of the US are more sensitive to biogenic emissions, both contributing to 70-90% of the PAN concentrations.
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HNO 3 is mainly produced by the reactions of NO 2 with OH and by the heterogeneous hydrolysis of N 2 O 5 (we do not account for the latter in this simulation), and removed by wet and dry deposition. HNO 3 is the main sink of NO x chemistry. In general, the modeled and observed nitric acid concentrations are of the same magnitude throughout the troposphere, although the model tends to overestimate HNO 3 concentrations, particularly in US regions. In the regions of Hawaii, Japan and China the model overestimates HNO 3 in the lower-middle troposphere (up to 5 km) and underestimates it in the upper troposphere (above 35 et al., 2001; Park et al., 2004; Folberth et al., 2006) . HNO 3 concentrations are highly sensitive to the parameterization of wet deposition. One possible reason for this overestimation is that the scavenging from convective precipitation is underestimated. and Europe (MB = -200.70 mg N/m2). We note that these observations include particulate nitrate in addition to HNO 3 , and our model omitted nitrate in this study. Therefore, while the underestimation may be partly due to this omission, it is consistent with the higher values of HNO 3 observed in the lower and middle troposphere.
Seasonal averages of Vertical Tropospheric Columns (VTC) of NO 2 are compared with SCIAMACHY satellite data in 
Ozone (O 3 )
Tropospheric O 3 is originated from in situ photochemical production and stratospheric intrusions. Its photochemical production involves the oxidation of CO and hydrocarbons in the presence of NO x and sunlight. In remote areas, CO and CH 4 (Horowitz et al., 2003) and TM5 (Huijnen et al., 25 2010), with MOZART-2 having a higher and TM5 a lower global burden than our model, and both a lower burden in the southern extratropics (by 10-14 Tg O 3 ). Higher CO concentrations in the SH (see Table 6 ) might lead to excessive production of O 3 in this region. Our global tropospheric O 3 burden (348 Tg O 3 ) is also in good agreement with the C-IFS global model (Flemming et al., 2015) , the GFDL AM3 chemistry-climate model (Naik et al., 2013a ) and multi-model means (Stevenson et al., 2006; Young et al., 2013) . Table 7 . STE exchange flux is calculated as the annual balance of the ozone mass crossing the 100 hPa height. The model's STE is in good agreement with other modeling studies, especially with the multi-model ensemble in Stevenson et al. (2006) (552 ± 168 Tg O 3 ). Although, large errors are seen in all the stations over Japan, the two more distant stations from the main island show high correlation (r> 0.7).
In order to assess the vertical distribution of O 3 , the model results are compared with available ozonesondes in Figs.13 and
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S7 of the supplementary information during the study period (see Table 3 and Fig. 1 biases, although the CO overestimation mostly occurs in the tropics where O 3 biases are not so large. Another reason for this result could be that anthropogenic aerosols and secondary aerosol formation are neglected in this simulation, leading to a higher O 3 formation in regions with more precursors. However, this should have more localized effects and therefore it cannot fully explain the biases throughout the troposphere. Possible biases in the stratospheric O 3 or the lack of other specific chemistry (e.g., halogen chemistry) could also contribute to this positive bias.
The vertical profile is in good agreement with the observations, with O 3 increasing from lower to higher tropospheric layers.
In the lower-middle troposphere the model overestimates O 3 in regions with high emissions (Japan, Canada, US and Western Europe), a feature that stands out in DJF (< 20 ppb). In Western Europe and the US, this bias is reduced at the surface level. In We note that in this contribution, we omitted aerosols and lightning emissions; anthropogenic emissions disregard seasonality;
and biomass burning emissions are not specific to 2004.
The evaluation of OH concentrations is in agreement with previous studies (Spivakovsky et al., 2000; Voulgarakis et al., 2013) . The OH peak concentrations occurring in April and July at northern latitudes are slightly higher than the climatological mean calculated in Spivakovsky et al. (2000) . Neglecting anthropogenic aerosols and secondary aerosol formation may be leading to a more oxidized atmosphere due to higher photolysis rates. However, overall, the widespread positive ozone biases identified seem to be responsible for the higher OH concentrations.
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The global annual mean burden of CO (399 Tg) is higher than in other studies, with larger concentrations located in the tropics (229.43 Tg CO). The model is in relatively good agreement with CO observations at the surface (daily correlations between 0.3-0.7), and shows negative biases at stations over Europe and Japan, and positive biases in Canada and Africa. The largest correlations are found in northern Europe, southern Africa and eastern Asia. Concerning the vertical structure of CO, the model presents a good performance during the DJF and MAM, while positive biases are seen during JJA in most stations. In general, the model overestimates CO from the middle to the upper troposphere throughout the year. Significant underestimation of CO is seen in Beijing below 600 hPa, a common result in other studies which strongly suggests an underestimation of anthropogenic emissions in China. The phase and amplitude of the seasonal cycles of CO at 800 and 500 hPa in NMMB-
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MONARCH and MOPITT are quite similar.
Overestimations of CO are mainly located over west-central Africa, western South America, Indonesia and the surrounding Pacific and Indian oceans during the dry season. At 800 hPa, a significant negative bias is observed at northern latitudes during winter. These results are most likely related to errors in anthropogenic and biomass burning emission inventories, where the magnitude and the location of emission are not correctly represented.
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Nitrogen oxide abundances are well simulated in almost all locations. Looking at the annual time series of NO 2 in Europe, the model captures the higher peaks during winter, although a positive bias is observed during summer. Nitrogen compounds are more sensitive to errors in emissions than other pollutants. We note that the emission inventory neglects seasonal variations for land-based anthropogenic emissions, and therefore we do not account for the potential reduction of NO x emissions during summer. Over Asia, there is a negative bias of NO x from March to August, probably due to underestimated emissions in 15 this area. Vertical profiles of NO x are really well captured by the model, although there is some underestimation in the upper troposphere, possibly due to the lack of lightning NO x emissions. Vertical profiles of PAN and HNO 3 were also compared with observations. Some agreement is seen in these vertical profiles, although the model has a tendency to overestimate. HNO 3 wet deposition fluxes tend to be underestimated, and are better captured in the US compared to Europe and Asia.
The comparison with observed NO 2 VTC from SCIAMACHY shows that the model reproduces the seasonality and the spa-
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tial variability reasonably well, capturing higher NO 2 over the most polluted regions. However, the results show a tendency to underestimate NO 2 VTC in megacities, especially during DJF and SON, possibly due to a negative bias in the NO x emissions.
The biomass burning cycle is well captured by the model with higher NO 2 VTC in central Africa during DJF and in South America during JJA.
The ozone burden (348 Tg O 3 ) is in good agreement with other estimates from state-of-the-art global atmospheric chemistry 25 models. The ozone burden in the southern extratropics is higher in our model, suggesting that higher CO concentrations in the SH could lead to excessive production of ozone in this area. It seems unlikely that the positive ozone biases are caused by too much STE. STE (384 Tg O3) is consistent with other evaluation studies. In addition, STE has stronger effects in the upper troposphere. Therefore, biases should increase with height, which is not the case in our simulations.
The surface O 3 results show a reasonable agreement with the observations, with significant positive biases (∼ 15 ppb) from
The model captures the spatial and seasonal variation of background tropospheric O 3 profiles with a positive bias of ∼ 5-20 ppb throughout the troposphere in most of the regions. The positive bias may be due to the significant overestimation of CO, especially in the free troposphere, potential biases in stratospheric O 3 or the lack of halogen and aerosol chemistry.
In summary, the NMMB-MONARCH provides a good overall simulation of the main species involved in tropospheric chemistry, although with some caveats that we have highlighted here. Future versions of the model will address problems 5 identified in this study and will include the effect of aerosols in the system.
Code Availability
Copies of the code are readily available upon request from the corresponding authors.
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