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Abstract
We prove a scale-invariant boundary Harnack principle in inner uni-
form domains in the context of local, regular Dirichlet spaces. For inner
uniform Euclidean domains, our results apply to divergence form opera-
tors that are not necessarily symmetric, and complement earlier results
by H. Aikawa and A. Ancona.
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Introduction
The boundary Harnack principle is a property of a domain that provides control
over the ratio of two harmonic functions in that domain near some part of the
boundary where the two functions vanish. Whether a given domain satisfies
the boundary Harnack principle depends on the geometry of its boundary and,
in fact, there is more than one kind of boundary Harnack principle. For a
Euclidean domain Ω, two versions found in the literature are as follows.
(i) We say that the boundary Harnack principle holds on Ω if, for any domain
V and any compact K ⊂ V intersecting the boundary ∂Ω, there exists a
positive constant A = A(Ω, V,K) such that for any two positive functions
u and v that are harmonic in Ω and vanish continuously (except perhaps
on a polar set) along V ∩ ∂Ω, we have
u(x)
u(x′)
≤ A v(x)
v(x′)
, ∀x, x′ ∈ K ∩ Ω.
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(ii) We say that the scale-invariant boundary Harnack principle holds on Ω,
if there exist positive constants A0, A1 and R, depending only on Ω, with
the following property. Let ξ ∈ ∂Ω and r ∈ (0, R). Then for any two
positive functions u and v that are harmonic in B(ξ, A0r) ∩Ω and vanish
continuously (except perhaps on a polar set) along B(ξ, A0r) ∩ ∂Ω, we
have
u(x)
u(x′)
≤ A1 v(x)
v(x′)
, ∀x, x′ ∈ B(ξ, r) ∩ Ω.
A third version, important for our purpose and perhaps more natural, would
replace the Euclidean balls in (ii) by the inner balls of the domain Ω.
A property similar to (i) was first introduced by Kemper ([20]). The scale-
invariant boundary Harnack principle (ii) on Lipschitz domains was proved in-
dependently in [4] and [34], a non-scale invariant version was proved in [11].
Bass and Burdzy ([9]) used probabilistic arguments to prove property (i)
on what they call twisted Ho¨lder domains of order α ∈ (1/2, 1]. The scale-
invariant boundary Harnack principle is in general not true on Ho¨lder domains.
Aikawa ([1]) proved the scale-invariant boundary Harnack principle on uniform
domains in Euclidean space. This result was extended to inner uniform domains
in [3]. Ancona gave a different proof of these results in [5]. For a summary of
the relationships between the inner uniformity conditions and other conditions
appearing in the literature, see [2]. Other works on the boundary Harnack
principle include [7, 8].
In [15], Gyrya and Saloff-Coste generalized Aikawa’s approach to uniform
domains in strictly local, symmetric Dirichlet spaces of Harnack-type that admit
a carre´ du champ. Moreover, they deduced that the boundary Harnack principle
also holds on inner uniform domains, by considering the inner uniform domain
as a uniform domain in a different metric space, namely the completion of the
inner uniform domain with respect to its inner metric.
In this paper, we extend the result of [15] in two directions. First, we consider
”Dirichlet forms” that allow lower order terms and non-symmetry. Second,
we prove the boundary Harnack principle directly on inner uniform domains
without assuming the existence of a carre´ du champ.
We follow Aikawa’s approach, but with the Euclidean distance replaced by
the inner distance of the domain. A crucial Lemma in our proof concerns the
relation between balls in the inner metric and connected components of balls
in the metric of the ambient space, see Lemma 3.8. This relation was already
used in [5] to prove a boundary Harnack principle on inner uniform domains
in Euclidean space. Ancona ([5]) also treated second order uniformly elliptic
operators with some lower order terms, under the additional condition that the
domain is uniformly regular. Following Aikawa’s line of reasoning, we do not
need the domain to be uniformly regular.
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Our main result is Theorem 4.2. We now explain how it applies to Euclidean
space. Formally, let
Lf =
n∑
i,j=1
∂j(ai,j∂if)−
n∑
i=1
bi∂if +
n∑
i=1
∂i(dif)− cf. (1)
Assume that the coefficients a = (ai,j), b = (bi), d = (di), c are smooth and
satisfy c− divb ≥ 0, c− divd ≥ 0, and, ∀ξ ∈ Rn, ∑i,j ai,jξiξj ≥ ǫ|ξ|2, ǫ > 0.
Theorem 0.1. Let L be the operator defined above and let Ω ⊂ Rn be an inner
uniform domain. There exists C = C(Ω) > 0 and for each R ∈ (0, C · diam(Ω))
there exist A0, A1 ∈ (0,∞), depending on Ω, R and on the coefficients a, b,
c and d, such that the scale-invariant boundary Harnack principle holds in the
following form. For any ξ ∈ ∂ΩΩ, r ∈ (0, R) and any two positive functions
u and v that are local weak solutions of Lu = 0 in BΩ˜(ξ, A0r) ∩ Ω and vanish
weakly along BΩ˜(ξ, A0r) ∩ ∂ΩΩ, we have
u(x)
u(x′)
≤ A1 v(x)
v(x′)
, ∀x, x′ ∈ BΩ˜(ξ, r).
Moreover, if b = d = c = 0 then the constants A0 and A1 are independent of R.
Here, by a local weak solution u on a domain U ⊂ Rn we mean a function
that is locally in the Sobolev space W 1(U) of all functions in L2(U) whose
distributional first derivatives can be represented by functions in L2(U), and
satisfies
∫
Luψ = 0 for all test functions ψ in W 10 (U), the closure of C
∞
0 (U)
(the space of all smooth, compactly supported functions on U) in the W 1-norm
‖ · ‖22 + ‖∇ · ‖22. A weak solution u vanishes weakly along ∂Ω if u is locally
in W 10 (Ω) near U ∩ ∂Ω. See Section 1.1. The definition of a ball BΩ˜ in the
inner metric is given in Section 3.3, ∂ΩBΩ˜ denotes the boundary of the ball
with respect to its completion in the inner metric.
In Section 1 and 2, we review some general properties of Dirichlet spaces
and describe the conditions that we impose on the space. Moreover, we state a
localized version of the parabolic Harnack inequality for local weak solutions of
the heat equation for second-order differential operators with lower order terms.
In Section 3 we prove estimates for the heat kernel on balls and for the capacity
of balls. After recalling the definition and some properties of inner uniform
domains, we give estimates for Green functions on inner balls intersected with
an inner uniform domain. In Section 4, we give a proof of the boundary Harnack
principle.
1 Preliminaries
1.1 Local weak solutions
Let X be a connected, locally compact, separable metrizable space, and let µ be
a non-negative Borel measure on X that is finite on compact sets and positive
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on non-empty open sets. Let (E , D(E)) be a strictly local, regular, symmetric
Dirichlet form on L2(X,µ). We denote by (L,D(L)) and (Pt)t≥0 the infinites-
imal generator and the semigroup, respectively, associated with (E , D(E)). See
[13].
There exists a measure-valued quadratic form dΓ defined by∫
f dΓ(u, u) = E(uf, u)− 1
2
E(f, u2), ∀f, u ∈ D(E) ∩ L∞(X),
and extended to unbounded functions by setting Γ(u, u) = limn→∞ Γ(un, un),
where un = max{min{u, n},−n}. Using polarization, we obtain a bilinear form
dΓ. In particular,
E(u, v) =
∫
dΓ(u, v), ∀u, v ∈ D(E).
Let U ⊂ X be open and connected. Set
Floc(U) = {f ∈ L2loc(U) : ∀ compact K ⊂ U, ∃f ♯ ∈ D(E), f = f ♯
∣∣
K
a.e.}
For f, g ∈ Floc(U) we define Γ(f, g) locally by Γ(f, g)
∣∣
K
= Γ(f ♯, g♯)
∣∣
K
, where
K ⊂ U is compact and f ♯, g♯ are functions in D(E) such that f = f ♯, g = g♯
a.e. on K.
Define
F(U) = {u ∈ Floc(U) :
∫
U
|u|2dµ+
∫
U
dΓ(u, u) <∞},
Fc(U) = {u ∈ F(U) : The essential support of u is compact in U}.
The intrinsic distance d := dE induced by (E , D(E)) is defined as
dE(x, y) := sup
{
f(x)− f(y) : f ∈ Floc(X) ∩ C(X), dΓ(f, f) ≤ dµ
}
,
for all x, y ∈ X , where C(X) is the space of continuous functions onX . Consider
the following properties of the intrinsic distance that may or may not be satisfied.
They are discussed in [31, 29].
The intrinsic distance d is finite everywhere, continuous, and defines
the original topology of X. (A1)
(X, d) is a complete metric space. (A2)
Note that if (A1) holds true, then (A2) is by [31, Theorem 2] equivalent to
∀x ∈ X, r > 0, the open ball B(x, r) is relatively compact in (X, d). (A2’)
Moreover, (A1)-(A2) imply that (X, d) is a geodesic space, i.e. any two points
in X can be connected by a minimal geodesic in X . See [31, Theorem 1]. If
(A1) and (A2) hold true, then by [29, Proposition 1],
dE(x, y) := sup
{
f(x)− f(y) : f ∈ D(E) ∩ Cc(X), dΓ(f, f) ≤ dµ
}
, x, y ∈ X.
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It is sometimes sufficient to consider property (A2’) only on a subset Y of X ,
that is,
For any ball B(x, 2r) ⊂ Y, B(x, r) is relatively compact. (A2-Y )
Definition 1.1. Let V be an open subset of U . Set
F0loc(U, V ) ={f ∈ L2loc(V, µ) : ∀ open A ⊂ V rel. compact in U with
dU (A,U \ V ) > 0, ∃f ♯ ∈ F0(U) : f ♯ = f µ-a.e. on A},
where
dU (A,U \V ) = inf
{
length(γ)
∣∣γ : [0, 1]→ U continuous, γ(0) ∈ A, γ(1) ∈ U \V }
and
length(γ) = sup
{
n∑
i=1
dE(γ(ti), γ(ti−1)) : n ∈ N, 0 ≤ t0 < . . . < tn ≤ 1
}
.
Remark 1.2. Suppose (A1), (A2-Y ) are satisfied. Let U ⊂ Y . Then dU = dED
U
,
where EDU is the Dirichlet-type form on U defined in Definition 3.1 below. See,
e.g., [15].
Definition 1.3. Let V ⊂ U be open and f ∈ Fc(V )′, the dual space of Fc(V )
(identify L2(X,µ) with its dual space using the scalar product). A function
u : V → R is a local weak solution of the Laplace equation −Lu = f in V , if
(i) u ∈ Floc(V ),
(ii) For any function φ ∈ Fc(V ), E(u, φ) =
∫
fφ dµ.
If in addition
u ∈ F0
loc
(U, V ),
then u is a local weak solution with Dirichlet boundary condition along ∂U .
For a time interval I and a Hilbert space H , let L2(I → H) be the Hilbert
space of those functions v : I → H such that
‖v‖L2(I→H) =
(∫
I
‖v(t)‖2H dt
)1/2
<∞.
LetW 1(I → H) ⊂ L2(I → H) be the Hilbert space of those functions v : I → H
in L2(I → H) whose distributional time derivative v′ can be represented by
functions in L2(I → H), equipped with the norm
‖v‖W 1(I→H) =
(∫
I
‖v(t)‖2H + ‖v′(t)‖2H dt
)1/2
<∞.
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Let
F(I ×X) = L2(I → D(E)) ∩W 1(I → D(E)′),
where D(E)′ denotes the dual space of D(E). Let
Floc(I × U)
be the set of all functions u : I ×U → R such that for any open interval J that
is relatively compact in I, and any open subset A relatively compact in U , there
exists a function u♯ ∈ F(I × U) such that u♯ = u a.e. in J ×A.
Let
Fc(I ×U) = {u ∈ Floc(I ×U) : u(t, ·) has compact support in U for a.e. t ∈ I}.
For an open subset V ⊂ U , let Q = I × V and let
F0
loc
(U,Q)
be the set of all functions u : Q → R such that for any open interval J that is
relatively compact in I, and any open set A ⊂ V relatively compact in U with
dU (A,U \ V ) > 0, there exists a function u♯ ∈ F0(I × U) such that u♯ = u a.e.
in J ×A.
Definition 1.4. Let I be an open interval and V ⊂ U open. Set Q = I × V .
A function u : Q→ R is a local weak solution of the heat equation ∂∂tu = Lu in
Q, if
(i) u ∈ Floc(Q),
(ii) For any open interval J relatively compact in I,
∀φ ∈ Fc(Q),
∫
J
∫
V
∂
∂t
u φ dµ dt+
∫
J
E(u(t, ·), φ(t, ·))dt = 0.
If in addition
u ∈ F0
loc
(U,Q),
then u is a local weak solution with Dirichlet boundary condition along ∂U .
1.2 Volume doubling, Poincare´ inequality, and Harnack
inequality
We say that (X,µ) satisfies the volume doubling property on Y , if there exists
a constant DY ∈ (0,∞) such that for every ball B(x, 2r) ⊂ Y ,
V (x, 2r) ≤ DY V (x, r), (VD)
where V (x, r) = µ(B(x, r)) denotes the volume of B(x, r).
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The symmetric Dirichlet space (X,µ, E , D(E)) satisfies the weak Poincare´
inequality on Y if there exists a constant PY ∈ (0,∞) such that for any ball
B(x, 2r) ⊂ Y ,
∀f ∈ D(E),
∫
B(x,r)
|f − fB|2dµ ≤ PY r2
∫
B(x,2r)
dΓ(f, f), (PI)
where fB =
1
V (x,r)
∫
B(x,r)
fdµ is the mean of f over B(x, r).
For any s ∈ R, τ > 0, δ ∈ (0, 1) and B(x, 2r) ⊂ Y , define
I =
(
s− τr2, s)
B = B(x, r)
Q = I ×B
Q− =
(
s− (3 + δ)τr2/4, s− (3− δ)τr2/4)× δB
Q+ =
(
s− (1 + δ)τr2/4, s)× δB.
Definition 1.5. The operator (L,D(L)) satisfies the parabolic Harnack inequal-
ity on Y if, for any τ > 0, δ ∈ (0, 1), there exists a constant HY (τ, δ) ∈ (0,∞)
such that for any ball B(x, 2r) ⊂ Y , any s ∈ R, and any positive function
u ∈ Floc(Q) with ∂∂t = Lu weakly in Q, the following inequality holds.
sup
z∈Q−
u(z) ≤ HY inf
z∈Q+
u(z) (PHI)
Here both the supremum and the infimum are essential, i.e. computed up to
sets of measure zero.
The parabolic Harnack inequality implies the elliptic Harnack inequality,
sup
z∈B(x,r)
u(z) ≤ H ′Y inf
z∈B(x,r)
u(z), (EHI)
where u is any positive function in Floc(Q) with Lu = 0 weakly in B(x, 2r).
Recall also that (PHI) implies the Ho¨lder continuity of local weak solutions.
Theorem 1.6. Let (X,µ, E , D(E)) be a strictly local, regular, symmetric Dirich-
let space. Assume that the intrinsic distance dE satisfies (A1)-(A2). Then the
following properties are equivalent:
• (L,D(L)) satisfies the parabolic Harnack inequality on X.
• The volume doubling condition and the Poincare´ inequality are satisfied
on X.
• The semigroup (Pt)t>0 admits an integral kernel p(t, x, y), t > 0, x, y ∈ X,
and there exist constants c1, c2, c3, c4 > 0 such that
c1
V (x,
√
t)
exp
(
−dE(x, y)
2
c2t
)
≤ p(t, x, y) ≤ c3
V (x,
√
t)
exp
(
−dE(x, y)
2
c4t
)
for all x, y ∈ X and all t > 0.
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Proof. For a detailed discussion see [29], [30], [32], and [28].
The following theorem is a special case of Theorem 2.8 below.
Theorem 1.7. Let (X,µ, E , D(E)) be a strictly local, regular, symmetric Dirich-
let space and Y ⊂ X. Suppose that (E , D(E)) satisfies (A1), (A2-Y ), the volume
doubling property (VD) on Y and the Poincare´ inequality (PI) on Y . Then
(L,D(L)) satisfies the parabolic Harnack inequality on Y . The Harnack con-
stant depends only on DY , PY , τ, δ.
Definition 1.8. If each point x ∈ X has a neighborhood Yx for which the
hypotheses of the above theorem are satisfied, then we say that the space is
locally of Harnack-type.
Examples 1.9. (i) Let (M, g) be a Riemannian manifold of dimension n.
Since M is locally Euclidean, it is locally of Harnack-type. Suppose the
Ricci curvature of M is bounded below, that is, there is a constant K ≥
0 so that the Ricci tensor is bounded below by R ≥ −Kg. Then the
volume doubling condition and the Poincare´ inequality hold uniformly on
all balls Yx = B(x, r), x ∈ M , r ∈ (0, R), with constants DM and PM
depending on
√
KR, hence the parabolic Harnack inequality holds. See
[28, Section 5.6.3]. In particular, if K = 0 then volume doubling and
Poincare´ inequality hold true globally with scale-invariant constants.
(ii) Let M be a complete locally compact length-metric space of finite Haus-
dorff dimension n ≥ 2. M is called an Alexandrov space, if its curvature is
bounded below by some K ∈ R in the following sense. For any two points
x, y ∈ M , let γxy be a minimal geodesic joining x to y with parameter
proportional to the arc-length. Then for any triangle △xyz consisting of
the three geodesics γxy, γyz, γzx, there exists a comparison triangle △x˜y˜z˜
in a simply connected space of constant curvature K such that
d(x, y) = d(x˜, y˜), d(y, z) = d(y˜, z˜), d(z, x) = d(z˜, x˜)
and
d
(
γxy(s), γxz(t)
) ≥ d(γx˜y˜(s), γx˜z˜(t)) for any s, t ∈ [0, 1].
Alexandrov spaces arise naturally as limits (in the Gromov-Hausdorff
topology) of sequences of closed Riemannian manifolds M(n,K,D) of di-
mension n, diameter at most D, and with sectional curvature bounded
below by K ∈ R.
On any Alexandrov space there is a canonical strictly local, regular, sym-
metric Dirichlet form (E , D(E)) on L2(M,Hn), where Hn is the Hausdorff
measure in dimension n, given by
E(f, g) =
∫
M
〈∇f,∇g〉 dHn,
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D(E) =W 10 (M).
The inner product 〈·, ·〉, the gradient ∇ and the Sobolev spaceW 10 (M) are
Riemannian like objects that are provided by the Alexandrov space struc-
ture. Concrete descriptions of these objects as well as of the associated
infinitesimal generator (Laplacian) are given in [21].
Let Y ⊂M be open and relatively compact. Like in the case of a manifold
with Ricci curvature bounded below, it is proved in [21] that the Dirichlet
form (E , D(E)) satisfies the volume doubling condition and the Poincare´
inequality on Y , as well as conditions (A1) and (A2-Y ).
(iii) Let Ω be an open, connected subset of Rn. Let Xi, 0 ≤ i ≤ k, be smooth
vector fields on Rn which satisfy Ho¨rmanders condition, that is, there is
an integer N such that at any point x in Ω, the vectors Xi(x) and all their
brackets of order less than N +1 span the tangent space at x. Let ω be a
smooth positive function on Rn such that ω and ω−1 are bounded. Then
the symmetric Dirichlet form
E(f, g) =
∫
Ω
k∑
i=1
Xif Xig ω dµ, f, g ∈ D(E),
where the domain D(E) is the closure of C∞0 (Ω) in the (E(·, ·) + ‖ · ‖2)-
norm, is sub-elliptic. That is, for any relatively compact set U there exist
constants c, ǫ such that
E(f, f) ≥ c‖f‖22,ǫ, f ∈ C∞0 (Ω),
where ‖f‖22,ǫ =
∫ |fˆ(ξ)|2(1 + |ξ|2)ǫdξ. See [17].
The distance ρE induced by (E , D(E)) satisfies conditions (A1)-(A2), see
[19]. Moreover, the Poincare´ inequality, [18], and the volume doubling
condition, [27], hold true locally.
2 The Dirichlet form (E , D(E))
2.1 Non-symmetric forms
Definition 2.1. Let (E , D(E)) be a bilinear form on L2(X,µ). Let E sym(u, v) =
1
2 (E(u, v) + E(v, u)) be its symmetric part and E skew(u, v) = 12 (E(u, v)−E(v, u))
its skew-symmetric part. Then (E , D(E)) is called a coercive closed form, if
(i) D(E) is a dense linear subspace of L2(X,µ),
(ii) (E sym, D(E)) is a positive definite, closed form on L2(X,µ),
(iii) (E , D(E)) satisfies the sector condition, i.e. there exists a constant C0 > 0
such that
|E skew(u, v)| ≤ C0
(E(u, u) + (u, u))1/2(E(v, v) + (v, v))1/2,
for all u, v ∈ D(E).
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Coercive closed forms are discussed in [24]. Every coercive closed form
(E , D(E)) is associated uniquely with an infinitesimal generator (L,D(L)) and
a strongly continuous contraction semigroup (Pt)t>0. Furthermore, the form
E∗(f, g) := E(g, f),
D(E∗) := D(E).
is also a coercive closed form. Its infinitesimal generator (L∗, D(L∗)) is the
adjoint operator of (L,D(L)), and for its semigroup (P ∗t )t>0, P
∗
t is the adjoint
of Pt for each t > 0. If these semigroups admit continuous kernels p
∗ and p,
respectively, then the kernels are related by
p∗(t, x, y) = p(t, y, x), ∀t > 0, ∀x, y ∈ X.
For any f ∈ L2(X,µ), let f+ = max{f, 0} and f ∧ 1 = min{f, 1}.
Definition 2.2. A Dirichlet form (E , D(E)) is a coercive closed form such that
for all u ∈ D(E) we have u+ ∧ 1 ∈ D(E) and the following two inequalities hold,
E(u + u+ ∧ 1, u− u+ ∧ 1) ≥ 0,
E(u − u+ ∧ 1, u+ u+ ∧ 1) ≥ 0. (2)
This definition is equivalent to the property that the semigroup (Pt)t>0 associ-
ated with the coercive closed form (E , D(E)) and its adjoint (P ∗t )t>0 are both
sub-Markovian.
The symmetric part E sym of a local, regular Dirichlet form can be written
uniquely as
E sym(f, g) = E s(f, g) +
∫
fg dκ, for all f, g ∈ D(E),
where E s is strictly local and κ is a positive Radon measure. Let Γ be the energy
measure of the strictly local part E s.
Example 2.3. On Euclidean space, consider the form
E(f, g) =
∫ n∑
i,j=1
ai,j∂if∂jg dx+
∫ n∑
i=1
bi∂if g dx+
∫ n∑
i=1
f di∂ig dx+
∫
cfg dx,
where the coefficients a = (ai,j), b = (bi), d = (di), c are bounded and measur-
able with c−div b ≥ 0 and c−div d ≥ 0 in the distribution sense, and, ∀ξ ∈ Rn,∑
i,j ai,jξiξj ≥ ǫ|ξ|2, ǫ > 0. Then (E , D(E)) with domain D(E) = W 10 (Rn) is a
Dirichlet form.
Set a˜i,j := (ai,j + aj,i)/2 and aˇi,j = (ai,j − aj,i)/2. Then the symmetric part
of E is
E sym(f, g) =
∫ n∑
i,j=1
a˜i,j∂if∂jg dx +
∫ n∑
i=1
bi + di
2
∂if g dx
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+∫ n∑
i=1
f
bi + di
2
∂ig dx+
∫
cfg dx,
while the skew-symmetric part of E is
E skew(f, g) =
∫ n∑
i,j=1
aˇi,j∂if∂jg dx +
∫ n∑
i=1
bi − di
2
∂if g dx
+
∫ n∑
i=1
f
−bi + di
2
∂ig dx.
The symmetric part E sym can be decomposed into its strictly local part
E s(f, g) =
n∑
i,j=1
∫
a˜i,j∂if∂jg dx
and its killing part, where κ is given by∫
ψ dκ =
1
2
∫
(c− divb+ c− divd)ψ dx, ψ ∈ C∞0 (Rn).
2.2 Assumptions on the forms
Let X be a locally compact, separable metrizable space and let µ be a non-
negative Borel measure on X that is finite on compact sets and positive on
non-empty open sets. We fix a symmetric, strictly local, regular Dirichlet form
(Eˆ , D(Eˆ)) on L2(X,µ) with energy measure Γˆ. Let Y ⊂ X and assume that the
intrinsic metric d = dEˆ satisfies (A1)-(A2-Y ).
Let (E , D(E)) be a (possibly non-symmetric) local bilinear form on L2(X,µ).
Assumption 1. (i) (E , D(E)) is a local, regular Dirichlet form with domain
D(E) = D(Eˆ). Let C0 be the constant in the sector condition for (E , D(E)).
(ii) There is a constant C1 ∈ (0,∞) so that for all t > 0 and all f, g ∈ Floc(Y )
with fg ∈ Fc(Y ),
C−11
∫
f2dΓˆ(g, g) ≤
∫
f2dΓ(g, g) ≤ C1
∫
f2dΓˆ(g, g),
where Γ is the energy measure of E s.
(iii) There are constants C2, C3 ∈ [0,∞) so that for all f ∈ Floc(Y ) with f2 ∈
Fc(Y ), ∫
f2dκ ≤ 2
(∫
f2dµ
) 1
2
(
C2
∫
dΓˆ(f, f) + C3
∫
f2dµ
) 1
2
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(iv) There are constants C4, C5 ∈ [0,∞) such that for all f ∈ Floc(Y ), g ∈
Fc(Y ) ∩ L∞(Y ),
∣∣E skew(f, fg2)∣∣ ≤2(∫ f2dΓˆ(g, g)) 12 (C4 ∫ g2dΓˆ(f, f) + C5 ∫ f2g2dµ) 12 .
Assumption 2. There are constants C6, C7 ∈ [0,∞) such that
∣∣E skew(f, f−1g2)∣∣ ≤ 2(∫ dΓˆ(g, g)) 12 (C6 ∫ g2dΓˆ(log f, log f)) 12
+ 2
(∫
dΓˆ(g, g) +
∫
g2dΓˆ(log f, log f)
) 1
2
(
C7
∫
g2dµ
) 1
2
,
for all f ∈ Floc(Y ) with f + f−1 ∈ L∞loc, and all g ∈ Fc(Y ) ∩ L∞(Y ).
Remark 2.4. (i) Assumptions 1 and 2 are more restrictive than Assump-
tions 2 and 3 in [22]. Here, we assume in addition that (E , D(E)) is a
time-independent Dirichlet form. In particular, (E , D(E)) is positive defi-
nite and Markovian.
(ii) Assumption 1(ii) holds if and only if for all f ∈ Fc(Y ),
C−11 Eˆ(f, f) ≤ E s(f, f) ≤ C1Eˆ(f, f).
See, e.g., [26].
(iii) E satisfies the above assumptions if and only if the adjoint E∗(f, g) :=
E(g, f) satisfies them.
(iv) If Assumption 1(iv) is satisfied with C4 = 0, then Assumption 2 is satisfied
with C6 = 0. To see this, apply Assumption 1(iv) to E skewt (f, f−1g2) =
E skewt (f, f(f−1g)2).
(v) Assumptions 1 and 2 are satisfied by the classical forms on Euclidean space
associated with example given in the introduction. The constants C4, C6
can be taken to be equal to 0 only if ai,j is symmetric for all i, j, and C2,
C5, C7 can be taken to be equal to 0 only if bi = di = 0 for all i (i.e., if
there is no drift term).
Let
C8 := C2 + C3 + C5 + C7.
Let (L,D(L)) be the infinitesimal generator of (E , D(E).
2.3 Parabolic Harnack inequality
Let (X,µ, Eˆ , D(Eˆ)) be a strictly local, regular Dirichlet space and Y ⊂ X .
Let (E , D(E)) satisfy Assumptions 1 and 2. Let (L,D(L)) be the infinitesimal
generator associated with (E , D(E)).
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Definition 2.5. Let V ⊂ U ⊂ X be open subsets. Let f ∈ Fc(V ). A function
u : V → R is a local weak solution of Lu = f in V , if
(i) u ∈ Floc(V )
(ii) For any function φ ∈ Fc(V ), E(u, φ) =
∫
fφdµ.
If in addition
u ∈ F0loc(U, V ),
then u is a local weak solution with Dirichlet boundary condition along ∂U .
Definition 2.6. Let I be an open interval and V ⊂ U open. Set Q = I × V .
A function u : Q → R is a local weak solution of the heat equation ∂∂t = Lu in
Q, if
(i) u ∈ Floc(Q),
(ii) For any open interval J relatively compact in I,
∀φ ∈ Fc(Q),
∫
J
∫
V
∂
∂t
u φ dµ dt+
∫
J
E(u(t, ·), φ(t, ·))dt = 0.
If in addition
u ∈ F0loc(U,Q),
then u is a local weak solution with Dirichlet boundary condition along ∂U .
Analogously to Definition 1.5, we can describe the elliptic and parabolic
Harnack inequalities for local weak solutions of Lu = 0 and ∂∂t = Lu.
Remark 2.7. An equivalent definition of a local weak solution of ∂∂tu = Lu on
Q = I × V is
(i) u ∈ L2(I → D(E)),
(ii) For any open interval J relatively compact in I,
−
∫
J
∫
V
∂
∂t
φ u dµ dt+
∫
J
E(u(t, ·), φ(t, ·))dt = 0,
for all φ ∈ F(Q) with compact support in J × V .
See [12].
Theorem 2.8. Let (X,µ, Eˆ , D(Eˆ)) and (E , D(E)) be as above and Y ⊂ X.
Suppose that (E , D(E)) satisfies Assumptions 1, 2, and (Eˆ , D(Eˆ)) satisfies (A1),
(A2-Y ), the volume doubling property (VD) on Y and the Poincare´ inequality
(PI) on Y . Then L satisfies the parabolic Harnack inequality on Y . The Harnack
constant depends only on DY , PY , τ , δ, C1-C7 and an upper bound on C8r
2.
Proof. See [22].
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Corollary 2.9. Let (X,µ, Eˆ , D(Eˆ)), (E , D(E)) and Y ⊂ X be as in Theorem
2.8. Fix τ > 0 and δ ∈ (0, 1). Then there exist β ∈ (0, 1) and H ∈ (0,∞)
such that for any B(x, 2r) ⊂ Y , s > 0, any local weak solution of ∂∂tu = Lu in
Q = (s− τr2, s)×B(x, r) has a continuous representative and satisfies
sup
(t,y),(t′,y′)∈Q−
{ |u(t, y)− u(t′, y′)|
[|t− t′|1/2 + dE(y, y′)β ]
}
≤ H
rβ
sup
Q
|u|
where Q− = (s − (3 + δ)τr2/4, s − (3 − δ)τr2/4) × B(x, δr). The constant H
depends only on DY , PY , τ , δ, C1-C7 and an upper bound on C8r
2.
Proof. See, e.g., [28].
3 Green functions estimates and inner unifor-
mity
Let (X,µ, Eˆ , D(Eˆ)) be a symmetric, strictly local, regular Dirichlet space and
Y ⊂ X . Suppose (A1)-(A2-Y ), the volume doubling condition (VD) on Y
and the Poincare´ inequality (PI) on Y hold. Suppose that (E , D(E)) satisfies
Assumptions 1 and 2. Recall that by Theorem 2.8, L and L∗ satisfy (PHI) on
Y .
3.1 Dirichlet-type Dirichlet form and heat kernel
Definition 3.1. Let U be an open subset of X . The Dirichlet-type form on U
is defined as
EDU (f, g) = E(f, g), f, g ∈ D(EDU ),
where the domain D(EDU ) = F0(U) is the closure of the space C∞c (U) of all
smooth functions with compact support in U . The closure is taken in the norm
EDU,1(f, f)
1
2 =
(EDU (f, f) + ∫U f2dµ) 12 .
The form (EDU , D(EDU )) is associated with a semigroup PDU (t), t > 0. Us-
ing the reasoning in [30, Section 2.4], one can show that the semigroup has a
continuous kernel pDU (t, x, y). Moreover, the map y 7→ pDU (t, x, y) is in F0(U).
3.2 Capacity
For α > 0, let
Eα(·, ·) = E(·, ·) + α(·, ·)L2 .
For any open set A in an open, relatively compact set U ⊂ X define
LA,U = {w ∈ D(EDU ) : w ≥ 1 a.e. on A}.
If LA,U 6= ∅, there exist unique functions eA,α, eˆA,α ∈ LA,U such that for all
w ∈ LA,U it holds
Eα(eA,α, w) ≥ Eα(eA,α, eA,α) and Eα(w, eˆA,α) ≥ Eα(eˆA,α, eˆA,α). (3)
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Notice that this implies that Eα(eA,α, eˆA,α) = Eα(eA,α, eA,α) = Eα(eˆA,α, eˆA,α).
Moreover, for any open A such that LA,U 6= ∅, eA,α is the smallest function u
on U such that u ∧ 1 is a α-excessive function in D(EDU ) and u ≥ 1 on A. See
[24, Proposition III.1.5].
The α-capacity (with respect to (E , D(E))) of A in U is defined by
CapU,α(A) =
{
Eα(eA,α, eA,α), LA,U 6= ∅
+∞, LA,U = ∅.
The α-capacity is extended to non-open sets A ⊂ U by
CapU,α(A) = inf{CapU,α(B) : A ⊂ B ⊂ U, B open}.
The 0-capacity is defined similarly, with Eα replaced by E and D(EDU ) re-
placed by the extended Dirichlet space Fe. Fe is defined (see [13]) as the family
of all measurable, almost everywhere finite functions u such that there exists an
approximating sequence un ∈ D(EDU ) that is EDU -Cauchy and u = limun almost
everywhere.
By [10, Proposition VI.4.3], eA,0 = G
D
U νA, where νA is a finite measure
with supp(νA) contained in the completion of A, and G
D
U is the Green function
associated with EDU (see [10, page 256]). Thus,
CapU,0(A) = E(eA,0, eA,0) = E(GDU νA, eA,0) =
∫
eA,0 dνA = νA(U).
Let C˜apU,α(A) = E sα(esA,α, esA,α) be the α-capacity with respect to the strictly
local part E s of the symmetric part E sym.
Lemma 3.2. Let α ∈ (0, 1]. For any set A in U ⊂ Y ,
C˜apU,1(A) ≤ CapU,1(A) ≤ C2 C˜apU,1(A),
where C = (1 + C0C1/α)
(
1 + infǫ{ǫ/α+ 1ǫ max{C2, C3/α}}
)
.
Proof. It suffices to consider an open set A ⊂ U . By (3), the Cauchy-Schwarz
inequality, the sector condition and Assumption 1,
Eα(eA,α, eA,α) ≤ Eα(eA,α, esA,α)
≤ (1 + C0C1/α)
(
Eα(esA,α, esA,α)
)1/2(
Eα(eA,α, eA,α)
)1/2
≤ C
(
E sα(esA,α, esA,α)
)1/2(
Eα(eA,α, eA,α)
)1/2
,
where C = (1 + C0C1/α)
(
1 + infǫ{ǫ/α+ 1ǫ max{C2, C3/α}}
)
. Hence,
CapU,α(A) = Eα(eA,α, eA,α) ≤ C2E sα(esA,α, esA,α) = C2C˜apU,α(A).
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On the other hand, by (3) and the Cauchy-Schwarz inequality,
E sα(esA,α, esA,α) ≤ E sα(eA,α, esA,α) ≤
(
E sα(esA,α, esA,α)
)1/2(
E sα(eA,α, eA,α)
)1/2
≤
(
E sα(esA,α, esA,α)
)1/2(
Eα(eA,α, eA,α)
)1/2
.
Therefore,
C˜apU,α(A) = E sα(esA,α, esA,α) ≤ Eα(eA,α, eA,α) = CapU,α(A).
Theorem 3.3. Suppose (X,µ, Eˆ , D(Eˆ)) satisfies (A1)-(A2-Y ), (VD) on Y and
(PI) on Y , and (E , D(E)) satisfies Assumptions 1 and 2. Then there are con-
stants a,A ∈ (0,∞) such that for any r ∈ (0, R) and any ball B(x, 2R) ⊂ Y we
have
A−1
∫ R
r
s
V (x, s)
ds ≤
(
CapB(x,R),0
(
B(x, r)
))−1 ≤ A∫ R
r
s
V (x, s)
ds. (4)
The constant A depends only on DY , PY , and an upper bound on
(1 + C0C1/α)
4
(
1 + inf
ǫ
{ǫ/α+ 1
ǫ
max{C2, C3/α}}
)2
,
where α = min{1, λR} and λR is the smallest Dirichlet eigenvalue of −Lsym on
B(x,R).
Proof. Let r ∈ (0, R) and B = B(x, r). First, consider the estimate
A−1
∫ R
r
s
V (x, s)
ds ≤
(
C˜apB(x,R),0
(
B(x, r)
))−1 ≤ A∫ R
r
s
V (x, s)
ds. (5)
The lower bound is proved in [31, Theorem 1] using the strict locality of E s.
The upper bound can be proved as in [14, Lemma 4.3] using the heat kernel
estimates of Theorem 3.10 below.
If (E , D(E)) is symmetric and strictly local, then CapB(x,R),0(B) is the same
as C˜apB(x,R),0(B), hence the assertion follows. Otherwise, we show that the
two 0-capacities are comparable.
In view of Lemma 3.2, it suffices to show that
CapB(x,R),0(B) ≍ CapB(x,R),α(B).
and
C˜apB(x,R),0(B) ≍ C˜apB(x,R),α(B),
for some α ∈ (0, 1]. Let
λR := inf
06=f∈F0(B(x,R))
EDB(x,R)(f, f)∫
f2dµ
> 0
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be the lowest Dirichlet eigenvalue of −Lsym on B(x,R), and α = min{1, λR}.
Then for any f ∈ F0(B(x,R)),
EDB(x,R)(f, f) ≤ EDB(x,R),α(f, f) ≤ 2EDB(x,R)(f, f).
Let f ∈ FE
D
B(x,R)
e . Then there is an approximating sequence (fn) in F0(B(x,R))
such that EDB(x,R)(fn − fm, fn − fm) → 0 as n,m → ∞, and fn → f almost
everywhere. Thus,
EDB(x,R),α(fn − fm, fn − fm) ≤ 2EDB(x,R)(fn − fm, fn − fm)→ 0.
So FE
D
B(x,R)
e = F0(B(x,R)). Hence, by (3) and the sector condition,
CapB(x,R),α(B) = Eα(eB,α, eB,α) ≤ (1 + C0C1/α)2Eα(eB,0, eB,0)
≤ 2(1 + C0C1/α)2CapB(x,R),0(B).
On the other hand,
E(eB,0, eB,0) ≤ E(eB,0, eB,α) ≤ (1 + C0C1/α) Eα(eB,0, eB,0)1/2Eα(eB,α, eB,α)1/2
≤
√
2(1 + C0C1/α) E(eB,0, eB,0)1/2Eα(eB,α, eB,α)1/2.
Hence,
CapB(x,R),0(B) ≤ 2(1 + C0C1/α)2CapB(x,R),α(B).
Similar, we can show that
C˜apB(x,R),0(B) ≍ C˜apB(x,R),α(B).
Remark 3.4. The Dirichlet eigenvalue λR is bounded below by
λR ≥ C
R2
for some constant C > 0 depending on DY and PY . See [16, Theorem 2.6].
From now on, we only consider the 0-capacity, and thus drop the index 0.
3.3 (Inner) uniformity
Let Ω ⊂ X be open and connected. The inner metric on Ω is defined as
dΩ(x, y) = inf
{
length(γ)
∣∣γ : [0, 1]→ Ω continuous, γ(0) = x, γ(1) = y}.
Let Ω˜ be the completion of Ω with respect to dΩ. Whenever we consider an inner
ball BΩ˜(x,R) = {y ∈ Ω˜ : dΩ(x, y) < R} or BΩ(x,R) = BΩ˜(x,R)∩Ω, we assume
that its radius is minimal in the sense that BΩ˜(x,R) 6= BΩ˜(x, r) for all r < R.
Let ∂ΩBΩ˜(x, r) be the boundary of the ball with respect to its completion in the
inner metric. If x is a point in Ω, denote by δΩ(x) = d(x,X \ Ω) the distance
from x to the boundary of Ω.
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Definition 3.5. (i) Let γ : [α, β] → Ω be a rectifiable curve in Ω and let
c ∈ (0, 1), C ∈ (1,∞). We call γ a (c, C)-uniform curve in Ω if
δΩ
(
γ(t)
) ≥ c ·min{d(γ(α), γ(t)), d(γ(t), γ(β))} , for all t ∈ [α, β], (6)
and if
length(γ) ≤ C · d(γ(α), γ(β)).
The domain Ω is called (c, C)-uniform if any two points in Ω can be joined
by a (c, C)-uniform curve in Ω.
(ii) Inner uniformity is defined analogously by replacing the metric d on X
with the inner metric dΩ on Ω.
(iii) The notion of (inner) (c, C)-length-uniformity is defined analogously by
replacing d(γ(a), γ(b)) by length(γ
∣∣
[a,b]
).
The next proposition is taken from [15, Proposition 3.3]. See also [25, Lemma
2.7].
Proposition 3.6. Assume that (X, d) is a complete, locally compact length
metric space with the property that there exists a constant D such that for any
r > 0, the maximal number of disjoint balls of radius r/4 contained in any ball
of radius r is bounded above by D. Then any connected open subset U ⊂ X is
uniform if and only if it is length-uniform.
Let Ω be a (cu, Cu)-inner uniform domain in (X, d).
Lemma 3.7. For every ball B = BΩ˜(x, r) in (Ω˜, dΩ) with minimal radius, there
exists a point xr ∈ B with dΩ(x, xr) = r/4 and d(xr , X \ Ω) ≥ cur/8.
Proof. This is immediate, see [15, Lemma 3.20].
The following lemma is crucial for the proof of the boundary Harnack prin-
ciple on inner uniform domains, rather than uniform domains. A version of this
lemma was already used in [5] to prove a boundary Harnack principle on inner
uniform domains in Euclidean space.
Let p : Ω˜ → Ω be the natural projection. For any x ∈ Ω˜ and any ball
D = B(p(x), r), let D′ be the connected component of Ω˜ that contains x and so
that D′ ∩ Ω is a connected component of D ∩ Ω.
Lemma 3.8. Suppose µ has the volume doubling property on Y ⊂ X. Then
there exists a positive constant CΩ such that for any ball D = B(p(x), r) with
x ∈ Ω˜ and B(p(x), 4r) ⊂ Y ,
BΩ˜(x, r) ⊂ D′ ⊂ BΩ˜(x,CΩr).
The constant CΩ depends only on DY and the inner uniformity constants cu,
Cu of Ω.
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Remark 3.9. For any x ∈ Ω, r > 0,
D′ ∩ Ω = {y ∈ Ω : ddiam(x, y) ≤ r},
where the inner diameter metric ddiam is defined as
ddiam(x, y) := inf{diam(γ) : γ path from x to y in Ω},
and the diameter is taken in the metric d of the underlying space (X, d). On
Euclidean space, Lemma 3.8 is immediate from the fact that the inner diameter
metric is equivalent to the inner (length) metric dΩ, see [33, Theorem 3.4].
Proof of Lemma 3.8. Clearly, BΩ(x, r) ⊂ D′. To show the second inclusion, we
follow the line of reasoning given in [33, Proof of Theorem 3.4]. Replacing r
by a slightly larger radius, we may assume that x ∈ Ω. Let y ∈ D′ ∩ Ω and
let α be a path in D′ ∩ Ω connecting x to y. There exist finitely many points
x = x1, x2, . . . , xN = y on the path α so that dΩ(xj−1, xj) = d(xj−1, xj) for all
2 ≤ j ≤ N . Let M ≤ 2r be the diameter of α in (X, d). By Lemma 3.7 each xj
can be joined to a point yj = (xj)2M ∈ Ω with d(yj , Ω˜ \Ω) ≥ cuM/4 by a path
αj of length dΩ(yj , xj) ≤M/2. Set Y0 = {yj : 1 ≤ j ≤ N} and
U =
⋃
j
B(yj , cuM/4).
Let P be the family of connected components of U . There exists a constant
C = C(DY , cu) such that for each j, we have
V (yj , cuM/4) ≥ C V (yj , 3M/2) ≥ C V (x,M).
Hence ♯P · C V (x,M) ≤ µ(U) ≤ V (x, 2M) and
♯P ≤ C′(DY , cu).
We claim that if y, y′ ∈ Y0 are in the same component V of U , then there
exists a path β connecting y to y′ in V such that length(β) ≤ c1M for some
constant c1 > 0 depending only on cu and DY . For z ∈ Y we write B(z) =
B(z, cuM/4). Since V is connected, there is a finite sequence y = z0, . . . , zk =
y′ ∈ Y0 ∩ V such that B(zi−1) ∩ B(zi) 6= ∅ for all 1 ≤ i ≤ k. Passing to a
subsequence we may assume that the balls B(zi) with even i are disjoint. Since
there are at least k/2 of these balls, we get
k
2
C V (x,M) ≤ µ(V ) ≤ µ(U) ≤ V (x, 2M),
so k ≤ C′′(DY , cu). For each i, we can connect zi−1 to zi by a path βi in Ω
of length at most cuM/2. Now the conjunction of the paths βi is a path β of
length at most
length(β) ≤ kcuM/2 ≤ c1M. (7)
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We define integers 0 = j0 < j1 < . . . < js = N and distinct components
V1, . . . , Vs of U as follows. Let V1 be the component that contains y1. Assuming
that jn−1 and Vn−1 are defined, we iteratively define jn to be the largest number
j such that yj ∈ Vn−1, and let Vn be the component that contains yjn+1.
For each 1 ≤ i ≤ s we have shown above that there exists a path βji
connecting yji−1+1 to yji . Let γ be the conjunction of these paths, the geodesic
segments [xji , xji+1], 1 ≤ i ≤ s−1, and the paths αm form = 1, j1, j1+1, j2, j2+
1, . . . , js = N . Then γ is path in Ω˜ that connects x to y and has length
length(γ) ≤ sc1M + sM + sM/2 ≤ C′(c1 + 2)M.
This means that D′ ⊂ BΩ˜(x,CΩr) with CΩ = 2C′(c1 + 2).
3.4 Green function estimates
Recall that for an open set U ⊂ X , GU = GDU is the Green function and pDU is
the heat kernel associated with
(EDU , D(EDU )).
Theorem 3.10. Suppose (X,µ, Eˆ , D(Eˆ)) satisfies (A1)-(A2-Y ), (VD) on Y and
(PI) on Y , and (E , D(E)) satisfies Assumptions 1 and 2. Let B = B(a,R) with
B(a, 2R) ⊂ Y .
(i) For any fixed ǫ ∈ (0, 1) there are constants c, C ∈ (0,∞) such that for any
x, y ∈ B(a, (1 − ǫ)R) and 0 < ǫt ≤ R2, the Dirichlet heat kernel pDB is
bounded below by
pDB (t, x, y) ≥
c
V (x,
√
t ∧Rx)
exp
(
−C d(x, y)
2
t
)
,
where Rx = d(x, B¯ \B)/2.
(ii) For any fixed ǫ ∈ (0, 1) there are constants c, C ∈ (0,∞) such that for any
x, y ∈ B, t ≥ (ǫR)2, the Dirichlet heat kernel pDB is bounded above by
pDB (t, x, y) ≤
C
V (a,R)
exp
(
− ct
R2
)
.
(iii) There exist constants c, C ∈ (0,∞) such that for any x, y ∈ B, t > 0, the
Dirichlet heat kernel pDB is bounded above by
pDB (t, x, y) ≤ C
exp
(
−cd(x,y)2t
)
V (x,
√
t ∧R)1/2V (y,√t ∧R)1/2 . (8)
All the constants c, C above depend only on DY , PY , C1-C7 and an upper bound
on C8R
2.
Proof. See [22].
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Lemma 3.11. Let B(a, 2R) ⊂ Y . Then for any relatively compact, open set
V ⊂ B(a,R), the Green function y 7→ GV (x, y) is in F0loc(V, V \ {x}) for any
fixed x ∈ V .
Proof. We follow [15, Lemma 4.7]. Recall that the map y 7→ pDV (t, x, ·) is in
F0(V ). The heat kernel upper bounds of Theorem 3.10 imply that ψGV (x, ·) ∈
L2(X,µ) for any continuous function ψ with compact support K in X \ {x}.
Indeed, by the set monotonicity of the kernel and Theorem 3.10, there are
constants c, C ∈ (0,∞), depending on R, such that for all t ≥ R2 and z, y ∈ V ,
pDV (t, z, y) ≤ Ce−ct/R
2
, (9)
and there are constants c′, C′ ∈ (0,∞) depending on R such that for all t > 0
and z, y ∈ V ,
pDV (t, z, y) ≤ C′e−c
′/t. (10)
This shows that the integral ψGV (x, ·) =
∫∞
0 ψp
D
V (t, x, ·)dt converges at 0 and
∞ in L2(X,µ). Hence ψGV (x, ·) is in L2(X,µ).
Next, we show that the integral also converges in F0(V ). Let ψ be as above
with the additional property that dΓ(ψ, ψ) ≤ dµ onX . For fixed 0 < a < b <∞,
set g =
∫ b
a
pDV (t, x, ·)dt and observe that ψg, ψ2g ∈ F0(V ). By the Cauchy-
Schwarz inequality,
E(ψg, ψg) ≤ 2
∫
V
g2dΓ(ψ, ψ) + 2
∫
V
ψ2dΓ(g, g) +
∫
V
ψ2g2dκ
≤ 2 supψ2
(∫
K∩V
dΓ(g, g) +
∫
K∩V
g2dκ
)
+ 2 sup
dΓ(ψ, ψ)
dµ
∫
K∩V
g2dµ
≤C
∫
(−Lg)g dµ+ 2
∫
K∩V
g2dµ
=C
∫
K∩V
g
(
pDV (a, x, ·)− pDV (b, x, ·)
)
dµ+ 2
∫
K∩V
g2dµ
≤C
∫
K∩V
g pDV (a, x, ·)dµ + 2
∫
K∩V
g2dµ.
for some constant C > 0 depending on supψ2. Now, observe that (9)-(10) imply
that ∫
K∩V
g2dµ =
∫
K∩V
(∫ b
a
pDV (t, x, ·)dt
)2
dµ
tends to 0 when a, b tend to infinity or when a, b tend to 0 (this is indeed
the argument we used above to show that GV (x, ·) is in L2(X, dµ)). The same
estimates (9)-(10) imply that
∫
K∩V gp
D
V (a, x, ·)dµ tends to 0 when a, b tend to
infinity or when a, b tend to 0. This implies that the integral ψGV (x, y) =
ψ
∫∞
0
pDV (t, x, ·)dt converges in F0(V ) as desired.
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Lemma 3.12. (i) There is a constant C depending only on DY , PY , C1-C7
and an upper bound on C8R
2, such that for any ball B(z, 2R) ⊂ Y ,
∀x, y ∈ B(z,R), GB(z,R)(x, y) ≤ C
∫ 2R2
d(x,y)2/2
ds
V (x,
√
s)
. (11)
(ii) Fix θ ∈ (0, 1). There is a constant C depending only on θ, DY , PY , C1-C7
and an upper bound on C8R
2, such that for any ball B(z, 2R) ⊂ Y ,
∀x, y ∈ B(z, θR), GB(z,R)(x, y) ≥ C
∫ 2R2
d(x,y)2/2
ds
V (x,
√
s)
. (12)
Proof. See [15, Lemma 4.8] and use the estimates of Theorem 3.10.
Recall that for an open set U ⊂ X , BU (x, r) = {y ∈ U : dU (x, y) < r}, where
dU is the inner metric of the domain U . Let GBU (x,r) be the Green function on
BU (x, r).
Lemma 3.13. Fix θ ∈ (0, 1). Let U ⊂ X be an open set.
(i) There is a constant C depending only on θ, DY , PY , C1-C7 and an upper
bound on C8R
2 such that for any B(z, 2R) ⊂ Y ,
GBU (z,R)(x, y) ≤ GU∩B(z,R)(x, y) ≤ C
R2
V (x,R)
, (13)
for all x, y ∈ U ∩B(z,R) with d(x, y) ≥ θR.
(ii) Let U be an open subset so that U ⊂ Y . Consider a ball BU (z, 2R) ⊂
Y and suppose that any two points in BU (z, δR) can be connected by a
(cu, Cu)-inner uniform curve in U , for some δ < 1/3. Then there is a
constant C depending only on θ, DY , PY , cu, Cu, C1-C7 and an upper
bound on C8R
2, such that
GBU (z,R)(x, y) ≥ C
R2
V (x,R)
, (14)
for all x, y ∈ BU (z, δR) with d(x,X \ U), d(y,X \ U) ∈ (θR,∞) and
dU (x, y) ≤ δR/Cu.
Proof. We follow the line of reasoning of [15, Lemma 4.9]. Set B = B(z,R),
W = U ∩ B(z,R). The upper bound (13) follows easily from Lemma 3.12 and
the monotonicity inequality GW ≤ GB . By assumption, there is an ǫ1 > 0
such that for any x, y as in (ii), there is a path in U from x to y of length less
than CudU (x, y) ≤ δR that stays at distance at least ǫ1R from X \ U . Since
x, y ∈ BU (z, δR) and δ < 1/3, this path is contained in
BU (z,R) ∩ {ζ ∈ U : d(ζ,X \ U) > ǫ1R}.
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Using this path, the Harnack inequality easily reduces the lower bound (14)
to the case when y satisfies d(x, y) = ηR for some arbitrary fixed η ∈ (0, ǫ1)
small enough. Pick η > 0 so that, under the conditions of the lemma, the ball
B(x, 2ηR) is contained in BU (z,R). LetW = BU (z,R). Then the monotonicity
property of Green functions implies that GW (x, y) ≥ GB(x,ηR)(x, y). Lemma
3.12 and the volume doubling property then yield
GW (x, y) ≥ C R
2
V (x,R)
.
This is the desired lower bound.
4 Boundary Harnack principle
4.1 Reduction to Green functions estimates
Let (X,µ, Eˆ , D(Eˆ)) be a symmetric, strictly local, regular Dirichlet space and
Y ⊂ X . Suppose (A1)-(A2-Y ), the volume doubling condition (VD) on Y
and the Poincare´ inequality (PI) on Y hold. Suppose that (E , D(E)) satisfies
Assumptions 1 and 2. We obtain that under these assumptions, local weak
solutions of Lu = 0 (resp. L∗u = 0) in Y are harmonic functions for the
associated Markov process and satisfy the maximum principle. This can be
proved following the line of reasoning given in [13, Theorem 4.3.2, Lemma 4.3.2]
and using [24, Proposition V.1.6, Proof of Lemma III.1.4].
Let Ω be a domain so that Ω ⊂ Y . For ξ ∈ Ω˜\Ω, set BΩ(ξ, r) := BΩ˜(ξ, r)∩Ω.
Let cu ∈ (0, 1) and Cu ∈ (1,∞). Let A3 = 2(12 + 12Cu), A0 = A3 + 7,
A7 = 2/cu+1, and A8 = 2(A0 ∨ 7A7). Let p : Ω˜→ Ω be the natural projection
(p(x) = x for x ∈ Ω). For ξ ∈ Ω˜ \ Ω, let Rξ be the largest radius so that
(i) B(p(ξ), A8Rξ) ⊂ Y ,
(ii) BΩ˜(ξ, A0Rξ) 6= Ω˜,
(iii) 12Rξ/cu ≤ diamΩ(Ω)/2 if Ω is a bounded domain.
(iv) Any two points in BΩ˜(ξ, 12Rξ/cu) can be connected by a curve that is
(cu, Cu)-inner uniform in Ω.
For ξ ∈ Ω˜ \ Ω and 0 < R ≤ Rξ, let
λR,ξ := inf{λR(z) : z ∈ BΩ(ξ′, (4(1 + 2/cu)R), ξ′ ∈ Ω˜ \ Ω ∩BΩ˜(ξ, 14Rξ)},
λR(z) = inf
06=f∈F0(B)
EDB (f, f)∫
f2dµ
, where B = BΩ(z, 2(1 + 2/cu)R).
Let
AR = (1 + C0C1/α)
4
(
1 + inf
ǫ
{ǫ/α+ 1
ǫ
max{C2, C3/α}}
)2
,
where α = min{1, λR,ξ}.
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Theorem 4.1. There exists a constant A′1 ∈ (1,∞) such that for any ξ ∈ Ω˜\Ω
with Rξ > 0 and any
0 < r < R ≤ inf{Rξ′ : ξ′ ∈ BΩ˜(ξ, 7Rξ) \ Ω},
we have
GY ′(x, y)
GY ′(x′, y)
≤ A′1
GY ′(x, y
′)
GY ′(x′, y′)
,
for all x, x′ ∈ BΩ(ξ, r) and y, y′ ∈ Ω ∩ ∂ΩBΩ˜(ξ, 6r). Here Y ′ = BΩ˜(ξ, A0r).
The constant A′1 depends only on DY , PY , cu, Cu, C0-C7, and upper bounds on
C8R
2 and AR.
The proof of this theorem is the content of Section 4.2 below. It is based on
the estimates for the Green functions in Section 3.4.
Theorem 4.2. There exists a constant A1 ∈ (1,∞) such that for any ξ ∈ Ω˜\Ω
with Rξ > 0 and any
0 < r < R ≤ inf{Rξ′ : ξ′ ∈ BΩ˜(ξ, 7Rξ) \ Ω},
and any two non-negative weak solutions u, v of Lu = 0 in Y ′ = BΩ˜(ξ, A0r)
with weak Dirichlet boundary condition along BΩ˜(ξ, 6r) \ Ω, we have
u(x)
u(x′)
≤ A1 v(x)
v(x′)
,
for all x, x′ ∈ BΩ(ξ, r). The constant A1 depends only on the volume doubling
constant DY , the Poincare´ constant PY , the constants C0-C7 which give control
over the skew-symmetric part and the killing part of the Dirichlet form, the inner
uniformity constants cu, Cu, and upper bounds on C8R
2 and AR.
Remark 4.3. (i) The hypothesis that Rξ > 0 can be understood as “local
inner uniformity”. Clearly, Rξ > 0 holds true at every boundary point ξ
of an inner uniform domain. Since the statement of Theorem 4.2 is local,
it is natural to assume that only points near ξ need to be connected by
inner uniform curves.
(ii) A consequence of Theorem 4.2 is that the ratio uv of the two local weak
solutions u and v is Ho¨lder continuous.
(iii) Applications to estimates of the heat kernel with Dirichlet boundary con-
dition in inner uniform domains are given in the forthcoming paper [23].
Theorem 4.4. Let (X, d, µ, Eˆ , D(Eˆ)) be a strictly local regular Dirichlet space
that satisfies (A1), (A2-Y ), (VD) and (PI) on Y ⊂ X. Suppose (E , D(E))
satisfies Assumptions 1 and 2. Let Ω ⊂ Y be an inner uniform domain in
(X, d). Let Ω∗ be the compactification of Ω with respect to the inner metric.
Then the Martin compactification relative to (E , D(E)) of Ω is homeomorphic to
Ω∗ and each boundary point ξ ∈ Ω∗ \ Ω is minimal.
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Proof. The assertion can be proved along the line of [3, Theorem 1.1] using the
boundary Harnack principle of Theorem 4.2.
Proof of Theorem 4.2. Fix ξ ∈ Ω˜ \ Ω and 0 < r < R as in the theorem. Fol-
lowing the argument given in [1, Proof of Theorem 1], we show that for any
weak solution u of Lu = 0 in Y ′ with weak Dirichlet boundary condition along
BΩ˜(ξ, 6r) \ Ω, there exists a Borel measure νu such that
u(x) =
∫
Ω∩∂ΩBΩ˜(ξ,6r)
GY ′(x, y)dνu(y) (15)
for all x ∈ Ω ∩BΩ˜(ξ, r), where GY ′ is the Green function corresponding to the
Dirichlet form (EDY ′ , D(EDY ′)). Let Rˆ
Ω∩∂ΩBΩ˜(ξ,6r)
u be the lower regularization of
the reduced function
R
Ω∩∂ΩBΩ˜(ξ,6r)
u (x) = inf{v(x) : v positive and L-superharmonic on Y ′,
v ≥ u on Ω ∩ ∂ΩBΩ˜(ξ, 6r)}
of u on Ω∩∂ΩBΩ˜(ξ, 6r). Since u is a positive local weak solution of Lu = 0 on Y ′,
u = Rˆ
Ω∩∂ΩBΩ˜(ξ,6r)
u quasi-everywhere on Ω∩∂ΩBΩ˜(ξ, 6r), and LRˆ
Ω∩∂ΩBΩ˜(ξ,6r)
u =
0 on Ω \ ∂ΩBΩ˜(ξ, 6r). Moreover, Rˆ
Ω∩∂ΩBΩ˜(ξ,6r)
u = 0 q.e. on BΩ˜(ξ, 6r) \ Ω by
assumption. Hence u = Rˆ
Ω∩∂ΩBΩ˜(ξ,6r)
u on Ω ∩BΩ˜(ξ, 6r) by the maximum prin-
ciple. As in [6, Proof of Theorem 5.3.5], one can show that there is a measure
νu supported on Ω ∩ ∂ΩBΩ˜(ξ, 6r), so that
Rˆ
Ω∩∂ΩBΩ˜(ξ,6r)
u (x) =
∫
Ω∩∂ΩBΩ˜(ξ,6r)
GY ′(x, y)dνu(y), ∀x ∈ Ω ∩BΩ˜(ξ, r).
This proves (15).
By Theorem 4.1, there exists a constant A′1 ∈ (1,∞) such that for all x, x′ ∈
BΩ(ξ, r) and all y, y
′ ∈ Ω ∩ ∂ΩBΩ˜(ξ, 6r), we have
GY ′(x, y)
GY ′(x′, y)
≤ A′1
GY ′(x, y
′)
GY ′(x′, y′)
.
For any (fixed) y′ ∈ Ω ∩ ∂ΩBΩ˜(ξ, 6r), we find that
1
A′1
u(x) ≤ GY ′(x, y
′)
GY ′(x′, y′)
∫
Ω∩∂ΩBΩ˜(ξ,6r)
GY ′(x
′, y)dνu(y)
=
GY ′(x, y
′)
GY ′(x′, y′)
u(x′) ≤ A′1u(x).
We get a similar inequality for v. Thus, for all x, x′ ∈ BΩ(ξ, r),
1
A′1
u(x)
u(x′)
≤ GY ′(x, y
′)
GY ′(x′, y′)
≤ A′1
v(x)
v(x′)
. (16)
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4.2 Proof of Theorem 4.1
We follow closely [1] and [15]. Notice that the estimates for the Green function
G in Section 3.4 and the results in this section also hold for the adjoint G∗. Let
Ω, Y be as above and fix some ξ ∈ Y ∩ (Ω˜ \ Ω) with Rξ > 0.
Definition 4.5. For η ∈ (0, 1) and any open set U ⊂ X , define the capacity
width wη(U) by
wη(U) = inf
{
r > 0 : ∀x ∈ U, CapB(x,2r)
(
B(x, r) \ U)
CapB(x,2r)
(
B(x, r)
) ≥ η} .
Note that wη(U) is a decreasing function of η ∈ (0, 1) and an increasing
function of the set U .
Lemma 4.6. There are constants A7 ∈ (0,∞) and η ∈ (0, 1/3] depending only
on DY , PY , cu, Cu,C0-C7, and upper bounds on C8R
2 and AR
2
, such that for
all 0 < r < R ≤ 2Rξ,
wη
({y ∈ BΩ˜(ξ, R) : d(y, Ω˜ \ Ω) < r}) ≤ A7r.
Proof. We follow [15, Lemma 4.12]. Let Yr = {y ∈ BΩ˜(ξ, R) : d(y, Ω˜ \ Ω) < r}
and y ∈ Yr. Since r < cudiamΩ(Ω)/12, there exists a point x ∈ Ω such that
dΩ(x, y) = 4r/cu. By assumption, there is an inner uniform curve connecting y
to x in Ω. Let z ∈ Ω ∩ ∂ΩBΩ(y, 2r/cu) be a point on this curve and note that
dΩ(y, z) = 2r/cu ≤ dΩ(x, y)− dΩ(y, z) ≤ dΩ(x, z). Hence,
dΩ(z, Ω˜ \ Ω) ≥ cumin{dΩ(y, z), dΩ(z, x)} ≥ 2r.
So for any y ∈ Yr there exists a point z ∈ Ω ∩ ∂ΩBΩ(y, 2r/cu) with d(z, Ω˜ \
Ω) ≥ 2r. Thus, B(z, r) ⊂ B(y,A7r) \ Yr if A7 = 2/cu + 1. The capacity of
B(y,A7r)\Yr in B(y, 2A7r) is larger than the capacity of B(z, r) in B(y, 2A7r),
which is larger than the capacity of B(z, r) in B(z, 3A7r). Thus, by Theorem
3.3,
CapB(y,2A7r)
(
B(y,A7r) \ Yr
)
CapB(y,2A7r)
(
B(y,A7r)
) ≥ CapB(z,3A7r)(B(z, r))
CapB(y,2A7r)
(
B(y,A7r)
)
≥ a A7r
V (y, 2A7r)
1
A
V (z, r)
3A7r
≥ 1
3
.
This shows that wη(Yr) ≤ const · A7r for some η ∈ (0, 1/3]. Notice that the
hypotheses of Theorem 3.3 are satisfied because B(z, 6A7r) ⊂ B(ξ, 7A7R) ⊂
B(ξ, A8Rξ) ⊂ Y by assumption.
Write w(U) := w 1
3
(U) for the capacity width of an open set U ⊂ Ω.
The following lemma relates the capacity width to the L-harmonic measure
ω. A similar inequality holds for the L∗-harmonic measure ω∗. We write f ≍ g
to indicate that cg ≤ f ≤ Cg, for some constants c, C ∈ (0,∞) that depend
only on DY , PY , cu, Cu, C0-C7, and upper bounds on C8R
2 and AR.
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Lemma 4.7. There is a constant a1(DY , PY , C0−C7, C8R2) such that for any
non-empty open set U ⊂ X and any ball B(x, 3r) ⊂ Y with x ∈ U , 0 < r < R,
we have
ωU∩B(x,r)(x, U ∩ (B(x, r) \B(x, r))) ≤ exp(2 − a1r/w(U)).
Proof. We follow [1, Lemma 1] and [15, Lemma 4.13]. We may assume that
r/w(U) > 2. For any κ ∈ (0, 1), we can pick w(U) ≤ s < w(U) + κ so that
CapB(y,2s)(B(y, s) \ U)
CapB(y,2s)(B(y, s))
≥ η ∀y ∈ U.
Consider a point y ∈ U such that B(y, 3s) ⊂ Y and let E = B(y, s) \U . Let νE
be the equilibrium measure of E in B = B(y, 2s). We claim that there exists
A2 > 0 such that
GBνE ≥ A2η on B(y, s). (17)
Let F = B(y, s) and νF be the equilibrium measure of F in B. Then, by the
Harnack inequality, for any z with d(y, z) = 3s/2, we have
GB(z, ζ) ≍ GB(z, y) ∀ζ ∈ B(y, s).
Hence,
GBνF (z) =
∫
F
GB(z, ζ)νF (dζ) ≍ GB(z, y)νF (F )
and
GBνE(z) =
∫
E
GB(z, ζ)νE(dζ) ≍ GB(z, y)νE(E).
Moreover, since νF (F ) = CapB(F ), the two-sided inequality (4) and Lemma
3.12 yield that GBνF (z) ≃ 1. Hence, by definition of s, for any z ∈ B(y, 3s/2)\
B(y, 3s/2),
GBνE(z) ≍ GBνE(z)
GBνF (z)
≍ νE(E)
νF (F )
≍ CapB(E)
CapB(F )
≥ η.
This proves (17).
Now, fix x ∈ U such that B(x, 3r) ⊂ Y . For simplicity, write
ω(·) = ωU∩B(x,r)(·, U ∩ (B(x, r) \B(x, r))).
Let k be the integer such that 2kw(U) < r < 2(k+ 1)w(U), and pick s > w(U)
so close to w(U) that 2ks < r. We claim that
sup
U∩B(x,r−2js)
{ω} ≤ (1−A2η)j (18)
for j = 0, 1, . . . , k with A2, η as in (17). Note that for j = k, (18) yields the
inequality stated in this Lemma:
ω(x) ≤ (1−A2η)k ≤ exp
(
log((1 −A2η)
r
2w(U) )
)
≤ e2 exp(−a1r/w(U)),
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with a1 = −(log(1−A2η))/2.
Inequality (18) is proved by induction, starting with the trivial case j = 0.
Assume that (18) holds for j−1. By the maximum principle, it suffices to prove
sup
U∩(B(x,r−2js)\B(x,r−2js))
{ω} ≤ (1 −A2η)j . (19)
Let y ∈ U∩(B(x, r − 2js)\B(x, r−2js)). Then B(y, 2s) ⊂ B(x, r−2(j−1)s)
so that the induction hypothesis implies that
ω ≤ (1−A2η)j−1 on U ∩B(y, 2s).
Since ω vanishes (quasi-everywhere) on (U \ U) ∩B(x, r) ⊃ (U \ U) ∩B(y, 2s),
the maximum principle implies that
ω(b) =
∫
(U∩B(y,2s))\(U∩B(y,2s))
ω(a)ωU∩B(y,2s)(b, da)
≤ (1−A2η)j−1ωU∩B(y,2s)(b, U ∩ (B(y, 2s) \B(y, 2s)))
for any b ∈ V ∩B(y, 2s). To estimate
u = ωU∩B(y,2s)(·, U ∩ (B(y, 2s) \B(y, 2s))),
on U ∩B(y, 2s), we compare it to
v = 1−GB(y,2s)νE ,
where, as above, νE denotes the equilibrium measure of E = B(y, 2s) \ U in
B(y, 2s). Both functions are L-harmonic in U ∩B(y, 2s), and it holds u ≤ v on
(U ∩B(y, 2s)) \ (U ∩ B(y, 2s)) quasi-everywhere (in the limit sense). By (17),
this implies
u = ωU∩B(y,2s)(·, U ∩ (B(y, 2s) \B(y, 2s))) ≤ v ≤ 1−A2η
on U ∩B(y, 2s). Hence,
ω ≤ (1−A2η)j on U ∩B(y, 2s).
Since this holds for any y ∈ U∩(B(x, r − 2js)\B(x, r−2js)), (19) is proved.
Lemma 4.8. There exist constants A2, A3 ∈ (0,∞) depending only on DY ,
PY , C0-C7, cu, Cu, and upper bounds on C8R
2 and AR, such that for any
0 < r < R ≤ Rξ and any x ∈ BΩ(ξ, r), we have
ω
(
x,Ω ∩ ∂ΩBΩ˜(ξ, 2r), BΩ˜(ξ, 2r)
) ≤ A2 V (ξ, r)
r2
GBΩ˜(ξ,CΩA3r)(x, ξ16r).
Here ξ16r is any point in Ω with dΩ(ξ, ξ16r) = 4r and
d(ξ16r , X \ Ω) = d(ξ16r , X \ Y ′) ≥ 2cur.
A similar estimate holds for the L∗-harmonic measure ω∗.
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Proof. We follow [1, Lemma 2] and [15, Lemma 4.14]. Let A3 = 2(12+12Cu) so
that all (cu, Cu)-inner uniform paths connecting two points in BΩ˜(ξ, 12r) stay
in BΩ˜(ξ, A3r/2). Recall that Y
′ = BΩ˜(ξ, A0r), where A0 = A3 + 7. For any
z ∈ BΩ˜(ξ, A3r), set
G′(z) = GBΩ˜(ξ,A3r)(z, ξ16r).
Let s = min{cur, 5r/Cu}. Since
BΩ˜(ξ16r, s) ⊂ BΩ˜(ξ, A3r) \BΩ˜(ξ, 2r),
the maximum principle yields
∀y ∈ BΩ˜(ξ, 2r), G′(y) ≤ sup
z∈∂ΩBΩ˜(ξ16r ,s)
G′(z).
Lemma 3.13 and the volume doubling condition yield
sup
z∈∂ΩBΩ˜(ξ16r ,s)
G′(z) ≤ C r
2
V (ξ, r)
,
for some constant C > 0. Hence, there exists ǫ1 > 0 such that
∀y ∈ BΩ˜(ξ, 2r), ǫ1
V (ξ, r)
r2
G′(y) ≤ e−1.
Write
BΩ˜(ξ, 2r) =
⋃
j≥0
Uj ∩BΩ˜(ξ, 2r),
where
Uj =
{
x ∈ Y ′ : exp(−2j+1) ≤ ǫ1V (ξ, r)
r2
G′(x) < exp(−2j)
}
.
Let Vj =
(⋃
k≥j Uk
)
∩BΩ˜(ξ, 2r). We claim that
wη(Vj) ≤ A4r exp
(−2j/σ) (20)
for some constants A4, σ ∈ (0,∞).
Suppose x ∈ Vj . Observe that for z ∈ ∂ΩBΩ˜(ξ16r, s), by the inner uniformity
of the domain, the length of the Harnack chain of balls in BΩ˜(ξ, A3r) \ {ξ16r}
connecting x to z is at most A5 log(1 + A6r/d(x,X \ Y ′)) for some constants
A5, A6 ∈ (0,∞). Hence, there are constants ǫ2, ǫ3, σ such that
exp(−2j) > ǫ1V (ξ, r)
r2
G′(x) ≥ ǫ2V (ξ, r)
r2
G′(z)
(
d(x,X \ Y ′)
r
)σ
≥ ǫ3
(
d(x,X \ Y ′)
r
)σ
.
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The last inequality is obtained by applying 3.13 with R = A3r and δ = 5/A3.
Now we have that for any x ∈ Vj ,
d(x,X \ Vj) ≤ d(x,X \ Y ′) ≤ (ǫ−1/σ3 exp(−2j/σ)r) ∧ 2r.
This together with Lemma 4.6 yields (20).
Let R0 = 2r and for j ≥ 1,
Rj =
(
2− 6
π2
j∑
k=1
1
k2
)
r.
Then Rj ↓ r and
∞∑
j=1
exp
(
2j+1 − a1(Rj−1 −Rj)
A4r exp(−2j/σ)
)
=
∞∑
j=1
exp
(
2j+1 − 6a1
A4π2
j−2 exp(2j/σ)
)
≤
∞∑
j=1
exp
(
2j+1 − 3a1
CΩA4π2
j−2 exp(2j/σ)
)
< C <∞. (21)
Let ω0 = ω(·,Ω ∩ ∂ΩBΩ˜(ξ, 2r), BΩ˜(ξ, 2r)) and
dj =
{
sup
{
r2ω0(x)
V (ξ,r)G′(x) : x ∈ Uj ∩BΩ˜(ξ, Rj)
}
, if Uj ∩BΩ˜(ξ, Rj) 6= ∅,
0, if Uj ∩BΩ˜(ξ, Rj) = ∅.
Since the sets Uj ∩BΩ˜(ξ, 2r) cover BΩ˜(ξ, 2r) and BΩ˜(ξ, r) ⊂ BΩ˜(ξ, Rk) for each
k, to prove Lemma 4.8, it suffices to show that
sup
j≥0
dj ≤ A2 <∞
where A2 is as in Lemma 4.8.
We proceed by iteration. Since ω0 ≤ 1, we have by definition of U0,
d0 = sup
U0∩BΩ˜(ξ,2r)
r2ω0(x)
V (ξ, r)G′(x)
≤ ǫ1e2.
Let j > 0. For x ∈ Uj−1 ∩BΩ˜(ξ, Rj−1), we have by definition of dj−1 that
ω0(x) ≤ dj−1 V (ξ, r)
r2
G′(x).
Also, ω0 ≤ 1. Thus, the maximum principle yields that, for x ∈ Vj∩BΩ˜(ξ, Rj−1),
ω0(x) ≤ ω(x, Vj ∩ ∂ΩBΩ˜(ξ, Rj−1), Vj ∩BΩ˜(ξ, Rj−1)) + dj−1
V (ξ, r)
r2
G′(x). (22)
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For x ∈ Vj ∩ BΩ˜(ξ, Rj), let D = B(p(x), C−1Ω (Rj−1 − Rj)) and let D′ be the
connected component of Ω˜ that contains x and so that D′ ∩ Ω is a connected
component of D ∩ Ω. Let Dˆ = Y ′ ∩ Ω ∩D′. Then by Lemma 3.8,
Dˆ ⊂ D′ ⊂ BΩ˜(x,Rj−1 −Rj) ⊂ BΩ˜(ξ, Rj−1),
hence Dˆ ∩ ∂ΩBΩ˜(ξ, Rj−1) = ∅. Thus, the first term on the right hand side of
(22) is not greater than
ω
(
x, Vj ∩ Dˆ ∩ ∂XB
(
p(x),
Rj−1 −Rj
2CΩ
)
, Vj ∩ Dˆ ∩B
(
p(x),
Rj−1 −Rj
2CΩ
))
≤ exp
(
2− a1
2CΩ
Rj−1 −Rj
wη(Vj ∩ Dˆ)
)
≤ exp
(
2− a1
2CΩ
Rj−1 −Rj
wη(Vj)
)
≤ exp
(
2− a1
2CΩA4
exp(2j/σ)
Rj−1 − Rj
r
)
≤ exp (2− ǫ6j−2 exp(2j/σ))
by Lemma 4.7, monotonicity of U 7→ wη(U) and (20). Here ǫ6 = 3a1π2A4CΩ , and
∂XB denotes the boundary of B in (X, d). Moreover, by definition of Uj ,
ǫ1
V (ξ, r)
r2
G′(x) ≥ exp(−2j+1)
for x ∈ Uj. Hence, for x ∈ Uj ∩BΩ˜(ξ, Rj), (22) becomes
ω0(x) ≤ exp
(
2− ǫ6j−2 exp(2j/σ)
)
+ dj−1
V (ξ, r)
r2
G′(x)
≤ (ǫ1 exp (2 + 2j+1 − ǫ6j−2 exp(2j/σ))+ dj−1) V (ξ, r)
r2
G′(x).
Dividing both sides by V (ξ,r)r2 G
′(x) and taking the supremum over all points
x ∈ Uj ∩BΩ˜(ξ, Rj),
dj ≤ ǫ1 exp
(
2 + 2j+1 − ǫ6j−2 exp(2j/σ)
)
+ dj−1,
and hence for every integer i > 0,
di ≤ ǫ1e2
(
1 +
∞∑
j=1
exp
(
2j+1 − 3a1
π2A4CΩ
j−2 exp(2j/σ)
))
= ǫ1e
2(1 + C) <∞
by (21).
Proof of Theorem 4.1. We follow [15, Theorem 4.5] and [1, Lemma 3]. Recall
that A0 = A3 + 7 = 2(12 + 12Cu) + 7. Fix ξ ∈ Ω˜ \ Ω with Rξ > 0, let
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0 < r < R ≤ inf{Rξ′ : ξ′ ∈ BΩ˜(ξ, 7Rξ) \ Ω} and set Y ′ = BΩ˜(ξ, A0r). Note
that any two points in BΩ˜(ξ, 12r) can be connected by a (cu, CU )-inner uniform
path that stays in BΩ˜(ξ, A3r/2).
Fix x∗ ∈ BΩ(ξ, r), y∗ ∈ Ω ∩ ∂ΩBΩ˜(ξ, 6r) such that c1r ≤ d(x∗, Ω˜ \ Ω) ≤ r
and 6c0r ≤ d(y∗, Ω˜ \ Ω) ≤ 6r, for some constants c0, c1 ∈ (0, 1) depending on
cu and Cu. Existence of x
∗ and y∗ follows from the inner uniformity of Ω. It
suffices to show that for all x ∈ BΩ(ξ, r) and y ∈ Ω ∩ ∂ΩBΩ˜(ξ, 6r) we have
GY ′(x, y) ≍ GY
′(x∗, y)
GY ′(x∗, y∗)
GY ′(x, y
∗). (23)
Fix y ∈ Ω ∩ ∂ΩBΩ˜(ξ, 6r), and call u (v, respectively) the left(right)-hand
side of (23), viewed as a function of x. Then u is positive and L∗-harmonic in
Y ′ \ {y}, whereas v is positive and L∗-harmonic in Y ′ \ {y∗}. Both functions
vanish quasi-everywhere on the boundary of Y ′.
Since y∗ ∈ Ω∩ ∂ΩBΩ˜(ξ, 6r) and 6c0r ≤ d(y∗, Ω˜ \Ω) ≤ 6r, it follows that the
ball BΩ˜(y
∗, 3c0r) is contained in BΩ˜(ξ, 9r) \ BΩ˜(ξ, 3r). Let z ∈ ∂ΩBΩ˜(y∗, c0r).
By a repeated use of Harnack inequality (a finite number of times, depending
only on cu and Cu), one can compare the value of v at z and at x
∗, so that by
Lemma 3.13 (notice that d(x∗, y) ≥ c1r) and the volume doubling property,
v(z) ≤ Cv(x∗) = CGY ′(x∗, y) ≤ C′ r
2
V (ξ, r)
.
Now, if y ∈ BΩ˜(y∗, 2c0r), then by Lemma 3.13 (notice that dΩ(z, y) ≤ 3r ≤ A0r6Cu
and z, y ∈ BΩ˜(ξ, A0r/6)) and the volume doubling property,
u(z) = GY ′(z, y) ≥ c r
2
V (ξ, r)
,
so that we have u(z) ≥ c′v(z) in this case for some c′ > 0. If instead y ∈
Ω \BΩ˜(y∗, 2c0r), then we can connect z and x∗ by a path of length comparable
to r that stays away (at scale r) from both Ω˜ \ Ω and the point y. Hence, the
Harnack inequality implies that u(z) ≍ u(x∗) = v(x∗) ≍ v(z) in this case. This
shows that we always have
u(z) ≥ ǫ3v(z) ∀z ∈ ∂ΩBΩ(y∗, c0r).
By the maximum principle, we obtain
u ≥ ǫ3v on Y ′ \BΩ˜(y∗, c0r).
Since BΩ(ξ, r) ⊂ Y ′ \ BΩ˜(y∗, c0r), we have proved that u ≥ ǫ3v on BΩ˜(ξ, r),
that is,
GY ′(x, y) ≥ ǫ3 GY
′(x∗, y)
GY ′(x∗, y∗)
GY ′(x, y
∗) (24)
for all x ∈ BΩ(ξ, r) and y ∈ Ω ∩ ∂ΩBΩ˜(ξ, 6r). This is one half of (23).
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We now focus on the other half of (23), that is,
ǫ4GY ′(x, y) ≤ GY
′(x∗, y)
GY ′(x∗, y∗)
GY ′(x, y
∗), (25)
for all x ∈ BΩ(ξ, r) and y ∈ Ω ∩ ∂ΩBΩ˜(ξ, 6r).
For x ∈ BΩ(ξ, 2r) and z ∈ BΩ˜(ξ, 9r)\BΩ˜(ξ, 3r), Lemma 3.13 and the volume
doubling condition yield
GY ′(x, z) ≤ C r
2
V (ξ, r)
.
Regarding GY ′(x, z) as L-harmonic function of x, the maximum principle gives
GY ′(·, z) ≤ C r
2
V (ξ, r)
ω(·,Ω ∩ ∂ΩBΩ˜(ξ, 2r), BΩ˜(ξ, 2r)) on BΩ˜(ξ, 2r).
Using Lemma 4.8 (note that A0 > A3) and the Harnack inequality (to move
from ξ16r to y
∗), we get for x ∈ BΩ(ξ, r) and z ∈ BΩ˜(ξ, 9r) \BΩ˜(ξ, 3r), that
GY ′(x, z) ≤ CA2 r
2
V (ξ, r)
V (ξ, r)
r2
GY ′(x, ξ16r) ≤ C′GY ′(x, y∗), (26)
for some constant C′ ∈ (0,∞). Fix x ∈ BΩ(ξ, r) and y ∈ Ω ∩ ∂ΩBΩ˜(ξ, 6r). If
dΩ(y,X\Ω) ≥ c0r/2, then GY ′(x, y) ≍ GY ′(x, y∗) and GY ′(x∗, y) ≍ GY ′(x∗, y∗)
by the Harnack inequality, so that (25) follows. Hence we now assume that
y ∈ Ω ∩ ∂ΩBΩ˜(ξ, 6r) satisfies dΩ(y,X \ Ω) < c0r/2. Let ξ′ ∈ Ω˜ \ Ω be a point
such that dΩ(y, ξ
′) < c0r/2. It follows that y ∈ BΩ(ξ′, r). Also,
BΩ˜(ξ
′, 2r) ⊂ BΩ˜(y, 3r) ⊂ BΩ˜(ξ, 9r) \BΩ˜(ξ, 3r).
We apply inequality (26) to get GY ′(x, z) ≤ C4GY ′(x, y∗) for any z ∈ BΩ˜(ξ′, 2r).
Regarding GY ′(x, y) = G
∗
Y ′(y, x) as L
∗-harmonic function of y, we obtain
GY ′(x, y) ≤ C4GY ′(x, y∗)ω∗(y,Ω ∩ ∂ΩBΩ˜(ξ′, 2r), BΩ˜(ξ′, 2r)). (27)
Let us apply Lemma 4.8 with ξ replaced by ξ′. This yields
ω∗(y,Ω ∩ ∂ΩBΩ˜(ξ′, 2r), BΩ˜(ξ′, 2r)) ≤ A2
V (ξ′, r)
r2
G∗BΩ˜(ξ′,CΩA3r)
(y, ξ′16r)
≤ A′2
V (ξ, r)
r2
GY ′(ξ
′
16r , y), (28)
where ξ′16r ∈ Ω is any point such that dΩ(ξ′16r , ξ′) = 4r and d(ξ′16r , X\Ω) ≥ 2cur.
Observe that we have used the volume doubling property as well as the set
monotonicity of the Green function, and that BΩ˜(ξ
′, A3r) ⊂ BΩ˜(ξ, A0r) because
A0 = A3 + 7 and dΩ(ξ, ξ
′) ≤ 7r. Now, (27) and (28) give
GY ′(x, y) ≤ C5 V (ξ, r)
r2
GY ′(ξ
′
16r , y)GY ′(x, y
∗). (29)
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By construction, dΩ(ξ
′
16r, y) ≥ d(ξ′16r, ξ′) − dΩ(ξ′, y) ≥ 2r and dΩ(x∗, y) ≥
dΩ(ξ, y) − dΩ(ξ, x∗) ≥ 5r. Using the inner uniformity of Ω, we find a chain
of balls, each of radius ≍ r and contained in Y ′ \ {y}, going from x∗ to ξ′16r, so
that the length of the chain is uniformly bounded in terms of cu, Cu. Applying
the Harnack inequality repeatedly thus yields GY ′(ξ
′
16r , y) ≍ GY ′(x∗, y). As
Lemma 3.13 gives GY ′(x
∗, y∗) ≍ r2/V (ξ, r), inequality (29) implies (25). This
completes the proof.
References
[1] H. Aikawa, Boundary Harnack principle and Martin boundary for a uni-
form domain, J. Math. Soc. Japan, 53 (2001), pp. 119–145.
[2] , Potential-theoretic characterizations of nonsmooth domains, Bull.
London Math. Soc., 36 (2004), pp. 469–482.
[3] H. Aikawa, T. Lundh, and T. Mizutani, Martin boundary of a fractal
domain, Potential Anal., 18 (2003), pp. 311–357.
[4] A. Ancona, Erratum: “Principe de Harnack a` la frontie`re et the´ore`me
de Fatou pour un ope´rateur elliptique dans un domaine lipschitzien” [Ann.
Inst. Fourier (Grenoble) 28 (1978), no. 4, 169–213; MR 80d:31006], in
Potential theory, Copenhagen 1979 (Proc. Colloq., Copenhagen, 1979),
vol. 787 of Lecture Notes in Math., Springer, Berlin, 1980, p. p. 28.
[5] , Sur la the´orie du potentiel dans les domaines de John, Publ. Mat.,
51 (2007), pp. 345–396.
[6] D. H. Armitage and S. J. Gardiner, Classical potential theory,
Springer Monographs in Mathematics, Springer-Verlag London Ltd., Lon-
don, 2001.
[7] Z. Balogh and A. Volberg, Boundary Harnack principle for sepa-
rated semihyperbolic repellers, harmonic measure applications, Rev. Mat.
Iberoamericana, 12 (1996), pp. 299–336.
[8] Z. Balogh and A. Volberg, Geometric localization, uniformly John
property and separated semihyperbolic dynamics, Ark. Mat., 34 (1996),
pp. 21–49.
[9] R. F. Bass and K. Burdzy, A boundary Harnack principle in twisted
Ho¨lder domains, Ann. of Math. (2), 134 (1991), pp. 253–276.
[10] R. M. Blumenthal and R. K. Getoor, Markov processes and potential
theory, Pure and Applied Mathematics, Vol. 29, Academic Press, New York,
1968.
[11] B. E. J. Dahlberg, Estimates of harmonic measure, Arch. Rational Mech.
Anal., 65 (1977), pp. 275–288.
34
[12] N. Eldredge and L. Saloff-Coste, Widder’s representation theorem
for symmetric local Dirichlet spaces. In preparation.
[13] M. Fukushima, Y. O¯shima, and M. Takeda, Dirichlet forms and sym-
metric Markov processes, vol. 19 of de Gruyter Studies in Mathematics,
Walter de Gruyter & Co., Berlin, 1994.
[14] A. Grigor’yan and L. Saloff-Coste, Dirichlet heat kernel in the ex-
terior of a compact set, Comm. Pure Appl. Math., 55 (2002), pp. 93–133.
[15] P. Gyrya and L. Saloff-Coste, Neumann and Dirichlet heat kernels
in inner uniform domains, Aste´risque, (2011), pp. viii+144.
[16] W. Hebisch and L. Saloff-Coste, On the relation between elliptic and
parabolic Harnack inequalities, Ann. Inst. Fourier (Grenoble), 51 (2001),
pp. 1437–1481.
[17] L. Ho¨rmander, Hypoelliptic second order differential equations, Acta
Math., 119 (1967), pp. 147–171.
[18] D. Jerison, The Poincare´ inequality for vector fields satisfying
Ho¨rmander’s condition, Duke Math. J., 53 (1986), pp. 503–523.
[19] D. Jerison and A. Sa´nchez-Calle, Subelliptic, second order differential
operators, in Complex analysis, III (College Park, Md., 1985–86), vol. 1277
of Lecture Notes in Math., Springer, Berlin, 1987, pp. 46–77.
[20] J. T. Kemper, A boundary Harnack principle for Lipschitz domains and
the principle of positive singularities, Comm. Pure Appl. Math., 25 (1972),
pp. 247–255.
[21] K. Kuwae, Y. Machigashira, and T. Shioya, Sobolev spaces, Lapla-
cian, and heat kernel on Alexandrov spaces, Math. Z., 238 (2001), pp. 269–
316.
[22] J. Lierl and L. Saloff-Coste, Parabolic Harnack inequality for time-
dependent non-symmetric Dirichlet forms. Submitted.
[23] , The Dirichlet heat kernel in inner uniform domains: local results,
compact domains and non-symmetric forms. Submitted.
[24] Z. M. Ma and M. Ro¨ckner, Introduction to the theory of (nonsymmet-
ric) Dirichlet forms, Universitext, Springer-Verlag, Berlin, 1992.
[25] O. Martio, Injectivity theorems in plane and space, Ann. Acad. Sci. Fenn.
Ser. A I Math., 4, pp. 383–401.
[26] U. Mosco, Composite media and asymptotic Dirichlet forms, J. Funct.
Anal., 123 (1994), pp. 368–421.
35
[27] A. Nagel, E. M. Stein, and S. Wainger, Balls and metrics defined by
vector fields. I. Basic properties, Acta Math., 155 (1985), pp. 103–147.
[28] L. Saloff-Coste, Aspects of Sobolev-type inequalities, vol. 289 of London
Mathematical Society Lecture Note Series, Cambridge University Press,
Cambridge, 2002.
[29] K.-T. Sturm, Analysis on local Dirichlet spaces. I. Recurrence, conserva-
tiveness and Lp-Liouville properties, J. Reine Angew. Math., 456 (1994),
pp. 173–196.
[30] , Analysis on local Dirichlet spaces. II. Upper Gaussian estimates for
the fundamental solutions of parabolic equations, Osaka J. Math., 32 (1995),
pp. 275–312.
[31] , On the geometry defined by Dirichlet forms, 36 (1995), pp. 231–242.
[32] , Analysis on local Dirichlet spaces. III. The parabolic Harnack in-
equality, J. Math. Pures Appl. (9), 75 (1996), pp. 273–297.
[33] J. Va¨isa¨la¨, Relatively and inner uniform domains, Conform. Geom. Dyn.,
2 (1998), pp. 56–88 (electronic).
[34] J. M. G. Wu, Comparisons of kernel functions, boundary Harnack prin-
ciple and relative Fatou theorem on Lipschitz domains, Ann. Inst. Fourier
(Grenoble), 28 (1978), pp. 147–167, vi.
36
