Two statistics are considered to test the population correlation for non-normally distributed bivariate data. A simulation study shows that both statistics control type I error rates well for left-tailed tests and have reasonable power performance.
Introduction
Bivariate data are data in which two variables are measured on an individual. If the variables are quantitative, a researcher may be interested in describing the relationship between them. One measure used to describe the strength of linear relation between two quantitative variables is the linear correlation coefficient, denoted by ρ.
The true relationship between two variables of interest is always unknown. Different estimators have been proposed for ρ and two of them are used frequently: (1) the Spearman Rank Order Correlation, which is used for ordinal data, and (2) the Pearson Product Moment Correlation, which is applied to interval and ratio data. The maximum likelihood estimator of ρ is the Pearson product-moment correlation coefficient. When the data is not bivariate normal and the sample size exceeds 10, the nonparametric Spearman rank correlation is useful. Little work has been done for cases when the distribution of the data is unknown and the sample size is relatively small.
The most popular ρ estimator is the Pearson Product Moment Correlation Coefficient, r, which is a biased point estimator for ρ, however, the bias is small when n (sample size) is large. Given two variables Y 1 and Y 2 , the statistic is: Researchers have done intensive work on the distribution of r when the population is bivariate normal (Fisher, 1915; Stuart & Ord, 1994) . It has been found that, when n = 2, the distribution of r can be regarded as an extreme case of a U-shaped distribution, for n = 3 the density is still U-shaped, but if n = 4 the distribution is uniform when ρ = 0 and J-shaped otherwise. For n > 4 the density function is unimodal and has increased skew as | ρ | increases, this follows from the fact that the mode moves with ρ and r. For any ρ, the distribution of r slowly tends to normality as n  ∞ (Stuart & Ord, 1994) .
When the population is bivariate normal and has equal variance, a test statistic (n-2) . Disadvantages of this test include the need for a relatively large sample or bivariate normal data and the ability to test only for ρ = 0. When the population is not bivariate normal and the sample size exceeds 10, a nonparametric statistic, the Spearman Rank Correlation Coefficient (Spearman), is typically used to measure the association between two variables when no transformation for the data can be found to approximate a bivariate normal distribution. Spearman, denoted by r s , is then defined as the ordinary Pearson product-moment correlation coefficient based on data ranking: R is the mean of the ranks of R i1 , i = 1,2,… n, and 2 R is the mean of the ranks of R i2 , i = 1,2,… n. Spearman can also be used to test the association between the two variables with the null hypothesis, H 0 , stating: there is no association between Y 1 and Y 2 . When sample size n, exceeds 10, the test statistic: 
can be used. r , and (2) the saddlepoint approximation, denoted r L . These methods are used on bivariate non-normal data sets with small sample sizes. The goal is to determine if either of the two methods is appropriate for hypothesis testing about the population correlation coefficient, specifically for bivariate non-normal data sets with a small sample size.
Fisher's Z-Transformation
The sampling distribution of r is complicated when ρ ≠ 0 even when the population is bivariate normal. and it tends to normality much faster than r. After standardizing, the statistic for Fisher's classical transformation is given by:
Saddlepoint Approximation Saddlepoint approximations were introduced by Daniels (1954) . However, computations of these approximations only recently became feasible with the availability of inexpensive computing power. In practice, statistical inference often involves test statistics with normal distributions, which are valid as sample sizes increase. For small sample size problems, these distributions tend to provide inaccurate results. Saddlepoint methods offer approximations that are accurate to a higher order than first-order approximations and their accuracy holds for extremely small sample sizes (Huzurbazar, 1999) . Saddlepoint approximations also provide good estimates to very small tail probabilities or to the density in the tails of the distributions.
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Using these equations, a non-normal random variable Y can be obtained by generating a standard normal variable Z and using the equation (5). Vale and Maurelli (1983) proposed generating multivariate non-normal random variables with a specified correlation structure based on Fleishman's method. For bivariate nonnormal random data, (Y 1 , Y 2 ) with desired coefficients of skewness and kurtosis, (γ 11 and γ 21 ) for Y 1 and (γ 12 and γ 22 ) for Y 2 , solutions to the system of equations (6) given in Fleishman's method must be found. Let Z 1 , Z 2 be two standard normal correlated variables. Y 1 and Y 2 can be calculated with the following equations: , and then using equation (7).
Simulation Description
Different values of skewness and kurtosis were chosen for the simulation study in order to reflect different population distributions. Four values of skewness, −3, −1, 1, 3 and three values of kurtosis, 3, 7, 25 were used, resulting in 78 possible pairs of populations. A relatively small sample size of 10 and a moderate sample size of 20 were used in the study and the test statistics r L and r F were investigated for type I error rates with left-tailed, right-tailed and two-tailed tests with the nominal levels of 0.01 and 0.05 for each sample.
Comparisons in the simulation study use r L and r F against three critical values, z α , t (n-2, α), and (z α +t (n-2, α) )/2, to draw conclusions. The simulation study has two parts: the type I error rate comparisons and the power study. The steps of the simulation are:
Data Generation: Steps (1) - (5) 1) Input the five population parameters: skewness and kurtosis for each of the two populations and the desired population correlation;
2) Solve the system of equations (6) Results using the t critical value achieve very good type I error rates for all of the distributions. The z critical value results in a few slightly inflated type I error rates and only by the saddlepoint approximation. The worst case found in the study, produced by the saddlepoint approximation, is for the pair populations with the same (skewness, kurtosis) = (3, 25) under ρ = 0.9 using α z as the critical point. The type I error rate for this case is 0.0688. However, after For the important case when ρ = 0, results show that both the r L and r F statistics control type I error rates using any of the three critical values at the 0.05 significance level. When the significance level is lowered to 0.01, some of the type I error rates using the z critical value are slightly inflated but within acceptable range. Surprisingly, Pearson controls the type I error rates better than the Spearman method. It performed very well for the 0.05 significance level; however, those involving a population with larger kurtosis are slightly inflated when the significance level is lowered to 0.01. Spearman has some slightly inflated type I error rates at both significance levels. Overall, it is fair to say that essentially all cases studied produced controlled type I error rates for the left-tailed test. Two-tailed type I error rates are shown in Table 4 . As expected, the results of the twotailed tests are more controlled than that of the right-tailed test. However, because the methods essentially failed for the right-tailed tests, they are not recommended to be used to perform a two-tailed test. Power Results Power results for both methods show reasonable rate of convergence to probability 1. As expected, the z critical values have higher power than the other two tests. (For complete simulation results, please contact the first author.) Conclusion This study proposed and examined two statistics, the saddlepoint transformation, r L , and Fisher's transformation, r F , for testing a correlation which may or may not be zero for any bivariate non-normal population. The simulation study indicates that the two statistics perform similarly. They both have very good robust performance for all the distributions studied when testing a left-tailed test; they maintain the type I error rates close to the nominal level and show reasonably good power.
The two statistics are not recommended for testing a right-tailed test or a two-tailed test unless the practitioner knows for certain that the populations have both small skewness and kurtosis. In these cases, the two test statistics with a t critical point can properly control the type I error rates.
The two statistics can also be used for testing H o : ρ = 0 versus any of the three possible alternative hypotheses. They control type I error rates better than the existing Pearson and Spearman t-tests. Because the two statistics are derived based on bivariate normal population, a sample size of at least 10 is recommended. 
