Abstract. The doubling and A∞ conditions are characterized in terms of convolution with rapidly decreasing kernels. The Carleson-measure criterion for A∞ of Fefferman, Kenig, and Pipher is extended to the case when all bounds become optimally small in the asymptotic limit.
Introduction
The doubling and A ∞ conditions that arise in many areas of mathematical analysis are usually defined in terms of mean values over simple compact sets, such as balls or cubes. The present paper formulates these conditions rather in terms of weighted averages over all of Euclidean space.
One reason to seek such formulations is briefly as follows. In their famous paper on Hardy spaces in R n , Fefferman and Stein [5] gave a square-function characterization of the space of functions of bounded mean oscillation: A function f = log w is in BMO(R n ) if and only if dμ(x, t) = |∇ x (log w * ϕ t )(x)| 2 t dxdt (1) is a Carleson measure on R n+1 + . (See §2 below for the necessary definitions; here ϕ is a Schwartz function, such as the Gaussian, and ϕ t (x) = t −n ϕ(t −1 x) gives its mass-preserving dilation.) In studying perturbation theory for divergence-form elliptic partial differential equations and, in particular, in seeking perturbation conditions that preserve the solvability of the Dirichlet problem with L p boundary data, Fefferman, Kenig, and Pipher [6] obtained a related square-function criterion: A doubling weight w is in A ∞ on R n if and only if dµ(x, t) = |∇ x log(w * ϕ t )(x)| 2 t dxdt (2) is a Carleson measure. Note that the quantities (1) and (2) differ only in the order in which the logarithm is taken and the convolution formed. While commuting these two processes is generally not permissible, the result of [6] shows that for A ∞ weights it is. This is in accord with one of the standard formulations of A ∞ : A weight is in this class exactly when the difference between the logarithm of its mean value and the mean value of its logarithm is uniformly bounded over all balls.
Unlike the earlier result in [5] , the proof of the latter theorem in [6] does not immediately yield an estimate for the Carleson norm of dµ in terms of the BMO norm of log w (or the A ∞ bound of w).
1 That the characterization of A ∞ in [6] nevertheless carries over to the so-called "asymptotic case," in which all bounds approach their optimal values over small scales, is the main result here. While the statement of this result is but a modest refinement of the theorem in [6] , its proof turns out to be surprisingly subtle; the challenge we repeatedly encounter is keeping the various constants of inequality that arise close to their smallest possible values. As a by-product of these efforts to obtain a quantitative Carleson-measure characterization of A ∞ , we shall also make several new observations about the doubling condition.
For an excellent account of the links between such square functions as appear in (2) , regularity theory for elliptic PDEs, quasiconformal mappings, and the classical theory of a.e. differentiability of real functions in several variables, see the introduction to [6] . Without further ado, we now present the definitions that will allow us to make precise the results sketched above.
Preliminaries
For reference, we record here the notation that is used throughout this work. The symbol |E| denotes the Lebesgue measure of the set E in R n . The Lebesgue integral of the function f over E is written E f or E f dx; if the region of integration is not shown, it is understood to be all of R n . When 0 < |E| < ∞, the symbol f E represents the mean value of f over E; that is, f E = ( E f)/|E|. The Schwartz space of rapidly decreasing functions is denoted S.
A weight is any non-negative, locally integrable function on R n . The symbol w(E) denotes the mass of E under the weight w, i.e., w(E) = E w dx. The r-fold concentric dilate of a ball B is written rB; the double of B is 2B. The measure of the unit ball B 1 (0) in R n is ω n . The letter χ is reserved for the normalized characteristic function of the unit ball, i.e., χ(x) is 1/ω n when x ∈ B 1 (0) and is 0 otherwise. The (mass-preserving) dilation of an integrable function ϕ to scale t is defined by the rule ϕ t (x) = t −n ϕ(t −1 x). To simplify notation, we shall consistently suppress the spatial variable x in estimates that hold uniformly over all of R n . Let us now recall the definitions of four key concepts: doubling, the A ∞ condition, the space BMO, and Carleson measures. We shall first consider the basic form of each of these and then the respective asymptotically optimal variant.
Doubling.
A weight w is doubling if its average over each ball is (uniformly) comparable to its average over the concentric double of that ball; that is, if there is some constant C such that
uniformly over all balls B. The smallest C for which (3) is valid is termed the doubling constant of w and is denoted Db(w). Note that if Db(w) = 1, then w is a.e. constant. The collection of all doubling weights is written Db.
1 The argument in [5] shows that the Carleson norm of dμ in (1) is equivalent to log w 2 * , the square of the BMO norm of log w. The local form of this says that log w ∈ VMO if and only if dμ is a Carleson measure, with vanishing trace. Once again, see the next section for the relevant definitions.
We call a weight asymptotically doubling (see [11] and the references cited there) if its doubling behavior becomes optimal over small scales. More precisely, we write w ∈ Db as if both w ∈ Db and the ratio of its averages of over every pair of sufficiently small balls, each of which is contained in the double of the other, is arbitrarily close to 1.
There is a simple continuity criterion for doubling which will prove very useful in the sequel. While w(rB) → w(B) as r → 1 for every weight w, this convergence of differences can be converted to a convergence of ratios precisely when w ∈ Db.
Lemma 1.
A weight w is doubling if and only if w(rB)/w(B) → 1, as r → 1, uniformly over all balls B. When this holds, the convergence occurs at a rate that depends only on the doubling constant Db(w).
See [2] or [11] for a proof; a related result in [3] applies in the general setting of doubling measures on homogeneous spaces.
The A ∞ condition. Next, a weight satisfies the A ∞ condition (see [4] and [12] ) if its mass is "fairly" distributed not just over a ball and its central half (as in the case of doubling), but over all subsets of the ball of half its measure; more precisely, we write w ∈ A ∞ if there are constants α and β, both less than 1, such that w(E)/w(B) < β whenever |E|/|B| < α.
(Here E is an arbitrary Borel subset of the ball B.) This scale-invariant form of absolute continuity has many equivalent formulations; the one of chief interest to us is the following: A weight is in A ∞ just in case its arithmetic and geometric means are uniformly comparable over all balls.
2 In other words, there is a constant C for which 1
over all balls B. If, in addition, the constant C can be taken arbitrarily close to 1 for all sufficiently small balls, then we say that w is asymptotically absolutely continuous and we write w ∈ A ∞,as .
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The space BMO. Third, a real-valued, locally integrable function f has bounded mean oscillation if the quantity
is finite, and the set of all such functions is written BMO. The corresponding asymptotic variant of BMO is termed VMO, for the space of functions of vanishing mean oscillation. This requires not only that the quantity f * be bounded, but also that the supremum in (5) be arbitrarily close to 0 when measured over all sufficiently small balls. BMO serves as a replacement for L ∞ in many contexts of harmonic analysis, and VMO plays within BMO a role analogous to that of the bounded, uniformly continuous functions in L ∞ (see [15] ). What relations exist among these conditions? It is well-known, for example, that every A ∞ weight is doubling and that its logarithm is in BMO (see [7] ). Sharp asymptotic versions of these statements are derived in [11] and can be summarized qualitatively in the following form: Lemma 2. Every weight in A ∞,as is also in Db as and its logarithm is in VMO.
Combined with the fundamental inequality of John and Nirenberg [10] , this result shows that the logarithm of a weight is in VMO if and only if some positive power of the weight is in A ∞,as . Our aim here is to give another characterization of A ∞,as . Before doing so, however, we must give one final definition.
Carleson measures. A non-negative Borel measure
is bounded over all balls B, where T (B) denotes the cylinder B × 0, radius(B) in R n+1 + ; the smallest bound is likewise termed the Carleson norm of µ. If this bound can also be taken arbitrarily small for all small balls B, then we say that µ has vanishing trace (see [13] ).
The main result
Our point of departure is a theorem of Fefferman, Kenig, and Pipher.
Basic Theorem ([6] ). Suppose that ϕ ∈ S, ϕ ≥ 0, and ϕ > 0. Let ψ = ∇ϕ. A weight w is in A ∞ if and only if it is doubling and
is a Carleson measure on R n+1 + . That this Carleson-measure characterization of A ∞ in the presence of doubling carries over to the asymptotic setting is our main result. 
Outline of the proof
Following the argument in [6] , we shall focus on the special case when ϕ is the Gaussian, i.e., ϕ(x) = π −n/2 e −|x| 2 , normalized so that ϕ = 1. In this setting, the heat extension u of a function w on R n is the latter's convolution with this Gaussian ϕ, namely
The theorem then takes the following special form: Theorem 2 (Gaussian special case). Let u be the heat extension of a doubling weight w, as above. Set By the translation invariance of the definitions of A ∞,as , Db, and h, it suffices to consider only balls centered at the origin. Let h(s) henceforth be the integral in (8) evaluated at y = 0, i.e.,
As in [6] , we can use the heat operator H = D t − and the divergence theorem to split the integral defining h into two parts. Since u(x, t) = w * ϕ √ t (x), then
Here n x = x/|x|, the outer unit normal to the boundary at the point x.
Let us pause for a moment to compare the two terms, h 1 and h 2 . The integrand of the first of these features the ratio of w to its Gaussian average at scale s; the integral h 1 (s) is then the mean value of the logarithm of this ratio over a ball of radius s. Modulo the reversal of averaging and taking the logarithm, the integral h 1 (s) is thus a comparison of the averages of w over two different positive kernels, the Gaussian and the characteristic function of the unit ball. By contrast, the integrand of h 2 (s) is the ratio of the average of w with respect to a kernel of integral zero (the normal derivative of the Gaussian) to its average with respect to a positive kernel (the Gaussian itself).
This difference will be crucial in the proof. Indeed, in the following pages, we shall show that the boundary integral h 2 (s) vanishes with s when w is merely asymptotically doubling; on the other hand, for the dominant term h 1 (s) to vanish, we shall need the much stronger condition that w is in the class A ∞,as .
The argument breaks down into three steps.
The first two of these combine to give the necessity of the condition (9) in the theorem, while the last will be used to show its sufficiency. We now address each of these claims in turn.
Necessity
As noted above, the integrand of the leading term h 1 of the Carleson norm is, in principle, the logarithm of the ratio of the Gaussian and standard averages of w.
To show that the integral h 1 is small, we aim to show that this ratio is near 1.
Colloquially, we must first "cut off the tail" of the Gaussian and then "flatten out the bumps." That is, we must first pass from the full heat kernel to a truncated version and then, in turn, to the characteristic function of a ball. The challenge is to accomplish both tasks while insuring that the ratios of the interchanged quantities remain close to 1. Each task will be addressed in a separate lemma.
For later purposes (Steps II and III), we choose to state the results for kernels somewhat more general than the Gaussian. The convolution kernels ϕ we shall consider are non-negative, non-trivial (i.e., ϕ > 0), continuous, and rapidly decreasing functions on R n ; the last condition means that for each non-negative integer N there is a constant A N such that
For brevity, we denote by K the set of such kernels.
5.1. Truncation of convolution kernels. Our first lemma shows that "cutting off the tail" of a non-compactly-supported kernel has a negligible effect on the averages of a doubling weight. To state the result, let ϕ (T ) denote the truncation of a kernel ϕ at radius T , i.e.,
and let ϕ (T ) t denote the usual, mass-preserving dilate of ϕ (T ) at scale t (observe that truncation occurs before dilation).
Lemma 3. Suppose that
uniformly over all positive t.
Proof. The ratio (w * ϕ (T ) t )/(w * ϕ t ) is no larger than 1, since w ≥ 0 and ϕ (T ) ≤ ϕ. The assertion here is rather that this ratio is not much smaller than 1 for large T . If we only use the doubling constant Db(w) and the decay properties of ϕ, then it suffices to show this solely for convolutions formed about the origin at scale t = 1.
Divide R n into dyadic rings: For T larger than 1 and k = 0, 1, 2, . . . , let
. Since ϕ decreases rapidly and w doubles over consecutive rings-that is, there is a constant C depending only on Db(w) such that
The last series is summable for large N , hence
for some constant C w = C w Db(w), ϕ, N .
To complete the proof, insert the kernel ϕ back into the integral on the right-hand side of (11); this is possible with a further application of doubling. Indeed, suppose ϕ(−x 0 ) > 0 at some point −x 0 . Continuity implies that ϕ is strictly positive in some neighborhood of this point: say, ϕ(−x) > a > 0 when |x − x 0 | < b < 1. Then, by repeated doubling, (11) and (12) combine to yield
which is the desired estimate.
Doubling in terms of general kernels.
Let us now define the classes Db ϕ and Db ϕ,as on the model of the doubling and asymptotically doubling conditions. We use the notation T λ for the operator of translation by λ, i.e., T λ ϕ(x) = ϕ(x − λ). If ϕ ∈ K, then Db ϕ is the set of all weights w for which there is some constant C such that
uniformly over all positive t; denote the smallest bound C by Db ϕ (w). If, in addition, both
w * ϕ ρt w * ϕ t and sup |λ|≤1 w * (T λ ϕ) t w * ϕ t approach 1 as t → 0, then we write w ∈ Db ϕ,as . Note that these are exactly the defining conditions for Db and Db as when the kernel ϕ is replaced by χ, the normalized characteristic function of the unit ball. Since the truncation of a kernel in K looks much like χ, we might expect from the previous lemma that the classes Db and Db ϕ coincide, and perhaps even that their asymptotic versions Db as and Db ϕ,as agree. For kernels that resemble the Gaussian, we shall ultimately see that this is the case. The prior lemma provides the first step toward the proof of this result.
Proof. Use the lemma to pick T such that (w * ϕ t )/(w * ϕ
is both strictly positive on some ball and bounded over the ball B T (0) containing its support, then the doubling property of w insures that c −1 ≤ (w * ϕ
t )/(w * χ t ) ≤ c, for some constant c = c Db(w), ϕ . Take C = 2c.
Under a mild additional assumption, the converse is also true. Proof. Note first that, when a weight w ∈ Db ϕ , its mean values grow at most polynomially: There is a large number M = M Db ϕ (w) and a constant C such that w * χ rt ≤ Cr M w * ϕ t , for r ≥ 1. (13) Indeed, suppose that χ ≤ ϕ; this represents no loss of generality, as ϕ can otherwise be replaced by a scalar multiple of a suitable dilate of itself. Iterating the Db ϕ condition then shows that
which gives (13), with M = log 2 Db ϕ (w). Now break up the region of integration for w * ϕ t into large rings of size 2 j r and use the rapid decay of ϕ and the bound (13) . With A = A 2M+n from (10), then
Choose r = R to be a power of 2 so large that the bracketed term is less than 1/2. Then
. This means that (w * χ 2t )/(w * χ t ) is uniformly bounded, i.e., w ∈ Db.
The last results guarantee the equivalence of the mean values and Gaussian averages of every doubling weight. We next wish to establish that this equivalence carries over to the asymptotic setting. To do so, we shall first prove a technical result that shows how modest dilations and translations of a positive kernel have only a negligible effect on the averages of a doubling weight (compare Lemma 1). This result will also prove essential in the final step of the main theorem.
Lemma 6. Suppose that ϕ ∈ K and that
and
uniformly for all positive t.
Proof. By Lemma 3, it suffices to show (14) for the truncated kernel ϕ (T ) in place of ϕ. By translation and dilation invariance, it further suffices to work at scale t = 1 and position x = 0. That is, we wish to show, for fixed T , that the ratio
ρ (0) w * ϕ (T ) (0) approaches 1 at a rate that depends only on ϕ and the doubling constant of w.
Since ϕ (T ) has compact support, we can hope to relate this to the corresponding unweighted result, the "flat" case of averages over balls. In particular, as w is doubling, its mass over a ball differs negligibly from its mass over small dilates of the ball; that is, by Lemma 
Since the kernel ϕ (T ) is uniformly continuous and strictly positive on its support (by the assumed positivity of ϕ), then α (T ) (ρ) → 1 as ρ → 1 + . Hence,
The second integral II is small. In fact, as all the values of ϕ are comparable on B T (0) (again, by the assumptions on ϕ), the ratio
is finite for each T . Pull the largest value of ϕ (T ) out of the integral II, use (16), and re-insert ϕ (T ) back into the integral by dividing by its smallest value. Then
Combining the estimates for I and II yields lim sup
The corresponding bound from below and the translation result (15) follow similarly.
Leveling of convolution kernels.
The next result gives the "flattening out the bumps" procedure alluded to earlier; it allows us to swap χ for the convolution kernel ϕ in the asymptotic setting.
Lemma 7.
Suppose that ϕ ∈ K, ϕ > 0, and ϕ = 1. If w ∈ Db as , then
The same conclusion holds when w ∈ Db ϕ,as .
Proof. We shall often have occasion to state that the ratio between two quantities is close to 1. For notational convenience, let us write
for the assertion that
Quantities X and Y that satisfy this will be said to be ε-comparable. Suppose that ϕ is given and that w ∈ Db as . Fix a small, positive ε. Use Lemma 3 to find a truncation radius T such that
uniformly over all (x, t) in R n+1 + ; suppose, in addition, that T is so large that (1 + ε) −1 < ϕ (T ) ≤ 1. Next, use the argument of Lemma 6 to choose a number ρ just smaller than 1 so that
Furthermore, suppose ρ is so close to 1 that there is a small, positive r such that
for all x in R n ; this is possible because ϕ (T ) is strictly positive and uniformly continuous over its support B T (0). Convert (24) to scale t and combine it with the previous estimates (22) and (23). Then
+ . This last term may be written
which has the form of an average of an average.
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To this point, the argument has been scale-invariant. At small scales t, however, the first factor in the last integrand is nearly constant over the (bounded) region of integration. Indeed, since w ∈ Db as , then
uniformly for all y in B T t (x), when t is sufficiently small. Since ϕ (T ) t ≤ 1, inserting (25) into the integrand leads to the conclusion that
when t is small. This is one half of (21). For the opposite inequality, find a ρ just larger than 1 and a small, positive r such that
Use this in place of (24) and invoke (22) and (23) once more. It follows that
and a similar analysis, coupled with the estimate ϕ We now summarize the results in this section.
Theorem 3. If ϕ is positive, continuous, and rapidly decreasing, then
Db = Db ϕ and Db as = Db ϕ,as .
Control of the leading term (
Step I). Let us now return to considering the main term in the estimate of the Carleson norm, namely
Recall that u(x, s 2 ) = w * ϕ s (x), with ϕ the normalized Gaussian. Suppose that w ∈ Db as . The Gaussian satisfies all the conditions of Lemma 7, so that
uniformly over all x in R n . Moreover, as a consequence of asymptotic doubling,
In sum,
Therefore, if w ∈ A ∞,as , then lim s→0 h 1 (s) = 0, completing the proof of Step I.
Control of the secondary term (Step II).
The lateral boundary term in the estimate of the Carleson norm is given, after a change of variables, by
As noted, the kernel (∇ϕ) t · n x implicit in the numerator of the integrand has integral zero over R n for each fixed x. The normal vector n x fixes a hyperplane through the origin that divides this kernel into its regions of positive and negative values. In order to obtain results analogous to those for the positive kernels discussed in the previous section, we shall treat each of these half-spaces separately. On account of the rotational invariance of the doubling condition, we may restrict our attention, without loss of generality, to the case when n x is e 1 , the unit vector in the positive x 1 -direction. Accordingly, let us set
with the constant k = 2π
(1−n)/2 chosen so that φ = 1. We wish to compare the averages of an asymptotic doubling weight w formed withφ to those formed with χ, that is, to the standard mean values of w over balls. How much of the previous analysis of Sections 5.1-5.3 applies toφ? Well, sinceφ is continuous and rapidly decreasing, the truncation result (Lemma 3) holds directly as stated forφ. But sinceφ is not positive, Lemmas 6 and 7 do not on the surface seem to apply. If we examine the proofs of these latter two lemmas, however, we find that positivity enters only at three points: the convergence of the quantity α (T ) (ρ) defined in (17) to 1 as ρ approaches 1 from above; the finiteness of the quantity β (T ) defined in (19); and the possibility of finding a ρ close to 1 and a small, positive r such that (24) and (26) hold. We now show how to modify the arguments involved at each of these three points 6 to obtain versions of Lemmas 6 and 7 valid forφ.
First modification. The first point requires only a minor adjustment: Simply replace the references to "|x| < T " in the proof of Lemma 6 by "|x| < T, x 1 > 0." For with
then the argument of Lemma 6 yields an estimate analogous to (18), namely that
Second modification. Here, as well, only minor changes are needed to the argument of Lemma 6 to get around the difficulty thatφ (T ) (x) becomes arbitrarily small near {x 1 = 0}. Fix a large truncation radius T and set
The task is then to show that II = o(1) w * φ (T ) (0), as ρ → 1 + . Choose a ball B within B T (0) where the kernelφ (T ) is strictly positive, say the ball with radius 1 and center (2, 0, . . . , 0) on the x 1 -axis. Then the argument leading to (20) yields
In the last line, the first factor is bounded due to the choice of B and the second thanks to the doubling property of w; the third vanishes as ρ → 1 + , and the fourth can be increased by expanding the region of integration from B to B T (0). Altogether, the right-hand side is then o(1) w * φ (T ) (0), which is the desired result.
Third modification. The proof of Lemma 7 carries over toφ (T ) save in one place: The bounds (24) and (26) are not valid for points x near the plane {x 1 = 0}. A substitute for (24), however, is provided by the upper bound
where ξ (r0,T ) denotes the characteristic function of the thin n-dimensional interval
n−1 and χ retains its previous meaning as the normalized characteristic function of the unit ball. By choosing the parameters r and r 0 carefully, we shall see that the extra term on the right-hand side of (30) introduces only a neglible error. The details are as follows.
Fix ε and let the truncation radius T and the dilation factor ρ be chosen so large, respectively, so close to (and just smaller than) 1, that the estimates (22) and (23) are valid forφ in place of ϕ; we have just argued that this is possible. Doubling insures that a suitably thin slice of the cube [−2T, 2T ] n near the plane {x 1 = 0} has small mass relative to that of the whole cube: There exists a small width r 0 , depending only on T and Db(w), such that
Since the unit ball comprises a substantial share (for fixed T ) of [−2T, 2T ] n , then another application of doubling allows us to re-write the last estimate as
Now, on the one hand, asφ (T ) is strictly positive and uniformly continuous on B T (0) ∩ {x 1 > r 0 }, it is possible to find r smaller than r 0 such that the original upper bound (24) holds forφ (T ) away from the critical plane {x 1 = 0}:
Near this plane (say, when |x 1 | ≤ 2r 0 and |x| ≤ ρT ), on the other hand, the kernelφ
is dominated by ξ (r0,T ) , sinceφ is bounded and ρ is near 1. These last two observations combine to yield (30), for a suitable constant c 1 . Proceeding as in the proof of Lemma 7, we then find, for small t, that
This is the desired result. The converse estimate follows similarly, with the lower boundφ
(for ρ just larger than 1) serving in place of (26).
As a result, the conclusions of all the lemmas in question hold forφ. 7 In particular, we can re-state Lemma 7 in this context as follows:
Lemma 8. Letφ be as in (29) . If w ∈ Db as , then
We now apply this to the analysis of h 2 (s). In terms ofφ, the numerator in the integrand of h 2 can be written as a difference,
for τ (x) the rotation that maps e 1 into n x . Since the class Db as is rotationinvariant, then the preceding lemma implies that the two terms in the difference are ε-comparable at all sufficiently small scales, when w ∈ Db as . That is, given any small ε, we can find δ such that if 0 < t < s < δ, then
Hence the numerator in (28) is small:
whenever |x| = s and 0 < t < s < δ. As for the denominator in (28), Lemma 7 shows that
uniformly over all x in R n . Thus, the integrand of h 2 (s) is pointwise no larger than C ε, so that h 2 (s) ≤ C ε, provided only that s is sufficiently small. Therefore,
which completes the proof of Step II and of the necessity of condition (9) in Theorem 2.
Sufficiency
Our aim is now to prove the implication
This gives the sufficiency of (9) in the theorem. For when w ∈ Db as , then (27) and (34) Proving this implication is rather complex, however; we begin with a few preliminary observations. The Carleson-measure condition that we here assume, namely lim s→0 h(s) = 0, is an averaged form of the statement that
Note that the key to our analysis so far has been a careful study of terms of precisely this sort: the ratio of the average of a weight w with respect to a kernel of integral zero to its average with respect to a non-negative kernel. Under the assumption that w is a doubling weight and that the Carleson measure based on (35) has vanishing trace, our goal is now to show that w is asymptotically doubling. Fortunately, this goal can also be formulated by means of a similar ratio of averages. Indeed, since Db as = Db ϕ,as by Theorem 3, the statement w ∈ Db as means exactly that
uniformly for all dilation factors ρ in [1/2, 2] and all translations by a vector λ within the unit ball. Set ψ (λ,ρ) = ϕ − (T λ ϕ) ρ . Then ψ (λ,ρ) = 0, and the last condition becomes the requirement that
uniformly over the indicated range of λ and ρ.
The crux of the remainder of this section is the passage from (35) to (36), that is, from ∇ϕ to ψ (λ,ρ) . As in much of Littlewood-Paley theory, the underlying principle we shall invoke is that one sufficiently smooth kernel with integral zero is as good as any other.
6.1. A decomposition lemma. The first lemma begins this "change-of-kernel" procedure. It decomposes the Fourier transform of a Schwartz function into its smooth components of various dyadic frequencies. 8 To shorten the statement of our results, we introduce some notation for certain special classes of Schwartz functions. Let S 0 = {ψ ∈ S : ψ = 0, ψ ≡ 0} and S + = {ϕ ∈ S : ϕ ≥ 0, ϕ > 0}. For any finite collection F = { · α,β } of seminorms on S, let f F = sup{ f α,β : · α,β ∈ F} and S F = {f ∈ S : f F ≤ 1}. 
For the proof, see Stein [17, pp. 93-94].
6.2. Primitives of Schwartz functions. To be able to apply this result fruitfully, we shall need to decompose not the zero-integral kernels themselves (say, ∇ϕ or ϕ 1 − ϕ 2 ) in terms of ϕ, but rather their "primitives." The next lemma shows how this is possible; it states that the divergence operator has a right inverse defined on S 0 , the set of all Schwartz functions with integral zero.
Lemma 10. There exists a continuous, linear map
Proof. The one-variable case is easy. Given Ψ in S 0 , let Φ(x) = 
for constants {C N } that depend only on the Schwartz-seminorms of Ψ. But, by assumption, there are constants {A N } such that |Ψ(x)| ≤ A N+1 (1 + |x|) −(N +1) ; when x ≤ 1, the estimate (38) follows immediately from this by integration. We can obtain the same estimate when x > 1 by integrating from the right, noting that Ψ = 0; for then Φ(x) = − ∞ x Ψ(s) ds. The construction is slightly trickier in higher dimensions, since the analogues of the one-variable "antiderivatives" of a function in S 0 need not lie in S. To counteract this, we introduce a C ∞ cut-off function ζ on R; we require that ζ(x) = 0 when x ≤ −1 and that ζ(x) = 1 when x ≥ 1.
The construction in R 2 is already typical. 9 Suppose that Ψ is in S(R 2 ) and that
A further calculation (as in the one-variable case, separately for x → −∞ and x → ∞) shows that Φ (1) itself is a Schwartz function. Define I(Ψ) = (Φ (1) , Φ (2) ); continuity follows as in the one-variable case.
6.3. Change-of-kernel estimates. We can use the last results to change from one kernel with integral zero to another in the numerator of (35). We show this first in the uniform setting, then for Carleson measures. Proof. By translation and dilation invariance, it suffices to consider only averages centered at the origin and at scale t = 1. For brevity, let us abbreviate the supremum on the right-hand side of (39) by ν(t). Let F be the family of seminorms { x α f (x) ∞ : |α| ≤ N}, for some N = N(w, ϕ) to be specified below. Let F 0 be the larger family of seminorms whose existence is guaranteed by Lemma 9. Finally, let F 1 be a still larger family with the following property: There is a constant K such that if Ψ ∈ S F1 and Ψ = 0, then Ψ is the divergence of an n-tuple Φ, each of the components of which is K times an element in S F0 . (The existence of such a family F 1 follows from the continuity of I in Lemma 10.) It thus suffices to show (39) in the special case when Ψ = D j Φ, where Φ is a function in S F0 and j is a fixed index between 1 and n. By Lemma 9, each such Φ can be decomposed as a sum Φ = ∞ k=0 η (k) * ϕ 2 −k , with η (k)
As the last integrand features the convolution of w with a non-negative kernel, it is now possible to exploit the doubling behavior of w. To do so, we can once again split up the region of integration dyadically: Let R l = B 2 l (0) \ B 2 l−1 (0) and R 0 = B 1 (0). Since w ∈ Db and ϕ ∈ K, then w ∈ Db ϕ . So there is a constant C = C Db(w), ϕ such that w * ϕ 2 −k (x) ≤ C k+2l+1 w * ϕ(0), when x ∈ R l ; in fact, w * ϕ 2 −k (x) ≤ C k+l w * ϕ 2 l (x) ≤ C k+l+1 w * ϕ 2 l (0) ≤ C k+2l+1 w * ϕ(0). We also need a variant of this result in an averaged form. 
