Let α be the maximal value such that the product of an n × n α matrix by an n α × n matrix can be computed with n 2+o(1) arithmetic operations. In this paper we show that α > 0.30298, which improves the previous record α > 0.29462 by Coppersmith (Journal of Complexity, 1997). More generally, we construct a new algorithm for multiplying an n × n k matrix by an n k × n matrix, for any value k = 1. The complexity of this algorithm is better than all known algorithms for rectangular matrix multiplication. In the case of square matrix multiplication (i.e., for k = 1), we recover exactly the complexity of the algorithm by Coppersmith and Winograd (Journal of Symbolic Computation, 1990).
I. INTRODUCTION
Matrix multiplication is one of the most fundamental problems in computer science and mathematics. Besides the fact that several computational problems in linear algebra can be reduced to the computation of the product of two matrices, the complexity of matrix multiplication also arises as a bottleneck in a multitude of other computational tasks (e.g., graph algorithms). The standard method for multiplying two n × n matrices uses O(n 3 ) arithmetic operations. Strassen showed in 1969 that this trivial algorithm is not optimal, and gave a algorithm that uses only O(n 2.808 ) arithmetic operations. This has been the beginning of a long story of improvements that lead to the upper bound O(n 2.376 ) by Coppersmith and Winograd [9] , which has been recently further improved to O(n 2.3727 ) by Vassilevska Williams [23] . A slightly weaker improvement has also been found by Stothers [21] . Note that all the above complexities refer to the number of arithmetic operations involved, but naturally the same upper bounds hold for the time complexity as well when each arithmetic operation can be done in negligible time (e.g., in poly(log n) time).
Finding the optimal value of the exponent of square matrix multiplication is naturally one of the most important open problems in algebraic complexity. It is widely believed that the product of two n × n matrices can be computed with O(n 2+ ) arithmetic operations for any constant > 0. Several conjectures, including conjectures about combinatorial structures [9] and about group theory [6] , [5] , would, if true, lead to this result (see also [1] for recent work on these conjectures). Another way to interpret this open problem is by considering the multiplication of an n × m matrix by an m × n matrix. Suppose that the matrices are defined over a field. For any k > 0, define the exponent of such a rectangular matrix multiplication as follows:
where C(n, n, n k ) denotes the minimum number of arithmetic operations needed to multiply an n × n k matrix by an n k ×n matrix. Note that, while the value ω(1, 1, k) may depend on the field under consideration, it is known that it can depend only on the characteristic of the field [20] . Define ω = ω(1, 1, 1) and α = sup{k |ω(1, 1, k) = 2}. The value ω represents the exponent of square matrix multiplication, and the value α essentially represents the largest value such that the product of an n × n α matrix by an n α × n matrix can be computed with O(n 2+ ) arithmetic operations for any constant . Since ω = 2 if and only if α = 1, one possible strategy towards showing that ω = 2 is to give lower bounds on α. Coppersmith [7] showed in 1982 that α > 0.172. Then, based on the techniques developed in [9] , Coppersmith [8] improved this lower bound to α > 0.29462. This is the best lower bound on α known so far.
Except for Coppersmith's work on the value α, there have been relatively few algorithms that focus specifically on rectangular matrix multiplication. Since it is well known (see, e.g, [16] ) that multiplying an n × n matrix by an n × m matrix, or an m × n matrix by an n × n matrix, can be done with the same number of arithmetic operations as multiplying an n × m matrix by an m × n matrix, the value ω (1, 1, k) represents the exponent of all these three types of rectangular matrix multiplications. Note that, by decomposing the product into smaller matrix products, it is easy to obtain (see, e.g, [16] ) the following upper bound:
Lotti and Romani [16] obtained nontrivial upper bounds on ω(1, 1, k) based on the seminal result by Coppersmith [7] and on early works on square matrix multiplication. Huang and Pan [12] showed how to apply ideas from [9] to the rectangular setting and obtained the upper bound ω(1, 1, 2) < 3.333954, but this approach did not lead to any upper bound better than (1) for k ≤ 1. Ke, Zeng, Han and Pan [15] further improved Huang and Pan's result to ω(1, 1, 2) < 3.2699, by using again the approach from [9] , and also reported the upper bounds ω(1, 1, 0.8) < 2.2356 and ω(1, 1, 0.5356) < 2.0712, which are better than those obtained by (1) . Their approach, nevertheless, did not give any improvement for the value of α.
The results [8] , [12] , [15] , [21] , [23] are all obtained by extending the approach by Coppersmith and Winograd [9] . Informally, the idea is to start with a basic construction (some small trilinear form), and then exploit general properties of matrix multiplication to derive an upper bound on the exponent ω from this construction. The main contributions of [9] consist of two parts: the discovery of new basic constructions and the introduction of strong techniques to analyze them. In their paper, Coppersmith and Winograd actually present three algorithms, based on three different basic constructions. The first basic construction (Section 6 in [9] ) is the simplest of the three and leads to the upper bound ω < 2.40364. The second basic construction (Section 7 in [9] ), that we will refer in this paper as F q (here q ∈ N is a parameter), leads to the upper bound ω < 2.38719. The third basic construction (Section 8 in [9] ) is F q ⊗ F q , the tensor product of two instances of F q , and leads to the improved upper bound ω < 2.375477. The algorithms for rectangular matrix multiplication [8] , [12] , [15] already mentioned use a similar approach. Huang and Pan [12] obtained their improvement on ω(1, 1, 2) by taking the easiest of the three constructions in [9] and carefully modifying the analysis to evaluate the complexity of rectangular matrix multiplication. Ke, Zeng, Han and Pan [15] obtained their improvements similarly, but by using the second basic construction from [9] (the construction F q ) instead, which lead to better upper bounds. In order to obtain the lower bound α > 0.29462, Coppersmith [8] relied on a more complex approach: the basic construction considered is still F q , but several instances for distinct values of q are combined together in a subtle way in order to keep the complexity of the resulting algorithm small enough (i.e., not larger than n 2+o(1) ).
Besides the fact that a better understanding of ω(1, 1, k) gives insights into the nature of matrix multiplication and ultimately may help showing that ω = 2, fast algorithms for multiplying an n × n k matrix by an n k × n with k = 1 have also a multitude of applications. Typical examples not directly related to linear algebra include the construction of fast algorithms for the all-pairs shortest paths problem [2] , [18] , [25] , [28] , [29] , the dynamic computation of the transitive closure [11] , [19] , finding ancestors [10] , detecting directed cycles [26] . Rectangular matrix multiplication has also been used in computational complexity [17] , [24] , and to speed-up sparse square matrix multiplication [3] , [14] , [27] or tasks in computational geometry [13] , [14] . Obtaining better upper bounds on ω(1, 1, k) would thus reduce the asymptotic time complexity of algorithms in a wide range of areas. We nevertheless stress that such improvements are only of theoretical interest, since the huge constants involved in the complexity of fast matrix multiplication usually make these algorithms impractical.
A. Statement of our results
In this paper we construct new algorithms for rectangular matrix multiplication, by taking the tensor power F q ⊗ F q as basic construction and analyzing this construction in the framework of rectangular matrix multiplication. We use these ideas to prove that ω(1, 1, k) = 2 for any k ≤ 0.30298, as stated in the following theorem.
Theorem 1. For any value k ≤ 0.30298, the product of an n × n k matrix by an n k × n matrix can be computed with O(n 2+ ) arithmetic operations for any constant > 0.
More generally, we present an algorithm for multiplying an n × n k matrix by an n k × n matrix, for any value k. We show that the complexity of this algorithm can be expressed as a (nonlinear) optimization problem, and use this formulation to derive upper bounds on ω (1, 1, k) . Table I shows the bounds we obtain for several values of k. The bounds obtained for 0 ≤ k ≤ 1 are represented in Figure 1 as well. The results of this paper can be seen as a generalization of Coppersmith-Winograd's approach to the rectangular setting. In the case of square matrix multiplication (i.e., for k = 1), we recover naturally the same upper bound ω(1, 1, 1) < 2.375477 as the one obtained in [9] . Let us mention that we can, in a rather straightforward way, combine our results with the upper bound ω < 2.3727 by Vassilevska Williams [23] to obtain slightly improved bounds for k ≈ 1. The idea is, very similarly to how Equation (1) was obtained, to exploit the convexity of the function ω (1, 1, k) . Concretely, for any fixed value 0 ≤ k 0 < 1, the inequality
holds for any k such that k 0 ≤ k ≤ 1. This enables us to combine an upper bound on ω(1, 1, k 0 ), for instance one of the values in Table I , with the improved upper bound ω < 2.3727 by Vassilevska Williams. Since the improvement is small and concerns only the case k ≈ 1, we will not discuss it further. For k > 0.29462 and k = 1, the complexity of our algorithms is better than all known algorithms for rectangular matrix multiplication, including the algorithms [12] , [15] mentioned above. Moreover, for 0.30298 < k < 1, our new bounds are significantly better than what can be obtained solely from the bound α > 0.30298 and ω < 2.375477 through Equation (1), as illustrated in Figure 1 . This suggests that non-negligible improvements can be obtained for all applications of rectangular matrix multiplications that rely on this simple linear interpolation, as we discuss below.
B. Applications
In this subsection we describe quantitatively the improvements that our new upper bounds imply for some applications: sparse square matrix multiplication and the allpairs shortest paths problem.
Sparse square matrix multiplication: Yuster and Zwick [27] have shown how fast algorithms for rectangular matrix multiplication can be used to construct fast algorithms for computing the product of two sparse square matrices (this result has been generalized to the product of sparse rectangular matrices in [14] , and the case where the output matrix is also sparse has been studied in [3] ). More precisely, let M and M be two n × n matrices such that each matrix has at most m non-zero entries, where 0 ≤ m ≤ n 2 . Yuster Figure 2 . Upper bounds on the exponent for the multiplication two n × n matrices with at most m non-zero entries. The horizontal axis represents log n (m). The dashed line represents the results by Yuster and Zwick [27] and shows that the term n ω (1,1,λm) dominates the complexity when 1 ≤ log n (m) ≤ (1 + ω)/2. The plain line represents our improvements. and Zwick [27] showed that the product of M and M can be computed in time
where λ m is the solution of the equation λ m +ω(1, 1, λ m ) = 2 log n (m). Using the upper bounds on ω(1, 1, k) of Equation (1) with the values α < 0.294 and ω < 2.376, this gives the complexity depicted in Figure 2 . These upper bounds can be of course directly improved by using the new upper bound on ω by Vassilevska Williams [23] and the new lower bound on α given in the present work, but the improvement is small. A more significant improvement can be obtained by using directly the upper bounds on ω(1, 1, k) presented in Figure 1 , which gives the new upper bounds on the complexity of sparse matrix multiplication depicted in Figure 2 .
The all-pairs shortest paths problem: Zwick [29] has shown how to use rectangular matrix multiplication to compute the all-pairs shortest paths in weighted direct graphs where the weights are bounded integers. The time complexity obtained is O(n 2+μ+ ), for any constant > 0, where μ is the solution of the equation ω(1, 1, μ) = 1+2μ. Using the upper bounds on ω(1, 1, k) of Equation (1) with α > 0.294 and ω < 2.376, this gives μ < 0.575 and thus complexity O(n 2.575 ). Actually, this complexity can be further reduced to O(n 2.5356 ) using the bounds on ω(1, 1, k) given in [15] .
Our results (see Table I ) show that ω(1, 1, 0.5302) < 2.0604, which gives the upper bound μ < 0.5302. We thus obtain the following result.
Theorem 2. There exists an algorithm that computes the shortest paths between all pairs of vertices in a weighted directed graph with bounded integer weights in
time O(n 2.5302 ), where n is the number of vertices in the graph.
II. PRELIMINARIES
In this section we present known results about algebraic complexity theory that we will use in this paper. We refer to [4] for an extensive treatment of this topic.
Assume that F is an arbitrary field. Let U = F u , V = F v and W = F w be three vector spaces over F, where u, v and w are three positive integers. A tensor t of format (u, v, w), also called a trilinear form of format (u, v, w), is an element of U ⊗ V ⊗ W = F u×v×w , where ⊗ denotes the tensor product. If we fix bases {x i }, {y j } and {z k } of U , V and W , respectively, then we can express t as
The tensor t can then be represented by the 3-dimensional array [t ijk ]. We will often write
The tensor corresponding to the matrix multiplication of an m × n matrix by an n × p matrix is the tensor of format
, and t ijk = 0 otherwise. This tensor will be denoted by m, n, p . Another example is the tensor n =1 x y z of format (n, n, n). This tensor is denoted n and corresponds to n independent scalar products.
An important notion is the concept of degeneration of tensors. We refer to [4] for the formal definition. Intuitively, the fact that a tensor t is a degeneration of a tensor t, denoted t ¢ t, means that an algorithm computing t can be converted into an "approximate algorithm" computing t with essentially the same complexity. The notion of degeneration can be used to define the notion of border rank: the border rank of a tensor t, denoted by R(t), is the minimal
For any integer c ≥ 1, we will denote the tensor t ⊕ · · · ⊕ t (with c occurrences of t) by c · t and the tensor t ⊗ · · · ⊗ t (with c occurrences of t) by t ⊗c .
Schönhage's asymptotic sum inequality [20] will be one of the main tools used to prove our bounds. Its original statement is for estimating the exponent of square matrix multiplication, but it can be easily generalized to estimate the exponent of rectangular matrix multiplication as well. We will use the following form, which has been also used implicitly in [12] , [15] . A proof can be found in [16] .
Theorem 3 (Schönhage's asymptotic sum inequality). Let k, m and c be three positive integers. Let t be a tensor such
Theorem 3 states that, if the form t can be degenerated into a direct sum of c forms, each being isomorphic to m, m, m k , then the inequality c · m w (1,1,k) 
Let t ∈ U ⊗ V ⊗ W be a tensor. Suppose that U , V and W decompose as direct sums of subspaces as follows:
Denote by D this decomposition. We say that t is a C -tensor with respect to D if t can be written as
and the nonzero t ijk 's are called the components of t. We will usually omit the reference to D when there is no ambiguity or when the decomposition does not matter.
As a simple example, consider the complete decompositions of the spaces U = F m×n , V = F n×p and W = F m×p (i.e., their decomposition as direct sums of one-dimensional subspaces, each subspace being spanned by one element of their basis). With respect to this decomposition, the tensor of matrix multiplication m, n, p is a C -tensor with support
where each component is trivial (i.e., isomorphic to 1, 1, 1 ). In this paper the notation supp c ( m, n, p ) will always refer to the support of m, n, p with respect to this complete decomposition.
We now introduce the concept of combinatorial degener-
The most useful application of combinatorial degeneration will be the following result, which essentially states that a sum, over indices in a diagonal combinatorial degeneration of supp D (t), of the components t ijk is direct.
Proposition 1 (Proposition 15.30 in [4] ). Let t be C -tensor with support supp D (t) and components t ijk . Let Δ ⊆ supp D (t) be a combinatorial degeneration of supp D (t) and assume that Δ is diagonal.
When the support of t is isomorphic to supp c ( e, h, ) for some positive integers e, h and , a powerful tool to construct large diagonal combinatorial degenerations is given by the following result by Strassen (Theorem 6.6 in [22] ), restated in our terminology.
Proposition 2 ([22]
). Let e 1 , e 2 and e 3 be three positive integers such that e 1 ≤ e 2 ≤ e 3 . For any permutation σ of {1, 2, 3}, there exists a diagonal set Δ ⊆ supp c ( e σ (1) , e σ (2) , e σ(3) ) with |Δ| ≥ 3e 1 e 2 /4 that is a combinatorial degeneration of supp c ( e σ (1) , e σ (2) , e σ (3) ).
III. COPPERSMITH-WINOGRAD'S CONSTRUCTION
In this section we describe the construction by Coppersmith and Winograd [9] , which we will use as the basis of our algorithm, and several of its properties. Section 7 of [9] describes a trilinear form F q , where q ∈ N is a parameter, that is used to obtain the upper bound ω < 2.38719. Section 8 of [9] shows how the tensor product of F q by itself, which has border rank R(F q ⊗ F q ) ≤ (q + 2) 2 , can be used to obtain a sum of fifteen trilinear forms:
and the other eleven terms are obtained by permuting the indexes of the x-variables, the y-variables and z-variables in the above expressions (e.g., T 040 = x 0 0,0 y 4 q+1,q+1 z 0 0,0 and T 400 = x 4 q+1,q+1 y 0 0,0 z 0 0,0 ). Let us describe in more details the notations used here. The number of x-variables is (q + 2) 2 . They are indexed as x i,k , for i, k ∈ {0, 1, . . . , q + 1}. The superscript is assigned in the following way: the variable x 0,0 has superscript 0, the variables in {x i,0 , x 0,k } 1≤i,j≤q have superscript 1, the variables in {x q+1,0 , x i,k , x 0,q+1 } 1≤i,j≤q have superscript 2, the variables in {x q+1,k , x i,q+1 } 1≤i,j≤q have superscript 3 and the variable x q+1,q+1 has superscript 4. Note that the superscript is completely determined by the subscript. Similarly, the number of y-variables is (q + 2) 2 , and the number of z-variables is (q + 2) 2 as well. The y-variables and the z-variables are assigned subscripts and superscripts exactly as for the x-variables. Observe that any term xyz that appears in T ijk is such that x has superscript i, y has superscript j and z has superscript k.
We will later need to analyze all the forms T ijk . It happens, as observed in [9] , that most of these forms (all the forms except T 112 , T 121 and T 211 ) can be analyzed in a straightforward way, since they are isomorphic to the following matrix products:
This can be seen from the definition of the trilinear form (or the tensor) corresponding to matrix multiplication. For example, the form T 013 is isomorphic to the tensor 2q =1 x 0 y z = 1, 1, 2q , which represents the product of a 1 × 1 matrix (a scalar) by a 1 × 2q matrix (a row).
IV. ALGORITHM FOR RECTANGULAR MATRIX MULTIPLICATION
In this section we present our algorithm, which consists in the two algorithmic steps described in Subsections IV-B and IV-C. We first start by explaining in Subsections IV-A the construction we will use.
A. Our construction
Let a 004 , a 400 , a 013 , a 103 , a 301 , a 022 , a 202 , a 112 , a 211 be nine arbitrary positive rational numbers such that 2a 004 +a 400 + 2a 013 + 2a 103 + 2a 301 + a 022 + 2a 202 + 2a 112 + a 211 = 1
(2) and a 013 a 202 a 112 = a 103 a 022 a 211 .
It will be convenient to define six additional numbers a 040 , a 031 , a 130 , a 310 , a 220 and a 121 as a 040 = a 004 , a 031 = a 013 , a 130 = a 103 , a 310 = a 301 , a 220 = a 202 and a 121 = a 112 . Let us define rational numbers
a ijk for i = 0, 1, 2, 3, 4
a ijk for j = 0, 1, 2, 3, 4
Let N be a large enough positive integer such each Na ijk is an integer. We raise the construction F q ⊗ F q described in Section III to the N -th power, which gives 0≤i,j,k≤4 i+j+k=4
The left term can be rewritten as IJK T IJK , where the sum is over all triples of sequences IJK with I, J, K ∈ {0, 1, 2, 3, 4} N such that I + J + K = 4 for all ∈ {1, . . . , N}. Here we use the notation T IJK = T I1J1K1 ⊗ · · · ⊗ T IN JN KN . Note that there are 15 N terms T IJK in the above sum. In the tensor product the number of xvariables is (q + 2) 2N . The number of y-variables and zvariables is also (q + 2) 2N . Remember that in the original construction, each x-variable was indexed by a superscript in {0, 1, 2, 3, 4}. Each x-variable in the tensor product is thus indexed by a sequence of N such superscripts, i.e., by an element I ∈ {0, 1, 2, 3, 4} N . The same is true for the y-variables and the z-variables. Note that the x-variables appearing in T IJK have superscript I, the y-variables appearing in T IJK have superscript J, and the z-variables appearing in T IJK have superscript K.
The following definition will be useful in our analysis. Let a 004 , a 040 , a 400 , a 013 , a 031 , a 103 , a 130 ,  a 301 , a 310 , a 022 , a 202 , a 220 , a 112 , a 121 , a 211 be fifteen nonnegative rational numbers. We say that a triple IJK With a slight abuse of notation, we will say that a form T IJK is of type [a ijk ] if the triple IJK is of type [a ijk ].
B. First step
We set to zero all x-variables except those satisfying the following condition: their superscript I has exactly A 0 N coordinates with value 0, A 1 N coordinates with value 1, A 2 N coordinates with value 2, A 3 N coordinates with value 3 and A 4 N coordinates with value 4. We will say that such a sequence I is of type A. There are
After the zeroing operation, all forms T IJK such that I is not of type A disappear (i.e., become zero).
We process the y-variables and the z-variables slightly differently. We set to zero all y-variables except those satisfying the following condition: their superscript J has exactly B 0 N coordinates with value 0, B 1 N coordinates with value 1, B 2 N coordinates with value 2, B 3 N coordinates with value 3 and B 4 N coordinates with value 4. We will say that such a sequence is of type B. There are
Similarly, we set to zero all zvariables except those such that their superscript K is of type B (there are T Y such sequences).
After these three zeroing operations, the forms T IJK remaining are precisely those such that I is of type A, J is of type B, and K is of type B. Equivalently, the forms remaining are precisely the forms T IJK that are of type [a ijk ] with fifteen numbers a ijk (for all fifteen combinations of positive i, j, k such that i + j + k = 4) satisfying the following four conditions: {0, 1, . . . , N} for all i, j, k;
(4)
a ijk for i = 0, 1, 2, 3, 4;
a ijk for j = 0, 1, 2, 3, 4;
a ijk for k = 0, 1, 2, 3, 4.
Let I be a fixed sequence of type A. The number of nonzero forms T IJK with this sequence I as its first index is thus precisely
where the sum is over all the choices of fifteen parameters a ijk 's satisfying conditions (4)- (7) . Hereafter we are using the following notation: for any positive integer m and any set of integers S = {m 1 , . . . , m s } such that m 1 +· · ·+m s = m, we write m S = m m1,m2,...,ms . For a fixed sequence J of type B, the number of non-zero forms T IJK with this sequence J as its second index is
where the sum is again over all the choices of fifteen parameters a ijk 's satisfying conditions (5)- (7) . Similarly, for a fixed sequence K of type B, the number of non-zero forms T IJK with this sequence K as its third index is
The total number of remaining triples is
Note that this implies that N Y = N Z . We will also be interested in the number of remaining forms T IJK of type [a ijk ]. For a fixed sequence I of type A, the number of non-zero forms T IJK of type [a ijk ] with this sequence I as its first index is
For a fixed sequence J of type B, the number of non-zero forms T IJK of type [a ijk ] with this sequence J as its second index is
.
We know that N * X ≤ N X and N * Y ≤ N Y , by definition. It can be shown, from the condition a 013 a 202 a 112 = a 103 a 022 a 211 we imposed on the a ijk 's, that N X and N Y (= N Z ) can actually be approximated by N * X and N * Y .
C. Second step
The first step showed how to convert the trilinear form (F q ⊗ F q ) ⊗N into a sum of T X N X triples. Among these triples exactly T X N * X triples are of type [a ijk ], which means that they are isomorphic to i,j,k:i+j+k=4 T
The sum obtained is nevertheless not direct: the triples share variables. A generalization of the pruning argument in [9] (see also [21] , [23] ) to our asymmetric setting shows that this sum can be converted, for any positive constant , into a direct sum of
triples, all of type [a ijk ], by zeroing variables. From Stirling's approximation, we have
Suppose that the inequality
holds. In this case T X = O(T Y ), and then the equality
, which, combined with Proposition 3, gives
Finally, by using the trivial upper bound N * X ≤ 15 N , we obtain the following theorem. integer and a 004 , a 400 ,  a 013 , a 103 , a 301 , a 022 , a 202 , a 112 and a 211 be any nine positive rational numbers satisfying Conditions (2), (3) and (8) . Then, for any constant > 0, the trilinear form (F q ⊗ F q ) ⊗N can be converted (i.e., degenerated) into a direct sum of
V. UPPER BOUNDS ON THE EXPONENT OF RECTANGULAR MATRIX MULTIPLICATION Theorem 4 showed how the trilinear form (F q ⊗ F q ) ⊗N can be converted into a direct sum of many forms T IJK such that
In order to apply Schönhage's asymptotic sum inequality (Theorem 3), we need to analyze the smaller forms T ijk . In Subsection V-A we analyze the forms T 112 , T 121 and T 211 . Then, in Subsection V-B, we put all our results together and prove our main result.
A. The forms T 112 , T 121 and T 211
We first focus on the form T 211 . The following proposition states that tensor powers of T 211 can be used to construct a direct sum of several trilinear forms, each one being a C -tensor in which the support and all the components are isomorphic to a rectangular matrix product. Its proof, omitted here, follows the ideas of the proof of the lemma at page 270 in [9] . can be converted into a direct sum of
trilinear forms, each form being a C -tensor in which: gives a direct sum of C -tensors with support isomorphic to supp c ( H, 1, 1 ) , each component being isomorphic to
Suppose that different constants are used to treat each of the three forms: the forms T 112 and T 121 are processed with some constant b, while T 211 is processed with another constantb. For any fixed values a 112 , a 211 and any > 0, the form T ⊗a112N
can then be used to construct a direct sum of 
In all these C -tensors, each component is isomorphic to the rectangular matrix multiplication
We can then use Propositions 1 and 2 to convert each Ctensor into a direct sum of at least 3 4 H 112 ×min(H 112 , H 211 ) trilinear forms, each isomorphic to (9) . We thus obtain the following result.
Proposition 5. Let a 112 and a 211 be any two positive constants. Let b andb be any two constants such that
Then there exists a constant c ≥ 1 such that, for any > 0, the trilinear form T ⊗a112N
can be converted into a direct sum of
H N forms, each form being isomorphic to (9) .
B. Main theorem
Let us define the following three quantities.
Our main theorem gives an upper bound on ω (1, 1, k) that depends on these quantities.
Theorem 5. Let q be any positive integer and b,b be such that 0.916027 < b,b ≤ 1. Let a 004 , a 400 , a 013 , a 103 , a 301 , a 022 , a 202 , a 112 and a 211 be any nine positive rational numbers satisfying Conditions (2) , (3) and (8) . Then
Proof: Let > 0 be an arbitrary positive value. Let N be a large integer and consider the trilinear form (F q ⊗ F q ) ⊗N . Theorem 4 shows that this form can be used to obtain a direct sum of
All the terms T ijk in this form, except T 112 , T 121 and T 211 , correspond to matrix multiplications and have been analyzed in Section III. By Proposition 5 the part T ⊗a112N
can be used to obtain a direct sum of
This means that the trilinear form (F q ⊗ F q ) ⊗N can be converted into a direct sum of r 1 r 2 matrix multiplications Q N , Q N , R N . In other words:
Since R (F q ⊗ F q ) ≤ (q + 2) 2 , as mentioned in Section III, we know that R (F q ⊗ F q ) ⊗N ≤ (q + 2) 2N . By Schönhage's asymptotic sum inequality (Theorem 3) we then conclude that
Taking the N -th root, we obtain:
By letting N grow to infinity, and then letting decrease to zero, we conclude that MQ ω(1,1, log R log Q ) ≤ (q + 2) 2 .
VI. OPTIMIZATION
In this section we use Theorem 5 to derive numerical upper bounds on the exponent of rectangular matrix multiplication, and prove Theorem 1. 
A. Rectangular matrix multiplication
We first explain how to use Theorem 5 to derive an upper bound on ω (1, 1, k) for an arbitrary value k, and show how to obtain the results stated in Table I and Figure 1 .
We use the following strategy. We take a positive integer q, seven positive rational numbers a 400 , a 103 , a 301 , a 022 , a 202 , a 112 and a 211 , and two values b,b such that 0.916027 < b,b ≤ 1. We then fix a 013 = a 103 a 022 a 211 a 202 a 112 and a 004 = 1−(a400+a022+a211)−2(a013+a103+a301+a202+a112) 2 . The conditions that have to be satisfied are 0 < a 004 , a 013 ≤ 1 and
. If these conditions are satisfied, by Theorem 5 this gives the upper bound
The problem of finding an upper bound on ω(1, 1, k) is thus reduced to solving a nonlinear optimization problem. The upper bounds presented in Table I are obtained precisely by solving this optimization problem. For instance, we show exact values of the parameters proving that ω(1, 1, 0.5302) < 2.060396 and ω(1, 1, 2) < 3.256689 in Table II .
B. The value α
We now describe how to use Theorem 5 to obtain a lower bound on the value α. The analysis is more delicate than in the previous subsection, since we need to exhibit parameters such that MQ 2 = (q + 2) 2 , with an equality rather than an inequality, and is done by finding analytically the optimal values of all but a few parameters.
Let q be an integer such that q ≥ 5. For convenience, we will write κ = 1/(q + 2) 2 . Let a 112 and a 211 be any rational numbers such that 0 < a 112 < qκ and 0 < a 211 < (q 2 +2)κ.
We set the parameters b,b, a 004 , a 103 , a 202 and a 301 as follows: b = 1,b = q 2 /(q 2 +2), a 400 = κ, a 103 = qκ−a 112 , a 202 = (q 2 + 2)κ − a 211 /2 and a 301 = qκ.
Putting these values in the formula for Q, we obtain: Q = (2q) qκ+a103 × q 2 + 2 (q 2 +2)κ−a 211 2 ×q a112+q 2 a211/(q 2 +2) = (2q) 2qκ ×(q 2 + 2)
Observe that A 1 = A 3 = 2qκ, A 2 = (q 2 + 2)κ, A 4 = κ and A 0 = 1 − (A 1 + A 2 + A 3 + A 4 ) = κ. Then we obtain the following equality.
1
The following proposition shows that, when a 112 is small enough, the condition MQ 2 = (q + 2) 2 is satisfied. Proposition 6. Suppose that a 112 ≤ 1 + 2q 2 q 2 + 2 log 2 (q) − log 2 (q 2 + 2) a 211 . (10) Then MQ 2 = (q + 2) 2 .
Proof: Our choice for b andb gives
. Inequality (10) then implies that (2b
. In consequence, M = (q + 2) 2 (2q) 4qκ (q 2 + 2) (q 2 +2)κ × 4 a112 × q 2 + 2 q 2q 2 /(q 2 +2) a211 , which gives MQ 2 = (q + 2) 2 .
We now explain how to determine the three remaining parameters a 004 , a 013 and a 022 . Remember that the parameters should satisfy the equalities a 013 = a 103 a 211 a 202 a 112 a 022
and 2a 004 + a 400 + 2a 013 + 2a 103 + 2a 301 + a 022 + 2a 202 + 2a 112 +a 211 = 1. From our choice of parameters, the second equality can be rewritten as 2a 004 + 2a 013 + a 022 = κ.
Since the parameter a 004 should be positive, we obtain the condition 4(qκ − a 112 )a 211 ((q 2 + 2)κ − a 211 )a 112 + 1 a 022 < κ.
If a 022 , a 112 and a 211 satisfy this inequality, then the parameter a 004 is fixed:
a 004 = κ − 4(qκ − a 112 )a 211 ((q 2 + 2)κ − a 211 )a 112 + 1 a 022 /2.
All the values are thus determined by the choice of q, a 022 , a 112 and a 211 . We then want to solve the following optimization problem.
Maximize log R log Q subject to • 0 ≤ a 022 ≤ 1; • 0 < a 112 ≤ 5κ; • 0 ≤ a 211 ≤ (q 2 + 2)κ; • q is an integer such that q ≥ 5; • Inequalities (10) and (11) hold;
By taking q = 5, a 022 = 0.0174853, a 112 = 0.0945442 and a 211 = 0.1773724, we obtain the value α ≥ log R log Q > 0.30298.
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