In this paper the superposition principle for the Lie type first order partial differential equations is constructed. Some examples of applications of that principle are given.
Introduction
The starting point for our considerations is the theorem formulated by Sophus Lie [1, 2] that addresses the problem of conditions under which systems of ODEs du α dx = ϕ α (x, u), α = 1, . . . , m u α , ϕ α ∈ R or C.
(1.1) admit use of superposition principle. By superposition principle for (1.1), one means the formula u α (t) = J α (u 1 (t), . . . , u k (t), c 1 , . . . , c N ), α = 1, . . . , m (1.2)
expressing functionally any solution u α (t) of system (1.1) in terms of a finite number k of particular solutions u 1 = u 1 (t), . . . , u k = u k (t) and a finite number N of arbitrary constant parameters c 1 , c 2 , . . . , c N . A replacement of a given set of particular solutions u 1 = u 1 (t), . . . , u k = u k (t) with another one u 1 = u 1 (t), . . . , u k = u k (t) preserves the form of a mapping J α , α = 1, . . . , m and entails only an exchange of constants c 1 , . . . , c N for c 1 , . . . , c N .
Lie's theorem states that system of equations (1.1) admits a superposition principle (in the above sense) if and only if the right-hand side of (1.1) can be (possibly after a change of variables) presented in a form
where the vector fields in which all derivatives of unknown functions are expressible in terms of some functions of independent and dependent variables only. We demonstrate that Lie's theorem can be modified to comprise this case. A similar attempt was undertaken by E. Vessiot earlier this century [3, 4] . In our analysis we are using the apparatus of modern differential geometry (see [5, 6] ). In its language, equations (1.3) can be written as equations on cross-section parallel with respect to connection satisfying zero curvature conditions (Section 3). The superposition formula (1.2) can also be expressed in terms of geometric invariants (as we show in Section 2). This approach provides us with explicit rules for constructing superposition formulae for PDEs of the type (1.3). We illustrate them with a simple example (Section 4). Interestingly, PDEs of the type (1.3) which admit superposition principle can be used, as differential constraints, in the process of constructing Auto-Bäcklund transformations for certain classes of PDEs. We demonstrate this connection using an example of the KdV equation.
The Superposition Formula for the Parallel Cross-Sections
Let us fix a principle bundle (P, M, G, π : P → M ) in bundle space P and base space M . By G we denote here the structural group of the bundle and π : P → M is the canonical projection of P on the base space M . Given the action
of the structural group G on some manifold F one can associate the principle bundle (P, M, G, π : P → M ) with the fibre bundle
For this bundle the manifold F is the typical fibre and the bundle space B is defined as the space of the orbits of the action
where g ∈ G and R denotes the right-side action of G on P .
One can treat the cross-sections of the bundle (2.2) as the maps ϕ : P → F which satisfy the following equivariance condition
Below, we shall denote the space of all sections of the bundle (2.2) by F(P, F, L), and the space of the connections defined on the principal bundle P by L(P, G). For each γ ∈ L(P, G), cross-section ϕ ∈ F(P, F, L), and vector field X ∈ C ∞ (T M ), one defines the covariant derivative by
where H γ X ∈ C ∞ (T P ) is the horizontal lift of the vector field X taken with respect to the connection γ. The following diagram
commutes, since dϕ : T P → T F and γ have the G-equivariance property. Therefore, the covariant derivative ∇ X ϕ : P → T F of the cross-section ϕ with respect to the vector field X is a cross-section of the fibre bundle
which has T F as the typical fibre. Here, V T B denotes tangent bundle vertical to the bundle B → M .
The following diagram takes place
holds. Summarizing the above, for any fixed connection γ one has the map
which, for given ϕ ∈ F(P, F, L), is a C ∞ (M )-linear map of the module of the vector fields C ∞ (T M ), in the module of the cross-sections which are covariant derivatives of the cross-section ϕ. From (2.8) it follows that the cross-sections ∇ X ϕ, X ∈ C ∞ (T M ) form a module. Now, if one takes any two fibre bundles π i :
The property (2.9) shows the functorial character of the covariant derivative. It allows one to express the covariant derivative of the cross-section Φ • ϕ ∈ F(M, F 2 , L 2 ) by the covariant derivative of the cross section ϕ.
Let us consider a finite number
and consider the G-morphism Φ :
Making use of Φ and projections pr j :
on the j-th component of the product one can construct the maps
So, the formula (2.11) relates the superposition rule for the cross-sections
Let us prove the following proposition.
Proof. Let us consider the decomposition
of the tangent bundle T (F 1 × · · · × F N ), consistent with the product structure of the manifold
be the projection defined by the decomposition (2.14). From equations (2.9) and (2.11) one has
Hence, one finds that
Proposition 1 implies that the superposition formula (2.11) maps the X-parallel cross-sections onto the X-parallel ones.
Let us now consider the submanifold N → M . If one assumes the zero curvature condition curv γ| T N = 0, (2.18) where T N → T M is the distribution of subspaces T m N → T m M which are tangent to N and curv γ is a curvature 2-form of the connection γ, then one can define cross-sections parallel to N such that ∇ X ϕ = 0 for X ∈ C ∞ (T N ). In other words, Proposition 1 leads to the conclusion that the set of N -parallel cross-sections is invariant with respect to the superposition rule defined by (2.11).
Application of the Superposition Formula to First Order Partial Differential Equations
The geometric objects and constructions discussed in the previous section, after having been presented in local coordinates, assume the form of differential expressions or differential equations. So, in this section, we can apply them to some problems appearing in the theory of first order P DEs.
Let Ω ⊂ M be the domain of the coordinate system (x 1 , . . . , x n ) such that π
e. the principal bundle P is trivial over Ω. Let (g 1 , . . . , g r ) be a system of coordinates on the Lie group G defined in some neighbourhood of the identity element and (u 1 , . . . , u m ) be a system of coordinates on F . Let us also fix the system of the left invariant vector fields
on the group G which form the basis of the group Lie algebra
By the group action on the fibre one can transport the vector fields Γ i , i = 1, . . . , r on the vector fields
defined on F . The vector fields Y i , i = 1, . . . , r satisfy also the relation (3.2). The γ-connection one-form a γ in the local trivialization π
and thus, one finds the horizontal lift
of the vector field
Now, after expressing (2.12) in the above coordinates we come to the following differential equations
where we put
and made use of the relation
which follows from (2.4). It is also a consequence of the equation (2.4) that one can identify locally the cross-sections ϕ with functions
Thus, one can consider (3.7) as the system of partial differential equations for the function u α . In order to discuss the parallel cross-sections over a submanifold N → M we require that the map u α = ϕ α (x) satisfies equation (3.7) for any vector field X tangent to N . In the special case, when N = M , the system (3.7) becomes
(3.9) If dim N = 1 then (3.7) is reduced to the system of ordinary differential equations which was studied by S. Lie [1, 2] . He was the first to investigate the problem of the superposition principle for 1st order systems of ODEs. He proved that for dim N = 1, equations (3.9) are exactly those systems of ODEs which allow a functional superposition principle. We show later that the superposition principle for PDEs (3.9) can be treated as a special form of the superposition formula (2.11).
Summarizing (3.7) . In the case given by (3.9) the conditions (2.18) are reduced to
(3.10)
From now on we restrict our attention to the subcase N = M . This restriction does not limit the generality of our analysis.
In the above considerations we have treated the cross-sections as the maps from P into F , satisfying the equivariance condition (2.4). The equivalent treatment is to consider them as the maps ϕ : M → B such that π B • ϕ = id.
Using equations (3.2) and (3.10) we find that the rank ϕ(M ) ⊂ B of the parallel cross-section ϕ is the maximal integral submanifold of the n-dimensional distribution, generated locally by the following fields
We assume here that M is a connected set. Thus, if one fixes the initial point x 0 ∈ M , the parallel cross-section ϕ is uniquely determined by its value ϕ(x 0 ) at that point. Considering the parallel cross-section ϕ as a map ϕ : P → F one can uniquely determine it by choosing the point
Let us now reconstruct the superposition formula (2.11). Our main task will be the construction of some G-morphism Φ which is an ingredient entering in the formula (2.11). We start from the finite sequence of the parallel cross-sections ϕ i ∈ F(M, F i , L i ) with the given initial data f 0i = ϕ i (p 0 ) ∈ F i , i = 1, . . . , N . Additionally, we impose the condition
where G f 0i is the L i (G)-stabilizer of the point f 0i . From this condition it follows that the action
of the group G on the orbit O N of the element (f 01 , . . . , f 0N ) is free. Thus, any L(G)-morphism Φ of the orbits O N will be determined by its value (g 01 , . . . , g 0N ) = Φ(f 01 , . . . , f 0N ) at the point (f 01 , . . . , f 0N ) ∈ O N . The equations
allow us to identify the orbit O N with the group G, I : O N → G. So, by virtue of I(g 01 , . . . , g 0N ) = g one obtains the group anti-isomorphism
(3.15)
After the substitution of the group anti-isomorphism Φ g into (2.11) one finds the superposition formula
for the set of N solutions to the system of PDEs of the form (3.9). These solutions are the ones which are determined by the initial data
The quantities pr i and Φ g are G-equivariant maps. The point f 0i belongs to the same orbit as the point f 0i , that is, f 0i ∈ pr i (O N ). Now, if one restricts equation (3.16 ) to the subcase when F i = F and F is the L(G)-homogeneous space, that is, when one considers N solutions of the same system of equations, then formula (3.16) gives the superposition principle ϕ = Φ * g (ϕ 1 , . . . , ϕ N ) (3.17) which expresses the general solution ϕ in terms of some fundamental system of solutions ϕ 1 , . . . , ϕ N . It is so, since G acts transitively on F and any initial data f 0 = ϕ(p 0 ) ∈ F can be obtained from the fixed ones by a group action. In order to obtain (3.17) we fixed some i ∈ {1, . . . , N } and put ϕ = ϕ i . The cross-section ϕ does not change if in (3.17) one takes gh instead of g with h belonging to the stabilizer G f . Hence, one sees that the superposition principle (3.17) contains the parameters (constants of motion) which run over the homogeneous space G/G f = F . Concluding this section, let us say that (3.17) is the generalization of the Lie superposition principle to the case of 1st order PDEs.
Example of Application to First Order PDEs Based on SU(2) Group
In this section, we show how the presented approach to the superposition principle works in the case when the symmetry group G (the so called gauge group) is SU(2). We assume that the base space M and the connection ∇ are not subject to any restrictions. Let us consider two Lie type systems (3.9) for which typical fiber manifolds F 1 and F 2 are CP (1) and CP (2), respectively. The left action of the group SU (2) is determined on CP (1) by a fractional map (2) and z is a homogeneous coordinate of [ 1 z ] ∈ CP (1). The left action L 2 on CP (2) is a cannonical action which, in the homogeneous coordinate system [
, assumes the form
Fixing the base Γ k = iσ k , k = 1, 2, 3, where σ k are Pauli matrices, in the Lie algebra SU(2) and applying theoretical considerations carried out in the previous section, we obtain two following Lie type systems of PDEs
for the action L 1 (g) : CP (1) → Cp(1); and
for the action L 2 (g) : CP (2) → CP (2). Let us fix the solution z = z(t) of equation (3.3) with the initial condition z(0) = 0 and the solutions z 1 = z 1 (t), z 2 = z 2 (t) of equations (4.4) with the initial conditions z 1 (0) = 1, z 2 (0) = 0. After performing the procedure described by transformations (3.12)-(3.17) we obtain the following superposition formula which provides the general solutions u = u(t) and u 1 = u 1 (t), u 2 = u 2 (t) of systems (4.3) and (4.4), respectively
and
where λ ∈ C and θ ∈ S 1 are constant complex parameters and z = z(t) and z 1 = z 1 (t), z 2 = z 2 (t) are the particular solutions of systems (4.3) and (4.4), respectively.
Comments on the Bäcklund Transformation in the Context of the Superposition Principle
Let us consider now an N -th order system of PDEs for the unknown functions
It is convenient to treat (u 1 , . . . , u m ) as coordinates on a typical fiber bundle F and (x 1 , . . . , x n ) as coordinates on the base manifold M . Consequently, the functions u 1 (x), . . . , u m (x) can be construed as coordinates of the section of the fibre bundle
parallel to certain connection ∇. In other words, we assume that the functions u α satisfy Lie type system of PDEs ∂u
with the initial conditions Under these conditions the system of PDEs (5.3) determines an Auto-Bäcklund transformation (Auto-BT) for (5.1). Let us note that for a system of equations to define a BT, it has to admit a superposition formula (the permutability theorem [7, 8] ). Since the system of the type (5.3) satisfies this necessary condition, thus such a choice of the constraints to the original equation increases our chances of actually finding a BT [9] .
Let us apply the above considerations to the case of the KdV equation
We assume SL(2, R) as a gauge group, RP(1) as a typical fibre and M = R 2 as a base manifold. Then equations (5.3) are reduced to the partial differential Riccati type equations
The compatibility conditions (5.5) for system (5.8) are
Substituting (5.8) into (5.7) we obtain a polynomial expression of the fourth degree in the dependent variable u, of the form
The above condition corresponds to the functional equation (5.6).
We look for such a form of (5.10) which does not lead to the algebraic constraints on the function u. This demand ensures that the dimension of the submanifold π(N ∩ ϕ(M )) is nonzero since we have
Consequently, the systems (5.5) and (5.6) are consistent. So, we require that the coefficients of the successive powers of u in equation ( Thus, we obtain an overdetermined system of equations for the coefficients a, b, h, p, q and k. When solving this system together with zero curvature conditions (5.9), we have to consider two separate cases.
In the first case, when a = 0, the set of solutions of equations (5.12) is uniquely defined (with the freedom of some constants only). Then a BT does not exist and only particular solutions to (5.7) can be constructed. In the second case, when a = −1/2, the set of solutions of the overdetermined system (5. 2) is a compatibility condition for system (5.13). The function u, found by integrating system (5.13) gives a solution of KdV (5.7). This means that there exists an Auto-BT, since for any particular solution b of (5.12) the system (5.13) defines a specific transformation between solutions of equations (5.12) and (5.7). In other words, from each solution of (5.12) we can construct a solution of (5.7) and vice versa. Note that KdV equation (5.7) admits infinitely many compatible differential constraints (5.13) which are parametrized by function b and one arbitrary constant λ.
