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Frank Rubin, in his paper "Experiments in Text File Compression" [6],
discussed several computationally feasible algorithms in detail with the goal
of achieving "the greatest possible degree of compression".

The measure of

compression is defined as a ratio

CR

len(input string) - [len(output string) - len(output rep)]
len(input)

expressed as a percentage.

The author pointed out that all the methods des-

cribed required a "fairly high" computation time and "large" storage requirements . It would be reassuring if one could show that the limits of the compression ratio were "almost" reached by some of the methods, so that additional
efforts could not be profitably applied.

We believe that a recently validated

hypothesis of software science may be used to establish such limits [3, 4].
Software science was originally developed to measure properties of computer
programs.

Let r| be the count of distinct or unique operators and n 2

count of unique variables or constants (operands) in a program.

be the

The length of

of a program, which is defined as the sum of the total uses of operators and
operands, can be expressed as

N = n 1 iog2 r^ + n 2 iog2 n 2

(1)

Equation (1) has been experimentally shown to be valid for computer programs
covering a wide range of sizes and languages

[1, 2J. Equation (1) therefore

provides a direct relationship between unique entities and total entities in
written material.

From the same sources [3, 4], the number of bits required to

represent that program is

V = N log2 t|

where

n = ri

+ n

.

(2)

Several other properties of computer algorithms and their

representation in programs were also derived based on the observation that a
program is a string of operators and operands.

The hypothesis may be applied to English prose by noting that it is a string
of two classes of words:

the "function" words and the "content" words [5].

The

function words include those which are traditionally called articles, prepositions,
pronouns, conjunctions, and auxiliary verbs, plus certain irregular forms; and the
content words include those which are traditionally called nouns, verbs, and
adjectives, plus most of the adverbs.

If we consider the function words as

operators and the content words as operands, Equations (1) and (2) may be used to
relate the length of a text file and its non-redundant representation (compressed
form) in bits.

CR =

The limit on the compression ratio may then be expressed as

B N - (V + B n )
w
w

(3)

B N
w

where

B
is the average number of bits per word in the text file and
w
the length of the output representation in bits.

Bn
w

is

Since we do not have Rubin's test file available, we replace Equation (1)
by the approximation

N = n iog2 (TI/2) -

(4)

Equation (4) is the same as Equation (1) when ti

=

2

= tj- .

It can be shown

that, for the range of values that we are interested in, less than 3% error is
introduced even for n

= 4n1 .

Substituting Equations {2) and {4) into (3),

we have
log n
C R - i - - ^

-L
^
2

(5)

7

The first test file used by Rubin contained 29,305 characters, of
which 85 are distinct.

Since an English word contains five letters on the average,

the approximate number of words in the file is
Equation (4) for

n,

N = 29305/5 = 5861 words.

about 694 of these words would be unique.

Solving

We have
lo<?2 n = 9.44
log2 f = 8.44
and
Blw = 5[log 2 851 = 35.

Substituting these values into Equation 5, the limit of compression is

The best compression ratio observed by Rubin for this text file is 58.1% (Table V).
Thus the incremental method appears to be very effective in text compression.
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