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Abstract
Let n > m ≥ 2 be integers and let A = {A1, . . . , Am} be a parti-
tion of [n] = {1, . . . , n}. For X ⊆ [n], its A-boundary region A(X) is
defined to be the union of those blocks Ai of A for which Ai ∩X 6= ∅ and
Ai ∩ ([n] \ X) 6= ∅. For three different probability distributions on the
power set of [n], partitions A of [n] are determined such that the expected
cardinality of the A-boundary region of a randomly chosen subset of [n]
is minimal and maximal, respectively. The problem can be reduced to an
optimization problem for integer partitions of n. In the most difficult case,
the concave-convex shape of the corresponding weight function as well as
several other inequalities are proved using an integral representation of
the weight function. In one case, there is an interesting analogon to the
AZ-identity. The study is motivated by the rough set theory.
1 Introduction
Let n > m ≥ 2 be integers and let A = {A1, . . . , Am} be a partition of [n] =
{1, . . . , n}. For X ⊆ [n], the A-lower approximation of X is defined by
A−(X) =
⋃
i:Ai⊆X
Ai
and the A-upper approximation of X is defined by
A+(X) =
⋃
i:Ai∩X 6=∅
Ai .
Obviously, A−(X) ⊆ X ⊆ A+(X) for all X . The set
A(X) = A+(X) \ A−(X)
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is called the A-boundary region of X .
These notions stem from rough set theory that was initiated by Pawlak in [6], see
also [7]. Here [n] is as a set of objects (the universe) and, in addition, the values
of a given set P of attributes are known for each object. Then the partition
A of [n] is the set of classes of that equivalence relation, where two objects are
related if both objects have the same attribute-values. Now assume that there
is given a set X of objects, but we have only access to the attribute-values of
the objects in X . Then A−(X) consists of those objects that can be positively
identified as members of X and A+(X) consists of those objects that might be
members of X . Thus |A(X)| can be interpreted as a measure of uncertainty of
X generated by the attribute-values. If A(X) = ∅ then X is called a crisp set,
otherwise it is called a rough set, but we consider crisp sets also as degenerated
rough sets.
In this paper, we provide sharp bounds on the average size of the A-boundary
region with respect to three reasonable distributions.
1. Uniform distribution, i.e., each set X has probability P1(X) =
1
N1
, where
N1 =
∑n
k=0
(
n
k
)
= 2n. Let
µ1(A) =
1
N1
∑
X⊆[n]
|A(X)| .
This number can be interpreted as an average absolute uncertainty.
2. “Relative distribution”, i.e., each set X 6= ∅ has probability P2(X) =
1
N2
1
|X| , where N2 =
∑n
k=1
(
n
k
)
1
k
. (For X = ∅, we set P2(X) = 0). Let
µ2(A) =
1
N2
∑
∅6=X⊆[n]
1
|X |
|A(X)| .
This number can be interpreted as an average relative uncertainty.
3. “Size dependent relative distribution”, i.e., each set X 6= ∅ has probability
P3(X) =
1
N3
1
( n|X|)
1
|X| , where N3 =
∑n
k=1
1
k
. (For X = ∅, we set P3(X) =
0). Let
µ3(A) =
1
N3
∑
∅6=X⊆[n]
1(
n
|X|
)
|X |
|A(X)| .
This number can be interpreted as the average of the average relative
uncertainty for fixed cardinality of X .
Now the question is, how small and how large the numbers µj(A) can be if all
partitions of [n] into m parts are allowed (throughout let j ∈ {1, 2, 3}).
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2 Reduction to an optimization problem for in-
teger partitions
Since the factors Nj do not have influence, we define
f1(A) =
∑
X⊆[n]
|A(X)| ,
f2(A) =
∑
∅6=X⊆[n]
1
|X |
|A(X)| ,
f3(A) =
∑
∅6=X⊆[n]
1(
n
|X|
)
|X |
|A(X)|
and further
f
j
= min{fj(A) : A is a partition of [n] into m parts} ,
f j = max{fj(A) : A is a partition of [n] into m parts} .
Partitions A of [n] with fj(A) = f j or fj(A) = f j are called j-minimal and
j-maximal, respectively.
With a partition A = {A1, . . . , Am} we associate its block sizes ai = |Ai|, i =
1, . . . ,m. It is not difficult to see that the values fj(A) only depend on the block
sizes of A and not on the concrete partition. Indeed, let w : {0, . . . , n} → R be
any (weight) function, let
fw(A) =
∑
X⊆[n]
w(|X |)|A(X)|
and let Fw : {0, . . . , n} → R be defined (with
(
n
k
)
= 0 if k < 0) by
Fw(a) =
n∑
k=0
((
n− a
k
)
+
(
n− a
k − a
))
w(k).
Now the following lemma converts the boundary optimization problem for rough
sets into an optimization problem for integer partitions.
Lemma 1. We have
fw(A) = n
n∑
k=0
(
n
k
)
w(k) −
m∑
i=1
aiFw(ai).
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Proof. We have
fw(A) =
∑
X⊆[n]
w(|X |)
(
|A+(X)| − |A−(X)|
)
=
∑
X⊆[n]
w(|X |)

 ∑
i:Ai∩X 6=∅
|Ai| −
∑
i:Ai⊆X
|Ai|


=
∑
X⊆[n]
w(|X |)

n− ∑
i:Ai∩X=∅
|Ai| −
∑
i:Ai⊆X
|Ai|


= n
n∑
k=0
(
n
k
)
w(k)−
m∑
i=1
ai

 ∑
X:X⊆[n]\Ai
w(|X |) +
∑
X:Ai⊆X
w(|X |)


= n
n∑
k=0
(
n
k
)
w(k)−
m∑
i=1
ai
(
n∑
k=0
((
n− ai
k
)
+
(
n− ai
k − ai
))
w(k)
)
= n
n∑
k=0
(
n
k
)
w(k)−
m∑
i=1
aiFw(ai) .
Let P(n,m) be the set of all integer partitions a = (a1, a2, . . . , am) of the integer
n into m parts, i.e., a1, a2, . . . , am are positive integers with a1 + · · ·+ am = n.
With the concrete weight functions wj : {0, ..., n} → R, where
w1(k) = 1 for all k ,
w2(k) =
{
0, if k = 0 ,
1
k
, otherwise ,
w3(k) =
{
0, if k = 0 ,
1
(nk)k
, otherwise ,
we obtain from Lemma 1
f
j
= n
n∑
k=0
(
n
k
)
wj(k)−max
{
m∑
i=1
aiFwj (ai) : a ∈ P(n,m)
}
,
f j = n
n∑
k=0
(
n
k
)
wj(k)−min
{
m∑
i=1
aiFwj (ai) : a ∈ P(n,m)
}
.
We call an integer partition a ∈ P(n,m) j-minimal and j-maximal if
∑m
i=1 aiFwj (ai)
attains the minimum and maximum, respectively.
Corollary 1. The set partition A is j-minimal (resp. j-maximal) iff the block
sizes of A form a j-maximal (resp. j-minimal) integer partition a ∈ P(n,m).
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Thus we restrict ourselves to the determination of j-optimal integer partitions.
We mention that, for arbitrary weight functions F (instead of the special weight
functions Fwj ) and arbitrary number of items (instead of fixed number of items),
a dynamic programming algorithm for the determination of optimal integer
partitions is given in [4]. Moreover, [4] contains bounds for the number of
pairwise different items in an optimal integer partition. But for our special
cases of functions Fwj we may provide explicit solutions. For more information
on integer partitions see [1].
In the following we present integer partitions from P(n,m) also in the form
1λ12λ2 . . . nλn which means that there are exactly λi items i, i = 1, . . . , n, and,
equivalently,
n∑
i=1
iλi = n and
n∑
i=1
λi = m with non-negative integers λ1, . . . , λn.
Moreover, items of the form i0 will be mostly omitted.
3 Main results
The main results are given by the following three theorems.
Theorem 1.
a) An integer partition of P(n,m) is 1-minimal if it is of the form

1m−1(n−m+ 1)1 if n−m ≤ 5 ,
qm−r(q + 1)r if n−m > 5, n > 5m,n = qm+ r, 0 ≤ r < m ,
1m−
n−m
4 5
n−m
4 if n−m > 5, n ≤ 5m and m− n ≡ 0(mod 4) ,
1m−
n−m+1
4 415
n−m−3
4 if n−m > 5, n ≤ 5m and m− n ≡ 1(mod 4) ,
1m−
n−m+2
4 425
n−m−6
4 if n−m > 5, n ≤ 5m and m− n ≡ 2(mod 4) ,
1m−
n−m−1
4 5
n−m−5
4 61 if n−m > 5, n ≤ 5m and m− n ≡ 3(mod 4) .
b) An integer partition of P(n,m) is 1-maximal if it is of the form{
2m−1(n− 2m+ 2)1 if n ≥ 2m,
12m−n2n−m if n < 2m.
Theorem 2. Let n ≥ 13.
a) An integer partition of P(n,m) is 2-minimal if it is of the form given in
part a) of Theorem 1.
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b) An integer partition of P(n,m) is 2-maximal if it is of the form

2m−1(n− 2m+ 2)1 if n > 2m+ 2 ,
2m−232 if n = 2m+ 2 ,
2m−131 if n = 2m+ 1 ,
12m−n2n−m if n ≤ 2m.
Theorem 3.
a) An integer partition of P(n,m) is 3-minimal if it is of the form
1m−1(n−m+ 1)1 .
b) An integer partition of P(n,m) is 3-maximal if it is of the form
qm−r(q + 1)r, where n = qm+ r, 0 ≤ r < m.
4 Optimization for integer partitions
It will turn out that our functions Fwj have a concave-convex shape. Therefore
we present an elementary optimality criterion that is at least for the special
case c = 1 folklore. Let g : [n] → R be any function. The integer partition
a ∈ P(n,m) is called g-minimal (resp. g-maximal) if the objective function∑m
i=1 g(ai) attains the minimum (resp. maximum) at a.
Theorem 4. Assume that there is a number c ∈ {2, . . . , n} such that
2g(a) > g(a− 1) + g(a+ 1) for all a ∈ {2, . . . , c− 1} , (1)
2g(a) ≤ g(a− 1) + g(a+ 1) if a = c , (2)
2g(a) < g(a− 1) + g(a+ 1) for all a ∈ {c+ 1, . . . , n− 1} . (3)
a) If a∗ ∈ P(n,m) is a g-minimal partition then it has the following proper-
ties:
a
∗ does not contain two items from {c− 1, . . . , n} with absolute difference
≥ 2, with the exception that items c − 1 and c + 1 may exist if (2) is
satisfied with equality.
a
∗ does not contain two items from {2, . . . , c− 1}.
b) If a∗∗ ∈ P(n,m) is a g-maximal partition then it has the following prop-
erties:
a
∗∗ does not contain two items from {1, . . . , c} with absolute difference
≥ 2.
a
∗∗ does not contain two items from {c, . . . , n−1}, with the exception that
two items c may exist if (2) is satisfied with equality.
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Proof. We prove only part a) because part b) can be proved analogously. Let
briefly g(a) =
∑m
i=1 g(ai) and let a
∗ be a g-minimal partition. Assume that a∗
contains two items ai, aj from {c− 1, . . . , n} with aj − ai ≥ 2 (where ai = c− 1
and aj = c+1 are not considered if (2) is satisfied with equality). Then let a
′ be
the partition that can be obtained from a∗ by incrementing ai and decrementing
aj . Then
g(a′)− g(a∗) = (g(aj − 1)− g(aj))− (g(ai)− g(ai + 1)) < 0
since by (3) for all a ∈ {c+ 1, . . . , n}
g(a− 1)− g(a) > g(a)− g(a+ 1) > g(a+ 1)− g(a+ 2) > · · ·
Hence a∗ cannot be g-minimal, a contradiction.
Assume that a∗ contains two items ai, aj from {2, . . . , c − 1} with aj ≥ ai.
Let a′ be the partition that can be obtained from a∗ by decrementing ai and
incrementing aj . Then
g(a′)− g(a∗) = (g(aj + 1)− g(aj))− (g(ai)− g(ai − 1)) < 0
since by (1) for all a ∈ {2, . . . , c− 1}
g(a)− g(a− 1) > g(a+ 1)− g(a) > g(a+ 2)− g(a+ 1) > · · · > g(c)− g(c− 1).
Hence a∗ cannot be g-minimal, a contradiction.
In the following we write for a k-tuple (ai1 , . . . , aik) of items from a briefly
g(ai1 , . . . , aik) =
∑k
l=1 g(ail). In order to obtain contradictions we replace such
a k-tuple by some k-tuple (a′i1 , . . . , a
′
ik
) of items such that ai1 + · · · + aik =
a′i1 + · · ·+ a
′
ik
and g(ai1 , . . . , aik) < (resp. >) g(a
′
i1
, . . . , a′ik).
5 Proof of Theorem 1
We have
Fw1(a) =
n∑
k=0
((
n− a
k
)
+
(
n− a
k − a
))
= 2n−a+1.
Clearly we may ignore the factor 2n+1 and thus we work with the function
g(a) =
a
2a
(
=
1
2n+1
aFw1(a)
)
.
It is easy to check that (1), (2) (with equality) and (3) of Theorem 4 are satisfied
with c = 3. Moreover, note that
g(1) = g(2) > g(3) > g(4) > · · · (4)
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Part a): Let a∗ be a 1-minimal partition. In addition, we choose a∗ in such
a way that it has a minimum number of items 4 with respect to all 1-minimal
partitions. Then, by Theorem 4 a), a∗ does not contain two items 2. Moreover,
by the special choice of a∗ it does not contain a pair (2, 4) because it could be
replaced by (3, 3) which contradicts the 1-minimality and the minimality of the
number of items 4. Thus, by Theorem 4 a), a∗ has the form 1ibj(b + 1)k with
some integer b ≥ 2, i.e.,
i+ j + k = m and i+ bj + (b + 1)k = n . (5)
We may assume that k ≥ 1 because a partition 1ibj(b+1)0 can also be considered
as a partition 1i(b − 1)0((b− 1) + 1)j.
Since the reasoning in the proof of Theorem 2 will be analogous we point out
that we use in the following the inequalities
g(2, 3) > g(1, 4) , (6)
g(3, 3) > g(1, 5) , (7)
g(3, 4) > g(1, 6) , (8)
g(1, 2k − 1) > g(k, k) for all k ≥ 4 , (9)
g(1, 2k) > g(k, k + 1) for all k ≥ 4 , (10)
g(1, 6, 6) > g(4, 4, 5) , (11)
g(4, 4, 4) ≥ g(1, 5, 6) (in fact g(4, 4, 4) = g(1, 5, 6)) . (12)
These inequalities can be verified for g(a) = a2a by elementary computations.
Concerning (9) (and analogously (10)) note that g(1, 2k − 1) > g(1) = 12 =
2g(4) ≥ g(k, k)).
Case 1. n−m ≤ 5. We have to show that j + k ≤ 1. Assume that j + k ≥ 2.
By (5),
5 ≥ n−m = (b− 1)j + bk ≥ (b− 1)(j + k) ≥ (b − 1)2
and hence b ≤ 3 and, moreover, k = 1 if b = 3. Thus a∗ contains a pair of items
of the form (2, 3) or (3, 3) or (3, 4). But such a pair could be replaced by (1, 4),
(1, 5) or (1, 6), respectively, which contradicts the 1-minimality of a∗ by (6), (7)
and (8), respectively.
Case 2. n−m > 5 and n > 5m. We have to show that i = 0.
Assume that i > 0, i.e., a∗ contains an item 1. The partition a∗ cannot contain
an item d ≥ 7 because the pair (1, d) could be replaced by (d+12 ,
d+1
2 ) if d is odd
and by (d2 ,
d
2 + 1) if d is even which contradicts the 1-minimality of a
∗ by (9)
and (10). Thus b ≤ 5.
Assume that a∗ contains at most one item 6. Then by (5)
5m− n = 4i+ (5− b)j + (5− (b+ 1))k ≥ 4 + 0− 1 > 0,
a contradiction to n > 5m. Thus a∗ contains an item 1 and two items 6. But
(1, 6, 6) can be replaced by (4, 4, 5) which contradicts the 1-minimality of a∗ by
(11).
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Case 3. n −m > 5 and n ≤ 5m. If n −m = 6, then, similarly to Case 1, a∗
contains a pair of items (2, 3) or (3, 3) or (3, 4) or (4, 4). Since the first three
pairs yield a contradiction a∗ has the form 1m−242 as asserted.
Thus let n−m > 6.
First note that a∗ cannot contain three items 4 because the triple (4, 4, 4) could
be replaced by (1, 5, 6) which contradicts the 1-minimality and the minimality
of the number of items 4 of a∗ by (12). Now we show that
b = 4 or (b = 5 and k = 1). (13)
In order to show that b ≥ 4 assume that b ≤ 3. Then j+k > 2 because otherwise
6 < n−m = (b − 1)j + bk ≤ b(j + k) ≤ 6. Thus a∗ contains a pair of items of
the form (2, 3) or (3, 3) or (3, 4) which leads as in Case 1 to a contradiction.
Assume that b ≥ 6. Then a∗ must contain an item 1 in view of n ≤ 5m and an
item d = (b+ 1) ≥ 7. This leads as in Case 2 to a contradiction.
Now let b = 5. If i = 0 then in view of n ≤ 5m necessarily n = 5m and hence a∗
has the form 10405m, i.e., b = 4, a contradiction. Thus i > 0, i.e., a∗ contains
an item 1. Then a∗ cannot contain two items 6 because otherwise (1, 6, 6) could
be replaced by (4, 4, 5) which contradicts the 1-minimality of a∗ by (11). Hence
k = 1 and (13) is proved.
Thus a∗ has necessarily one of the following forms: 1i5k, 1i415k, 1i425k, 1i5j61.
From (5) it follows that i = m− n−m+j
b
and k = n−m−(b−1)j
b
. Consequently:
The form 1i5k requires m − n ≡ 0( mod 4) and is more precisely given by
1m−
n−m
4 5
n−m
4 .
The form 1i415k requires m − n ≡ 1( mod 4) and is more precisely given by
1m−
n−m+1
4 415
n−m−3
4 .
The form 1i425k requires m − n ≡ 2( mod 4) and is more precisely given by
1m−
n−m+2
4 425
n−m−6
4 .
The form 1i5j61 has 1 = k = n−m−(b−1)j
b
which leads to the precise form
1m−
n−m−1
4 5
n−m−5
4 61 and requires m− n ≡ 3( mod 4).
Thus part a) is proved.
Part b): Let a∗∗ be a 1-maximal partition. In addition, we choose a∗∗ in such
a way that it has a minimum number of items 3 with respect to all 1-maximal
partitions. Then, by Theorem 4 b), a∗∗ has the form 1i2jbk with some integer
b ≥ 3 and k ≤ 1.
Case 1. n > 2m. Then k = 1. We have to show that i = 0. Assume that i ≥ 1.
By (4), g(1, b) < g(2, b− 1) which contradicts the 1-maximality of a∗∗.
Case 2. n ≤ 2m. We have to show that k = 0. Assume that k ≥ 1. If i = 0
then n = 2j + bk > 2(j + k) = 2m, a contradiction. Thus i ≥ 1. As in Case 1,
(1, b) can be replaced by (2, b− 1), a contradiction.
9
6 Proof of Theorem 2
We have
Fw2(a) =
n∑
k=1
((
n− a
k
)
+
(
n− a
k − a
))
1
k
.
The main idea is to use an integral representation of Fw2(a) and to prove in-
equalities “under the integral”.
Let
p+a (t) =
1
t
(
(1 + t)n−a − 1
)
,
p−a (t) = t
a−1(1 + t)n−a .
The binomial theorem and a simple evaluation of the integrals yield the following
representation.
Lemma 2. We have
Fw2(a) =
∫ 1
0
(p+a (t) + p
−
a (t)) dt .
Consequently, for the proof of Theorem 2, we work with the function
g(a) =
∫ 1
0
a(p+a (t) + p
−
a (t)) dt .
In order to prove inequalities, we need the following estimation.
Lemma 3. Let ϕ(t) and ̺(t) be continuous real functions on [0, 1]. Let ϕ(t) be
positive and increasing and suppose that there is some root x0 ∈ (0, 1) of ̺(t)
such that ̺(t) < 0 for all t ∈ [0, x0) and ̺(t) > 0 for all t ∈ (x0, 1]. If∫ 1
0
̺(t) dt > 0 (resp.
∫ 1
0
̺(t) dt ≥ 0) (14)
then ∫ 1
0
ϕ(t)̺(t) dt > 0 (resp.
∫ 1
0
ϕ(t)̺(t) dt ≥ 0) . (15)
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Proof. We have∫ 1
0
ϕ(t)̺(t) dt =
∫ x0
0
ϕ(t)̺(t) dt+
∫ 1
x0
ϕ(t)̺(t) dt
≥
∫ x0
0
ϕ(x0)̺(t) dt+
∫ 1
x0
ϕ(x0)̺(t) dt
= ϕ(x0)
∫ 1
0
̺(t) dt
> 0 (resp. ≥ 0) .
First we study the monotonicity of g.
Lemma 4. Let n ≥ 6. We have
g(a+ 1) > g(a) if a = 1 ,
g(a+ 1) < g(a) if a ∈ {2, . . . , n− 1} .
Proof. In fact, the functions p+a , p
−
a , g depend also on n, hence we write here
more detailed p+a,n, p
−
a,n, g(a, n). Moreover, let
pa,n(t) = a(p
+
a,n(t) + p
−
a,n(t)) ,
qa,n(t) = pa,n+1(t)− pa,n(t) ,
da,n(t) = pa+1,n(t)− pa,n(t) .
Note that
g(a, n) =
∫ 1
0
pa,n(t) dt ,
qa,n = a(1 + t)
n−a(1 + ta)
and
g(a+ 1, n)− g(a, n) =
∫ 1
0
da,n(t) dt . (16)
By definition,
pa,a+1 = a+ at
a−1(1 + t) ,
pa+1,a+1 = (a+ 1)t
a ,
and hence, for all t ∈ [0, 1],
da,a+1 = −a+ t
a−1(t− a) < 0 ,
which implies together with (16) that
g(a+ 1, a+ 1)− g(a, a+ 1) < 0. (17)
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For n ≥ a+ 1 we have
da,n+1(t)− da,n(t) = (pa+1,n+1(t)− pa,n+1(t)) − (pa+1,n(t)− pa,n(t))
= qa+1,n(t)− qa,n(t)
= (a+ 1)(1 + t)n−a−1(1 + ta+1)− a(1 + t)n−a(1 + ta)
= (1 + t)n−a−1 ((1− at) + ta(t− a)) .
For a = 1 we have for all t ∈ (0, 1]
d1,n+1(t)− d1,n(t) = (1 + t)
n−2(1− t)2 > 0
and by (16)
(g(2, n+ 1)− g(1, n+ 1))− (g(2, n)− g(1, n)) > 0 .
Since g(2, 6)− g(1, 6) = 2960 > 0 it follows that g(2, n) > g(1, n) if n ≥ 6.
For a ≥ 2 we have
da,n+1(t)− da,n(t) ≥ (1 + t)
n−a−1 ((1− 2t) + ta(t− a))
By Lemma 3 applied to ϕ(t) = (1 + t)n−a−1 and ̺(t) = 2t − 1 and in view of
ta(t− a) < 0 for all t ∈ (0, 1] we obtain easily that∫ 1
0
(1 + t)n−a−1 ((1 − 2t) + ta(t− a)) dt < 0 ,
and hence
(g(a+ 1, n+ 1)− g(a, n+ 1))− (g(a+ 1, n)− g(a, n)) < 0 .
which together with (17) implies that g(a+ 1, n) < g(a, n) if a ≥ 2.
Let a = (a1, . . . , ak) and α = (α1, . . . , αk) be k-tuples of integers. To prove
further inequalities, we have to evaluate sums of the form
∑k
i=1 αig(ai). For
this purpose, we introduce the polynomials
q+
α,a(t) =
k∑
i=1
αiai(1 + t)
ak−ai ,
q−
α,a(t) =
k∑
i=1
αiait
ai−a1(1 + t)ak−ai ,
but, for a simpler representation, we omit the indices α,a and write simply
q+(t) and q−(t).
Note that
q+(t) = tak−a1q−(1/t) . (18)
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Lemma 5. Let
∑k
i=1 αiai = 0. Then
k∑
i=1
αig(ai) =
∫ 1
0
(1 + t)n−ak
(
tak−a1−1q−(1/t) + ta1−1q−(t)
)
dt .
Proof. We have
k∑
i=1
αiai(p
+
ai
(t) + p−ai(t)) =
k∑
i=1
αiai
1
t
(
(1 + t)n−ai − 1
)
+ αiait
ai−1(1 + t)n−ai
= (1 + t)n−ak
k∑
i=1
αiai
1
t
(1 + t)ak−ai + αiait
ai−1(1 + t)ak−ai
= (1 + t)n−ak
(
1
t
q+(t) + ta1−1q−(t)
)
= (1 + t)n−ak
(
tak−a1−1q−(1/t) + ta1−1q−(t)
)
.
In the following let
r(t) = tak−a1−1q−(1/t) + ta1−1q−(t)
which implies that
k∑
i=1
αig(ai) =
∫ 1
0
(1 + t)n−akr(t) dt . (19)
Lemma 6.
a) If r(t) ≥ 0 for all t ∈ [0, 1] and r(t) is not the zero polynomial then∑k
i=1 αig(ai) > 0 for all n ≥ ak.
b) If there is some root x0 ∈ (0, 1) of r(t) such that r(t) < 0 for all t ∈ [0, x0)
and r(t) > 0 for all t ∈ (x0, 1] and if there is some integer l such that∫ 1
0 (1 + t)
lr(t) dt > 0 then
∑k
i=1 αig(ai) > 0 for all n ≥ ak + l.
Proof. Part a) is a trivial consequence of (19) and part b) follows from Lemma
3 applied to ϕ(t) = (1 + t)n−ak−l and ̺(t) = (1 + t)lr(t).
Lemma 7. Let n ≥ 6. We have
2g(a) > g(a− 1) + g(a+ 1) if a ∈ {2, 3} ,
2g(a) < g(a− 1) + g(a+ 1) if a ∈ {4, . . . , n− 1} .
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Proof. We have to estimate g(a− 1)− 2g(a)+ g(a+1) and hence we work with
a = (a− 1, a, a+ 1) and α = (1,−2, 1) and apply Lemma 6. We have
q−(t) = (a− 1)(1 + t)2 − 2at(1 + t) + (a+ 1)t2 ,
r(t) = ta−2(a− 2t− 1) + (a− 1)t− 2 .
If a = 2 then r(t) = −(t + 1) < 0 for all t ∈ [0, 1], if a = 3 then r(t) =
−2(t− 1)2 < 0 for all t ∈ [0, 1) and hence by Lemma 6 a) (applied to −r(t))
g(a− 1)− 2g(a) + g(a+ 1) < 0 if a ∈ {2, 3} .
If a = 4 then r(t) = −2t3 + 3t2 + 3t − 2, r(t) < 0 for all t ∈ [0, 12 ), r(t) > 0
for all t ∈ (12 , 1], and
∫ 1
0
(1 + t)1r(t) dt = 720 > 0. By Lemma 6 b) (note that
n− (a+ 1) ≥ 6− 5 = 1)
g(a− 1)− 2g(a) + g(a+ 1) > 0 if a = 4 .
Now let a ≥ 5. Clearly a− 2t− 1 > 0 for all t ∈ [0, 1] and hence
∫ 1
0
r(t) dt >
∫ 1
0
(a− 1)t− 2 ≥ 0 .
By Lemma 6 a)
g(a− 1)− 2g(a) + g(a+ 1) > 0 if a ∈ {5, . . . , n− 1} .
The next lemma summarizes several further inequalities that are needed in the
following.
Lemma 8. Let n ≥ 13. Then
g(1, 7) > g(4, 4) , (20)
g(1, 8) > g(4, 5) , (21)
g(2, 3) > g(1, 4) , (22)
g(2, 5) > g(3, 4) , (23)
g(3, 3) > g(1, 5) , (24)
g(3, 4) > g(1, 6) , (25)
g(1, 6, 6) > g(4, 4, 5) , (26)
g(2, 2, 5) > g(3, 3, 3) , (27)
g(4, 4, 4) > g(1, 5, 6) . (28)
Proof. For the proof, we again apply Lemma 6, analogously to the proof of
Lemma 7. For the sake of brevity we present the corresponding vectors a and
α in form of a table.
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inequality a α
g(1, 7) > g(4, 4) (1, 4, 7) (1,−2, 1)
g(1, 8) > g(4, 5) (1, 4, 5, 8) (1,−1,−1, 1)
g(2, 3) > g(1, 4) (1, 2, 3, 4) (−1, 1, 1,−1)
g(2, 5) > g(3, 4) (2, 3, 4, 5) (1,−1,−1, 1)
g(3, 3) > g(1, 5) (1, 3, 5) (−1, 2, 1)
g(3, 4) > g(1, 6) (1, 3, 4, 6) (−1, 1, 1,−1)
g(1, 6, 6) > g(4, 4, 5) (1, 4, 5, 6) (1,−2,−1, 2)
g(2, 2, 5) > g(3, 3, 3) (2, 3, 5) (2,−3, 1)
g(4, 4, 4) > g(1, 5, 6) (1, 4, 5, 6) (−1, 3,−1,−1)
The corresponding terms r(t) (if Lemma 6 a) can be applied) and additionally
the values l,
∫ 1
0 (1+t)
lr(t) dt and the lower bound ak+l for n (if Lemma 6 b) can
be applied) can be computed and checked using a standard computer algebra
system. They are given in the next table in the corresponding order.
r(t) l
∫ 1
0 (1 + t)
lr(t) dt ak + l
−17t5 − 3t4 + 27t3 + 27t2 − 3t− 17 4 1639/360 11
−23t6 − 11t5 + 35t4 + 62t3 + 35t2 − 11t− 23 0 23/42 8
3t2 − 2t+ 1/3 ≥ 0
−4t3 + 5t2 + 5t− 4 3 37/70 8
7t3 − 4t2 − 4t+ 7 ≥ 0
11t4 − 2t3 − 14t2 − 2t+ 11 ≥ 0
−15t4 + 7t3 + 20t2 + 7t− 15 7 247/660 13
−6t3 + 7t2 + 7t− 6 5 443/168 10
13t4 − 3t3 − 20t2 − 3t+ 13 ≥ 0
Lemma 9. Let n ≥ 11. We have for all k ≥ 4 with 2k ≤ n resp. 2k < n
g(1, 2k − 1) > g(k, k) , (29)
g(1, 2k) > g(k, k + 1) . (30)
Proof. Both inequalities can be proved by induction on k using (20) and (21) as
the induction basis. As an example we show the step from k to k + 1 for (29).
We have for k ≥ 4 by Lemma 7
g(2k + 1)− g(2k − 1) = (g(2k + 1)− g(2k)) + (g(2k)− g(2k − 1))
≥ (g(k + 1)− g(k)) + (g(k + 1)− g(k))
and hence, by the induction hypothesis,
g(1, 2k + 1)− g(k + 1, k + 1) ≥ g(1, 2k − 1)− g(k, k) > 0 .
Lemma 10. Let n ≥ 8. Then for all a with 4 ≤ a ≤ n− 3
g(2) + g(a+ 1) > g(3) + g(a) . (31)
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Proof. This inequality can be proved by induction on a using (23) as the in-
duction basis. For the induction step from a to a + 1 note that by Lemma 7,
g(a+2)− g(a+1) > g(a+1)− g(a). Using the induction hypothesis we obtain
g(a+ 2)− g(a+ 1) + g(2)− g(3) > g(a+ 1)− g(a) + g(2)− g(3) > 0.
Proof of Theorem 2.
Part a): The case n = m+ 1 is trivial, thus let n > m+ 1. Recall that n ≥ 13.
Let a∗ be a 2-minimal partition. Assume that it contains an item 2. In view of
n > m+1 it contains also an item a ≥ 2. But the pair (2, a) can be replaced by
(1, a+1), a contradiction to the 2-minimality of a∗ by Lemma 4. The conditions
(1), (2) (with strict inequality) and (3) of Theorem 4 are satisfied for c = 4 by
Lemma 7. Thus by Theorem 4, a∗ has the form 1ibj(b+ 1)k with some b ≥ 3.
Now we are in the same situation as in the proof of part a) of Theorem 1 (with
the stronger inequality b ≥ 3 instead of b ≥ 2). The inequalities (6)–(12) are
satisfied for the actual function g(a) = aFw2(a) by Lemmas 8 and 9. Thus the
Cases 1–3 can be discussed exactly in the same way as in the proof of part
a) of Theorem 1. Note that we do not need the additional assumption that a∗
contains a minimal number of items 4 because the inequality (12) is here a strict
inequality, see (28).
Part b): Let a∗∗ be a 2-maximal partition. It cannot contain a pair (3, a) with
a ≥ 4 since it could be replaced by (2, a+1) which contradicts the 2-maximality
of a∗∗ by Lemma 10. Moreover, a∗∗ cannot contain a pair (1, a) with a ≥ 3
because it could be replaced by (2, a− 1) (Lemma 4).
As for part a), we may apply Theorem 4 (but here part b)) with c = 4 and
strict inequality in (2). Thus a∗∗ does not contain two items from {1, 2, 3, 4}
with absolute difference ≥ 2 and contains at most one item from {4, . . . , n− 1}.
Case 1.1 n > 2m+2. Assume that there is no item a ≥ 4. Then there must be
at least three items 3. But the triple (3, 3, 3) could be replaced by (2, 2, 5) using
(27). Thus there is an item a ≥ 4 which immediately leads to 2m−1(n−2m+2)1.
Case 1.2 n = 2m + 2. If there is an item a ≥ 5 then there is no item 1 and
hence n ≥ 2(m− 1) + a > 2m+ 2, a contradiction. Thus the only possibility is
2m−232.
Case 1.3 n = 2m+ 1. If there is an an item a ≥ 4 then there is no item 1 and
hence n ≥ 2(m− 1) + a > 2m+ 1, a contradiction. Thus the only possibility is
2m−131.
Case 2 n ≤ 2m. If a∗ contains an item a ≥ 3 then it must also contain an
item 1, a contradiction. Thus a∗ contains only items 1 and 2 which yields the
assertion.
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7 Proof of Theorem 3
We have
Fw3(a) =
n∑
k=1
((
n− a
k
)
+
(
n− a
k − a
))
1(
n
k
)
k
.
We need a much simpler representation of Fw3(a) and apply the following lemma
from [5].
Lemma 11. If a, b, c are integers such that a ≥ 0, b > 0, c ≥ a+ b then
a∑
j=0
(
a
j
)
1
(b+ j)
(
c
b+j
) = 1
b
(
c−a
b
) .
In fact, we need this lemma only in the case c = a+ b and in the case b = 1. In
these cases the lemma can be proved in a straightforward way.
Lemma 12. We have
n∑
k=1
(
n− a
k − a
)
1(
n
k
)
k
=
1
a
.
Proof. We have
n∑
k=1
(
n− a
k − a
)
1(
n
k
)
k
=
n−a∑
j=0
(
n− a
j
)
1
(a+ j)
(
n
a+j
)
and may apply Lemma 11 with a := n− a, b := a, c := n.
Lemma 13. We have
n∑
k=1
(
n− a
k
)
1(
n
k
)
k
=
n∑
k=a+1
1
k
.
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Proof. We have
n∑
k=1
(
n− a
k
)
1(
n
k
)
k
=
n∑
k=1
(
n−a−1∑
l=0
(
l
k − 1
))
1(
n
k
)
k
=
n−a−1∑
l=0
(
n∑
k=1
(
l
k − 1
)
1(
n
k
)
k
)
=
n−a−1∑
l=0

 l∑
j=0
(
l
j
)
1
(1 + j)
(
n
1+j
)


=
n−a−1∑
l=0
1
n− l
=
n∑
k=a+1
1
k
.
Here the second to last identity follows from Lemma 11 with a := l, b := 1, c :=
n.
Now we are ready to present the simpler form of Fw3(a) which follows immedi-
ately from Lemmas 12 and 13.
Theorem 5. We have
Fw3(a) =
1
a
+
n∑
k=a+1
1
k
.
Consequently, for the proof of Theorem 3, we work with the function
g(a) = 1 + a
n∑
k=a+1
1
k
(= aFw3(a)) .
We have for all a ∈ {2, . . . , n− 1}
g(a− 1) + g(a+ 1)− 2g(a) = (a− 1)
(
1
a
+
1
a+ 1
)
−
2a
a+ 1
= −
1
a
< 0 ,
and hence we may apply Theorem 4 with c = n and this theorem immediately
yields the statements in Theorem 3.
8 Concluding remarks
We proved Theorem 2 only for n ≥ 13. For smaller n, some of the used in-
equalities are not true. which leads to some differences. But for 3 ≤ n ≤ 12,
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the values g(a), a ∈ {1, . . . , n − 1}, can be concretely determined and optimal
partitions can be determined by complete search or using a slight modification
of the algorithm from [4]. We omit the details.
With analogous methods, the average cardinality of the A-upper approximation
and of the A-lower approximation, respectively, can be optimized. In the case
j = 2 (and in a trivial way also for j = 3) there are some small differences
concerning the used inequalities which leads to some small differences concerning
the optimal partitions. We again omit the details.
An inspection of the proof of Lemma 1 and the application of Lemma 12 lead
to the identity
∑
X⊆[n]
w3(|X |)|A
−(X)| =
m∑
i=1
ai
n∑
k=0
(
n− ai
k − ai
)
w3(k) =
m∑
i=1
ai
1
ai
= m.
Consequently, ∑
∅6=X⊆[n]
|A−(X)|(
n
|X|
)
|X |
= m.
This is an interesting analogon to the well-known AZ-identity [2] (for a textbook
see [3]):
Theorem 6 (AZ-identity). Let F be a family of nonempty subsets of [n]. For
X ⊆ [n] let
F(X) =
⋂
A∈F :A⊆X
A
(here the intersection is defined to be empty if there is no A ∈ F with A ⊆ X).
Then ∑
∅6=X⊆[n]
|F(X)|(
n
|X|
)
|X |
= 1 .
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