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Abstract 
An alternative (equivalent) definition of continued fractions in terms of a group representation is introduced. With 
this definition, continued fractions are considered as sequences in a topological group, converging (in some sense) to 
its boundary. This point of view yields an alternative (equivalent) proof for Lane's convergence theorem for periodic 
continued fractions. 
I. Introduction 
Lane's convergence theorem for periodic continued fractions [3] is based on their representation 
as orbits under Moebius transformations. Schwerdtfeger [4] gave an improved proof, based on a 
classification of  the fixed points of  these Moebius transformations. Here we introduce an algebraic 
point of  view, with which continued fractions are considered as sequences in a topological group 
(the group representation of the group of  invertible Moebius transformations), converging (in some 
sense) to its boundary. This observation leads to a further simplification of  the proof of  Lane's 
theorem, using the Jordan form of  matrices in this group representation. 
2. Algebraic framework 
In this section we define representations for the group of  invertible Moebius transformations on 
the extended complex plain. These representations are the basis for our formulation of  continued 
fractions as sequences in a topological group. 
Let H be the set of  2x2  nonzero matrices with elements in the complex plain C. In the sequel, 
we use the following notation for an element h E H: 
hll hi2 
h= = \ h2~ " 
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In particular, we use the following special elements of H: 
I=  (100)  I1= (0~)  and Io= ( I I )  
1 ' 1 00  " 
Let G C H be the group of 2×2 nonsingular matrices. The center S of G is defined by 
S = {,q ¢ G igg '  = g'g V9' E G} = {s/ Is ¢ C\{O} }. 
Clearly, the relation 
g~g'  i f~sES  such that g '=sg  
is an equivalence relation in H. Consequently, an equivalence set hS is independent of the specific 
choice of representative h; namely, 
hS= {h' E H lh '~h} 
is identical to 
kS= {h' E g [h ' , ,~k}  
if and only if k ~ h. Define the family of disjoint equivalence sets 
H/S- -  {hSlh E H}. 
Clearly, G/S C HIS is a group. 
Let M denote the group of invertible Moebius transformations on the extended complex plain 
C LJ {oo}, that is, transformations of the form 
az+b 
Z - "+ - -  
cz +d '  
where a, b, c, d E C and ad - bc ~ O. G may be considered as a representation f M, namely, there 
exists a homomorphism G --~ M. Let us specify this homomorphism in a geometrical manner. Define 
the mappings 
T:  C2\{(0,0) '} ~ CU {:xD} by T((c~,c2)') = c~/c2 
(c, l )  t 
T ' 'CU{w}~C2\{(O,O)  '} by T ' (c )= (l,O)t 
(cl, c2 E C), 
i f cE  C, 
i f c=~.  
Clearly, TT' is the identity on C U {oo}. The desired homomorphism is 
T.  T' : G --+ M, g ---~ TgT' Vg E G. 
Clearly, TgT' -- Tg'T' if and only if g ,~ g'. Note also that if v is an eigenvector of g, then Tv is a 
fixed point of TgT'. From the first homomorphism theorem we obtain 
G/S ~_ M. 
Let us construct his isomorphism explicitly. Define an equivalence relation on C2\{(0,0) t} by 
v -,~ v' if ~s E S such that v' =sv  (v,v' E C2\{(0,0)t}). 
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Split C2\{(0,0) '} into equivalence sets of the form 
s~, = {,,' e c2 \{(0 ,0 ) '}  I v ' ~ v}. 
Define the projective plain to be the family of disjoint equivalence sets 
(Ce \{(O,O) '} ) /S  = {Sv iV • C\{(O,O) '}} .  
Define the mappings 
R:(C2\{(O,O)'})/S ---+ CU {:x)} by R(S(c,,c2)') = c,/c2 (c,, c2 E C), 
and 
S(c, 1)' i f cE  C, 
R-' • C u {.~} ~ (CZ\{(O,O)'})/S by R- ' (c )  = S(I,O)' if c = oc. 
G/S may be interpreted as the group of projective mappings on the projective plain. An element 
gS E G/S is operating in the projective plain by 
ys(sv) = syv vv c c2 \{(0 ,0 ) '} .  
The desired isomorphism is
R. R I : G/S ~ M, gS ~ RgSR-I VgS E G/S. 
Note that if Sv is a fixed point of gS, then RSv is a fixed point of RgSR -~ and v is an eigenvector 
of g. 
The present definition of continued fractions and proof of Lane's theorem for periodic contin- 
ued fractions may be thought of as either 'homomorphic' (using the above homomorphism) or 
'isomorphic' (using the above isomorphism) to the classical definition and Schwerdtfeger's proof, 
respectively. The 'homomorphic' approach requires certain topologies defined on H. The 'isomor- 
phic' approach requires topologies on HIS which are induced from H. Hence we use here the simpler 
'homomorphic' approach. 
3. Topological framework 
Impose on H the usual element by element opology, for which H is homeomorphic to C4\ 
{(0,0,0,0)'}. Impose on G the topology induced from H, namely, ~ is an open set in G if ~ = 
.g q G, where ~ is an open set in H. Clearly, G is a topological group. Furthermore, it is open in 
H and (~ = H (where t~ is the closure of G in H). Denote 
?G = G\G = H\G.  
This is the set of singular matrices in H. 
Let D C G be the subgroup of diagonal matrices. Define the equivalence relation "~D on H by 
h~Dh'  i f3dED such that h '=hd.  
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Split H into equivalence sets of the form 
hz) = {h' H Ih' h}. 
For any set of  C H, denote OfD = [.-Jh, e.~, h'D. Let H* be the same set as H but with the topology 
induced from ~o, namely, Of* is an open set in H* if of* = Of D, where Of is an open set in 
H. Note that the mapping H* --, H/D (where H/D is considered with the topology induced from 
"w), defined by h --, hD, is a homeomorphism. In the sequel, we denote convergence in H* by ~*.  
Since the topology • is not Housdorf, the limit is not unique; however, it is unique modulo the ~z) 
equivalence. Note also that the group product operator is not continuous in H*, hence H* is not a 
topological group. However, the product operator 
: H x H" ~ H* (h,h' ~ hh') is continuous. (1) 
4. Definition of continued fractions 
Here we give an alternative definition for continued fractions, using the above framework. We 
show that this definition is equivalent to the standard one. 
For any ordered set s, let H., denote a product of elements indexed in s with an increasing index 
order. The product over the empty set Ho is equal to 1. 
Definition 1. A continued fraction is an infinite sequence of elements of G of the form 
f l=  ( Oa')l b, , 1=1,2  . . . . .  
The nth approximant of the continued fraction is 
9 . -  H fi, n=0,1 ,2  . . . . .  
I<~l<.n 
It is said that the continued fraction converges (in the wide sense) if there exists an h* E H ° such 
that 
,q. h'. (2) 
It is then said that the limit of the continued fraction is h'D E HID. It is said that the continued 
fraction converges in the strict sense if h* in (2) is not upper triangular. 
Note that, since 90 involves a product over the empty set, it is equal to 1. Let us show that this 
definition is equivalent o the standard one. It follows from [1-4] that the approximants c. of a 
continued fraction (in the standard sense) satisfy 
(Y.)12 (9.~-~)ll C. =-- al/(bl + az/(b2 + ' "  + a . / (b . ) . . . )  - - -  - n = 1,2 . . . . .  
(On)22 (On+l)21 '
Hence, if there exists a c 6 C tO {oc} such that c. - - -~.~ c, then (2) holds with 
h* = (T'c I T'c). 
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On the other hand, if (2) holds with h* = (h~ Ih~) for some h~, h~ E C2\{(0,0)'}, then the special 
structure of  the f t ' s  guarantees that h~ and h~ are linearly dependent (or, in other words, h* E c3G). 
This implies that c, ~,_ :~ T(h T) = T(h~ ). 
5. Application to periodic continued fractions 
This section contains the algebraic equivalence of the theory in [3, 4]. 
Let k be a positive integer and assume that 
a~k+m=a,, and brk+m=b,~, m= 1,2 . . . .  ,k, r - -0 ,1 ,2  . . . . .  
Let gk = tjt-~ be a Jordan form of  ~ where 
J=  0 EG 
and t = (v~ I vz) E G, where v~ and vz are the (pseudo) eigenvectors of 9k. Note that ~ ¢ 0 implies 
that ). = # and vz is a pseudo eigenvector of  9k. Since j E G, 2 -¢ 0 :~/~. Without loss of  generality, 
assume [2] >~ I Pl. 
Theorem 2. g, converges (in the wide sense) in H* if and only if one of the following conditions 
holds: 
1. ~¢0.  
2. 121 > [pl and, for every O<~m<~k- 1, t-tg,, is not lower triangular (in other words, the second 
column vector of Or, is not in Sv2). 
In this case, (2) holds with h" = (vl[ vl ). 
Proof. For m = 0, 1 ,2, . . . ,k  - 1 and r = 0, 1,2 . . . . .  we have 
( I rk  ~-rn : gkgmr : t jr t - I Y ra .  
From ( I ), convergence of g, in H* is equivalent o the existence of an h E H* for which 
j r t - l ,qm -'-~_,~ h, m = 0, l , . . . , k  - 1. (3) 
Note that 
( ) f ( t - lg") ' l  +r)f-I~(t-'g,,)2, ;((t-lgm)12 +r;(-l~(t-'gm)22) 
Jr t-- I gin = p'(t--l gm )21 #'( t  - l  gr n )22 
Consider the following cases: 
1. If = ¢ 0 then (3) holds with h = I0. 
2. Assume ~ = 0 and 2 = #. Then gk E SI, which implies k > 1. Hence, (2) holds only if the gin'S 
(O<<.m<<.k- 1) are equivalent to  to each other. This, of  course, is impossible in view of the 
structure of  the f t ' s .  
3. Assume ~ = 0, [)~[ = [p[ and 2 ¢ #. Then (3) holds only if the t-lg,,'s (O<<.m<~k - 1) are 
equivalent "~o to a constant matrix, either I or Ii. This implies k = 1 and either t "~D t- l  '~  I 
or t ~t9 t-J "~o I~. Consequently, 91 is diagonal, which contradicts the definition of f i .  
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4. Assume that :t = 0, 121 > I/t] and (l-lgm)t2 ~ O, O<~m<~k - 1. From the structure of the f t ' s ,  it 
follows that (t-lgm)ll ~ O, i <<.m<~k. Note also that ( t - I ) l l  = (j-zt-lg,)l l ~ O. Hence (3) holds 
with h = I0. 
5. Assume that ~ = 0, 121 > I/t[ and (t-~gmo)~2 -- 0, for some O<~mo<~k - 1. From the structure of  
the f / ' s  and the nonsingularity of t-lgmo+l, we have (t-lgm,,+t)12 Y~ O. Using the diagonal structure 
o f j  = t-~gkt, we obtain (t-~gmo÷~modk)~2 ~ O. Hence, (3) cannot hold for both m = m0 and 
m -- m0 + 1 mod k with the same limit h. [] 
The following corollary gives sufficient and necessary conditions for convergence in the strict 
sense. 
Corollary 3. Assume that g, converges (in the wide sense) in H'. Then g, converges in H* & the 
strict sense if and only if either g, is not upper triangular or r(.qk),,l<l(.q,)221. 
Proof. Since (2) holds, the last statement in Theorem 1 implies that h* ~D (v, l v,). Convergence 
in the strict sense is thus equivalent o the requirement v~ ~/S(1,0)'. 
First we prove the 'if '  part of  the corollary. Assume that g, is not upper triangular. If v~ C S(I ,  0) I, 
then t is upper triangular and so are t -~ and g,, which contradicts the assumption. Hence v~ ff S(I,  0) I 
and the convergence is strict. 
Assume that g, is upper triangular and I(gk),,l <1(0,)221. Then we have 2 = (gk)22, /t = (g,)lt 
and vz E S( I ,0 )  t. This implies v~ ¢( S( I ,0) '  and strict convergence. 
For the 'only if' part, assume that g, is upper triangular and I(g,)~l>~ l(g*)221. Since convergence 
occurs, we have that either (g,)~ = (g,)22 and gk is already in its (nondiagonal) Jordan form or 
I(gt)ll l > 1(g,)221. In either case v, c S(1,O) t and the convergence is not strict. [] 
Finally, we mention that the present approach may be useful also for other problems in the conti- 
nued fraction theory, e.g., the construction of  contractions of  continued fractions (see [2, Section 2.4]). 
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