a b s t r a c t A simplified procedure for correcting self-absorption effect was proposed in calibration-free laser-induced breakdown spectroscopy (CF-LIBS). In typical LIBS measurement conditions, the plasma produced is often optically thick, especially for the strong lines of major elements. The selection of self-absorption lines destroys the performance of CF-LIBS, and the familiar correction method based on the curve of growth is complex in implementation. The procedure we proposed, named internal reference for self-absorption correction (IRSAC), first chose an internal reference line for each species, then compared other spectral line intensity of the same species with the reference line to estimate the self-absorption degrees of other spectral lines, and finally achieved an optimal correction by a regressive algorithm. The self-absorption effect of the selected reference line can be ignored, since the reference line with high excitation energy of the upper level is slightly affected by the self-absorption. Through the IRSAC method, the points on the Boltzmann plot become more regular, and the evaluations of the plasma temperature and material composition are more accurate than the basic CF-LIBS.
Introduction
Laser-induced breakdown spectroscopy (LIBS) is an analytical technique of atomic emission spectroscopy (AES) that lasergenerated plasma is used as the emitting source. In LIBS, a pulsed laser beam is focused by a lens on the target material, of which a small volume is intensely heated and thus brought to a transient plasma state. With high temperature and high electron density, the plasma state, in which the sampled material is broken down, vaporized, atomized, and partially ionized, releases energy by emission of radiation across a broad spectral range between 200 and 980 nm [1] . The atomic and ionic spectra are obtained by means of a spectrograph, thereby allowing elemental components of the target to be identified and quantified.
Since the first analytical use of laser plasma for the spectrochemical analysis of surfaces was published in 1963, the LIBS technique has demonstrated its potential in qualitative and quantitative analysis of elemental composition [2] . Compared with other atomic emission spectral analysis techniques, the LIBS has many benefits, such as the capability of multi-element simultaneous analysis, applicability to all sample types like solids, liquids, and gases, less sample requirement, lack of sample preparation, and quickness of data acquisition. During the last two decades, the applications of LIBS have increased considerably, including industrial production control and quality assurance [3] [4] [5] , environmental protection [1, [6] [7] [8] , explorations of outer space [9] , cultural heritage conservation [10] , and medicinal studies [11] .
Commonly, LIBS is used to determine the elemental composition of materials by calibration curves that require several reference samples with the same matrices [12] [13] [14] . This method requires that the measurement conditions of the reference samples match with the measurement conditions of the objects analyzed. Moreover, sometimes making the reference samples that have the absolutely same matrices as the samples analyzed is difficult or even impossible [9] . Consequently, the approach of calibration curves is appropriate to laboratorial analysis and not compatible with field analysis for variable circumstances or priori unknown samples.
In order to correct the matrix effect on the calibration curves, a number of methods have been proposed [15] [16] [17] . The procedure based on normalization with respect to a reference line can provide higher accuracy and reproducibility of the analytical results than methods using simple line intensity [15] . Panne et al. propose a model which includes the equilibrium Saha and Boltzmann relationships to correct the pulse-to-pulse variability of the plasma electron temperature and density [16] . Chaleard et al. describe the emission intensity of a line by using a model considering the electron temperature and total mass vaporized in the plasma plume [17] . In their experimental conditions, they demonstrated that the acoustic signal emitted by the plasma is proportional to the vaporized mass. Therefore, a correction for the matrix effect was accomplished by measuring the vaporized mass and plasma temperature [17] .
Another analytical approach of LIBS for quantifying the elemental composition of materials is the calibration-free LIBS (CF-LIBS) proposed by Ciucci et al. in 1999 [18] . The CF-LIBS determines the concentration of elements by using the mathematic models that describe the plasma emission, not requiring any calibration curves and reference samples. Hence, the CF-LIBS avoids the matrix effect caused by the different matrices between the reference samples and the objects analyzed, and is more suitable to field and on-line applications. The calculation of plasma temperature is a crucial point of the procedure. To increase the reliability of temperature calculation, Saha-Boltzmann method can be used [19, 20] . In Saha-Boltzmann method, lines from atoms and ions of the same element are included in the linear regression for enlarging the difference in the excitation energies of upper levels thus improving the statistics. However, the CF-LIBS method is often affected by the self-absorption effect, especially for the major elements. In CF-LIBS, many spectral lines must be chosen, including some strong lines of major elements, to draw a Boltzmann or Saha-Boltzmann plot. The self-absorption effect makes the intensity of selected lines at low excitation energies of upper levels lower than its theoretical value, and thus the calculated plasma temperatures are higher and the intercepts are lower than expected. Therefore, the accuracy of the quantitative results of the CF-LIBS method may be extremely destroyed by the self-absorption effect.
With the purpose for correcting the self-absorption effect, the CF-LIBS procedure has been updated by Bulajic et al., in which a self-absorption correction step is implemented by using a recursive algorithm based on the curve of growth (COG) [21] . In order to correct the self-absorption effect, the COGs of all the analytical lines in the Boltzmann plot should be constructed. The construction of the COGs requires calculating the plasma temperature, electron density, Gaussian broadening, Lorentzian broadening and optical path length. The authors introduce a recursive algorithm to obtain the Lorentzian broadening since it is difficult to calculate in theory. Through the correction procedure, the quantitative results show a significant improvement with respect to those obtained without self-absorption correction. However, this procedure is complex and time consuming, for it requires calculating theoretical values of many variables and measuring the observed half-widths of all analytical lines. Furthermore, some theoretical values like Lorentzian broadening are not easy to accurately calculate, and sometimes the line half-widths are difficult to observe especially when line overlaps exist.
In this paper, for CF-LIBS we propose a method called internal reference for self-absorption correction (IRSAC) to correct selfabsorption effect. In this method, we select an internal reference line for each species in order to evaluate the self-absorption degrees of other spectral lines. The selected internal reference line with high excitation energy of the upper level is slightly affected by the selfabsorption effect, and thus the self-absorption can be negligible. Based on the self-absorption degrees obtained, other spectral line intensity can be iteratively corrected.
Theoretical

Calibration-free LIBS
The procedure of CF-LIBS has been described in detail by Ciucci et al. [18] ; therefore, we only introduce the basic characteristics of this method for better depicting the procedure of IRSAC. Assuming the plasma is optically thin and in local thermodynamic equilibrium (LTE) in the temporal window of signal acquisition, the measured integral line intensity can be expressed as:
where is the wavelength corresponding to the transition between two energy levels, E i and E j , of an atomic or ionic species s; C s is the number concentration of the emitting species s; A ij is the transition probability for the given line; g i is the degeneracy of the i level; F is a constant that takes into account the optical efficiency of the collection system as well as the total plasma number density and volume; k B is the Boltzmann constant; T is the plasma temperature; U s (T) is the partition function for the emitting species. The spectral parameters of A ij , g i and E i can be obtained from spectral databases, and the values of F, C s and T must be determined from the experimental data. By defining the following quantities
and taking the logarithms of the both sides, Eq. (1) can be rewritten in a linear form:
According to Eq. (3), each line intensity can be represented as a point in the Boltzmann plot with the above defined x and y coordinates. For all species, these points lie on several parallel straight lines with the same slope m and different intercepts q s . Since the sum of the relative concentration of all species equal unity, the experimental factor F can be determined using the following normalization relation,
and the concentration of all the species in the sample can be obtained by
The initial CF-LIBS method compensates for the matrix effect by applying the basic equations derived from the LTE and optically thin plasma assumptions, avoiding the need for any comparison with calibration curves or reference samples. The plasma created by laser ablation, however, is often optically thick for some special wavelengths, and thus causes the spectral self-absorption and pronounced nonlinearity in the Boltzmann plot. In the following section, we will present a method for self-absorption correction to improve the quantitative performance of the CF-LIBS.
Model of the IRSAC
In order to consider the self-absorption effect, we introduce a self-absorption coefficient to correct the model of spectral line intensity described in Eq. (1) as follows:
where f b is defined as the self-absorption coefficient at the wavelength , with the value between 0 and 1. f b = 0 denotes the spectral line is absolutely reabsorbed along the optical path, while f b = 1 denotes the spectral line is not affected by self-absorption effect. Generally, the self-absorption effect is strong for the lines with low excitation energies of upper levels and high transition probabilities, especially for the resonant lines; otherwise, the selfabsorption effect is weak for the lines with high excitation energies of upper levels. Therefore, an approximate measurement of the selfabsorption coefficient can be obtained by the intensity ratios of other emission lines to an internal reference line for each species:
where R , I mn R and f b R are the wavelength, spectral line intensity and self-absorption coefficient of the internal reference line, and the A mn , g m and E m are the spectral parameters related to the transition between energy levels of m and n. If we select the internal reference line with a low transition probability A mn or a high excitation energy level E m , the self-absorption effect of the internal reference line can be negligible, and thus f b R ≈ 1. Therefore, the self-absorption coefficient of other emission lines can be evaluated based on the following equation,
Consequently, the corrected spectral line intensities that the lines would have in the absence of self-absorption can be approximated from the ratios of the measured line intensities to the self-absorption coefficient:
By Eq. (9), the self-absorption correction for each line can be obtained. When these corrections are applied to each point in the Boltzmann plot, the spread of points from each species around the best fit line will be reduced, and thus more accurate quantitative results will be obtained.
Algorithm description of the IRSAC
According to Eq. (8), the calculation of the self-absorption coefficients requires the plasma temperature, which can be preliminarily evaluated from the Boltzmann plot without any correction. The line intensities corrected by the previous temperature are used to calculate a new temperature. Since the evaluation of the temperatures interacts with the evaluation of the self-absorption coefficients, the optimal self-absorption coefficients can be determined by an iterative procedure until the convergence of the correlation coefficients on the Boltzmann plot. When the correlation coefficients come into convergence, the corrected points will well linearly lie on the Boltzmann plot, and the temperatures calculated from two iterations will change little.
Assuming that there is a good linear relation between x i and y i defined as Eq. (2) on the Boltzmann plot, when the self-absorption does not exist for all lines, three cases are possible after the iterative process: (1) if all lines do not need correction, the iterative process will little modify the intensity of all lines, thus keeping the corrected fitting line nearly same as the one before correction; (2) if only some lines need correction, the iteration will greatly correct these scattered points on the Boltzmann plot, and accordingly improve the temperature and intercepts estimation; (3) if most or even all lines need to be corrected, though the correlation coefficients come into convergence, the corrected fitting line is not our expected. In case 3, the corrected temperature will still be higher than the real value, at the same time the intercept will still be lower than expected. This case generally happens on the matrix element. We can determine whether this case has happened by judging if the fitting lines of all species are nearly parallel after the previous iterative correction. If they are not nearly parallel, for the species with the highest temperature estimated, we suggest setting the initial temperature of this specific species as the mean value of the temperatures determined by all species, and then repeating iterative correction until all fitting lines are nearly parallel. By this manner, we finally obtain the stable plasma temperature and intercepts.
The determination of the internal reference line is another crucial point of the procedure. Selecting one single reference line to correct other lines reflects in a large uncertainty on the results, due to statistical fluctuations or possible unrecognized systematic bias affecting the intensity. Therefore, we use the fitted value of the reference line on the Boltzmann plot instead of the actual value obtained by experiments. The fitted value is defined as the value on the position of the energy level E m on the fitting line based on Eq. (3). The fitted value is an integration of lines with the energy levels close to the energy level of the reference line, and thus is relatively stable. Based on the fitted value, the correction of other lines is not sensitive to the selection of the reference line, as long as the energy level of the reference line is not extremely low for avoiding the self-absorption of the reference line.
We should note that, some self-absorption coefficients determined by Eq. (8) are bigger than one. There are many possible reasons for this situation, such as the self-absorption of the reference line, the statistical fluctuation of the transition probability, and the measurement errors of the line intensity. Anyway, the integrated effect of these reasons makes the self-absorption of the lines with self-absorption coefficients more than one negligible. Therefore, we will not change the intensity of these lines. The outline of the IRSAC is described in Fig. 1 .
Experimental
A schematic representation of the instrument set-up is shown in Fig. 2 . The laser source is a Q-switched Nd:YAG laser (CFR200 Nd:YAG from Big Sky Laser) with maximum pulse energy of 200 mJ, pulse width of 10 ns, wavelength of 1064 nm, and repetition rate of 1-15 Hz. The sample is placed on an x-y-z manually controlled stage, and the laser beam is focused on the sample surface by a convergent lens of 75 mm focal length. The optical radiation is collected by a 7-fiber bundle and sent to the LIBS2500-7 spectrometers (from Ocean Optics, Inc.) for analysis. With seven 2048-pixel linear CCD array detectors, the LIBS2500-7, which has a wide broadband (200-980 nm) corresponding to seven high-resolution (∼0.1 nm at FWHM) spectrometers, is connected to a PC that is used for storage and analysis of spectral signal.
An aluminum-based alloy, an iron-chromium alloy, and an iron-chromium-nickel alloy sample of known compositions were used to test the IRSAC method to the CF-LIBS procedure. In our experiments, the laser power is fixed at 200 mJ for the aluminum alloy and 130 mJ for the iron-chromium and iron-chromium-nickel alloys. For each position of the sample surface, 50 laser shots were used for cleanness before data acquisition.
At the initiation of the laser-induced plasma, continuum background is very intense and unfavorable for quantitative analysis. In order to obtain a maximum signal-to-noise ratio (SNR), the acquisition gate and the time delay between the laser pulse and the beginning of the acquisition should be set at proper values. Limited by our detectors, the integration gate width was fixed at 1 ms, which is the minimal value of the detectors. This integration time is much wider than the life time of plasma, which is generally between one microsecond to tens of microseconds. With the integration time of 1 ms, the temperatures determined by Boltzmann plots are meaningless, since the line intensities are almost integrated over the whole life time of plasma. In order to solve this restriction, for each sample we collected two groups of spectrum under two different time delays. For the aluminum alloy sample, the two time delays are 2.5 s and 5.0 s, and for the iron-chromium and iron-chromium-nickel alloy samples are After averaging the 100 spectra, we used the difference of the average values of the two groups as the final analytical spectrum. By this manner, the time delay is corresponding to 2.5 s for the aluminum alloy and 0.83 s for the iron-chromium and iron-chromium-nickel alloys, and the acquisition gate is corresponding to 2.5 s and 3.34 s, respectively. 
Results and discussion
Selection of analytical lines
Figs. 3 and 4 show the typical processed LIBS spectrum of the aluminum alloy and the iron-chromium alloy samples. In typical LIBS measurement conditions, only neutral atomic species and singly ionized species are present to a significant degree, and accordingly we only considered the two kinds of species. The selected analytical lines for the three samples are listed in Tables 1-3 , and the boldfaced numbers in tables represent the selected reference lines.
For the aluminum alloy sample, the energy levels of the observed ionic lines of Cu and Al elements were very convergent, and thus were not suitable to build their fitting lines on the Boltzmann plot. Therefore, we did not list the ionic lines of the two elements. For other species, we chose many lines in order to better reveal the correction process and reduce the effect of some specific lines with large fluctuation. In fact, we need not use all of the listed as analytical lines. The reference lines are not restricted to the selected, and other lines can be chosen only if they have near excitation energies of upper levels.
Boltzmann plots before and after self-absorption correction
The Boltzmann plots, determined by the basic CF-LIBS method and IRSAC method, are shown in Figs. 5-10. From Figs. 5, 7 and 9, before correction, the self-absorption lines make the points on Boltzmann plots very scattered. Moreover, for the matrix elements, Al, Cr, Fe, and Ni, most of their analytical lines with low excitation energies of upper levels exhibit strong self-absorption. The self-absorption effect causes their plasma temperature calculated higher than real values, the intercepts lower than expected, and finally large errors in the quantitative results. The boldfaced number is the reference line used for correcting the self-absorption effect.
After correction based on our proposed IRSAC method (see Figs. 6, 8 and 10) , points on the Boltzmann plots linearly stretch, and all the fitting lines are almost parallel. As above described, in the correction process three cases happened for different species. For Cu I and Mn I, because lines of them are not affected by selfabsorption, the correction process only slightly changed their line intensities, and the slops and intercept of their fitting lines are nearly not changed. For Mn II, Cr II and Fe I, some lines are strongly affected by self-absorption while some lines not. The correction process greatly regulates those scattered points on the Boltzmann plots, and attains expected plasma temperatures and intercepts by these species themselves. Nevertheless, for the species Al I, Cr I, Fe II, Ni I and Ni II, because almost all lines at low energy levels encounter seriously self-absorption, their correction process should fall back on the temperature information from other species. Since almost The boldfaced number is the reference line used for correcting the self-absorption effect. The boldfaced number is the reference line used for correcting the self-absorption effect.
all measured line intensities of Al I, Cr I, Fe II, Ni I and Ni II have been corrected based on theoretical values determined by Eq. (9), almost all points of Al I and Fe II are on the fitting lines.
Calculation of elemental concentration
The concentration of neutral atoms and singly charged ions can be both deduced by q s in Eq. (2) . In this manner, we need find many analytical lines with large difference in the excitation energies of upper levels for both neutral atoms and singly charged ions. In experiments, we found not all elements satisfy this condition. For the aluminum alloy sample, the energy levels of the ionic lines of Cu and Al elements were very convergent, and thus were not suitable to build their fitting lines. Therefore, we used another manner to calculate the ionic concentration of the two elements, and did not consider their ionic lines. We estimated the concentration of singly charged ions by Saha equation, which relating the number density of neutral and singly ionized species can be written as
where n e is the plasma electron density (cm −3 ), n I and n II are the number densities of neutral atomic species and single ionized species, respectively, m e is the electron mass (g), h is Planck's con- stant (eV s), E ion is the ionization energy of the element, and the other symbols were defined above. The plasma electron density, which must be known before using Saha equation, can be calculated through the determination of the Stark broadening of the H ␣ line as follows [22] :
where 1/2 is the full width at half maximum (FWHM) of the H ␣ line, and˛1 /2 is the half width of the reduced Stark profiles and is a weak function of electron density and temperature. The values of 1/2 can be found in Ref. [23] .
In order to obtain the Stark broadening, we used the Voigt function to fit the H ␣ , and then deconvoluted the Doppler and instrumental components. In this experimental condition, the Doppler broadening at the temperature of 10,000 K approximated to 0.08 nm, and the instrumental broadening approximated to 0.07 nm. Therefore, we finally obtained the electron density, n e , approximating to 1.3 × 10 17 cm −3 for the two samples. Knowing the electron density and concentration of neutral species, the concentration of singly ionized species can be obtained from the above Saha equation, Eq. (10) .
The quantitative results determined by the basic CF-LIBS and our proposed IRSAC method are given in Table 4 . Before self-absorption Table 4 Quantitative results for the aluminum-based alloy, iron-chromium alloy and iron-chromium-nickel alloy studied in present work. correction, the intercepts of Al I, Fe II and Ni II are largely lower than real values, inducing huge errors in the calculation of the concentration. Because the CF-LIBS method utilizes the relation that the sum of the concentration of all elements equals one, the quantitative result of a certain species will affect the results of other elements. Therefore, for the element Al, Fe and Ni, the concentration calculated based on the basic CF-LIBS is extremely small, and for the other elements is exceptionally large. By IRSAC method, the quantitative results of all elements except Mn acquire a notably improvement. Since all these quantitative results are based on the calibration-free method, the calculation errors of one element will affect the quantitative results of other elements. For example, though only a relative error of 0.5% is brought by the matrix element Al, this error will produce a fatal effect for the concentration estimation of minor elements. Consequently, though the IRSAC method can greatly improve the quantitative results based on CF-LIBS, we can just utilize them as a semi-quantitative method for minor elements. However, if the concentration of the matrix element is known beforehand and the concentrations of other elements have same orders of magnitude, then more accuracy quantitative results will be obtained.
Conclusion
In laser-induced breakdown spectroscopy, the plasma produced is often optically thick, especially for the strong lines of major elements. The measured spectral intensities of self-absorbed lines are lower than expected, which induces low concentration predictions for the elements analyzed. In order to correct the self-absorption effect, we proposed a recursive algorithm called IRSAC, which selects an internal reference line for each species as a standard line, estimates self-absorption levels of other lines based on the reference line, and finally obtains an optimal correction by a regressive procedure.
After the execution of the IRSAC, the corrected points on the Boltzmann plot are more regular, and consequently the plasma temperature and quantitative results are more accurate than the ones obtained by the basic CF-LIBS. Compared with the procedure of the self-absorption correction based on COG, the proposed IRSAC method does not require the values of quite so many quantities, like the Gaussian and Lorentzian broadenings of analytical lines, and thus can be more easily implemented.
