A Lyapunov design method is used to analyze the nonlinear stability of a generic reservoir computer for both the cases of continuous-time and discrete-time dynamics.
We use a Lyapunov design method to analyze the nonlinear stability of a generic reservoir computer for both the cases of continuous-time and discrete-time dynamics. Using this method, for a given nonlinear reservoir computer, we are able to determine a radial region of stability around a fixed point and we can show that inside this region a reservoir computer is safe, reliable, and its performance is predictable. We are also able to show that this region can provide the insight of the effects of the reservoir parameters on its performance. This analysis empowers us to design an optimization problem to find the optimal set of parameters to maximize the performance of the reservoir computer.
I. INTRODUCTION
A reservoir computer (RC) is a complex nonlinear dynamical system that is used for processing and analyzing empirical data, see e.g. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] , modeling of complex dynamical systems 12 , speech recognition 13 , learning of context free and context sensitive languages 14, 15 , the reconstruction and prediction of chaotic attractors [16] [17] [18] [19] [20] [21] , image recognition 22 , and control of robotic systems [23] [24] [25] .
A typical RC consists of a set of nodes coupled together to form a network. Each node of the RC evolves in time in response to an input signal that is externally provided to the reservoir. An output signal is then generated from the time evolutions of the RC nodes.
In a RC, the output connections (those that connect the RC nodes to the output) are trained to produce a best fit between the output signal and a training signal related to the original input signal. On the other hand, the connections between the nodes of the reservoir are constant parameters of the system. As a result, RCs are easier to analyze than other machine learning tools for which all the connections are typically trained.
The functions of RCs mainly depend on two factors; (i) nonlinearity of the nodal dynamics which is needed to process the information in the input signal and (ii) linear memory to boost the excitability of the RC dynamics 26 . Though earlier works have shown that maximizing linear memory is important in information processing [27] [28] [29] [30] , more recent works have shown that the performance of a reservoir computer is related to consideration of both factors (i) and (ii) [31] [32] [33] . In addition, the performance of a reservoir computer is also affected by a number of other factors, including the reservoir adjacency matrix, i.e., the strengths of the connections between the RC nodes, and the dynamic range of the input signals 34 .
From linear systems theory, a dynamical system is reliable and safe when it is stabilizable around some operating point 35 . Previous works have used linear stability to assess the stability of RCs around this operating point [36] [37] [38] . However, as the RC dynamics requires nonlinearity for its proper operation, a linear stability analysis of the RC dynamics around a specific point is not sufficient. This motivates us to develop a nonlinear stability analysis, based on Lyapunov functions, which we use to characterize the basin of attraction of the desired operating point. As assessing stability of the nonlinear system when forced by an external stimulus is contingent on the particular stimulus provided, we characterize nonlinear stability of the unforced RC dynamics. If the desired operating point is found to be globally asymptotically stable, then stability is independent of the particular stimulus, as long as it is bounded.
We compute a constant c-radius region around the operating point such that the dynamics of the system remain bounded inside this region. This can be done by choosing the parameters of the system and the type of nonlinearity, with the goal of possibly enhancing the performance of the reservoir computer. We consider different types of nonlinear dynamics at the network nodes, e.g., polynomial, in either continuous time or discrete time. This differs from the common approach in the literature, where the nodal dynamics is chosen to have a squashing type nonlinearity (in most cases a sigmoid function, e.g., tanh()) so that the states of the nonlinear system always remain bounded inside some region [39] [40] [41] . A squashing function is defined as a function that is monotonic and bounded within a small range. For example, the function tanh() squashes the argument to the interval [−1, 1].
Few theoretical works have investigated how the underlying stability of a nonlinear RC affects its performance. Reference 28 showed that the total memory capacity, a measure of performance, is related to the size of the network. This analysis did not consider how the underlying stability of the system is related to the total memory capacity. In Ref. 42 , the optimal parameter setting for the reservoir was studied to provide insight on how the dynamic properties of a reservoir computer are related, but no direct relation between the dynamic properties in terms of nonlinear stability and the reservoir performance was provided. Previous work 34 found that the performance of the RC was improved when the condition number of the Jacobian of the reservoir dynamics was small. The references listed herein, and others, motivated us to perform a rigorous dynamical investigation of the nonlinear stability of RCs.
In this paper, for a given nonlinear RC, we determine the c(θ)-region of stability, where c is the radius around a fixed point and θ is the set of parameters of the reservoir. We use Lyapunov design methods 43 to find the c(θ)-region where a nonlinear reservoir computer is stable, safe, reliable and its performance is predictable. Lyapunov design methods are used widely in controls engineering to design controllers that achieve qualitative objectives, such as stabilizing a system or maintaining a systems state in a desired operating range 35 . To the best of our knowledge, the use of a Lyapunov-based design approach with respect to the performance of a reservoir computer is novel. In Ref. 44 , a Lyapunov function has been used to design the controller of a reinforcement learning system, but the paper does not show how stability of the RC affects its performance. In this article, first we assume that the input signal is normalized and scaled properly, the eigenvalues of the adjacency matrix satisfy certain constraints, and second we design the c(θ)-region of stability by using a Lyapunov design method. Our nonlinear stability analysis provides insight into the effects of the RC parameters on its performance.
In Sec. II we lay out the general theory to assess the basin of attraction within which the RC dynamics is stable for both continuous-time dynamics and discrete-time dynamics. In Sec. III we investigate the relation between our stability predictions and the RC performance in terms of the computed training error. Finally, conclusions are presented in Sec. IV.
II. METHODS

A. Reservoir Computer with Continuous Time Dynamics
We consider the dynamics of a reservoir computer as continuous-time 45 ,
and the unforced (without input) reservoir dynamics,
where r i (t) ∈ R, i = 1, 2, · · · , M denotes the state of node i at time t ∈ R, f (r i , θ) is the nonlinear nodal dynamics at node i, the adjacency matrix A = {A ij } indicates the coupling from node j to node i, s(t) ∈ R is an input signal and w = [w 1 , w 2 , · · · , w M ] is a vector describing the coupling of input signal s(t) with node i. We assume that r * i (t) = 0 is a (linearly) stable fixed point of the system in Eq. (2) and the input signal s(t) in Eq. (1) is normalized to have zero mean and standard deviation equal to one.
Lyapunov Function and c(θ)-region design
We define a Lyapunov function V :
where
r ≤ c is the phase space region that is included in a hypersphere of radius c, centered at the origin. Here V (r) > 0 for r = 0 and
where A s is the symmetric part of the matrix A, λ max is the largest real eigenvalue of the matrix A s , and θ is the set of parameters that completely characterize the nonlinear function f . Now we introduce a quadratic upper bound to the term r i f (r i , θ). Let us consider that
, where K(c, θ) is a scalar function of c and θ. The inequality in Eq. (4e) can now be written as,
According to the second Lyapunov stability theorem 43 , the system in Eq. (2) is stable within D if the following inequality holds,
Note that for each c, the term on the left hand side of Eq. (6b) depends on the dynamics and parameters of the individual nodes and the term on the right hand side of Eq. (6b) depends on the network topology. Thus Eq. (6b) effectively decouples the stability problem into two terms that can be adjusted independently of each other: the nodal dynamics and the network topology.
We now provide a definition of c(θ)-region stability of a reservoir computer.
Note that this is a sufficient (but not necessary) condition for a reservoir to be stable inside the region D(c). Also, if c → ∞, the system is globally asymptotically stable.
We note that for any constant K ≤ K(c, θ), the system is c(θ)-region stable. We will thus attempt to find an upper bound K(c, θ)r 2 i to r i f (r i , θ) that is as tight as possible. To find the minimal K ≤ K(c, θ), we define an optimization problem,
As r i lies within the closed interval [−c, c], the constraint in Eq. (7) must be satisfied along a continuum. However, we know that the constraint in Eq. (7b) achieves equality for some
or equivalently,
The optimal coefficient K * (c, θ) is chosen as the term of maximum value in the set,
, where r * i is the solution of
where the four cases in Eq. (10) are the possible maxima of the ratio f (r i , c)/r i over a closed interval. The stability condition for the reservoir computer is
From the inequality in Eq. (11) and the definition of K * (c, θ) in Eq. (10), we can find
We call c max the radius of the region D(c max ). If lim c→∞ K * (c, θ) < −λ max then we say the system is globally stable (less formally we say c max = ∞), while if K * (0, θ) > −λ max then the system is unstable. In the next subsection, we will find the c(θ)-region for the case that the nonlinear nodal dynamics is described by a polynomial.
Polynomial Type Nonlinearity
We now consider an example for which the reservoir computer consists of M homogeneous nodes and the nodal dynamics of each node i, i = 1, 2, · · · , M is defined by the following third-order polynomial function 45, 46 ,
Polynomial functions are a very general way to express nonlinearity.
The dynamical equation that governs the evolution of each node i is,
Here, p 1 , p 2 and p 3 are the coefficients of the polynomial. In this case, the set of parameters
The origin r i = 0 is a fixed point for the dynamics and is linearly stable if the largest real part of the eigenvalues of the matrix (A − p 1 I) is negative. Therefore, in what follows, we fix p 1 so as to ensure that the matrix (A − p 1 I) is Hurwitz and then we characterize the basin of attraction as a function of the remaining parameters p 2 and p 3 .
According to Eq. (10), the scalar function K * (c, θ) can be obtained as,
We note that the condition K * (c, θ) = −λ max (A s ) determines the radius c max of the sphere D for which the reservoir computer is c-region stable. Global stability is achieved when
Here, we provide an example to explain how to find the c(θ)-region for a simple reservoir computer with M = 2 nodes. We set p 1 = −3, is symmetric about the parameter p 2 = 0. For p 2 = ±4 , c max = 1 which is represented by a black dot where the curves for
reaches a constant below −λ max as c grows, indicating that the basin of attraction has infinite radius. Figure 1 (B ) considers the case that p 2 = ±1. We see two different regions in the r 1 (0), r 2 (0)-plane distinguished by two colors: the red region indicates the initial conditions from which the system's time evolution approaches the origin as time grows and the yellow region indicates the initial conditions from which the system's time evolution does not converge to the origin, in which case the dynamics converges to either another fixed point, or a limit cycle, or any other attractor other than the origin. The black circle is the solution of r = c max , for p 2 = ±4. In Figs. 1(C ) and 1(D) we plot the trajectory r 2 (t) versus r 1 (t) when the system is evolved from a typical initial condition from within the red and the yellow region, respectively.
B. Reservoir Computer with Discrete Time Dynamics
We now turn to the dynamics of a reservoir computer with discrete time dynamics,
which in the unforced case becomes,
where r i (n) ∈ R, i = 1, 2, · · · , M , denotes the state of the node i of the reservoir at time step n, f (r i , θ) is the nonlinear nodal dynamics of node i, the adjacency matrix A = {A ij } indicates the pattern of connectivity between the network nodes, s(n) ∈ R is the input signal at time step n and w = [w 1 , w 2 , · · · , w M ] is a vector that describes the coupling of the input signal s(n) to each one of the nodes. The input signal s(n) in Eq. (15) is normalized to have mean 0 and standard deviation equal to 1.
Hereafter we assume that the operating fixed point for the dynamics Eq. (16) coincides with the origin (however, this assumption can be removed; see the example that follows for the case of a sigmoid nonlinearity.)
Lyapunov Function and c(θ)-region Design
We seek to find a scalar function K(c, θ) such that f (r i , θ) ≤ K(c, θ)r i which also satisfies the inequality in Eq. (18b),
According to the Lyapunov stability theorem for discrete time dynamics 43 , the system is stable only if,
is an eigenvalue of the matrix A and j = √ −1. The above inequality can be written as,
We see that there is both an upper bound and a lower bound for K(c, θ). 
An illustration is presented in Fig. 2 which shows how to find the critical eigenvalues γ c+ and γ c− . In Fig. 2 , several eigenvalues of some hypothetical adjacency matrix A are shown inside the unit circle. For each eigenvalue, we compute ρ
. From the table we see that γ 2 is the critical eigenvalue γ c+ and γ 5 is the critical eigenvalue γ c− . Now using the fact that all the nodes are homogeneous, from inequality Eq. (19), we can
From the inequalities in Eqs. (22) and (23), it follows that,
Thus, we find K − (c, θ) and K + (c, θ) such that
As we want tight upper and lower bounds on
, we seek to find K + (c, θ) and K − (c, θ)
that solve the following two optimization problems,
and
A solution K − * (c, θ) to the problem in Eq. (26) and K + * (c, θ) to the problem in Eq. (27) must satisfy their respective constraints exactly for some r + * i and r
and K + * (c, θ)r
We can find K − * (c, θ) as
, where r * i is the root of
and we can find K + * (c, θ) as
Once we obtain K − * (c, θ) and K + * (c, θ), we can find c 
Example: tanh() type nonlinearity
We choose the nodal dynamics to be
The dynamics of node i is described by,
Here θ = {p 1 , p 2 }. We see that for s(n) = 0, the origin is a fixed point, which is stable if all the eigenvalues of the matrix (A + p 1 p 2 I) are inside the unit circle. The constant functions K − * (c, θ) and K + * (c, θ) can be found as,
Now if
choice of c.
Lyapunov Function and c(θ)-region Design for Non-homogeneous Nodal Dynamics
One generalization of Eq. (16) is to the case of non-homogeneous nodal dynamics,
Without loss of generality we retain the assumption that the above set of equations has a fixed point at the origin. In the case a fixed point exists that is different from the origin, this assumption can be removed by applying a coordinate transformation that moves the fixed point to the origin (see the example that follows for the case of a sigmoid nonlinearity). 
We can find K
and we can find K
, wherer * i is the root of
Now we define the scalar function K + * (c, θ) as,
and the scalar function K + * (c, θ) as,
Example: Sigmoid Nonlinearity
Here we choose the nodal dynamics to be
The unforced dynamics of each node i is,
Here the parameters are θ = {p 1 , p 2 }. For this example, we see that the origin is not a 
Now we define the scalar function K − * (c, θ) as follows,
and the scalar function K + * (c, θ) as follows,
III. RESULTS
For our numerical simulations, in both continuous-time and discrete-time, we construct the adjacency matrix A as follows: (i) We set the entries of the initial matrix A to be equal to Finally, the adjacency matrix A is normalized so that the absolute value of the largest real part of its eigenvalues is equal to 0.5.
A. Training Error of a Reservoir Computer
The training error, ∆ RC , is used to quantify how well the training signal g(t) (g(n), in the case of discrete dynamics) can be reconstructed from the input signal s(t) (s(n)). Lower values of ∆ RC indicate a better performance of the reservoir computer. In the continuoustime case, the training signal and the input signal are discretized in time and is thus treated as a sequence. Before driving the reservoir computer by the input signal s(t) (s(n)), both s(t) and g(t) (s(n) and g(n)) are normalized to have mean equal to zero and standard deviation equal to one. Next, we present the procedure to compute the training error in the matrix,
The last column of the matrix Ω is set to 1 to account for any constant offset in the fitting.
We then introduce
T is the vector of coefficients. The vector k is obtained from the minimum-norm solution to the linear least squares problem,
The training error is computed as,
where the symbol · is computed by using the following formula,
B. Results for Continuous-Time Dynamics
We now consider continuous-time dynamics and use the polynomial function Eq. (13) in the three parameters p 1 , p 2 and p 3 . We keep p 1 constant (p 1 = −3) as we are mainly interested in the effects of the nonlinear terms. Figure 3 provides a visual assessment of the training error of the reservoir computer in terms of the parameters p 2 and p 3 . First we construct the matrix A as described at the beginning of this section. For the input signal s(t)
we choose the x signal from a Lorenz chaotic attractor, while the training signal g(t) is the Lorenz z signal 20 . The input signal s(t) and the training signal g(t) are normalized to have mean equal to zero and standard deviation equal to one. In Fig. 3 we plot the training error ∆ RC as a function of the parameters p 2 and p 3 . The color represents variations in log scale of the training error from dark blue (small) to dark red (large). The solid black curve represents the boundary between sets of parameters such that the RC is globally stable (below the black line) versus sets of parameters such that c max is finite (above the black curve). In other words, the region under the back curve determines the part of the parameter space (p 2 , p 3 ) for which the reservoir computer is globally stable, i.e., the system will not be driven to ±∞ with the input, and the RC is successful in performing the computation (though the training error may vary by different orders of magnitude as the parameters change.) On the other hand, above the black curve, it is difficult to assess how the system behaves. For example, the system could be globally stable, or locally stable, in which case depending on the particular choice of the input, the system dynamics might approach a different attractor or might be driven to ±∞. Another interesting observation is the presence of a tiny triangular region above the black curve where the reservoir computer performs well. However, while our numerical results seem to indicate that this is a good region in the parameter space, it is still possible for a little perturbation in the parameters to drive the system to ±∞. The white region is the area of the parameter space for which the system goes to ±∞ when it is driven by the input signal and the reservoir computer fails in performing the computation.
For p 3 > 2 the RC dynamics diverges independent of the choice of p 2 . We also notice that the training error is symmetric about the p 2 = 0-axis and the training error is very high (almost equals to 1) at p 2 = 0, which indicates that the reservoir computer fails to capture and transfer the information from input to output if the quadratic term is absent from the nodal dynamics. We observe a similar behavior in Fig. 4 where the input signal s(t) is the x-component and the training signal is the y-component of the Duffing chaotic attractor 47 . In this simulation, we consider 100 different realizations of the matrix A. The training signal s(t) is the x-component and the input signal g(t) is the z-component of the Lorenz attractor.
C. Results for Discrete-Time Dynamics with Sigmoid Nonlinearity
For the numerical simulations of a reservoir computer with discrete-time dynamics, we set the nodal dynamics as in Eq. (15) with f (r i , θ) = p 1 1+e −p 2 r i . We choose the matrix A as we described at the beginning of the section. We set the input signal and training signal from the Lorenz chaotic attractor and compute the training error as described in Sec. III.A.
We consider 100 realizations of the matrix A but keep the input and the training signal unchanged. We compute the fixed point q * i of Eq. (43) and the scalar functions K − * (c, θ)
and K + * (c, θ) by following the Eqs. (44)- (47). In Fig. 6 , we plot the training error ∆ RC in log scale as a function of the parameters p 1 and p 2 . The solid black curve represents
as a function of p 1 and p 2 . The dashed black curve represents
as a function of p 1 and p 2 . The region between the two black curves determines the part of the parameter space (p 1 , p 2 ) for which the reservoir computer is globally stable, the system will not be driven to ±∞ with the input, and the reservoir computer is successful in performing the computation, while the training error may vary by different orders of magnitude as the parameter changes. On the other hand outside of this region, it is hard to assess how the system behaves. For example, the system could still be globally stable, or locally stable, in which case depending on the particular choice of input, the system dynamics might approach a different attractor or might be driven to ±∞. For −4 ≤ p 1 ≤ 4, the system is globally stable and the reservoir computer successfully performs the computation. In Fig. 7(B ) , we plot the training error (∆ RC ) versus the parameter p1 for the particular case of p 2 = −0.5. We notice that when −4 < p 1 < 0, the training error is a bit high but the performance of the RC is consistence, and when 0 < p 1 << 4 the RC performs very well. 
IV. CONCLUSION AND DISCUSSION
In this paper we have used the Lyapunov design method to analyze the nonlinear stability of a generic reservoir computer for both continuous-time and discrete-time dynamics. Our approach allows computation of the c(θ)-radial region of stability about a desired fixed point, where c is the radius of the stability region and θ is a set of parameters for the nodes' individual dynamics. Inside this c(θ)-region, a nonlinear reservoir computer is stable, safe, reliable and its performance is predictable. For each c our approach decouples the effects of the individual nodal dynamics from those of the network topology. A desirable property is for the RC dynamics to be globally stable. This is because the input signal is not known a priori and thus if the basin of attraction is some finite region, it is possible for the unknown input to drive the system away from this basin. For the case of continuous-time dynamics, we have considered a general form of nonlinearity. We have derived a scalar function K * (c, θ) which determines the region within the parameter space for which the system is globally stable and the reservoir performance is typically enhanced. Moreover, we have found that the particular type of nonlinearity matters. It is known from the literature that a RC requires nonlinearity to perform well, see e.g., 19 . Here we have found additional evidence that the quadratic nonlinear term of the polynomial plays an essential role in processing the information, for both cases that the input and training signals are generated by the Lorenz and the Duffing attractors.
For the case of discrete-time dynamics, a sigmoid function is used for the nodal dynamics.
In this case, two scalar functions K − * (c, θ) and K + * (c, θ) determine the region on the parameter space for which the system is globally stable and the reservoir typically performs better, or at least more predictably. dynamics and the adjacency matrix have on the performance of the reservoir is still lacking, the manual adjustment of the parameters of the reservoir computer is important to determine its dynamic regime. Our nonlinear stability analysis allows us to find the region within the parameter space for which the reservoir is stable, safe and predictable and from which satisfactory sets of parameters may be selected. One is able to then perform a brute search from within this region for adequate sets of parameters. Moreover, by reducing the parameter space to only a finite region, this analysis empowers us to design an optimization problem to find the optimal set of parameters to maximize the performance of the reservoir computer. 
