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Resumo
Nesta dissertação, estudamos algumas generalizações de problemas clássicos de rotea-
mento e conectividade cujas instâncias são compostas por um grafo completo e múltiplas
funções de distância. Por exemplo, existe o Problema do Caixeiro Alugador (CaRS), no
qual um viajante deseja visitar um conjunto de cidades alugando um ou mais carros dis-
poníveis. Cada carro tem uma função de distância e uma taxa de retorno ao local do
aluguel. CaRS é uma generalização do Problema do Caixeiro Viajante (TSP). Nós lida-
mos com esses problemas usando algoritmos de aproximação, que são algoritmos eficientes
que produzem soluções com garantia de qualidade. Neste trabalho, são apresentadas duas
abordagens, uma baseada em uma redução linear que preserva o fator de aproximação e
outra baseada na construção de instâncias de dois problemas distintos. Os problemas con-
siderados são o Steiner TSP, o Problema do Passeio com Coleta de Prêmios e o Problema
da Floresta Restrita. Generalizamos cada um desses problemas considerando múltiplas
funções de distância e, para cada um deles, apresentamos um algoritmo de aproximação
com fator O(log n), onde n é o número de vértices (cidades). Essas aproximações são as-
sintoticamente ótimas, já que não há algoritmos com fator o(log n), a não ser que P = NP.
Abstract
In this dissertation, we study some generalizations of classical routing and connectivity
problems whose instances are composed of a complete graph and multiple distance func-
tions. As an example, there is the Traveling Car Renter Problem (CaRS) in which a
traveler wants to visit a set of cities by renting one or more available cars. Each car
is associated to a distance function and a service fee to return to the rental location.
CaRS is a generalization of the Traveling Salesman Problem (TSP). We deal with these
problems using approximation algorithms which are efficient algorithms that produce so-
lutions with quality guarantee. In this work, two approaches are presented, one based
on a linear reduction that preserves the approximation factor and the other based on
the construction of instances of two distinct problems. The studied problems are the
Steiner TSP, the Profitable Tour Problem, and the Constrained Forest Problem. We gen-
eralize these problems by considering multiple distance functions and, for each of them, we
present an O(log n)-approximation algorithm, where n is the number of vertices (cities).
The factor is asymptotically optimal, since there is no approximation algorithm with
factor o(log n) unless P = NP.
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Real-world problems might be very hard and complex, comprising complicated constraints
by the business rules whose interests have conflicting objectives. Most of them are in the
scope of operations research, a field whose goal is to optimize some process subject to
lots of constraints. Examples of such problems occur when passengers want to share or
ride a taxi to maximize occupancy or to minimize travel times [45, 66], when a manager
wants to develop a minimum-cost plan to distribute products to customers [30], or when
a company must assign each flight to an available gate in an airport [1, 9] are just a few
real-world examples. In this work, we focus on two broad classes of problems: connectivity
and routing problems.
The connectivity problems have roots in basic concepts of graph theory. They ask for
subgraphs with minimum-cost on vertices or edges subject to some well-defined connectiv-
ity constraints. Many approximation algorithms have been developed to build subgraphs
that satisfy connectivity requirements [32, 35, 47, 71]. One example of this class is ex-
hibited by Salman et al. [65] in telecommunication networks, where one has to design a
network by installing cables of different costs and capacities considering that high-capacity
cables are more expensive than low-capacity cables.
On the other hand, routing problems aim at determining a set of routes in a graph.
In practice, routing problems can be found in different contexts such as the distribution
of goods (e.g., food delivery [68, 76]) and services (e.g., courier service [11]), transport of
people [45, 73], commodities [53, 64], and others.
Transport is an inseparable part of any society as it connects people, businesses, and
services. In private transport services, there are two groups of widely used services: car-
sharing and traditional car rental. Here are some differences between both services [52]:
(a) car-sharing service allows customers to rent a car for a short period such as hours,
rather than a day, week, month or year as offered by the car rental service; (b) usually, a
membership is required to join car-sharing service, which it is not necessary for the other;
(c) customers pay for gasoline and car insurance in the car rental service, whereas the
gasoline cost is normally covered by car-sharing service; (d) car-sharing service requires
customers to pick-up and return the vehicle to the same location, while car rental service
allows customers to return the vehicle in another location, with additional cost. We are
interested in the car rental service.
The car rental business is a significant sector within the current mobility systems.
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According to the global car rental market, it is expected to have an annual growth
rate of 13.55% over the next 4 years [62]. The main difference of this sector with re-
spect to the more traditionally studied transportation sectors is the flexibility to move
the vehicle fleet, to acquire/remove vehicles and for the decision-making process in a
highly competitive market [55].
In the literature, there is a diversity of problems within the scope of car rental ap-
proached from two points of view: company and customer. On the one hand, some of
the main objectives of a car rental company are maximizing profits, building a customer
base and expanding its rental agencies with high traffic and visibility. However, part
of the problems seek to optimize decision making on vehicle fleet size and transfer pol-
icy [12, 51, 55], fleet deployment [26, 56, 69], capacity allocation [16, 40], and others. On
the other hand, a person who is planning a road trip, a leisure or business trip to other
places aims to minimize time, costs or to reach a satisfactory level. In the books by Gutin
and Punnen [41], Choudhury [13], we can find route planning problems. In addition to
this, there are navigation applications like Google Maps, Apple Maps, HERE WeGo, and
Waze that have been designed to find the shortest path from the current location to the
destination location. It should be noted that these works and applications do not consider
the use of more than one car on the person road trip. Furthermore, these problems are
studied using heuristics, exact methods, or approximation algorithms. For this work, the
interest is to study problems whose solutions use more than one car from a customer’s
point of view.
Indeed, one problem which aims to minimize a customer’s costs arises in the tourism
sector. The Traveling Car Renter Problem (CaRS) was introduced by Goldbarg et al. [36]
and focuses on car rental from the customer’s perspective. CaRS can be described as
follows. A traveler wants to visit a set of cities using one or several cars where each car
has an associated metric distance function. Each time the traveler rents a car, a return
fee (depending on the car) is added to the route’s total cost. The traveler wants to make
a closed route that goes through all the cities exactly once. The objective is to minimize
the route’s total cost.
Note that CaRS is a generalization of the Traveling Salesman Problem (TSP). In
fact, TSP is a special case of CaRS in which there is only one car, and the return fee
is zero. The difficulty presented by CaRS is that an instance is composed of multiple
distance functions, one for each car, thus the traveler not only has to find a minimum
cost Hamiltonian cycle, also has to decide which car to use in each part of the cycle.
In preliminary works, Pedrosa et al. [59, 58] observed that, if a solution is required
to be a Hamiltonian cycle, or if the distance functions are arbitrary, then CaRS would
not admit any approximation algorithm, unless one can solve the Hamiltonian Cycle
Problem (HamC) in polynomial time which would imply P = NP. Thus, they introduced
the Uniform CaRS (UCaRS) in which the return fee is fixed and the distance functions
are metrics, and presented an O(log n)-approximation algorithm where n is the number
of cities.
In this work, we discuss several generalizations of classical routing and connectivity
problems whose instances are composed of multiple distance functions. More specif-
ically, we consider three associated problems: Steiner UCaRS (SUCaRS), Profitable
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UCaRS (PUCaRS), and Multiple Constrained Forest Problem (MCFP). The first two
are routing problems and require a closed walk as a solution; they generalize the Steiner
Traveling Salesman Problem (STSP) and the Profitable Tour Problem (PTP), respec-
tively. The last one is a connectivity problem and asks for a spanning forest as a solution;
it generalizes the Constrained Forest Problem (CFP).
The routing problems can informally be described as follows. In SUCaRS, the goal is
only to visit a given subset of cities called terminals, by renting one or more of the available
cars. To do this, the traveler can use intermediate connection cities, called Steiner cities,
to minimize the route’s total cost. An additional difficulty in this problem is choosing
one of the many combinations of Steiner cities. In PUCaRS, any subset of cities may be
visited, but each city that is not visited incurs a penalty. The goal is to minimize the
route’s total cost plus the penalties associated with non-visited cities. Note that SUCaRS
is a special case of PUCaRS in which each terminal has infinite penalty cost, and all other
cities have zero penalty cost.
In order to describe the connectivity problem, we first need to define its classical
variant. In CFP, given a set of cities and an integer k, a solution is a minimum-weight
spanning forest such that each tree of the forest contains at least k cities. Each edge
of the tree represents a cable connecting two cities, and the edge cost is determined by
a distance function given in the input. In MCFP, the cables can be of different types,
each one corresponding to a distinct distance function, but each city connecting cables of
distinct types incurs additional switching costs. The goal is to minimize the sum of cable
and switching costs.
The techniques of the algorithms can be outlined as follows. For SUCaRS, we consider
a reduction to UCaRS which preserves the approximation factor, and implies an O(log n)-
approximation for SUCaRS. For PUCaRS, we create instances of two distinct problems.
The first is an instance of UCaRS as before, but the second is an instance of PTP, which
is the classical version of the problem with a single distance function. Since UCaRS has
an O(log n)-approximation, and PTP has a constant-factor approximation, combining
solutions of these instances leads to anO(log n)-approximation for PUCaRS. Similarly, for
MCFP, we create instances of UCaRS and CFP, which lead to an O(log n)-approximation
also for MCFP. We observe that an o(log n)-approximation for any of the three problems
implies an o(log n)-approximation for UCaRS, thus our algorithms are asymptotically
optimal unless P = NP.
These algorithms illustrate two main techniques to solve problems with multiple dis-
tance functions. The main assumption of our techniques is having a constant-factor
approximation to the classical version of the problem, thus they can be used to design
approximations for generalizations of other similar routing and connectivity problems.
This work has five chapters that follow this introduction. Chapter 2 describes the
theoretical definitions. Chapter 3 provides a literature review. Chapters 4 and 5 present
the routing and connectivity problems, respectively, and discuss approximation algorithms
and used techniques. Finally, Chapter 6 lists publications resulted from this work, gives




In this chapter, we review some basic notions of Combinatorial Optimization, Graph
Theory, Approximation Algorithms and Linear Programming employed by this work. We
also present some common definitions used in the considered problems.
2.1 Combinatorial Optimization
In a combinatorial optimization problem, given an instance, there is a finite set of can-
didate solutions X and an objective-function φ : X → R. The goal is to find a solution
x ∈ X which minimizes or maximizes φ. For many problems, the set X is made up by all
possible subsets of a ground set S given in the input.
One generic way to solve such an optimization problem is to list all possible solutions
and keep the one with the lowest (or highest) value. However, even if S were small,
the number of subsets is exponential (2|S|) and hence the number of solutions can be
prohibitively large. Every optimization problem has an associated decision problem whose
output is either “yes” or “no”. This problem corresponds to the question of whether there
is a solution of value at most (or at least) some given number. The complexity class of a
decision problem Q is described below.
A problem Q is in the class P if there exists a deterministic algorithm that finds
a solution in polynomial-time. Also, Q is in class NP, if a solution Q can be verified in
polynomial-time, that is, an instance with output “yes” has a polynomially sized certificate
that can be checked in polynomial time. Note that all problems that have polynomial-time
algorithms are in NP (P ⊆ NP). A problem Q is in the class NP-hard if every problem
from NP can be reduced to Q in polynomial time. Also, Q is in the class NP-complete
if it is in both NP and NP-hard. The question of whether P = NP is an open problem
in mathematics and computer science [67]. To demonstrate that this proposition is true,
we could show that, for every problem Q ∈ NP, there is a deterministic polynomial-time
algorithm that solves Q. And, to demonstrate that it is false, we have to find a problem
Q ∈ NP and show that no deterministic polynomial algorithm can solve Q. It is widely
believed that P 6= NP.
Here, we show a reduction between two optimization problems [21]. Given two opti-
mization problems P and Q, let IP, IQ,SP,SQ be instances and solutions of P and Q, respec-
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tively. We say that P is reducible to Q if there are two mapping functions, TI : IP → IQ
and TS : SQ → SP, so that if SQ is solution of TI(IP), then TS(SQ) is solution of IP,
where SQ ⊆ SQ is a set of solutions from instances TI(IP) ⊆ IQ. Figure 2.1 shows the








Figure 2.1: Reduction from a problem P to a problem Q [21].
Note that we can build an algorithm AP that solves instances of problem P, as follow
AP = TS ◦ AQ ◦ TI . That is, if there is an algorithm AQ that solves the problem Q, and






is a solution of IP.
Assuming the widely accepted conjecture that an NP-hard problem admits no efficient
deterministic algorithm to find a solution, researchers have concentrated their efforts on
developing approaches to tackle these problems. Among them we have:
• Exact algorithms that find optimal solutions in the shortest possible time for small
or moderately sized instances. Dynamic programming and branch-and-bound are
examples of common strategies to design exact algorithms. Since the execution time
depends on the input size, for very large instances, using exact algorithms might
not be viable, so turning to heuristics is recommended [60].
• Heuristics are methods which seek good (nearly optimal) solutions in a limited time
and with a reasonable computation cost. Generic heuristic methods such Simulated
Annealing, Genetic Algorithms, Genetic Programming and Tabu Search exist and
apply to many different problems that fit into certain frameworks [10]. These general
methods are many times used as metaheuristics, which are strategies that guide
and modify other heuristics to produce solutions beyond those that are normally
generated [34].
• Approximation algorithm execute in polynomial time. The might not find the op-




A graph is an ordered pair G = (V,E) where V is a set of vertices V and E is a set of
edges. An edge i, j connects vertices i and j. For a graph G, we denote by E(G) the set
of edges of G and by V (G) the set of vertices of G. A graph is called a weighted graph if
weights are assigned to its edges and/or vertices. The edge set E can contain loops. A
loop is an edge that connects a vertex to itself. Multiple edges are edges that connect the
same pair of vertices. A simple graph is a graph without loops and multiple edges.
A graphH is a subgraph ofG, denoted byH ⊆ G, if V (H) ⊆ V (G) and E(H) ⊆ E(G).
A simple graph G is complete if each pair of vertices is connected by an edge, i.e. its edge





. The complete graph with n vertices is denoted





(a) An undirected graphG = (V,E) with vertex
set V (G) = {a, b, c, d, e, f} and edge set E(G) =





(b) A subgraph H ⊆ G with vertex set
V (H) = {a, b, d, e, f} and edge set E(H) =





(c) A complete graph K6 with vertex set






Figure 2.2: Example of (a) an undirected graph G, (b) a subgraph H and (c) a complete
graph K6.
A walk P = (v1, {v1, v2}, v2, . . . , {vk−1, vk}, vk) is a sequence of vertices and edges in a
graph. It is a closed walk if the initial and final vertices are the same, i.e., v1 = vk.
A path is a walk without repeated vertices. A cycle is a closed walk in which
no vertex is repeated, except for the initial and final vertices. A Hamiltonian cycle
is a cycle that visits each vertex exactly once. In Figure 2.2a, we can find a walk
W = (b, {b, d}, d, {d, e}, e, {e, b}, b, {b, a}, a) and a path P = (a, {a, b}, b, {b, d}, d, {d, e}, e).
Also, there is a cycle C = (b, {b, d}, d, {d, e}, e) which is not Hamiltonian, and a cycle
C ′ = (c, {c, f}, f, {f, a}, a, {a, b}, b, {b, e}, e, {e, d}, d, {d, c}, c) which is Hamiltonian.
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A graph is connected if there exists a path between each pair of vertices. A tree is
a connected graph with no cycles. An isolated vertex is considered a tree. A connected
subgraph of a tree is also a tree. Given a tree T , it has exactly |V (T )| − 1 edges. A forest
is a graph where each connected component is a tree. A spanning tree is a subgraph of
G that connects all of the vertices and is a tree. A spanning forest of G is a collection of
sub-trees T = {T1, T2, . . . , Ts} such that each vertex of G is in at least one sub-tree.
Given a graph G, let R ⊆ V (G) be a subset of vertices of G. An induced subgraph
G[R] of G is the graph whose vertex set is R and the edge set consists of all of the edges
in E(G) that have both endpoints in R [24]. On the other hand, the idea of subgraph
contraction is to reduce a graph while maintaining its connectivity. The operation of
contracting a subgraph GR ⊆ G into a supervertex r results in a new graph G′ where
V (G′) = V (G)\V (GR) ∪ {r} and E(G′) is the set of all edges E(G) not incident on any
vertex of V (GR) plus an edge (r, x) for each x /∈ V (GR) such that there exists an edge







(a) An undirected graph G = (V,E) with vertex set
V (G) = {a, b, c, d, e, f} and edge set E(G) ={{a,b},




(b) The induced subgraph G[R]




(c) The contraction of G[R].
Figure 2.3: Example of (a) an undirected graph, (b) an induced subgraph, and (c) a
subgraph contraction.
In this work, the considered problems take metric distance functions as part of the
input. We say that a function d : V × V → R is a metric if it satisfies the following
assumptions: (a) (Non-negativity) for all u, v ∈ V , d(u, v) ≥ 0, (b) (Identity) for all
u ∈ V , d(u, u) = 0, (c) (Symmetry) for all u, v ∈ V , d(u, v) = d(v, u), (d) (Triangle
inequality) for all u, v, w ∈ V , d(u,w) ≤ d(u, v) + d(v, w).
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2.3 Approximation Algorithm
An algorithm that runs in polynomial time and generates a solution close (in the sense
of relative performance guarantee) to the optimal solution is called an approximation
algorithm.
More formally, given an optimization problem P, let A be an algorithm for P, and
let I be any instance from P. Denote by A(I) the value of the solution returned by the
algorithm A applied to instance I and by OPT(I) the value of the optimal solution to the
instance I. The algorithm A is called an α-approximation if it runs in polynomial time in
the input size and, for every instance I, A(I)/OPT(I) ≤ α, with α > 1 for minimization
problems, or A(I)/OPT(I) ≥ α, with α < 1 for maximization problems. The value α is
called the approximation factor or the relative performance guarantee of the algorithm A.
A linear reduction (L-reduction) is a transformation of optimization problems which
linearly preserves approximability features [4]. We consider the reduction of optimization
problems P to Q defined in Section 2.1. We say that P L-reduces to Q (P ≤L Q), if there
exist two functions TI and TS and two positive constants a and b such that ∀ IP ∈ IP and
∀ SQ ∈ SQ, the following conditions are satisfied:
(a) function TI maps an instance IQ = TI(IP) such that OPT(IQ) ≤ a ·OPT(IP), where
OPT(IP) and OPT(IQ) are the value of the optimal solutions of IP and IQ, respec-
tively.
(b) for some solution SQ with value val(SQ), function TS maps a solution SP = TS(SQ)
for IP with value val(SP) in polynomial time such that
| val(SP)− OPT(IP)| ≤ b · | val(SQ)− OPT(IQ)|.
For maximization problems P and Q, if there is a reduction P ≤L Q, and there is
an algorithm AQ which is an α-approximation for Q, then there is an (1− ab · (1− α))-
approximation algorithm for P. And similarly, for minimization problems P and Q, if
there is a P ≤L Q, and there is an algorithm AQ which is an α-approximation for Q, then
there is an (ab · (α− 1) + 1) -approximation algorithm for P.
There are different strategies and techniques for the design of approximation algo-
rithms as greedy approximation algorithm, linear programming, deterministic rounding,
randomized rounding, primal-dual method, Lagrangian relaxation and others.
2.4 Common Definitions
In this work, especially in Chapters 4 and 5, we adopt the following notations.
- In each of the studied problems, we will use the terms vertex and city interchange-
ably.
- In each of proposed problems, we are given a set of cities V = {1, 2, . . . , n}, a set
of distance functions indexed by C = {1, 2, . . . , r}, and a service fee g ≥ 0. We
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refer to service fee that may be a return fee or switch cost depending on the studied
problem.
- For each index i ∈ C, the distance between two cities u and v according to i is
denoted by di(u, v) ≥ 0.
- We assume that each distance function is symmetric and satisfies the triangle in-
equality, i.e., di(u, v) = di(v, u) and di(u, v) ≤ di(u,w) + di(w, v) for every i ∈ C




In this chapter, we give a literature review of approximation algorithms for routing and
connectivity problems. We also discuss some problems which consider multiple distance
functions.
The Traveling Salesman Problem (TSP) is among the most well-studied combinatorial
optimization problems. In TSP, given a set of cities and a distance function over the
cities, a salesman wants to find a route that visits each city exactly once and return to
the starting city such that the traveled distance is minimum. Karp showed that TSP
is NP-hard [46], as well as Garey and Johnson who classified it as intractable [33]. For
the case in which the distance satisfies the triangle inequality, called Metric TSP, there
is an algorithm called Double-MST, which is a 2-approximation. This algorithm finds a
Minimum Spanning Tree (MST), duplicates all edges to obtain an Eulerian graph, finds
an Eulerian tour and finally constructs a Hamiltonian cycle by making shortcuts. This is a
2-approximation because the weight of a minimum spanning tree cannot be larger than the
weight of a Hamiltonian cycle. Another one is the Christofides’ algorithm that guarantees
a 3/2-approximation [14]. This algorithm has the best known approximation factor. This
algorithm also starts with an MST, but to build a cycle it first finds a minimum-cost
perfect matching between the odd-degree vertices of the MST, and then joins the MST
and the matching edges. Every vertex of the resulting graph has even degree, thus one can
compute an Eulerian tour and, finally, a Hamiltonian cycle by making shortcuts. Since an
optimal solution induces two perfect matchings on the odd-degree vertices of the MST,
the cost of the added matching is at most half of an optimal solution.
Within the routing problems on road networks, we have a variant of the TSP called
Steiner TSP (STSP) [17, 57]. Given a subset of cities, called terminals, the goal is to find
a minimum-cost route that visits each terminal at least once. We can say that TSP is the
particular case in which all cities are terminals. Added to that, we can reduce an instance
of the STSP into an instance of the TSP, preserving the approximation factor [50], i.e., if
there exists an α-approximation for TSP, then there exists an α-approximation for STSP.
Another approach to study the STSP is based on integer programming. Cornuéjols et
al. [17] and Fleischmann [31] exhibit how to formulate it considering a number of variables
that equals to the number of edges of the input graph and an exponential number of
constraints, while Letchford et al. [50] present compact formulations of polynomial size.
Borne et al. [8] studied the problem of Multiple Steiner TSPs with order constraints
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using an integer linear programming formulation and a branch-and-cut algorithm. On
the other hand, an extension of the STSP in which the road traversal costs are both
stochastic and correlated is considered in [49]. In [75], the authors investigated the STSP
with online edges blockages, presented a polynomial-time algorithm and showed that it is
near optimal.
Next, we present a basic routing problem with profits that uses only one vehicle
and is called the Profitable Tour Problem (PTP) [28, 3, 22], also known as the Prize-
Collecting TSP [7, 35]. In this problem, each city is associated with a profit/penalty,
and a solution is a route that visits any subset of cities. The objective function considers
both the total profit/penalty collected and the tour cost. The PTP can be formulated
as follows. (a) As a maximization problem (PTPmax) whose objective is to maximize
the difference between the total profit of visited cities and the route cost. (b) As a
minimization problem (PTPmin) whose goal is to minimize the route cost plus the penalties
of non-visited cities [22, 35]. According to Johnson et al. [44], if we relate PTPmin to the
Goemans-Williamson Minimization Problem (GWMP) and PTPmax to the Net Worth
Maximization Problem (NWMP), PTPmin and PTPmax are equivalent as optimization
problems since both complement each other, i.e., for a given route, the obtained total
cost from PTPmin problem plus the obtained total cost from PTPmax problem is equal
to the sum of the penalties/profits for all cities. However, with respect to approximation
algorithms, they are not equivalent since PTPmax has no constant-factor approximation
algorithm unless P= NP. From now on, our work focuses on the PTPmin and we will
call it simply PTP. DellaAmico et al. [22] introduced the first formulation of the PTP.
For the Symmetric PTP, Bienstock et al. [7] gave a 5
2
-approximation, whose algorithm is






-approximation via a primal-dual algorith, where n is te number of
vertices. For the Asymmetric version, Nguyen and Nguyen [54] presented a (1 + log n)-
approximation algorithm, where n is the number of vertices, using the same framework
as that of the algorithm of Bienstock et al. [7].
One often considered connectivity problem is the so called Constrained Forest Prob-
lem (CFP) [42]. Given a graph with positive edge weights and an integer k, the objective
is to find a minimum-weight spanning forest such that each of its trees contains at least
k vertices. This problem is NP-hard for k ≥ 4 [42]. Imielińska et al. [42] and Laszlo
and Mukherjee [48] presented greedy algorithms with approximation factor 2. In [35],
Goemans and Williamson, using a primal-dual algorithm, demonstrated a slightly better
factor of (2− 1
n
), where n is the number of vertices. Bazgan et al. [6] showed that CFP, on
planar graphs, admits a PTAS for k = O( logn
log logn
), where n is the number of vertices, and
also, the unweighted CFP is APX-hard for all k ≥ 3. Afterward, Couëtoux [18] improved
this factor to 3/2 with a greedy algorithm which runs in O(nm) time, where n is the
number of vertices and m is the number of edges.
The Set Cover Problem (SC) is a classical problem already proved to be NP-hard in
Karp’s list [46]. Given a ground set of elements U and a collection of subsets Ŝ over
these elements, the goal is to select as few subsets as possible from Ŝ whose union covers
all elements. Johnson [43] presented a greedy approach to attain a (lnn)-approximation
where n is the number of elements of the ground set. Afterwards, Chvatal [15] proved
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the same approximation factor for the Weighted SC where each set S ∈ Ŝ has a non-
negative weight wS and the goal is to find a set cover of minimum weight. For this
last problem, the greedy algorithm constructs a cover C by repeatedly choosing a set
S ∈ Ŝ which minimizes the weight of set S divided by the number of elements in S not
yet covered. Then, S is added to C. The algorithm stops when C forms a cover [72].
Another approach to deal with SC and Weighted SC is to formulate them as integer
linear programs and solve their corresponding linear relaxation. The solution obtained
from a linear relaxation can be fractional. A common strategy in this case is to round
the fractional solution into an integral solution. So, we can do this using a randomized
rounding algorithm by interpreting fractional values as probabilities [72]. This approach
achieves the set cover within a factor of O(log n) of an optimal solution, where n is the
number of elements of the ground set. This factor is the best possible, since there is no
polynomial-time algorithm with factor o(log n) unless P = NP [27].
Among the problems which consider multiple distance functions in their inputs, we
have the Traveling Car Renter Problem (CaRS). This problem has not been studied by ap-
proximation algorithms however it has been addressed using several different approaches,
such as heuristic methods and hybrid algorithms. Goldbarg et al. [36] introduced the
CaRS, its formal definition and a database of instances. They presented four heuristics
for Euclidean and non-Euclidean instances: two of them using Greedy Randomized Adap-
tive Search Procedures (GRASP) with Variable Neighborhood Descent (VND) and the
other two using memetic algorithms.
Goldbarg et al. [37] presented an integer quadratic programming model and developed
a transgenetic algorithm. For Euclidean instances, Dias et al. [23] developed a heuristic
based on a multi-start iterated local search. For some non-Euclidean instances, Silva
and Ochi [19] proposed a hybrid algorithm between an Evolutionary Algorithm (EA) and
Adaptive Local Search Procedure (ALSP); Felipe et al. [29] showed a heuristic based on
the Scientific Method (ScA); and Rios et al. [63] presented a hybrid algorithm between
ScA and ALSP and some corrections for the mixed integer program model proposed
in [19]. Golbarg et al. [38] presented three mathematical formulations for CaRS. Two
formulations have quadratic objective functions and the other one has some quadratic
constraints. These formulations were linearized and implemented in different solvers.
There exist three variants of CaRS. In the Quota Traveling Car Renter Problem (q-
CaRS) [39], similar to the Quota TSP (QTSP) [5], each city is associated with a profit,
and a target quota w is defined. Its objective is to find the minimum cost cycle such
that collection of profits is not less than w. QTSP is a special case of q-CaRS where
only one car is considered. Goldbarg et al. [39] gave a mathematical formulation for the
q-CaRS and presented a memetic algorithm to solve it. The Traveling Car Renter with
Passengers (CaRSP) [20] is based on two problems: CaRS and the Traveling Salesman
Problem with Passengers (PCV-P). For the last one, the driver wants to minimize costs
by sharing expenses with passengers along the route. Sabry et al. [20] gave a review of the
state of the art and mathematical models for CaRSP and its subproblems. And the last
variant is the Uniform Traveling Car Renter Problem (UCaRS) [59] in which the return
fee is fixed value and the same for each car, the distance functions are metrics, and its
solution is a closed walk that visit all cities. Pedrosa et al. [58] present a randomized-
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rounding algorithm with factor O(log n), where n is the number of cities. The factor is
asymptotically optimal, since UCaRS can be reduce to SC which implies that UCaRS has
no approximation algorithm with factor o(log n) unless P = NP. So far, this factor is the
unique approximation in the literature. A brief summary of this algorithm is shown in
Section 4.1.
Another problem which considers multiple distance functions in the input is the Dy-
namic Facility Location Problem [25, 2]. This is a generalization of the classical Facility
Location Problem, where clients are moving in some metric space over time. The changing
metric is modeled as a finite sequence of distance functions over the same set of clients and
facilities. Eisenstat et al. [25] presented an O(log nT )-approximation algorithm where n
is the number of clients and T is the number of time steps. Later, An et al. [2] achieved




In this chapter, we briefly present the UCaRS problem and its rounding algorithm pre-
sented by Pedrosa et al. [59, 58]. Then, we propose generalizations of two routing problems
considering multiple distance functions and show how their approximation factors are ob-
tained. We use the approximation algorithm for UCaRS as a subroutine for our proposed
algorithms.
4.1 Uniform CaRS (UCaRS)
In this section, we give a formal definition of UCaRS and a brief summary of an O(log n)-
approximation algorithm where n is the number of cities. This algorithm has three phases,
which are illustrated using a sample instance.
Formally, an instance of UCaRS is composed of set of cities V = {1, 2, . . . , n}, a set
of cars C = {1, 2, . . . , r}, a return fee g ≥ 0 and, for each car i ∈ C, an associated metric
distance function di : V ×V → R≥0. A solution is a closed route P = (P1 P2 . . . Ps) where
each city of V appears in P at least once, and an assignment ϕ such that each edge {u, v}
of P is associated with car ϕ(u, v) ∈ C. The objective of the problem is to find a solution







+ s · g.
This value is the cost of edges in each walk Pi plus the number of walks Pi times the
return fee.
Pedrosa et al. [58] exhibit an algorithm based on the randomized rounding of an ex-
ponentially large LP-relaxation. This relaxation is obtained from the linear programming
formulation IP which is based on the reduction of an instance of UCaRS to an instance of
Set Cover Problem (SC). In the following, we describe some notations used in the linear
program IP. A component (i, S) corresponds to a pair of a car i ∈ C and a subset of
cities S ⊆ V . Ŝ is the set of all pairs (i, S). MSTi(S) is the cost of the MST over S
with respect to di. x(i,S) is a binary variable indicating whether the component (i, S) is












x(i,S) ≥ 1, ∀ v ∈ V,
x(i,S) ∈ {0, 1}, ∀ (i, S) ∈ Ŝ.
(IP)
Note that the objective function aims to minimize the total cost of selected compo-
nents (i, S) of a solution. The cost of (i, S) is given by the cost of the MST over S with
respect to di plus the cost of return fee g. The first set of restrictions guarantees that for
every city v there must be some (i, S) that contains it so we will be covering the cities.
Let IU be an instance for UCaRS and P ′ be the solution of IU . We can say that P ′
induces a feasible solution for IP. This means that OPT( IP ) is a lower bound for OPT(IU).
Note that the lower bound is with respect to the integer program. An integer program
(ILP) is relaxed to a linear program (LP) by removing the integrality constraints. In a
minimization problem, the LP is a lower bound for ILP. Let (P) be the linear relaxation
of (IP). Thus, OPT(P) ≤ OPT( IP ) and therefore we have that OPT(P) ≤ OPT( IP ) ≤
OPT(IU).
We can notice that (P) has an exponential number of variables because the set Ŝ is of
exponential size, therefore this relaxation cannot be solved directly. However, Pedrosa et
al. [58] show how to obtain a feasible solution with only a polynomial number of non-zero
variables. They proved this through Lemma 1 shown below.
Lemma 1 (Pedrosa et al. [58]). There is an algorithm that, in polynomial time, finds a
feasible solution for (P) whose value is at most c · OPT( IP ) for some constant c.
Next, we describe Algorithm 1 which is the rounding algorithm for UCaRS proposed
in [58]. It is divided into three phases. In the coverage phase, we must find a set of
components that cover all cities of V . For that, we start by assuming that we can obtain
a solution x of (P). Then, we add components (i, S) to the set of components C an
amount of dlog ne times, each time with probability x(i,S). The goal is to cover most of
the cities by some component. However, it might happen that some of cities of V were not
covered, then a component is created for each of them considering an arbitrary car, say 1.
In the connection phase, we want to get a connected coverage. For that, we connect the
components of C using a set of additional components called D. An additional component
corresponds to an edge that connects two cities, v, v′ (both in distinct components), using
the car j with the lowest cost dj(v, v′). We denote by dmin(v, v′) such a cost. In the routing
phase, we want to obtain a closed walk that visits each city at least once and therefore is
a feasible solution for UCaRS. Figure 4.1 illustrates the three phases of Algorithm 1 for
a sample instance.
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Algorithm 1: A rounding algorithm for UCaRS [58]
Input : Set of cities V , set of cars C, the distance functions di and return fee g
Output: A closed walk P on V and an assignment ϕ
1 /* Coverage phase */
2 Compute a solution x of (P) using Lemma 1;
3 C ← ∅;
4 repeat dlog ne times
5 foreach (i, S) do





7 foreach v ∈ V do
8 if v /∈ S for all (i, S) ∈ C then





10 /* Connection phase */
11 D ← ∅;
12 while C ∪ D induces a disconnected graph H do
13 Find vertices v and v′ in distinct components of H which minimize dmin(v, v′);
14 Let j be such that dj(v, v′) = dmin(v, v′);
15 D ← D ∪ {(j, {v, v′})};
16 /* Routing phase */
17 P ← (r) for some r ∈ V ;
18 N ← C ∪ D;
19 while N 6= ∅ do
20 Find (i, S) ∈ N such that S ∩ V (P) 6= ∅, and let v ∈ S ∩ V (P);
21 Construct a cycle P ′ of S \ V (P) ∪ {v};
22 foreach edge {u, u′} ∈ E(P ′) do
23 ϕ(u, u′)← i;
24 P ← P ∪ P ′;















(a) An instance with set V = {a, b, . . . , l} of
cities, set C = {1, 2, 3, 4} of cars (1:red, 2:blue,
3:green, and 4:black) and each car has an as-











(b) Coverage phase, after a certain number of iter-
ations, the set C has two components (i, S) added.
They are (1, S′) and (3, S′′) where S′ = {a, c, d, f}
and S′′ = {j, h, g, k, i}. Note that there are some
cities not covered by any component.











(c) Coverage phase, for each city not covered,
one component is created and added to C. Thus,













(d) Connection phase, to connect two distinct
components, we find an edge with the lowest cost.
Thus, the edge between city d of (1, S′) and city b
of (1, {b}) has this feature using car 2. This edge
is included by the created component (2, {v, v′})











(e) Routing phase, we construct a cycle in
each component of C and D. For component
(1, S′), we construct the cycle {d, c, a, f, d} us-
ing shortcuts. For component (2, {d, b}), the










(f) At the end, Algorithm 1 finds a closed walk
that goes through all the cities at least once.
Figure 4.1: (Continued) The three phases of Algorithm 1 for an instance of twelve cities
and four cars.
Notice that each phase of Algorithm 1 runs in polynomial time and its solution P is
a closed walk that contains all cities. To demonstrate that Algorithm 1 is an O(log n)-
approximation, we use the following auxiliary lemmas.
Lemma 2 (Pedrosa et al. [58]). Let C ′ be the set of components included in any iteration
of line 4 of Algorithm 1 (coverage phase). Also, let V ′ be the set of cities v for which
there exists (i, S) ∈ C ′ with v ∈ S. Then, Pr(v /∈ V ′) ≤ 1/n for every v ∈ V .
Lemma 3 (Pedrosa et al. [58]). Let T be a minimum spanning tree of V with respect
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to dmin. Then ∑
{v,v′}∈E(T )
dmin(v, v
′) ≤ OPT .
Theorem 1. Algorithm 1 is an O(log n)-approximation for UCaRS.
Proof. Using Lemma 1, the solution x of (P) is obtained in polynomial time. Next, we
calculate the expected cost for each phase of the algorithm.
In the coverage phase, consider the set Cj of components (i, S) added in the j-th
iteration of line 4. Each component (i, S) is added with probability x(i,S). The expected



















≤ c · OPT( IP ) ≤ O(OPT).
Let C1 be the set of components (i, S) added after dlog ne iterations of line 4, thus the
expected cost of C1 is O(log n)OPT. Let C2 be the set of components (1, {v}) obtained
after line 7. Using Lemma 2, we have that Pr((1, {v}) ∈ C2) ≤ 1/n. Then, the expected





















= g ≤ OPT( IP ) ≤ O(OPT).
Thus, the coverage C = C1 ∪ C2 and the expected cost in the coverage phase corresponds
to the sum of costs C1 and C2, which is at most O(log n)OPT.
In the connection phase, after the last iteration of line 12, the set of components added
to D corresponds to a tree T (1) whose nodes are unions of components in C. Consider a
minimum spanning tree T (2) of V with respect to the distance function dmin and build
another tree T̂ (2) by contracting S for each component (i, S) in C. Observe that each
edge of T (1) corresponds to a distinct edge of T (2) of no smaller cost, by the choice of















Using Lemma 3 in the last summation, the cost of components of D is∑
(j,S)∈D
MSTj(S) ≤ OPT .
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In the routing phase, for each component (i, S) ∈ C ∪ D, we construct a cycle P ′ by
doubling the edges of the minimum spanning tree of S and making shortcuts. The cost
of P ′ is at most 2 ·MSTi(S). At the last iteration of line 19, we obtain a cycle P whose







Finally, the expected cost of P corresponds to the expected cost of C and D which were




















≤ O(log n)OPT+OPT ≤ O(log n)OPT .
4.2 Steiner UCaRS (SUCaRS)
In this section, we discuss the Steiner UCaRS problem. We explain the algorithm’s
strategy and analyze the approximation factor.
Formally, an instance of SUCaRS consists of a set of cities V = {1, 2, . . . , n}; a subset
of cities T ⊆ V , called terminals ; a set of cars C = {1, 2, . . . , r}; and a return fee g ≥ 0.
Each car i ∈ C is associated with a metric distance function di : V ×V → R≥0. A solution
is a closed walk P on V containing all cities in T and an assignment ϕ such that each
edge {u, v} of P is associated with car ϕ(u, v) ∈ C.
Denote byM(P ) the number of vertices of P whose incident edges are associated with
distinct cars. Note that M(P ) corresponds to the number of times which the used car is
exchanged, and that a city may be counted more than once. Also, denote by L(P ) the
length of P , i.e., let L(P ) =
∑
{u,v}∈E(P ) dϕ(u,v)(u, v).
The objective is to find a solution which minimizes the value of P , which is defined as
val(P ) =M(P ) · g + L(P ).
UCaRS is the particular case of SUCaRS in which T = V , and STSP is the particular
case in which |C| = 1 and g = 0.
A sample instance for SUCaRS is illustrated in Figure 4.2 and an optimal solution for
this instance with its total cost is showed in Figure 4.3.
As mentioned in the formal definition, this problem asks for a closed walk over the
terminals as a solution. An idea that arises is whether we may delete the non-terminal
cities and execute the UCaRS algorithm. If there was only one distance function, this



































d1 : d2 : d3 :
Figure 4.2: A sample instance for SUCaRS is conformed by a set V = {a, b, c, d, e} of
cities, a set T = {a, c, e} of terminal cities represented by squares, a set C = {1, 2, 3}
of cars available for rent and delivery in all cities (1:red, 2:blue, and 3:green) such that
each car has an associated metric distance function, and a return fee g = 2 which is










Figure 4.3: An optimal solution P ∗ for the instance described in Figure 4.2 is a closed
walk that visits all terminals. Observe that in P ∗, there are two car exchanges (both in
city d), so M(P ∗) = 2. The length of P ∗ is 6. Thus, val(P ∗) = 2 · g + 6 = 2 · 2 + 6 = 10.
through another intermediately city. However, there are multiple distance functions and
this idea may lead to arbitrarily bad solutions. For example, given two terminals u and
v, it could be more costly going straight from u to v using the same car than renting























Figure 4.4: An instance with set V = {v, w, z} of cities, subset T = {v, w} of terminals,
set C = {1, 2, 3} of cars (1:red, 2:blue, and 3:green) where each car has an associated
metric distance function, and a return fee g = 10. If we went directly from v to w, using
any car, we would pay 100, but we pay 40 if we will go through city z paying a car
switching.
So, the general idea to address SUCaRS is to construct a support graph which aids
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us to find, in polynomial time, the cheapest way between two cities considering multiple
distance functions and return fees. Then, we can use this graph to make a reduction from
SUCaRS to UCaRS. This procedure is developed below.
Given a set of cities V and a set of cars C with corresponding distance functions, the
support graph of (V,C) is the graph H such that, for each v ∈ V and i ∈ C, there is a
vertex vi in V (H). The are two kinds of edges, horizontal and vertical. For each pair
u, v ∈ V and each i ∈ C, there is a horizontal edge {ui, vi} with cost w(ui, vi) = di(u, v),
and for each u ∈ V and each pair i, j ∈ C, there is a vertical edge {ui, uj} with cost
w(ui, uj) = g. For each pair u, v ∈ V and each pair i, j ∈ C, we denote by dist(ui, vj) the
length of a shortest path from ui to vj in H. Note that a walk in H induces a walk
on V where horizontal edges correspond to moving between cities, and vertical edges
correspond to events of exchanging the car. In Figure 4.5, we can see an example of H






































Figure 4.5: An instance with set V = {v, w, z} of cities, subset T = {v, z} of terminals,
set C = {1, 2, 3} of cars (1:red, 2:blue, and 3:green) where each car has an associated
metric distance function that are not shown, and a return fee g. An example of a support
graph H for this instance is showed on the right hand side. In H, we can find the shortest
path between two vertices, e.g. dist(v1, z2) which is highlighted in yellow. Going through
this shortest path in the original instance is as if we go from v to w using car 1, then a
car switch occurs on w, and we continue from w to z using car 2.
Using the support graph H, we can reduce an instance of SUCaRS to an instance of
UCaRS which contains only terminals and cars corresponding to pairs (i, j) of C × C.
A solution for the reduced instance corresponds to a walk on H, which induces a solution
for the instance of SUCaRS. This leads to the following theorem.
Theorem 2. If there exists an α-approximation for the UCaRS problem, then there exists
an α-approximation for the SUCaRS problem.
Proof. Consider an instance ISU of SUCaRS as defined above. We will create an in-
stance IU of UCaRS with cities V ′ = T , cars C ′ = C × C, and return fee g′ = g. The
distance functions fij, with i, j ∈ C, will correspond to distances in the support graphH of
(V,C), i.e., define fij(u, v) = dist(ui, vj). Denote by OPT(ISU) and OPT(IU) the optimal
values of instances ISU and IU , respectively.
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Let P be a solution of ISU , and note that P can be broken into walks P1, P2, . . . , Pk,
where k is the number of times we visit a terminal. Each P`, where 1 ≤ ` ≤ k, connects
two consecutive terminals in P . For a given walk P`, let s` and t` be the first and the
last cities of P`, respectively. Also, let i and j be the cars associated with the edges of
P` which are incident to s` and t`, respectively. Note that H contains vertices s`i , t`j, and
observe that P` induces a walk on the graph H from s`i to t`j whose cost corresponds
to the total length of P` plus the return fee for any internal vertex in P`, thus we have
dist(s`i , t
`
j) ≤M(P`) · g + L(P`). Create a solution P ′ for IU , which corresponds to a closed
walk containing only the terminals. Start with an empty path P ′, and, for each walk P`,
add an edge to P ′ connecting terminals s` and t` and associated with car ϕ(s`, t`) = (i, j).
















(b) Constructed solution P ′ for
instance IU of UCaRS.
Figure 4.6: An instance ISU with set V = {a, b, . . . , h} of cities, subset T = {a, c, d, f, g}
of terminals, set C = {1, 2, 3} of cars (1:red, 2:blue, and 3:green), and a re-
turn fee g. A reduced instance IU is constructed with set V ′ = T of cities,
set C ′ = {(1, 1), (1, 2), (1, 3), . . . , (3, 3)} of cars (1:red, 2:blue, and 3:green), and a return
fee g. Since P can be broken into walks that connect two consecutive terminals, for ex-
ample, walk P1 = (c, {c, b}, b, {b, e}, e, {e, a}, a) with its terminals c and a, we add an edge
between these terminals in P ′ with cost equal to the length of P1 plus the number of car
changes within P1 times g.
Notice that any car exchange of P occurring at a non-terminal city happens in some
internal vertex of P`, thus only the cost incurred by car exchanges at terminals need to
be accounted separately. Let m be the number of times that a car is exchanged at a
terminal, then M(P ) = m+
∑k
`=1M(P`). Therefore,
val(P ′) = m · g +
∑k
`=1(M(P`) · g + L(P`))
=M(P ) · g + L(P ) = val(P ).
Now, let P ′ be a solution of IU , and observe that P ′ corresponds to a closed walk
(v1, v2, . . . , vk, vk+1) which visits all terminals, where v1 = vk+1 is the starting city. For
each `, with 1 ≤ ` ≤ k, the edge {v`, v`+1} corresponds to a car (i, j) of instance IU . Note
that the support graph H has vertices v`i and v
`+1




j in H induces a walk P` on V such that fϕ(v`,v`+1)(v`, v`+1) =M(P`) · g + L(P`).
We construct a solution P for ISU which is the concatenation of all the induced walks P`.
Since P goes through all terminals, P is a solution for ISU . We may calculate the value
of P as
val(P ) =M(P ′) · g +
∑k
`=1 (M(P`) · g + L(P`))




=M(P ′) · g + L(P ′) = val(P ′).
Thus, OPT(ISU) = OPT(IU) and, given an approximate solution P ′ for IU , we can
compute a solution P for ISU with the same cost.
4.3 Profitable UCaRS (PUCaRS)
In this section, we discuss the Profitable UCaRS problem. We explain the algorithm’s
strategy and prove its obtained approximation factor.
An instance of PUCaRS consists of a set of cities V = {1, 2, . . . , n}; a set of cars
C = {1, 2, . . . , r}; a return fee g ≥ 0; and, for each city u ∈ V , a penalty π(u) ≥ 0. Each
car i ∈ C is associated with a metric distance function di : V × V → R≥0. A solution is
a closed walk P on V containing any subset of cities and an assignment ϕ such that each
edge {u, v} of P is associated with car ϕ(u, v) ∈ C. Define M(P ) and L(P ) as in the
case of SUCaRS and, for some set U , let π(U) =
∑
u∈U π(u). The objective is to find a
solution which minimizes the value of P , defined as
val(P ) =M(P ) · g + L(P ) + π(V \ V (P )).
PTP is the particular case of PUCaRS in which |C| = 1 and g = 0.
Similarly as done for SUCaRS, we present a sample instance for PUCaRS in Figure 4.7


































d1 : d2 : d3 :
(a)
Figure 4.7: A sample instance for PUCaRS is conformed by a set V = {a, b, c, d, e} of
cities, a set C = {1, 2, 3} of cars (1:red, 2:blue, and 3:green) such that each car has an
associated metric distance function, and a return fee g = 2. Besides that, each city has












Figure 4.7: (Continued) A sample instance for PUCaRS is conformed by a set
V = {a, b, c, d, e} of cities, a set C = {1, 2, 3} of cars (1:red, 2:blue, and 3:green) such
that each car has an associated metric distance function, and a return fee g = 2. Besides








Figure 4.8: An optimal solution P ∗ for the instance described in Figure 4.7 is a closed
walk. The length of P ∗ is 3. There are three car exchanges (in cities e, b and d), so
M(P ∗) = 3. Also, there are two non-visited cities (cities a and c) whose penalty costs are
π(a) = 25 and π(c) = 40. Thus, val(P ∗) = 3 · g + 3 + (25 + 40) = 74.
A general idea to approach PUCaRS is to create instances of two different problems.
The first is an instance of UCaRS that considers a distance function to account for the
penalties of non-visited cities, but the second is an instance of the Profitable Tour Prob-
lem (PTP) which aids us to connects components from a modified solution of UCaRS to
obtain a feasible solution for PUCaRS.
Here, we show how a instance of UCaRS is created and limit its optimal solution value.
Given an instance IPU of PUCaRS, we create an instance IU of UCaRS as follows. The
instance IU is composed of cities V , return fee g, and cars C ′ = C ∪ {0}, where index 0
corresponds to a new car. For each car i ∈ C, we use the same distance function as in the
original instance, di. For car 0, we let d0 be a new distance function, which will account
for penalties of non-visited cities. To define d0, we create an auxiliary weighted graph Q
on V . Assume, without loss of generality, that there is an optimal solution of IPU for
which a car exchange occurs at a city s ∈ V . If a car exchange does not occur in s, then
we could try each city of V in polynomial time, and, if no car exchange occurs, then we
can simply use an approximation algorithm for PTP for each distance function. Let Q be
a star centered at s and connected to each city u ∈ V \{s} by an edge of weight π(u)/2.
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Then, for each pair u, v ∈ V , d0(u, v) is the length of a shortest path between u and v
in Q. This completes the definition of IU .
Next lemma shows a limiting factor for the optimal value of the reduced intance IU .
Lemma 4. Consider an instance IPU of PUCaRS and an instance IU of UCaRS, let
OPT(IPU) and OPT(IU) be the optimal values for IPU and IU , respectively. Then,
OPT(IU) ≤ 2OPT(IPU).
Proof. Let P ∗ be an optimal solution of IPU which spans city s. We create a solution P ′
of IU by concatenating
(a) the closed walk P ∗ starting and ending in s, whose cost is val(P ∗);
(b) for each city v ∈ V \V (P ∗), a closed walk Tv = (s, v, s) associated with car 0 whose
length is L(Tv) = d0(s, v) + d0(v, s) = π(v).





























(b) A constructed solution P ′ for instance
IU of UCaRS.
Figure 4.9: Example of a constructed solution P ′ for instance IU of UCaRS from an
optimal solution P ∗ for instance IPU of PUCaRS. Notice that as city s ∈ V (P ∗) and P ′
visits all the cities so also s ∈ V (P ′). All cities that are not in V (P ∗) are connected with
s through yellow edges that are traveled using car 0.
Note that P ′ visits all the cities, then P ′ is a feasible solution for IU . Since each walk
Tv uses the same car, after visiting all cities of P ∗, only one car exchange is necessary.
Thus, the cost of P ′ can be bounded as
val(P ′) =M(P ∗) · g + L(P ∗) +
∑
v∈V \V (P ∗) L(Tv) + g
=M(P ∗) · g + L(P ∗) +
∑
v∈V \V (P ∗) π(v) + g
= val(P ∗) + g ≤ OPT(IPU) + OPT(IPU),
where in the last inequality holds because val(P ∗) = OPT(IPU) and g ≤ OPT(IPU), as
solution P ∗ exchanges car at s. Therefore, OPT(IU) ≤ 2OPT(IPU).
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Conversely, a solution of instance IU of UCaRS can contain many sub-walks that are
traveled using car 0. This entails paying return fees each time a car is exchanged for
car 0. So, we will construct a new solution for which we pay the return fee for car 0 only
once. To bound this new-solution cost, we will create an instance of PTP, which is the
corresponding problem with only one distance function, and no exchange cost. We do
this in the following lemma.
Lemma 5. Given a solution P ′ for IU of UCaRS, one can construct, in polynomial time,
a solution P for IPU of PUCaRS such that val(P ) ≤ 2 val(P ′) + 4OPT(IPU).
Proof. Recalling that walk P ′ visits all cities. Suppose that there are edges {u, v} of E(P ′)
such that ϕ(u, v) = 0. If we remove those edges from P ′, then we obtain a set of walks,
W1,W2, . . . ,Wq. By doubling the edges of each such a walk W`, we construct a closed
walkW ′`. The union of all constructed closed walks induces a set of connected components
C1, C2, . . . , Ck, such that k ≤ q and each of which is a closed walk itself. Note that the
collection of components V (C1), . . . , V (Ck) partition the set of cities. In Figure 4.10, we




































(b) Set of connected components
C1, C2, . . . , C8.
Figure 4.10: Example of a set of connected components obtained from a solution P ′ by
removing edges assigned to car 0 (yellow edges) and then doubling edges of obtained
walks.
We bound the overall cost of the closed walks. First, we bound the length of all closed
walks. Each edge of P ′ appears at most twice as an edge of a closed walk C`. Therefore,∑k
`=1 L(C`) ≤ 2L(P ′). Second, we bound the total number of car exchanges. Note
that the cities of distinct components C` and C`′ are connected in P ′ only through edges
associated with car 0, then P ′ has at least two car exchanges for each of the k components,
one for an edge entering the component, and another for an edge leaving the component.
Since no car exchange in some walk W` involves an edge associated with car 0, we have
2k +
∑k
`=1M(W`) ≤ M(P ′). As we have doubled the number of car exchanges in each
walk W`, it follows that 4k + 2
∑k
`=1M(W`) = 4k +
∑k
`=1M(C`) ≤ 2M(P ′). Combining
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both bounds, we obtain the next inequality
(4k +
∑k
`=1M(C`)) · g +
∑k
`=1 L(C`) ≤ 2M(P ′) + 2L(P ′) = 2 val(P ′). (4.1)
So far, we only have obtained a set of connected components which are not connected
between them and therefore we still do not have a solution for PUCaRS. To solve it, we
construct an instance of PTP that connects those components.
Let H be the support graph of (V,C) as defined in Section 4.2, and let dist be the
distance function associated with graph H. We construct an instance IPT of PTP. Start
by creating a complete graph G on V , such that the weight of each edge {u, v} ∈ E(G) is
the cost of the minimum shortest path between ui to vj in H for all i, j ∈ C, i.e., define
dsp(u, v) = min{dist(ui, vj) : i, j ∈ C}. Then, for each 1 ≤ ` ≤ k, contract V (C`) in V (G),
removing loops and obtaining the contracted graph G′. The penalties of each vertex w of
G′ corresponding to a component C` for some 1 ≤ ` ≤ k is defined as π(w) =
∑
u∈C` π(u).
Figure 4.11 illustrates an instance IPT . Next, we would like to bound the optimal value


























Figure 4.11: Example of a instance of PTP where each gray area represents a contracted
component C` that is a vertex of G′ and each of them has a associated penalty cost π(C`).
The edges between each pair of vertices of G′ are not shown but their weight is given by
function dsp as described into the proof.
Let P ∗ be an optimal solution of IPU , and note that it induces a closed walk W on H
with weight M(P ∗) · g+L(P ∗). This walk contains vertices corresponding to components
C1, C2, . . . , Ck. Contract the vertices of each component C` inW and remove loops. Now,
each two vertices u and v of W corresponding to consecutive components are connected
by a walk on H with weight at least dsp(u, v). Therefore, W induces a closed walk F
on a subset of V (G′) with length
∑
{u,v}∈E(F ) dsp(u, v) ≤ M(P ∗) · g + L(P ∗). If a vertex
u ∈ V (G′) corresponding to a component C` is not in V (F ), then no vertex of C` is
visited by the optimal solution P ∗. It follows that
∑
u∈V (G′)\V (F ) π(u) ≤ π(V \ V (P ∗)).
We conclude that F is a solution for instance IPT with value at most M(P ∗) ·g+L(P ∗)+
π(V \ V (P ∗)) = OPT(IPU), and thus OPT(IPT ) ≤ OPT(IPU).
Now, find a solution R for IPT using a 2-approximation for PTP [35]. Assume, without
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loss of generality, that R is a cycle on V (G′), as otherwise one can modify the solution by
short-cutting repeated vertices without increasing the value. Figure 4.12 illustrates both
solutions F and R. Let (v, v′) be an edge of R, and suppose that v and v′ correspond to
components C` and C`′ . This edge induces a walk D′ on V starting at a vertex of C` and
ending at a vertex of C`′ withM(D′) ·g+L(D′) ≤ dsp(v, v′). By doubling the edges of D′,
we construct a closed walk D such thatM(D)·g+L(D) ≤ 2 dsp(v, v′). Let D1, D2, . . . , Dm
be the set of constructed closed walks for every edge of R, and note that m ≤ k, since R
is a cycle of G′ and |V (G′)| = k. As the value of R is at most 2OPT(IPT ) ≤ 2OPT(IPU),
and we have doubled the induced walks,∑m
`=1M(D`) · g +
∑m
`=1 L(D`) + π(V (G


















Figure 4.12: The highlighted edges belong to the solution F , while the zigzag edges belong
to the solution R.
Finally, we create a solution P for IPU by joining all connected components C` which
correspond to vertices of R, then inserting the closed walks D1, D2, . . . , Dm which corre-
spond to edges of R. Observe that P is a feasible solution. Indeed, because R is a cycle,
P is connected, and because each connected component C` is a closed walk, P is also
a closed walk. Each closed walk Dt connects a vertex v ∈ C` to some vertex v′ ∈ C`′ ,
with ` 6= `′. Thus, introducing closed walk Dt adds four car exchanges, and therefore at
most 4m ≤ 4k exchanges are added in total. Besides these, there are the car exchanges
in internal vertices of each walk C` and D`. The length of P is simply the sum of the
lengths of walks C` and D`. Also, each vertex which is not visited by P is in a component
corresponding to a vertex not visited by R, thus the incurred penalty of P corresponds
to the penalty for solution R. Adding up all costs and combining with inequalities (4.1)
and (4.2), we conclude that
val(P ) ≤ 2 val(P ′) + 4OPT(IPU).
Combining the previous lemma, we can derive an approximation for PUCaRS.
Theorem 3. If there exists an α-approximation for UCaRS problem, then there exists an
O(α)-approximation for PUCaRS problem.
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Proof. If P ′ is an α-approximation for IU of UCaRS, then using Lemma 5 we compute a
solution P whose value is
val(P ) ≤ 2 val(P ′) + 4OPT(IPU) ≤ 2αOPT(IU) + 4OPT(IPU)
using Lemma 4 in the last inequality, we have




In this chapter, we briefly present the Constrained Forest Problem (CFP) and its greedy
algorithm presented in Couëtoux [18] work. Then, we propose a generalization of a con-
nectivity problem considering multiple distance functions and show how its approximation
factor is obtained. We use the approximation algorithm of CFP as a subroutine into the
proposed algorithm for the generalized problem.
5.1 Constrained Forest Problem (CFP)
In this section, we describe the formal definition of CFP and a brief summary of how its
algorithm was implemented. We also show an execution of this algorithm with a sample
instance and show that its factor is a tight bound by a tight example.
An instance of CFP consists of a set of cities V = {1, 2, . . . , n}; a weight function
w : V × V → R≥0 and a number k such that 2 ≤ k ≤ n. A solution is a spanning forest
F = {T1, T2, . . . , Ts} where each tree has at least k cities. The objective is to find a







Observe that, if k = 2, the CFP becomes the minimum-weight edge cover problem
and if k = |V | it becomes the MST. Those problems are polynomial-time solvable.
Bazgan et al. [6] and Imielinska et al. [42] show that CFP is NP-hard, for k = 3 and
k ≥ 4, respectively.
Couëtoux [18] presents a greedy 3/2-approximation algorithm for CFP. It is shown in
Algorithm 2. This algorithm uses two important definitions. (i) A tree with less than k
cities is considered small, otherwise the tree is said to be big. An isolated city is considered
as a small tree. (ii) An edge is good if it connects two small trees resulting in a big tree;
otherwise this edge is bad.
The main idea of Algorithm 2 is that each edge added to the solution reduces the
number of small trees. A good edge decreases the number of small trees by two while
a bad edge reduces it by one. So, considering the good and bad edges, the algorithm
chooses the edge which will decrease the number of small trees with minimum weight,
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Algorithm 2: A greedy heuristic for CFP [18]
Input : G = (V,E), a weight function on the edges w, and a number k
Output: A covering forest F which contains only big trees (at least k cities).
1 A← E;
2 F ← ∅;
3 while A 6= ∅ do
4 /* Let e be the lightest of the good edges of A for F */
5 /* Let e′ be the lightest of the bad edges of A */
6 if w(e) ≤ 2w(e′) then
7 F ← F ∪ {e};
8 A← A \ {e};
9 else
10 if e′ has an endpoint in a small tree of F and F ∪ {e′} does not contain a
cycle then
11 F ← F ∪ {e′};
12 A← A \ {e′};
13 return F ;
and it should be willing to pay up to twice as much for a good edge rather than a bad
edge [18].
Figure 5.1 illustrates the execution of Algorithm 2 in which we want to find the
minimum weight of a forest where each of its trees has at least three cities. The graph
and the edge weights of the instance are shown in Figure 5.1a. For this sample instance,
we consider k = 3. Note that we draw the good edges with a snake line. In the first
iteration, the algorithm chooses the edge {a, d} with weight 0 and four candidate edges











































































































































































































































































Figure 5.1: (Continued) Execution of Algorithm 2 for a sample instance.
In the fourth iteration, the lightest good edge {a, b} has weight 1 and the lightest of the
others edges {b, f} has weight 3, so the algorithm chooses the good edge {a, b}. After this,
edges {b, d}, {c, d} and {a, e} are no longer good edges, see Figure 5.1e. From the sixth
iteration, there are only bad edges. These edges are either added to the solution, as edge
{c, d} in Figure 5.1i, or are deleted since they form cycles, as edge {b, d} in Figure 5.1h,
or join two big trees, as edge {g, i} in Figure 5.1j. Algorithm 2 returns the set of edges
shown in Figure 5.1l and each big tree has at least three cities.
Next, we sketch how the approximation factor of Algorithm 2 is derived. For that,
some notations are described in the following. Let F be the forest returned by Algorithm 2,
F ∗ be an optimal forest, and w(F ) be the weight of the edges of F . The set {e1, e2, . . . , em}
represents the edges in the order in which they are removed from A in Algorithm 2.
The inequality will compare the partial forest defined as F ∗j = F ∗ ∩ {e1, e2, . . . , ej} and
Fj = F ∩ {e1, e2, . . . , ej}. Fj is then the partial solution at the iteration j. For any forest
F ′, h(F ′) is the number of small trees of F ′. The number cj is the maximum between the
weight of the last bad edge for F examined and the half of the weight of the last good
edge for F until the j-th iteration. The choice of one edge for the solution can disable
good edges which form cycles or link a small tree with a big tree. Set Disj are the edges
which are disabled at iteration j; and Ij is the set of edges disabled until the j-th iteration




∩ {ej+1, . . . , em}. Also, wj is the
sum of weight of bad edges for F ∗ within {ej+1, . . . , em}.
The following lemma helps us to demonstrate the approximation.
Lemma 6 (Couëtoux [18]). For all j ∈ {1, . . . ,m}, the following inequality is verified:
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Theorem 4. Algorithm 2 is a 3/2-approximation for CFP.
Proof. Given an instance ICF of CFP, let F be the forest returned by Algorithm 2 and
F ∗ be an optimal forest on ICF . Using Lemma 6 at the m-th iteration of line 3, we have
3
2





h(F ∗m)− h(Fm)− |Im|
)
.
Observe that |Im| = 0 and wm = 0 because there are no edges to examine. Fm = F and
F ∗m = F
∗ are two constrained forest, i.e., there are no small trees in these forests, therefore
h(Fm) = 0 and also h(F ∗m) = 0. So, we conclude
3
2
w(F ∗) ≥ w(F ).
A tight example for Algorithm 2 is shown in [18]. Consider a graph G with 4dk/2e
vertices, a weight function w, and a value k. G has four cliques Q with dk/2e vertices and
its edges have weight 0, i.e. w(Qi) = 0 for 1 ≤ i ≤ 4. The edges which connect two cliques
have assigned weights different from zero, see Figure 5.2. For this example, Algorithm 2
chooses weight zero edges within each clique forming a spanning forest. Denote by Ti
a spanning forest of Qi. Thus, F = {T1, T2, T3, T4, e2, e1, e3} is the returned solution by
Algorithm 2 with weight 3 − ε, while F ∗ = {T1, T2, T3, T4, e1, e3} is the optimal solution
with weight 2.







Figure 5.2: A tight example for Algorithm 2.
5.2 Multiple Constrained Forest Problem (MCFP)
In this section, we give the formal definition the Multiple Constrained Forest Problem.
We explain the algorithm’s strategy and prove its obtained approximation factor.
Formally, an instance of MCFP consists of a set of cities V = {1, 2, . . . , n}; a set of
cable types C = {1, 2, . . . , r}; a switch cost g ≥ 0; and an integer number k ≥ 1. Each
cable type i ∈ C is associated with a distance function di : V × V → R≥0. A spanning
forest is a collection of sub-trees T = {T1, T2, . . . , Ts} such that each city is in at least one
sub-tree. The join of these sub-trees can form disjoint-connected components. We say
that a spanning forest is constrained if each connected component has at least k cities.
A solution of MCFP is a constrained spanning forest T and an assignment ϕ such that
each tree T in T is associated with cable type ϕ(T ) ∈ C. For each tree T ∈ T , denote by
L(T ) the length of T , i.e., let L(T ) =
∑
{u,v}∈E(T ) dϕ(T )(u, v). The objective is to find a
solution which minimizes the value of T , which is defined as
val(T ) = |T | · g +
∑
T∈T L(T ).
Note that CFP is the particular case of MCFP in which |C| = 1 and g = 0.
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An example of a spanning forest is shown in Figure 5.3. An instance of MCFP is












Figure 5.3: An example of a spanning forest. We can observe five sub-trees that
are T1 = {{a, d}}, T2 = {{f, i}, {f, j}}, T3 = {{d, f}}, T4 = {{b, e}, {c, e}} and
T5 = {{g, h}, {g, k}}}. Observe that each sub-tree is connected by the same type of
cable. The union of these sub-trees form three disjoint-connected components. Each


































d1 : d2 : d3 :
Figure 5.4: A sample instance for MCFP is conformed by a set V = {a, b, c, d, e} of cities,
a set C = {1, 2, 3} of cables (1:red, 2:blue, and 3:green) such that each cable has an







Figure 5.5: An optimal solution T ∗ for the instance described in Figure 5.4 is formed by
three sub-trees, so |T ∗| = 3. The union of these sub-trees forms two connected components
of at least two cities. Thus, val(T ∗) = 3 · g + 3 = 9.
Similarly as done for PUCaRS, we approach MCFP by creating instances of two dif-
ferent problems. The first is an instance of UCaRS to connects the closest cities forming
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connected components and the second is an instance of the Constrained Forest Prob-
lem (CFP) which aids us to guarantee that each component has at least k cities.
Consider an instance IMCF for MCFP, and let dmin(u, v) denote the smallest weight
between two cities u and v among all cable types, i.e., for each u, v ∈ V , define dmin(u, v) =
min{di(u, v) : i ∈ C}. The bottleneck graph of IMCF is the graph on V , such that, for
each pair u, v ∈ V , there is an edge between them if dmin(u, v) ≤ g.
The following lemma modifies an optimal solution of MCFP using the bottleneck
graph, and it also shows a limiting value for the solution obtained. Denote by OPT(IMCF )
the value of an optimal solution for IMCF .
Lemma 7. Let G be the bottleneck graph of IMCF , and S1, S2, . . . , Sh be the sets of vertices
corresponding to connected components of G. There exists a solution T for IMCF with
val(T ) ≤ 7OPT(IMCF ) and such that,
(i) vertices in S` are contained in a connected component which is induced by joining
trees in T , for each 1 ≤ ` ≤ h; and
(ii) each tree in T is contained in a set S` for some ` or has exactly one edge.
Proof. Consider an optimal solution T ∗ and denote by R the set of all edges of trees
in T ∗ which have extremes in two distinct sets S` and S ′`. Each edge {u, v} ∈ R is such
that dmin(u, v) > g. Also, let C∗ be the collection of sets corresponding to the connected
components which are induced by joining the trees of T ∗. We say that a sub-component
of a component C in C∗ is a set of vertices which corresponds to a connected component
of the graph obtained from G[C] by removing edges R. Notice that a sub-component is
contained in some set S`. In Figure 5.6, we illustrate the sub-components corresponding













Figure 5.6: Sub-components corresponding to a bottleneck graph G. A set S` is repre-
sented by a dashed circle and a sub-component is represented by a solid circle. The circles
corresponding to sub-components of a component in C∗ are filled using a common pattern.
Observe that the sub-components of a single component are connected by edges of R.
We will modify the solution T ∗ and construct the required solution T . To satisfy prop-
erty (i), we connect sub-components of the set S` for each 1 ≤ ` ≤ h. Let D1, D2, . . . , Dk
be the sub-components contained in S`, and create a graph H` as follows: start with the
induced graph G[S`], then contract each set of vertices Dt, for 1 ≤ t ≤ k.
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Since G[S`] is connected, so is H`, and we can find an arbitrary spanning tree H ′` whose
edges connect all the sub-components in S`.
For each 1 ≤ ` ≤ h, an edge {u, v} ∈ E(H ′`) corresponds to an edge of G, thus
dmin(u, v) ≤ g. For each such an edge, let i ∈ C be a cable type with di(u, v) = dmin(u, v),
and create a new tree T consisting only of {u, v} and associated with cable type i. Note
that the cost of each created tree T is at most g + L(T ) ≤ 2g.
The total number of trees added is at most the number of sub-components, and thus
is bounded by the number of edges in R plus the number of components of C∗. Then, the
solution cost increases by at most (|R|+ |C∗|) · 2g.
Now, to satisfy property (ii), we break trees containing edges in R. For each edge
{u, v} in R, find the tree T in T which contains this edge, and let i ∈ C be the cable type
associated with T . Note that the graph T − {u, v} is a forest composed of two trees, T1
and T2. We remove T from T and replace it by other trees, all associated with the same
cable type i: T1, T2 and a new tree composed only of {u, v}. Note that the value of the
solution increases by 2g, since the number of trees increase by 2, but the total length of
the solution has not changed. Then, the solution cost increases by |R| · 2g.
So far, the solution T satisfied properties (i) and (ii). Since for each edge {u, v} ∈ R,
we have dmin(u, v) > g, the total increase is bounded by
(|R|+ |C∗|) · 2g + |R| · 2g = 4|R| · g + 2|C∗| · g
≤ 4
∑
{u,v}∈R dmin(u, v) + 2|C∗| · g
≤ 4OPT(IMCF ) + 2OPT(IMCF )
Recall that we modify the solution T ∗ to construct the required solution T . Therefore,
val(T ) ≤ OPT(IMCF ) + 6OPT(IMCF ) = 7OPT(IMCF ).
The solution given in Lemma 7 induces a solution of UCaRS for an instance whose
set of cities corresponds to S`. Thus, by solving UCaRS for each S`, we are left with a
spanning forest whose components may have less than k vertices. To fix this, we create
an instance of the Constrained Forest Problem (CFP).
Theorem 5. If there exists an α-approximation for UCaRS problem, then there exists an
O(α)-approximation for MCFP problem.
Proof. Consider an instance IMCF of MCFP and let S1, S2, . . . , Sh and T be as defined by
Lemma 7. For each 1 ≤ ` ≤ h, let T` be the set of trees in T whose vertices are contained
in S`. For each `, construct an instance I`U of UCaRS whose set of cities is S`, the set of
cars is C, and the return fee is g.
We claim that OPT(I`U) ≤ 2 val(T`). To show this, we note that trees in T` induce
a solution P for I`U . For each T ∈ T`, construct a closed walk D on the vertices of T
by doubling the edges of T and finding an Eulerian tour. Each edge of D is associated
with car ϕ(T ). By joining all the closed walks, we obtain a closed walk P which visits
all cities in S` and whose length is L(P ) ≤ 2
∑
T∈T` L(T ). Note that, for each joined
closed walk, we add at most two car exchanges in P , and thus M(P ) ≤ 2|T`|. Therefore,
OPT(I`U) ≤ val(P ) =M(P ) · g + L(P ) ≤ 2|T`| · g + 2
∑
T∈T` L(T ) = 2 val(T`).
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Now, create an instance ICF of CFP with the same parameters V and k as the in-
stance IMCF , i.e., the objective is to find a spanning forest on V such that each connected
component has at least k vertices. Instance ICF has zero switch cost and only one cable
type, whose corresponding distance function is d′, defined next. For each pair u, v ∈ V ,
d′(u, v) = 0 if u, v ∈ S` for some 1 ≤ ` ≤ h; otherwise, d′(u, v) = dmin(u, v). This
completes the description of ICF .
We claim that OPT(ICF ) ≤ val(T ). Let R be the set of trees T in T whose vertices
are not contained in S` for any `. Property (ii) of Lemma 7 implies that each tree of R is
an edge between two sets S` and S`′ . Let R be the set of all such edges. Observe that, for
each {u, v} ∈ R, we have dmin(u, v) > g, as {u, v} connects two connected components of
G. Thus, |R| · g <
∑
{u,v}∈R dmin(u, v) ≤ val(T ). Moreover, a feasible solution for ICF can
be built joining R and edges with weight zero, thus OPT(ICF ) ≤
∑
{u,v}∈R dmin(u, v) ≤
val(T ).
We execute the following algorithm to find a solution for IMCF . First, build a set
of trees P which connect each set S`. To this, find a closed walk P` which is an α-
approximation for each instance I`U of UCaRS. Recall that P` is a sequence of M(P`)
paths. Each such a path D is also a tree and is associated with a given car i, thus define
ϕ(D) = i and add D to P . Note that val(P) is bounded by∑h






`=1 val(T`) ≤ 2α val(T ).
The trees in P induce a spanning forest, but there may be components with less than
k vertices. Then, we find a complementary set of trees F to connect small components.
To this, obtain a solution F which is a 3/2-approximation algorithm for the instance ICF
of CFP [18]. Now, consider an each edge {u, v} of F . If u, v ∈ S` for some `, then
vertices u and v are already connected by the trees in P , thus the edge is not necessary.
Otherwise, d′(u, v) = dmin(u, v), thus there is a cable type i such that dmin(u, v) = di(u, v).
We create a tree D consisting of edge {u, v}, define ϕ(D) = i and add D to F . Let E ′
be the set of edges of F which were not discarded. Note that for each {u, v} ∈ E ′,
d′(u, v) = dmin(u, v) > g. Thus, val(F) is bounded by∑
{u,v}∈E′(g + d
′(u, v)) ≤ 2(
∑
{u,v}∈E′ d
′(u, v)) ≤ 2(3/2OPT(ICF )) ≤ 3 val(T ).
Since F is a feasible solution for ICF , we conclude that P ∪F is a feasible solution for
IMCF with value




This Master’s dissertation presented routing and connectivity problems with multiple
distance functions. As shown in Chapter 3, there are some articles that address such
problems, all of them using exact methods, heuristics or metaheuristics. There is only
one article [58] that uses approximation algorithm techniques. Thus, we approached
three optimization problems: Steiner UCaRS (SUCaRS), Profitable UCaRS (PUCaRS),
and Multiple Constrained Forest Problem (MCFP). All of them were studied from the
approximation algorithms point of view.
For SUCaRS, we follow the idea of reducing an instance of STSP to an instance of TSP
as mentioned in [50], so we transform an instance of SUCaRS into an instance of UCaRS
for which we know an approximation factor. The approximation algorithm obtained
through the reduction is described in Section 4.2 and is the first known approximation
for SUCaRS.
For PUCaRS, we create instances of two distinct problems. The first is an instance
of UCaRS and the second is an instance of PTP. Since we know that UCaRS has an
O(log n)-approximation where n is the number of cities, and PTP has a 2-approximation,
combining the solutions of these instances leads to anO(log n)-approximation for PUCaRS
where n is the number of cities. We can see that in Section 4.3.
Using the same strategy, for the MCFP we create an instance of UCaRS and an
instance of CFP. There is an approximation factor of 3/2 for CFP. Combining the
solutions of instances of UCaRS and CFP, we also derived an O(log n)-approximation for
MCFP where n is the number of cities. We observe that in Section 5.2.
The obtained factors are asymptotically tight unless P = NP, because an o(log n)-
approximation for any of them would imply an o(log n)-approximation for UCaRS. This
is clear for SUCaRS and PUCaRS, as they generalize UCaRS. For MCFP, note that a
solution T for MCFP with value k equal to the number of cities, can be converted into a
solution for UCaRS whose value is within a constant factor of val(T ).
Related publications The formal definition of UCaRS and a summary of its randomized-
rounding algorithm were presented in the “3rd Theory of Computation Meeting” (ETC 2018)
with the article “Uma Aproximação Ótima para o Problema do Caixeiro Alugador”. This
work did not include proofs for all lemmas and theorems. Afterwards, all proofs for UCaRS
were formalized in the article “An Asymptotically Optimal Approximation Algorithm for
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the Travelling Car Renter Problem”, as part of this Master’s studies. This work was ac-
cepted for presentation and received the best paper award at the “19th Symposium on
Algorithmic Approaches for Transportation Modeling, Optimization, and Systems” (AT-
MOS 2019) which was part of ALGO 2019, in Munich, Germany.
The text of this dissertation is focused on generalizations of routing and connectiv-
ity problems. Thus, the problems and approaches proposed in Chapters 4 and 5 were
presented in the article “Approximating Routing and Connectivity Problems with Multiple
Distances” which was accepted for presentation at the “14th Latin American Theoretical
Informatics Symposium” (LATIN 2020).
Extensions and open problems The developed techniques can be extended to other
routing and connectivity problems, such as the generalized versions of the Steiner Tree
Problem or the Prize-Collecting Steiner Tree Problem, in which we can obtain an ap-
proximation factor of O(log n), where n is the number of cities (vertices). However, the
techniques seem insufficient to tackle the generalization of certain cardinality problems,
such as k-MST [61], which asks for one minimum-cost tree spanning k vertices. We leave
open whether the generalization of k-MST with multiple distance functions admits an
O(log n)-approximation where n is the number of cities.
Finally, as future work, we consider the version where the car-exchange cost is non-
uniform, that is, for each car i ∈ C, there is a return fee function gi. Also, we ask whether
there are approximations for UCaRS or generalizations with approximation factor strictly
better than O(log n) when the number of cars is bounded by a constant.
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