smartphone cameras under varying camera calibration parameter settings. However, there has been little research on evaluation of image quality based on image edges. Because of the importance of edges in image processing and computer vision, considerable efforts have been made to extract and localize the edges in images. Canny (1986) presented an edge extraction method which detect edge pixels based on gradients. Lindeberg (1998) extracted edges based on local image structures and scales. Many algorithms for edge detection were reviewed extensively in Ziou and Tabbone (1998) , Basu (2002) , and Papari and Petkov (2011) .
For precise extraction of edges from images, it is essential to localize the position of edges in subpixel accuracy. Many approaches have been suggested for subpixel localization of edges. Tabatabai and Mitchell (1984) proposed a moment-based approach which localizes edges by finding the edge parameters with a condition that the resulting edge model preserves graylevel moments of an edge profile. Lyvers et al. (1989) presented another moment-based approach which is based on the concept of spatial moments. Cheng and Wu (2005) employed principal axis analysis and a moment-preserving technique to calculate the subpixel location of edges. Ye et al. (2005) presented a fittingbased method which considers blurring effect by using Gaussian function and uses the least squares minimization. Hagara and Kulla (2011) proposed another fitting-based method which uses an Erf function for localizing edges in subpixel accuracy. Chen et al. (2014) also presented a fitting-based method which uses a logistic function as an edge model. Trujillo-Pino et al. (2013) proposed a method to find the subpixel position of edges using the relationships between edge parameters and the coverage of intensities of both sides of an edge over each pixel in the neighborhood pixels of an edge pixel.
Although many approaches have been suggested for subpixel localization, there has been little research on evaluating the geometric quality of images through the estimation of edge displacement. Thus, in this study, we propose a method to evaluate the geometric quality of smartphone camera images using target sheets in a systematic manner. We also propose a method to evaluate the radiometric accuracy of smartphone camera images.
In Section 2, we describe the cameras selected for experiments. In Section 3, we compare the lens distortion parameters of the selected cameras. In Section 4, we present a procedure to obtain target images and to extract reference lines. In Section 5, we propose a method to evaluate the radiometric accuracy of the selected cameras. In Section 6, we evaluate the geometric quality of the smartphone camera images based on the estimation of edge displacements. In Section 7, we conclude this paper.
Cameras Investigated in This Study
We selected four cameras for experiments. One is a DSLR camera and the others are smartphone cameras. Fig. 1 shows photographs of the four cameras. We included a DSLR for using it as a reference camera in evaluating the quality of the other three smartphone cameras. Table 1 summarizes the detail setting of the cameras for image acquisition which was used in this study. It should be noted that the setting of f-stop, shutter speed, and ISO was fixed for the DSLR camera but they were automatically controlled for the smartphone cameras. However, the smartphone cameras did not change the f-stop across all image shootings although their setting was set to be controlled automatically.
Estimation of Lens Distortions
The geometric quality of cameras is often quantified Korean Journal of Remote Sensing, Vol.32, No.1, 2016 based on the amount of lens distortions. Lens distortions occur due to camera lens imperfection and limitations of camera assembly during camera and lens manufacture. Regarding the type of distortion patterns, lens distortions are divided into radial and decentering distortions. Radial distortion indicates the distortion whose amount depends on the distance from the image center to a specific point and has symmetrical patterns.
However, decentering distortion is the distortion whose amount is not relevant to the distance from the image center to a specific point and has asymmetrical patterns.
In this study, we used the mathematical model of lens distortion described in Wolf and Dewitt (2000) as follows. First, the fiducial coordinates x and y are converted into coordinates _ x and _ y, relative to the principal point (xp, yp) as:
Then, the radial distance is calculated as:
Next, the amount of radial lens distortion is mathematically modelled as:
where k0 and k1 are radial lens distortion parameters.
Also, decentering distortion is modelled as:
where p 1 and p 2 are decentering lens distortion parameters.
Finally, image coordinates corrected for both types of lens distortion are obtained as:
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Acquisition of Target Sheet Images
For experiments, we used a set of target sheets. We call these Foreground Brightness (FB). Each of the 10 target sheets was printed out on A4-size white paper.
Korean Journal of Remote Sensing, Vol.32, No.1, 2016 -5 2- At each Camera-to-Object Distance (COD) from 1 m to 6 m with an interval of 1 m, 10 target sheets were imaged by each camera. Thus, we obtained a total of 60 images for each camera and a total of 240 images for four cameras. Each image was calibrated using photogrammetric software PhotoModeler and cropped so that resulting images contain only the target area. This large error is believed to be caused by small shaking of the smartphone camera F240S in the vertical direction during image acquisition.
Estimation of Radiometric Accuracy
Beside the geometric accuracy of cameras, the
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-5 3- -5 4- Then, in each kernel, there are 9 observation equations as:
The above equation can be rewritten as: Vol.32, No.1, 2016 -5 6- (c)
The three planar parameters are estimated as:
The brightness value errors are predicted as:
Next, the square root of the variance component σ 0 2 which is called brightness variation in this study is estimated as:
Finally, the mean of brightness variations over all pixels within the two foreground areas is calculated, which is summarized in Fig. 7 . From the comparison of figures in Fig. 7 , it can be noted that the radiometric quality of images taken by the smartphone camera 
Estimation of Edge Displacements
Edge -5 8- 
Conclusion
In this study, we have conducted the evaluation of image quality of a DSLR camera and three smartphone cameras in terms of geometric and radiometric accuracy and edge positioning ability. Regarding the camera calibration results, it is shown that the geometric accuracy of the smartphone camera is lower than or less stable than that of the DSLR camera.
However, the brightness variation test shows that the radiometric accuracy of the smartphone cameras is comparable to the DSLR camera. Also, regarding edge positioning ability, the smartphone cameras show the accuracy comparable to smartphone cameras. Also, in this paper, we showed that the edge displacement caused by brightness change should be estimated for each camera independently.
To summarize, we believe that images taken by smartphone cameras can be used for precise mapping if their camera calibration has geometric accuracy comparable to a DSLR camera. 
