Abstract. -We bound the change in entropy incurred by an irreducible subshift of finite type upon perturbing it by forbidding a pair of admissible words. Lind has proven such bounds in the one-word case, and we adapt his methods. In particular, we introduce multi-word correlation polynomials and study their size, as well as that of their determinant in the two-word case.
Introduction
Let A = {R 1 , . . . , R r } be an alphabet of r symbols and let T be an r × r matrix with entries in {0, 1}. These data determine a subshift of finite type as the collection Σ T of all bi-infinite strings (s i ) in the alphabet A such that the (s i+1 , s i ) entry in T is equal to 1 for all i ∈ Z. Alternatively, let G T denote the directed graph with vertex set A such that there is an edge from R i to R j if and only if the (j, i)-entry in T is equal to 1. Then Σ T can be interpreted as the set of bi-infinite walks on G T . We let σ : Σ T → Σ T denote the shift map σ((s i )) = (s i+1 ). The goal of this note is to explore the entropy of (Σ T , σ) and how it is affected by perturbations obtained by forbidding various words from Σ T .
Let k be a positive integer. By an admissible word of length k (or an admissible k-word) in the alphabet A, we shall mean one of the form w = a 1 · · · a k such that T ai+1,ai = 1 for all i = 1, . . . , k − 1. We denote by V k the vector space spanned by such words, and will denote the basis vector associated to the word above by [b].
Given a word w, we denote by βw and ηw the words obtained by deleting the last and first symbol of w, respectively. Let T k : V k −→ V k denote the linear transformation defined by setting
Lemma 1.1. -The map ψ k intertwines the maps T and T k in the sense that ψ k • T = T k • ψ k .
Proof. -Evaluating either side at [a] results in the sum of all admissible k-words whose first symbol b evolves from a (i.e. T b,a = 1).
In particular, ψ k (V 1 ) is T k -invariant and the characteristic polynomial of T k on ψ k (V 1 ) coincides with that of T on V 1 . The next lemma shows that this is the extent of the "interesting part" of the characteristic polynomial of T k . Consider an admissible (k + 1)-word w = a 0 a 1 · · · a k that we wish to forbid from occurring in Σ T . This condition is easy to specify from the point of view of V k and T k , namely, we forbid the shift transition from the initial k-word βw = a 0 a 1 · · · a k−1 to the final k-work ηw = a 1 a 2 · · · a k . Since w was assumed to be admissible, the matrix of T k with respect to the standard basis of V k has a 1 in the (ηw, βw) entry, which we must switch to a 0. Let E w denote the endomorphism of V k whose matrix with respect to the standard basis of admissible k-words consists of all 0s except a 1 in the (ηw, βw) position. Now, given a collection C of admissible (k + 1)-words, the matrix of the subshift obtained from Σ T by forbidding words in C is
To study the entropy of this subshift, we must compute the characteristic polynomial of this matrix. The space ψ k (V 1 ) is no longer invariant under T k C , but we can enlarge it slightly so as to obtain an invariant subspace modulo which T k C is nilpotent. Since the image of E w is spanned by [ηw] , the natural space to consider is the minimal T k -invariant subspace of V k containing ψ(V 1 ) and the [ηw] for w ∈ C. This space, which we will denote by W k C , is simply the span of ψ k (V 1 ) and the vectors T Proof. -Since each E w has image in W k C , this follows immediately from Lemma 1.2.
The task is now to determine a basis of W k C , express the transformation T k C in terms of it, and use it to compute the characteristic polynomial of T k C . That words can be determined by proper subwords will play a role in what follows, and we use the following device to help keep track of this. For an admissible kword a 1 a 2 · · · a k , we denote by h = h(w) the smallest non-negative integer with the property that a 1 · · · a h+1 uniquely determines the entire word a 1 a 2 · · · a k . Clearly we have h ≤ k − 1. 
shows that a word beginning a i+1 must in fact begin a i+1 · · · a k , which is to say that w is determined by a 1 · · · a i+1 . The least such integer is h, by definition.
We will require some standard facts from Perron-Frobenius theory, and refer the reader to Section 1.3 of [1] for proofs. We suppose throughout that T is irreducible, which is to say that the directed graph G T is strongly connected. For such a T , there is associated a positive integer s such that the eigenvalues of maximal absolute value are precisely λ 0 , λ 0 e 2πi/s , . . . , λ 0 e 2πi(s−1)/s with λ 0 a positive real number. We will refer to these as the dominant eigenvalues of T and call λ 0 the Perron-Frobenius eigenvalue. Each of the dominant eigenvalues has multiplicity one, so the characteristic polynomial of T satisfies χ T (t) = (t s − λ s 0 )q(t) with all the roots λ of q(t) satisfying |λ| < λ 0 . The perturbations of T we study in this paper needn't be irreducible, but still correspond to non-negative adjacency matrices and as such have a unique positive real eigenvalue (which we still refer to as the Perron-Frobenius eigenvalue) that dominates all eigenvalues in absolute value.
In Section 5, we obtain the following bound on the perturbed eigenvalue, as well as some refinements under stronger assumptions on the pair of words in question. Theorem 1.6. -Suppose that T is irreducible with Perron-Frobenius eigenvalue λ 0 > 1. Given admissible (k +1)-words w 1 and w 2 , let λ 1 denote the Perron-Frobenius eigenvalue of T k w 1 , w 2 . There exists a positive constant C (depending only on T ) such that
for k sufficiently large.
One word (Lind)
The results and techniques of this section are due to Lind in [2] , though we give a self-contained treatment that differs slightly from his in places. Suppose that C consists of the single word w = a 0 a 1 · · · a k and let d = h(w). By Lemmas 1.3 and 1.5, the set
is a basis of W k C . In particular, d is the dimension jump from ψ k (V 1 ) to W k C , which is why we have given it the name d instead of h. The dimension jumps incurred by forbidding additional words are generally not given by their associated h value, and our use of the symbol d here is for forward-compatibility to the multi-word situation.
By Lemma 1.5, the matrix of T k C with respect to this basis is
Here, for a ∈ A, we let e a denote the r-dimensional column vector with a 1 in the a position and 0s elsewhere. 
this is so and c d−i = 0 otherwise, so that the matrix of E w with respect to our basis is
Subtracting, we see that the characteristic polynomial we seek is the determinant of
The square submatrix with 1s down the diagonal has full rank and can be exploited using row and column operations to clear out the row below the horizontal line, followed by the bottom-right corner, yielding the matrix
where p(t) is the correlation polynomial
and we agree that c d = 1 and think of this as accounting for the trivial full self-overlap of w. Permuting the columns, we see that the determinant of this matrix is equal (up to a sign) to
where χ T (t) = det(T − t) and M b;a denotes the minor of T − t obtained by deleting column a and row b.
The last equality follows easily by expansion along the last row or column, but is also a special case of the general determinant lemma of the appendix. Let λ 0 and λ 1 denote the Perron-Frobenius eigenvalues of T and of T k w , respectively. Lind's approach to the problem of bounding λ 1 is to first use Rouché's Theorem to prove that, as k grows, the characteristic polynomial of T k w has a root close to λ 0 , and then to bootstrap from this to bound the difference |λ 1 − λ 0 | in terms of k. In fact, Lind gives a lower bound for this difference as well as an upper bound, but we will only deal with the latter here. Lind is also working under tighter assumptions on the word than we have imposed, namely that h(w) = k − 1. We will require d → ∞ in our estimates below, though we note that since T is irreducible, this is equivalent to k → ∞ by the following observation.
Lemma 2.1. -Suppose that T is irreducible and G T is not a cycle. For any admissible k-word w, we have
Proof. -That h(w) ≤ k − 1 is clear. Since G T is strongly connected and not a cycle, it has vertex of out-degree at least two, and any vertex can be connected to it in fewer than r steps. It follows that a h+1 cannot uniquely determine the rest of the word a h+1 · · · a k if k − h ≥ r + 1. Remark 2.3. -Estimates of this type recur throughout the paper. Whenever we refer to a "constant" in this context, we mean to say that it depends only on the original shift T and ρ (which will itself depend on T in the sequel). In particular, such constants are independent of the words in C and any of their features like h or d. This comment applies not only to the visible constants such as D here, but also to the implied constant in the phrase "sufficiently large."
The proof of this proposition requires that we analyze the periodic structure of w and ultimately leads us to consider two cases: large period and small period (relative to d). Proof. -The periodicity of w implies that p-translates of any occurrence of B are also occurrences. If r denotes the remainder of i upon division by p, the result is that B occurs beginning at a r as well. Now 0 < r < p would contradict the minimality of p, so we conclude that r = 0.
Proof. -Suppose that c d−i = 1. Looking at (3), we see that if k − i + 1 ≥ p then there is a complete copy of B beginning at a i , and the result now follows from Lemma 2.5.
The upshot of these Lemmas is that the polynomial p(t) takes the form
where M = d p and ψ(t) has degree at most
Lind's idea to get a lower bound is essentially to use this to write
as a dominant terms plus an error term and then bound D(t) from below and bound E(t) from above. How D(t) and E(t) are chosen depends on the size of p relative d. In the estimates that follow, we fix ρ > 1 and assume that t ∈ C satisfies |t| ≥ ρ.
Fix α ∈ (0, 1), which will function as a small/large cutoff for p relative to d. Any such α will do, though we find it clarifying to leave it as unspecified rather than fix a particular value, e.g. α = 1/2.
Proof of Proposition 2.2. -Suppose first that p ≤ αd. Here, we take
As for the error term, note that since all coefficients of ψ(t) are 0 or 1, we have
It follows that
Now suppose that p ≥ αd. Here, we simply take D(t) = t d and let E(t) consist of the non-leading terms of p(t). We have
The proposition follows by taking D to be the smaller of the constants obtained in the two cases and by taking "sufficiently large" to mean at least the larger of the implied constants in each case.
Proposition 2.7. -Suppose that ρ > 1 satisfies |λ| < ρ < λ 0 for all non-dominant eigenvalues λ of T . For d sufficiently large, we have λ 1 ≥ ρ.
Proof. -Let X(t) denote the characteristic polynomial of T k w . We have seen in (7) that, up to a sign, X(t) differs from p(t)χ T (t) by a minor M (t) of T − t. As there are only finitely many such minors, they are collectively bounded by a single constant on the compact set |t| = ρ. The hypothesis on ρ implies that χ T (t) is nonvanishing on |t| = ρ, and hence is bounded below by a nonzero constant. Now Proposition 2.2 implies that
for d sufficiently large, and Rouché's Theorem implies that X(t) and p(t)χ T (t) have the same number of roots in |t| < ρ for such d. Since these two polynomials have equal degree, they must have the same number of roots with |t| ≥ ρ, and in particular we must have λ 1 ≥ ρ.
Theorem 2.8. -Suppose that T is irreducible with λ 0 > 1. There exists a constant C such that
Proof. -Choose ρ > 1 with |λ| < ρ < λ 0 for all non-dominant eigenvalues λ of T . Write χ T (t) = (t s −λ s 0 )q(t) as in Section 1 and plug λ 1 into (7) to see
Finiteness of the collection of minors and the fact that λ 1 ≤ λ 0 implies a universal upper bound for the numerator. The choice of ρ, Proposition 2.7, and the discussion at the end of Section 1 imply a universal nonzero lower bound on |q(λ 1 )| for d sufficiently large. Finally, Proposition 2.2 and Proposition 2.7 imply that there is a positive constant C 0 depending only on T and ρ such that
Finally, we bootstrap from this as in [2] by noting that the differentiability of log implies that there exists
The second factor is bounded as d → ∞ by (8), which gives
for some constant C and sufficiently large d, as desired.
Two words: Structure of W k C and T k
Now suppose that C consists of a pair
We build up a basis of W k C beginning with the single word w 1 as in the previous section: let d 1 = h(w 1 ) be as above, so that the set
is linearly independent and spans the subspace
Now we bring in w 2 . Let d 2 denote the minimal non-negative integer for which
is a basis of W k C . In order to determine the matrix of T k with respect to this basis, we must explicate both
The first of these is as in the previous section:
. The situation for w 2 depends on how the words w 1 and w 2 interact. Clearly we have d 2 ≤ h 2 with equality if and only if we have
Suppose that d 2 < h 2 and set δ = h 2 − d 2 . This implies some sort of nontrivial interaction between w 1 and w 2 , which we now explore. We have
with not all coefficients α i equal to 0. Applying T δ k to both sides and absorbing
by Lemma 1.3. Now applying T δ−1 k
and reasoning similarly we see
which implies that α d1−δ = 0. Let b = b d2+1 , and note that each term in the relation (10) is either fixed or killed by projection onto the "first symbol is b subspace." Since this clearly fixes the left-hand side, it must in fact fix every term by uniqueness of this linear relation. It follows that v = γ[b] for some γ. Thus our relation above takes the form
where i 1 = d 1 − δ and we have retained only the nonzero α-coefficients.
, which is precisely the set of admissible k-words beginning with
since the rest of w 2 is then forced. Similarly, let S m denote the support of T im k [ηw 1 ], namely the set of words beginning
Looking at (11), we see that s 1 is the concatenation
of n blocks, each of which begins with b, namely,
In this notation, the words s 2 , s 3 , . . . , s n are obtained by successively dropping blocks off of the left side of s 1 .
For an admissible word A and a positive integer e, let A e denote the e-fold self-concatenation of A. We call an admissible word B simple if it is not equal to A e for any word A and e > 1. Note that a word that overlaps itself in the manner discussed above can be simple, as the word abcab illustrates. On the other hand, the following lemma shows that a stronger kind of self-overlap does preclude simplicity.
Lemma 3.1. -Suppose that B occurs nontrivially in BB (that is, not merely at the beginning or end). Then B is not simple.
Proof. -If B occurs nontrivially in BB, it meets the first copy in a nonempty subword B 1 and the second copy in a nonempty word B 2 . Then B is simultaneously equal to both concatenations
We claim that any pair of strings that commute in this fashion must be powers of a common string. If not, let w = CD = DC be the shortest counterexample. If C and D are of equal length, then they must coincide and we have w = C 2 contrary to our assumption. Otherwise, we may assume that C is the shorter word and then CD = DC implies that D = CC ′ for some word C ′ . Pruning C from the left side of CD = DC then yields CC ′ = C ′ C. Minimality of w implies that C and C ′ are powers of a common string, which implies that w is a power of this string as well, contrary to our initial assumption. 
is simple and B n differs from a truncation of this common block exactly in the last symbol (B) (i) n = 2 (ii) S 0 and S 1 are disjoint and exhaust S 2 (iii) γ = 0, α i1 = −1, and
The proof of this proposition is somewhat long and involved. The basic strategy throughout is to construct words that begin with b and see where they are obliged to fit into the various supports and how they interact with the block structure of s 1 .
Proof. -The lengths of the strings s 0 , . . . , s n satisfy
It follows that any nontrivial intersection between the supports S m is in fact containment. In particular, if S 0 meets any of S 1 , . . . , S n , then S 0 is contained in the latter support, while if S n meets one of S 0 , . . . , S n−1 , then S n must contain it. Note also that the linear independence of the T im k [ηw 1 ] implies that none of the sets S 1 , . . . , S n is the union of others.
To further pin down the behavior of these supports, we break into two cases. Suppose first that γ = 0 and rearrange (11) as
This implies that every admissible k-word beginning with b occurs on the right-hand side with equal coefficient. It also implies that none of the supports S 0 , S 1 , . . . , S n can be the union of others, since this would imply a nontrivial linear relation as above with γ = 0. We claim that the supports S 1 , . . . , S n are pairwisedisjoint. Indeed, suppose that S p ⊆ S q for some p < q and assume that q is the largest such index and that p is the largest such index for this particular q. Since S q cannot be a union of any of the S 0 , S 1 , . . . , S q−1 , there exists x ∈ S q that is contained in none of these supports. It follows by maximality of q that S q is the unique support containing x. The support S p is also not a union of other supports, so there exists y ∈ S p that is contained in S p and S q and no other supports (by maximality of q and p). Comparing the coefficients of x and y in (12), we see that they differ by α iq , which is a contradiction since they must be equal and α iq = 0. Thus S 1 , . . . , S n are pairwise disjoint. Now consider any string s 1 that is identical to s 1 with the exception of ending in any symbol but a h1+1 . Note that such a string exists since a h1+1 was assumed to be the first symbol that determines the rest of the word. Any admissible k-word that begins with s 1 must occur somewhere on the right-hand side of (12). We claim that such a word must occur in S 0 . It cannot belong to S 1 by construction. Suppose that it belongs to S m for some m ≥ 2. Then the word s m would be a truncation of s 1 , and hence of s 1 , which implies that S 1 ⊆ S m and contradicts the observation above. The upshot is that s 1 must occur in S 0 , which is to say that s 1 = s 0 and in particular implies that
which is a common subword of length δ. This description of s 0 also implies that S 0 is disjoint from each of S 1 , . . . , S n since s 0 begins with one of s m if and only if s 1 does as well. Finally, the fact that the collection of admissible k-words that begin with b is the disjoint union of the S 0 , S 1 , . . . , S n says that the relation (11) has γ = 1 and α im = −1 for all m.
Suppose now that γ = 0. Here, (11) implies that each support S m is contained in the union of the remaining supports. In particular, we see that S n must be the union of the remaining supports S 0 , . . . , S n−1 , since it contains any support it meets. In other words, each of the strings s 0 , . . . , s n−1 begins with s n , and every string that begins with s n begins with one of s 0 , . . . , s n−1 . Now we rewrite (11) as
and proceed exactly as in the previous case to conclude that s 0 and s 1 differ only in the last symbol, that S 0 , S 1 , . . . , S n−1 are pairwise disjoint and collectively exhaust S n , and finally that α in = 1 and α i1 = · · · = α in−1 = −1.
Having worked out the nature of the various supports, we turn to a more detailed analysis of the blocks B 1 , . . . , B n . Let us return to the γ = 0 situation. Consider the word B n−1 = B n−1 B n−1 · · · where we repeat until the length is at least δ + 1. This word begins with b, and therefore begins with one of s 0 , s 1 , . . . , s n . It cannot begin with s n = B n , since then B n would a truncated power of B n−1 , and hence s n−1 = B n−1 B n would also begin with s n = B n , which would imply S n−1 ⊆ S n , contrary to the above work. If B n−1 were to begin with one of s 1 , . . . , s n−1 , then the string s n−1 = B n−1 B n would occur in B n−1 . The periodicity of this string would then imply again that s n = B n occurs at the beginning of s n−1 = B n−1 B n , which yields the same contradiction. We conclude that B n−1 begins with s 0 . Note that, since s 0 differs from s 1 only at the last symbol, this implies in particular that the string B 1 · · · B n−1 is a truncated power of B n−1 . The subtlety is that these copies of B n−1 do not a priori line up with the blocks B 1 , B 2 , . . . , B n−1 .
The next step is to establish that each of B 1 , . . . , B n−1 is equal to a power of B n−1 . Consider a word beginning s 2 , which is s 2 with the last symbol switched as in s 1 above. Such a word clearly cannot begin s 2 . It also cannot begin with any of the words s 3 , . . . , s n since these words are shorter and their occurrence at the beginning of s 2 would imply their occurrence at the beginning of s 2 , which contradicts the disjointness of the supports S 1 , . . . , S n . Thus a word that begins with s 2 must begin with either s 0 or s 1 . Since these words are longer, this means that s 2 occurs at the beginning of s 0 or s 1 , and in particular that s 2 , and hence s 2 , begins with B n−1 . The same argument applied to s 3 (with evident notation) shows that it must occur at the beginning of s 0 , s 1 , or s 2 , and hence s 3 must also begin with B n−1 . Proceeding in this fashion, we conclude that every one of s 1 , . . . , s n−1 begins with B n−1 .
We are still short of the conclusion that each B i is a power of B n−1 , owing to the possibility of nontrivial occurrences of B n−1 in the string B 1 B 2 · · · B n−1 . For example, the copy of B n−1 that must begin at B 2 in this string by the previous paragraph might begin in the middle of a copy of B n−1 in B n−1 . But the fact that the entire string B 1 B 2 · · · B n−1 is tiled over by copies of B n−1 means that such an overlap has B n−1 occurring in B n−1 B n−1 nontrivially. Lemma 3.1 implies that B n−1 = A c for some c ≥ 2 and some string A, which we may take to be simple. In particular, B n−1 is not simple, from which we derive a contradiction as follows. The word A = B n−1 begins with s 0 = B 1 · · · B n−1 s n , so the simplicity of A means that each block in B 1 · · · B n−1 is a power of A, and s n is a truncated power of A, say s n = A e A * where A * is a truncation of A. Switching the last symbol back to a h2+1 , we see that B n = A e A * with evident notation. Consider admissible words beginning with A * . Such a word cannot begin with any of s 0 , s 1 , . . . , s n−1 as these all begin with A. Thus it must begin with s n = B n , which implies that e = 0. Finally, consider an admissible word beginning A A * . Such a word cannot begin with any of s 0 , s 1 , . . . , s n−1 since these all begin with at least two copies of A (since B n−1 has c ≥ 2 copies of A). Such a word clearly cannot begin with s n = B n = A * either, which gives us a contradiction.
We conclude that B n−1 is simple and that such self-overlaps of B n−1 do not occur, which is to say that each block B 1 , B 2 , . . . , B n−1 is a power of B n−1 . Let c i be the positive integer with B i = B and as usual any admissible k-word beginning with b must begin with one of these strings. Looking for words beginning B * n−1 here immediately yields e = 0. Next, we look for words beginning B c1+···+cn−2 n−1 B * n−1 . Such words evidently cannot begin with s 0 or s 1 . They also cannot begin with s 3 , . . . s n since these words are strictly shorter than B c1+···+cn−2 n−1 B * n−1 , which would imply that B c1+···+cn−2 n−1 B * n−1 begins with one of s 3 , . . . , s n , again contradicting the disjointness of the supports S 0 , . . . , S n . Thus such words must begin with s 2 , which implies c 1 = 1. Looking for words beginning B c2+···+cn−2 n−1 B * n−1 implies similarly that c 2 = 1, and proceeding in this manner we conclude that c i = 1 for all i. This completes the analysis of the γ = 0 situation, establishing Case (A) of our proposition as holding there.
Suppose again that γ = 0, and suppose that n ≥ 3. Recall that we have established that all admissible words of length at least δ + 1 that begin with B n must begin with one of s 0 , s 1 , . . . , s n−1 . Reasoning as with B n−1 in the case γ = 0, we see that the word B n−2 must begin with s 0 . Once again, the next task is to show that the words s 1 , s 2 , . . . , s n−2 all begin with B n−2 by successively considering the words s 2 , s 3 , . . . , s n−2 . Reasoning similarly, we see that any word beginning s n−1 must begin with one of s 0 , s 1 , . . . , s n−2 , say s i . If s n−1 has length at most B n−2 , then it is shorter than s i and the fact that any word beginning s n−2 must begin s i means that the remainder of s i is determined, contrary to the fact that the last symbol is not determined, by minimality of h 1 . Thus s n−1 is longer than B n−2 and must also begin with it, which implies that s n−1 begins with B n−2 as well.
Write B n−2 = A c where A is simple. Reasoning as in the γ = 0 situation, we again conclude that each B 1 , . . . , B n−2 is a power of A. Observe that the word s n−1 begins with A c , the word s n−2 begins with A 2c , and the words s i for i < n − 2 begin with A 2c+1 . We consider two cases. Suppose first that ℓ(B n ) ≤ ℓ(A). Since s 0 = s 1 occurs at the beginning of B n−2 = A, the last two symbols b h2 b h2+1 occur either in A somewhere, or b h2 occurs at the end of A and b h2+1 occurs at the beginning. In either case, we can form A A * by switching the b h2+1 in the second copy of A and truncating at this point, leaving everything before it alone. Since B n occurs at the beginning of s n−2 = B n−2 B n−1 B n and has length at most ℓ(A), it must occur at the beginning of A A * . Thus a word beginning A A * must begin with one of s 0 , s 1 , . . . , s n−1 . If c ≥ 2 then this is impossible since each of these words begins with A 2 . Thus c = 1 and we conclude that a word beginning A A * must begin s n−1 . Write A = B n A 1 and note that
Thus s n−1 occurs at the beginning of s n−2 , contrary to the disjointness of the supports S n−1 and S n−2 .
Finally, suppose that ℓ(B n ) > ℓ(A). The fact that s 0 = B 1 · · · B n−1 B n is tiled over by copies of A and each of B 1 , . . . , B n−2 is a power of A implies that B n−1 B n is tiled by copies of A. We know that B n occurs at the beginning of A since it occurs at the beginning of s 0 . Now the fact that ℓ(B n ) > ℓ(A) means that a copy of A occurs at the beginning of B n as well as B n since these differ only in the last symbol. It follows that B n−1 = A e for some e, since otherwise this copy of A would meet an AA in the tiling of B n−1 B n nontrivially, contrary to Lemma 3.1. But this implies that B n is tiled over by copies of A, which is ridiculous since we know that B n is as well. Having exhausted all other options (as well the reader) we conclude that n ≤ 2 in the γ = 0 setting, which completes the proof of the proposition. 
This is to say that the subword s 0 of w 2 begins h 2 − h 1 units to the right of the subword s 1 of w 1 . Since s 1 and s 0 agree outside of the last symbol, we see that c
symbols, where we have used Lemma 2.1. Thus if we have either c 11 d1−i = 1 with 0 < i < δ or c 21 d1−i = 1 with i < δ − r + 1, then s 1 overlaps itself in at least the last two symbols. Since B is simple, such an overlap must involve an overlap of B with the end of B n , which is to say that s s ′ must occur in B. Now switch this occurrence of s s ′ in B to ss ′ , leaving anything before it alone (and throwing away anything after it 
where f is the column vector with α im at position i m and 0s elsewhere. In case d 2 = h 2 , we have γ = 1 and f = 0. The next task is to determine the matrix of E w1 + E w2 . Generalizing the one-word case, this matrix tracks overlaps between w 1 and w 2 . We adopt the following notation: c 
and all other coefficients are 0. The matrix of E w1 + E w2 with respect to the basis (9) is thus 
Subtracting, we see that the matrix of
−c 
Using elementary row and column operations and collapsing some determinant one blocks, we find that the determinant of this matrix coincides (up to a sign) with that of (15) 
Two Words: Bounding the Correlation Polynomials
For the moment, let w = a 0 a 1 · · · a k be a general admissible word with fundamental period p. Let w ′ = b 0 b 1 · · · b k be another admissible word and let i 0 denote the smallest non-negative integer with
In practice w and w ′ will be taken from the forbidden words {w 1 , w 2 }. In particular, we may have w = w ′ = w 1 , for example, in which case i 0 = 0.
Lemma 4.1. -Let i be a positive integer with
Proof. -Combining (16) and (17) forces a self-overlap of the truncated word η i0 w in k − i + 1 symbols via a shift of length i − i 0 . If k − i + 1 ≥ p, then this retains a full period of w and Lemma 2.5 implies p|(i − i 0 ).
Let D ≤ k − 1 be a positive integer (which in practice will depend on both w and w ′ ) and consider the polynomial
where c D−i = 1 if (17) holds and 0 otherwise. By the lemma above, the terms in this polynomial are either
As a result, we have
where ψ(t) has degree at most p − 3.
In what follows we fix a number ρ > 1 and take t to be a complex number with |t| ≥ ρ and seek bounds on these polynomials. Specifically, we will proceed as in the one-word case and use the expressions in (19) to write P (t) as the sum
of a dominant term and an error term. In the "large period" cases, we will simply take D(t) = t D−i0 and let E(t) be the remaining terms. Reasoning as in Section 2, we have
In the "small period" cases, we will take
and let E(t) = ψ(t). Here we have
We now return to the situation of forbidding the pair of words w 1 = a 0 · · · a k and w 2 = b 0 · · · b k . In the notation of Lemma A.1, write summand of the characteristic polynomial of the perturbed subshift corresponding to S = T = ∅ as χ T (t)∆(t). In other words, let ∆(t) denote the determinant of the bottomright 2 × 2 submatrix of (15). A lower bound on ∆(t) will be critical to our bound on the perturbed eigenvalue. The following is Proposition 4.2 in case d 2 = h 2 , and will be an important step toward proving the proposition in general. Proof. -Let p 1 and p 2 denote the fundamental periods of w 1 and w 2 , respectively. Let i 1 denote the smallest positive integer i satisfying (17), and let i 2 denote the analogous integer with the roles of w 1 and w 2 reversed. We will arrive at our bound by dividing into subcases according to the size of p 1 and p 2 relative to d 1 and d 2 . In each case, we write the correlation polynomial p * (t) as a dominant term D * (t) plus an error term E * (t) as described above. We then bound from below the dominant contribution to ∆(t), namely
and bound from above the error contribution, which is
We proceed as in the one-word case by first fixing cutoffs α 1 , α 2 ∈ (0, 1) and using it to break into cases.
Case
This is the simplest case, as we may simply regard the leading term of the p * (t) in (18) as the dominant term and the rest as the error. Thus ∆(t) is equal to
plus an error term as in (22). Using (20), we see that each term in the error is bounded by a constant multiple of either
or |t|
For the dominant term, note that
since we take |t| ≥ ρ > 1. Putting this together (and giving the constants generic names), we see that Case
This case is the opposite extreme, wherein we use (19) with ψ(t) as the error. Let
We see that ∆(t) is equal to As for the main term, note that
and similarly
so the term outside of the brackets has magnitude
To bound from below the quantity in brackets, we bound from above the subtracted term. First note that
and similarly for the second factor. Thus we have
For d 1 and d 2 sufficiently large, the second and third summands can be made arbitrarily small, and in particular collectively smaller than (1 − ρ −2 )/2. This entire expression is then
2 Returning to (23), the bracketed term is then
2 and we conclude the dominant contribution to ∆(t) is
Arguing as in the end of the previous case, these estimates for the dominant and error contributions to ∆(t) imply that |∆(t)| is at least a constant multiple of |t| d1+d2 for d 1 and d 2 sufficiently large.
This is a hybrid case where we take the leading term in p 11 and p 21 as the dominant term and the rest as error, while for p 12 and p 22 we use (19) with ψ(t) as the error. We see that ∆(t) is equal to
plus an error given by (22), wherein each term is bounded by either
The dominant term can be rewritten as
and we can proceed as in the previous part to see that the absolute value of this is
for d 1 and d 2 sufficiently large, and again arrive at the desired lower bound on |∆(t)|.
This case is handled precisely as the previous one, but with the roles of w 1 and w 2 reversed.
In case d 2 < h 2 , we must contend with the polynomials f 11 and f 21 . Note that, for * ∈ {11, 21}, we have
wherein the first part of the last expression has been bounded below in Proposition 4.3. The second part is Note that q im * has degree at most i m and r im * has degree at most d 1 − i m − 1, and each of these polynomials have coefficients in {0, 1}. This yields the simple bound
In Cases (B) and (C) of Proposition 3.2 where we have at most two i m to contend with, this gives the bound
Case (A) presents a deeper challenge, wherein we will rely critically on Corollary 3.3, which applies perhaps after switching the words w 1 , w 2 . This corollary furnishes the bounds
Now we multiply by the simple bound
and sum over i. We have 
for some constant D, as long as d 1 and d 2 are both sufficiently large. This completes the proof of Proposition 4.2.
Two Words: Bounding the Perturbed Eigenvalue
Let X(t) denote the characteristic polynomial of the perturbed subshift T k C . Applying Lemma A.1 to (15), we see
where M (t) is a signed sum of minors of T − t times correlation polynomials. For example, if d 2 = h 2 with a 0 = b 0 and a d1+1 = a d2+1 , then
where M A;B denotes the minor of T − t obtained by deleting the A rows and the B columns.
Lemma 5.1.
for all t in the annulus ρ ≤ |t| ≤ λ 0 .
Proof. -Since the collection of minors of T − t is finite, they are collectively bounded above by a single constant on the compact annulus ρ ≤ |t| ≤ λ 0 . It remains to bound the polynomials p * and f * . Looking merely at degree and coefficients gives the simple bounds
for * ∈ {11, 21}.
Proposition 5.2. -Suppose ρ > 1 satisfies |λ| < ρ < λ 0 for all non-dominant eigenvalues λ of T . We have λ 1 ≥ ρ for all pairs of admissible words w 1 , w 2 of sufficient length.
Proof. -By Lemma 2.1, as k → ∞ we have d 1 = h 1 → ∞ as well. By contrast, we have no control over d 2 . However, for large d 2 we can use Proposition 4.2, while small d 2 ensures that w 1 and w 2 share a large common subword that we can exploit.
The hypothesis on ρ implies that χ T (t) is bounded below by a positive constant on |t| = ρ, so Lemma 5.1 and Proposition 4.2 imply that |M (t)| < |∆(t)χ T (t)| for d 1 and d 2 sufficiently large. Rouché's Theorem implies that X(t) and ∆(t)χ T (t) have the same number of roots in |t| < ρ for such d 1 , d 2 . Since these two polynomials have the same degree, it follows that they have the same number of roots with |t| ≥ ρ, and in particular the largest root of X(t) satisfies λ 1 ≥ ρ if both d 1 and d 2 are sufficiently large.
If d 2 ≥ d 1 /2 and k is sufficiently large, then the argument of the previous paragraph applies and yields the desired result. On the other hand, if d 2 < d 1 /2, then by Proposition 3.2, w 1 and w 2 share a common subword of length
as k → ∞. Forbidding this common subword forbids both w 1 and w 2 , so the desired inequality λ 1 ≥ ρ follows from Proposition 2.7 applied to the common subword.
Proposition 5.2 states in effect that the entropy of the perturbed shift can be made as close to that of the original shift by taking k large enough. As in the one-word situation, we can moreover bound the difference |λ 1 − λ 0 |. Theorem 5.3. -Suppose that λ 0 > 1. There exist positive constants C and C ′ such that
for all pairs of admissible words w 1 , w 2 with d 1 and d 2 sufficiently large.
Proof. -Choose ρ > 1 with |λ| < ρ < λ 0 for all non-dominant eigenvalues λ of T . Write χ T (t) = (t s −λ s 0 )q(t) as in Section 1 and plug t = λ 1 into (25) to conclude that
The hypotheses imply that q(t) has no roots on |t| ≥ ρ, and |q(λ 1 )| is therefore bounded below by a positive constant independent of λ 1 . By Lemma 5.1 and Proposition 4.2, we have The quantity 1 + C ′ λ δ 0 is a sort of correction factor that accounts for an overlap between our two words. Note that, in Case (A) of Proposition 3.2, this factor is simply bounded above by a constant that can be effectively absorbed into C. We can exploit the observation that the correction factor is controlled by the overlap in order to remove the growth restriction on d 2 in a similar fashion to the proof of Proposition 5.2. 
Appendix A A determinant lemma
In this appendix, we state and prove a lemma that explains how to relate the characteristic polynomial of a perturbed subshift to that of the subshift itself. Note that this section is self-contained and uses notation (e.g. k) independently of the rest of the paper.
Let A and B denote n × n and m × m matrices, respectively. For k = 1, . . . , m, let 1 ≤ i k , j k ≤ n and consider the matrix where ε S,T ∈ {±1} and the sum is over all pairs of subsets of {1, . . . , m} of equal size.
Proof. -For the purposes of this argument, we will re-index A and B disjointly by {a 1 , . . . , a n } and For such σ to give a nonzero contribution to det(M ), we must have σ(b k ) = a j k for b k ∈ S. In particular, this requires that |J(S)| = |S|. Under such a σ, each b k ∈ T must be the image of some a i . In order to contribute nontrivially to the determinant, this a i must be a i k , and again we see |I(T )| = |T |. The remaining elements of {a 1 , . . . , a n } may be mapped to any element {a 1 , . . . , a n } that is not among the a j k . Thus, to specify a one such σ is precisely to specify a pair of bijections {b 1 , . . . , b m } \ S → {b 1 , . . . , b m } \ T and {a 1 , . . . , a n } \ I(T ) → {a 1 , . . . , a n } \ J(S).
On the other hand, if we fix a pair of identifications here for a particular pair S and T , then each such σ corresponds to a pair of permutations -one for the index set of the submatrix of A and one for that of B. The sign of σ is the product of the signs of these two permutations, up to a fixed sign that depends only on S, T , and the choice of identifications above. Thus the net contribution to det(M ) by such σ is ±α T β S B S,T A S,T . Now we need only note that every permutation σ corresponds to a unique pair S, T , namely and sum over pairs S, T .
