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E e s s õ n a  
XX sajandi alguseks oli mitmetes matemaatika harudes 
kogunenud palju sarnaseid tulemusi, mis kirjeldasid erine­
vaid objekte. Nendest kõige olulisema väljaeraldamisel ku­
juneski kaasaegse matemaatika üks keskseid harusid - funkt-
eionaalanalüüe. Tema põhiliste ideede ja meetodite allika­
teks võib lugeda matemaatilist analüüsi, geomeetriat ja li­
neaaralgebrat. Esimeste fundamentaalsete funktsionaalana-
lüüsi-alaste tööde autorid on M. Frechet, D. Hilbert, 
F. Riesz. Iseseisev teadusharu kujunes temast välja S. Ba-
nachl töödega. Suurt mõju funktsionaalanalüüsi arengule 
avaldas seejuures asjaolu, et tema mõisted ja meetodid osu­
tusid efektiivseks teoreetilise füüsika probleemide lahen­
damisel. 
Kui matemaatilises analüüsis uuritakse näiteks Jada­
sid , funktsioone ja nende mitmesuguseid omadusi, siia 
funktsionaalanalüüsis ühendatakse kindlate omadustega 
funktsioonid, jadad või muud abstraktsed objektid ühtse­
teks kogumiteks—ruumideks — ning seatakse omaette ees­
märgiks ruumide struktuuri uurimine. Erilise tähelepanu all 
on funktsionaalanalüüsis funktsiooni mõiste üldistus — 
operaator. Uuritakse mitmesugustes ruumides tegutsevaid 
operaatoreid ning operaatorite klasse. Funktsionaalanalüü­
si mõistete üldisuse tõttu on ta paljudele teistele mate­
maatika valdkondadele "keeleks". Näiteks on funktsionaal­
analüüsi kasutamine möödapääsmatu vähegi tõsisemate prob­
leemide käsitlemisel matemaatilise füüsika võrrandite või 
arvutusmeetodite teoorias. 
Käesoleva õpiku näol on tegemist funktsionaalanalüüsi 
traditsioonilise põhikursusega nagu teda loetakse ülikoo­
lides teisel või kolmandal aastal. Me vaatleme funktsio­
naalanalüüsi põhilisi mõisteid ja tulemusi ning nendevahe­
lisi vahekordi. Me ei seadnud eesmärgiks anda ülevaadet 
teooria kasutusalade mitmekesisusest, kuid püüdsime siiski 
tuua näiteid üksikutest olulistest rakendustest. 
Õpik on mõeldud võimalikult laiale lugejaskonnale - te­
ma sisu mõistmiseks on vaja üksnes mõningaid eelteadmisi 
matemaatilisest analüüsist ja lineaaralgebrast. Erinevalt 
paljudest funktsionaalanalüüsi õpikutest ei eelda antud 
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õpik mitte mingisuguseid teadmisi üldisest topoloogiast. Jäe 
oleme püüdnud õpiku materjali organiseerida nii, et lugeja 
tööd tema mõistmisel võimalikult hõlbustada. Seda eesmärki 
teenivad ka üksikasjalikud selgitused, mida me tõestustes 
ja arutlustes jagame. Nii on käesolev õpik oma esituse poo­
lest elementaarsem kui enamik olemasolevaid funktsionaal­
analüüsi õpikuid ning on seega sobiv aine iseseisvaks oman­
damiseks. 
Osale paragrahvidest, ülesannetest, märkustest ja tões­
tustest on lisatud sümbol *. Esialgsel funktsionaalanalüü­
si õppimisel võib need vahele jätta, see ei sega põhiteksti 
mõistmist. Selle materjali sees on mõndagi, mida pole tava­
liselt ülikooli põhikursuste programmides. Autorite arvates 
on aga kogu tärniga märgistatud materjal oluline funktsio­
naalanalüüsist tervikliku pildi saamisel. 
Õpiku lõpus on ära toodud tekstis esinenud matemaati­
kute eluaastad ja päritolu. Seejuures on lisatud viited le­
hekülgedele, kus asuvad nende nimedega seotud mõisted yõi 
tulemused. Raamatu lõpuosa sisaldab veel kolme nimestikku 
kirjanduse kohta. Esimeses on eesti keeles ilmunud funkt-
sionaalanalüüsi-alane materjal, teises lugejale kättesaada­
vamad funktsionaalanalüüsi õpikud, kolmandasse on koondatud 
rida monograafiaid, mis võimaldavad lugejal tutvuda mõnede 
üldisema iseloomuga teemadega põhjalikumalt, kui seda luba­
vad traditsioonilised õpikud. Viimase nimestiku juurde li­
satud kommentaar aitab lugejal temas orienteeruda. 
Avaldame südamlikku tänu prof. G. Vainikkole, kes tut­
vus käsikirjaga ning abistas autoreid väärtuslike märkuste 
ja täiendusettepanekutega, ning K. Kolgile ja H. Terale 
hoolika töö eest käsikirja vormistamisel. 
Tartus 1991. a. 
Autorid 
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I Meetrilised ruumid 
§ 1. Meetrilise ruumi mõiste 
Matemaatilise analüüsi üks olulisemaid mõisteid on jada 
koonduvus. Arvjadade, aga ka näiteks tasandi või ruumi punk­
tidest moodustatud jadade koonduvuse mõiste tugineb asjaolu­
le, et arvsirgel, tasandil või ruumis on olemas punktide va­
heline kaugus. Idee defineerida elementidevaheline kaugus 
suvaliste hulkade jaoks viib meetrilise ruumi mõisteni. 
Definitsioon. Hulka X nimetatakse meetriliseks ruu­
miks, kui igale tema elementide paarile on vasta­
vusse seatud reaalarv ^ Cx/^) ni*-» on täidetud tingimu­
sed: 
1° S<st'3) = °<^ =^ = 3-
2° 
Arvu ^ nimetatakse elementide x ja vaheliseks 
kauguseks. 
Tingimusi 1°-3° nimetatakse meetrika aksioomideks, 1° on 
identsuse ehk samasuse aksioom, 2° sümmeetria aksioom, 3° 
kolmnurga võrratus. Meetrilise ruumi aksiomaatika võttis ka­
sutusele M. Frechet 1906.a. 
Näide. Olgu X =  I R . {  * - :  * •  =  ( £ 0 ^ D e f i n e e ­
rime elementide x = (fo •••,> ^ k) ja ^ = \1a> --• > vahelise 
kauguse 
Aksioomide 1° ja 2° kehtivus on vahetult näha, kolmnurga võr-
ratuse tõestame hiljem üldisemal juhul. 
Järgnevalt esitame mõned järeldused aksioomidest. 
Järeldus 1. Kaugus on mittenegatiivne, s.t. ^ O. 
Tõestuseks märgime, et 
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0= g>0,~)<: ?CX^)+^(^3C)= 
Järeldus 2 (nelinurga võrratus). Kehtib 
I ?(*; (ä) -
Toestus. Võrratusest 
$(*,«•)•+ 8(*;"-)+3( u ^ + 3 )  
saame võrduat ^ ~ arvestades 
Analoogiliselt saame, et 
5>(u.,v-)-
mis koos eelmise vorratusega annab nelinurga võrratuse. 
Järeldus 3 (tagurpidi kolmnurga võrratus). Kehtib 
I ?(*>.«)- ?(*^ )| < 5(3'i)-
Toestuseks piisab võtta nelinurga võrratuses u. = ja 
/vr = ^  . 
Järeldus 4. Meetrilise ruumi X mistahes osahulk on 
meetriline ruum, kui osahulgas elementide vaheliseks kaugu­
seks lugeda nendevahelist kaugust ruumis X . 
Meetrilise ruumi osahulka nimetatakse ka alamruumiks. 
Hulka X nimetatakse poolmeetriliseks ruumiks, kui te­
mas kõrvuti aksioomidega 2° ja 3° kehtib aksioomi 1° nõrgen­
datud variant; ^(*vx)= O, >^e-X . Järeldused 1-3 ning järel­
duse 4 analoog kehtivad ka poolmeetrilises ruumis. 
§ 2. Koonduvus meetrilises ruumis 
Kauguse olemasolu lubab meetrilise ruumi juhule üldista­
da arvjada koonduvuse mõiste. Koonduvad jadad moodustavad 
meetriliste ruumide probleemide uurimisel piisavalt üldise 
vahendi. 
Olgu X meetriline ruum. 
Definitsioon. Öeldakse, et jada koondub elemen­
diks x e X ,  kui >0 protsessis w —>> <=*?. 
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Jada "X^ koondumine elemendiks ac tähendab, et iga ar­
vu £>0 korral leidub naturaalarv NJ nii, et kui vv> ixj , 
siis gi (^3Cvx , -x-_) < E . 
Jada "x^ koondumist elemendiks rae tähistatakse >t>c, 
SLwx 3c ^  = :ac. 5. 3C Lkw = 3C DC ——voi II™. 
Jada nimetatakse statsionaarseks, kui leidub L\J 
nii, et ~ ... (mingist kohast alates on kSik jada 
elemendid võrdsed). Statsionaarne jada koondub alati, sest 
kui k > N siis (^•v , Statsionaarne on näiteks 
mistahes konstantne jada, s.t. selline jada, mille kõik ele­
mendid on võrdsed. Seega on kõik konstantsed jadad koonduvad. 
Kui jada ei koondu, siis nimetatakse teda hajuvaks. 
Lause 1. Koonduva jada mistahes osajada koondub samaks 
piirelemendiks. 
Tõestuseks märgime, et kui s. t. > Q , 
siis £c»vic.> » 0 (sest koonduva arvjada osajada koondub 
samaks piirväärtuseks); seega -^r* x. 
Lause 2. Koonduva jada piirelement on ainus. 
Toestus. Kui ja } s.t. <g> (jx.^ —>0 ja 
9(^3)^°'aiia 
9^x'3)$ ^ 
seega Järelikult g (x,^) = C ehk x. = ^. 
Lause 3. Kaugus on pidev järgmises mõttes: kui —> x. 
ja alia 
Tõestus on ilmne, kui kasutada nelinurga võrratust 
!  *  s  ^ x ) + a )  •  
Erijuhuna saame lausest 3 kauguse pidevuse ühe argumendi 
järgi: kui siis Põhjenduseks 
tarvitseb vaadelda lauses 3 konstantset jada, kus iga 
w korral. 
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§ 3. Meetriliste ruumide näiteid 
(konkreetsed meetrilised ruumid) 
Me asume vaatlema meetriliste ruumide näiteid, mis oma 
mitmekesisusega illustreerivad meetrilise ruumi mõiste 
suurt üldisust ja mille tundmine aitab paremini mõista 
järgnevas esitamisele tulevat teooriat. Samal ajal on need 
konkreetsed meetrilised ruumid tähtsad uurimisobjektid ja 
vahendid mitmesuguste teoreetiliste probleemide lahendami­
sel. Näidete esitamisel iseloomustame ka Jada koonduvust 
vaadeldavas meetrilises ruumis. 
1. Reaalarvude hulk R ja kompleksarvude hulk C on 
meetrilised ruumid kaugusega | x.-(absoluutväär­
tus või moodul arvude x ja vahest). Meetrika aksioomid 
on absoluutväärtuse või mooduli tuntud omadused. 
Koondumine »3c (a.t. \ - :x_|—>0) tähendab tava­
list arvjada koondumist. 
Kuna meetrilise ruumi iga osahulk on meetriline ruum, 
kui temas säilitada elementide vaheline kaugus, siis on 
näiteks loik ja., või ratsionaalarvude hulk <Q, varus­
tatult ruumi tR kaugusega, meetrilised ruumid. 
Edaspidi tähistagu IK ruumi $R või ruumi C. >• 
2. Olgu X suvaline hulk. Defineerime kauguse 
o(,,y) = f kul 
-> * [ 0, kui DC = «£. 
Meetrika aksioomide 1° ja 2° kehtivus on ilmne. Uurime 
kolmnurga võrratust 5 Kui x-~^) 
siis võrratus kehtib. Kui aga x: ^  ^  siis võrratuse vasa­
kul poolel on ^ 4. Samal ajal või > ^ ^ 
(sest kui xl = ja ^ = 3^, siis rx. = ? a.t. ^ (x,^.) = \ 
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või g ("B, -1. Seega ka sellel juhul võrratus kehtib. 
Vaadeldavat ruumi nimetatakse diskreetseks meetriliseks 
ruumiks. 
Lause. Diskreetses meetrilises ruumis koonduvad ainult 
statsionaarsed jadad. 
Tõestus. Olgu ^X^g.t. g 0. Võtame £=4 
(võib võtta 0<£$ 1). Siis leidub N nii, et kui irv>K' , 
siis g(x.^y3c)<l. See on võimalik ainult siis, kui 
s.t. •3CVV = 3C_> kui K > N. 
Diskreetne meetrika antud hulgas X on äärmuslik sel­
les mõttes, et ta on tugevaim võimalike meetrikate seas: ta 
seab jadade koonduvuseks kõige tugevama tingimuse — jadade 
statsionaarsuse; meenutame, et statsionaarsed jadad koondu­
vad igas meetrikas. Seega on ruumi X elementidest moodus­
tatud koonduvate jadade hulk minimaalne just diskreetse 
meetrika korral.Taolist diskreetse meetrika äärmuslikkust 
on kasulik meeles pidada näiteks kontranäidete konstrueeri-
sel. 
Alljärgnevas vaatleme kolme olulist näidete rühma — 
iv-komponendiliste vektorite ruume, jadaruume ja funktsio-
naalruume. 
3. Olgu X = { | n,)'- kõigi w -komponendi-
liste vektorite hulk. Tähistame hulga X elemente -XL = 
= ^ = i = Meenutame, 
et võrdus x = ^ tähendab seda, et ^ ^ < , < = A , . 
Vaadeldavas hulgas X on olemas mitu üldkasutatavat võima­
lust kauguse defineerimiseks, vastavalt erinevad ka ruumide 
tähised. 
1) Ruumis rww defineeritakse kaugus 
Q(^; 4 ) = vwax I ~ *1" !• 
J 
.< < v. <- rv 
2 
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Aksioomide 1° Ja 2° kehtivuse kontroll on vahetu. Peatume 
kolmnurga võrratusel. Iga indeksi k. korral 
Leides vasakul maksimumi « järgi, saame 
9 ( * ; $ ( * , * ) +  
2) Olgu Ruumis i^ defineeritakse kaugus 
Oluliste erijuhtudena märgime ruume kus g =• 
= £ 15.-0.1. 3a ^kua 
Viimast ruumi tähistatakse ka tR või (C (üldiselt Its )• 
Ruumi (R~ nimetatakse Vv -mõõtmeliseks eukleidiliaeks ruu­
miks. 
Kauguge aksioomide 1° ja 2° kehtivuse kontrollimine ei 
fl W .. A 
valmiata raskusi. Ruumis Jt,, järeldub kolmnurga võrratus 
3° vahetult abaoluutväärtuae või mooduli orüaduategt. Üld­
juhul on aga aksioomi 3° kehtivuae tõeatamine keerulisem. 
Selle juurde järgnevalt asumegi. 
Lemma (HÖlderi võrratus). Kui cl^ ; e lk ^  x< = wv 
ja ^<|p<oö ning arv cy on määratud võrdusega = 4 ^ 
eiig kehtib võrratua 
ži-.« ' , i<(ži-.n / r (žiM l , ) V v  
* = 4 vc = A <c = A 
Toegtue. Vaatleme funktsiooni ^("0 = i: , "b > O 
Siis ^'(+) = ~("t~ ^ -4.) ning ^'(V) > 0, kui 0< -b < 4^ 
ja ^z(-fc) < O, kui "t > 1 . Seepäraat ^(t) ^  ^(l) ~t > q 
mia annab võrratuae 
\ - Vp = yv 
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ehk 
Kui nüüd CX-, Xo >0, siis "b = korral saame võrratuse 
o.V , 
o.^ ^  _2lL 4- 5-1, (1) f <V 
mis kehtib ka siis, kui ol •= O või fe = 0. 
Märgime, et Hölderi võrratus on ilmne kui 0.^ = 0, *-
= A, ..., vvf või O < = ^..vw. Seepärast vaatleme 
vastupidist olukorda ning võtame võrratuses (1) 
Ol = 
-J? > ^ - y-jz 
Indeksi k väärtustel A,...w saadud võrratused summeeri-
me, mille tulemusena 
ŠL l». <•«! 
**a A A 
V C  =  4  O C - A .  '  
šr + š- = 4. X f "V 
Lemma on tõestatud. 
Lemma (Minkowski võrratus). Kui a.^ , k*. e |K j * = ^ ^ ^ 
ja 4$^><<x7> siis kehtib võrratus 
( f K + i . r t e K  i  1 i  f f f  
K=4 VC =  A vT^T '  
Tõestus. Kui |p - siis on Minkowski võrratus vahetu 
järeldus absoluutväärtuse või mooduli tuntud omadustest. 
Seepärast olgu p>4. Lähtudes võrratustest 
| o.K -+ | ^ = j o.,,. •+• ^  11 cv^. 4- 8?^ \ P < 
 ^I °-<|| |^P "b I ^ <l) , vc = 
saame nende liitmisel ja Hölderi võrratuse abil 
Z WK-Ur+ E! IM !»«+*./"« 
2* 
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iTfE I+i.|^°)^ + 
+(r K«ipy/f,(± 
X < -1 IC =4 
Kui ^3 I <xvC+ |^= 0, siia Minkowski võrratus muidugi keh-
tib. Kui aga | «-< + ^< | > 0 j siis arvestame seost 
< = 4 ^ 
4) = |=> ning peale viimase võrratuse jagamist avaldi­
sega A/ 
( X  i - < + ^ l F )  
C -A 
jõuame Minkowski võrratuseni. 
Lemma on tõestatud. 
Pöördume nüüd tagasi kolmnurga võrratuse juurde ruumis 
i^ . Tema tõestamiseks tarvitseb võtta Minkowski võrratuses 
= da 1<, seat siis <>-*+*>< = 5*-1*-
Ülesanne. Näidata, et 
Ülesandes esitatud tulemuse põhjal on kaugus ruumis mK 
n Vv .. « 
ruumide kauguste piir juht, seeparast on õigustatud mo-
nikord kasutatav tähistus rvi^ = 6,^, . 
Antud punktis vaadeldud ruumides elementide jada x:^= 
= ( ^ r > wv-4,2,, ,v koondumine elemendiks x. = 
= ( ^ >-•> ^ rv) (a« $ (:3C«'~->>0'^r> °) on samaväärne sellega, 
et ^^cx: =^j -,>v. öeldakse ka, et koondumine on sama­
väärne komponentide ehk koordinaatide koondumisega. See väi­
de on lihtsalt järeldatav vorrat ustest 
1 vc sl 
4. Käesolevas punktis vaatleme nn. jadaruume, kus meet­
rilise ruumi X elementideks on arvjadad ( ^^ 
^€ IK . Tähistame ruumi X elemente :>c — ^ ^ ^ 
12 
"z =• C^vc). Võrdus ^ tähendab seda, et ^ K = ^< iga 
vc= 4,2.,... korral. 
1) Tõkestatud jadade ruum Kw on hulgana kirjeldatav 
järgmiselt: 
^ ^ v< e  IX ,  \ X *\ <  £* y] > 
s.t. x: = (^«) e wv parajasti siis, kui leidub arv M ,mis 
võib sõltuda elemendist x nii, et | ^ M , < = 4,2.,... • 
Ruumis tnrv defineeritakse kaugus võrdusega 
§ ( * ' ' & )  = |š«-1«|. 
Sellise definitsiooniga seatakse elemendi paarile vas­
tavusse reaalarv, sest kui ^ e siis leiduvad arvud 
M ja M nii, et | ^K | ^ M ja | ^ hl , vc = 4,2.,.. ^  ning 
+  s e e g a  M + N .  
Kauguse aksioomide kehtivuse kontroll ruumis vw on põ­
himõtteliselt samasugune nagu ruumis . 
Kui ^cw ^ 3ila koon­
dumine x^-)X on samaväärne sellega, et | ^
mis omakorda on valjendatav järgmiselt: 
V c  > 0  3  K l  ,  !  ^  ^  N  J  *  =  * > * > - '  -
Niisiis, koondumine ruumis rw tähendab koordinaatide üht­
last koondumist. 
Märgime, et kasutatakse ka tähistust Vw = . 
2) Koonduvate jadade ruum C on hulk 
' ={(?«)= ?<6IK , 3  
Koonduv jada on tõkestatud, s.t. c C vw . Kaugus ruumis e 
defineeritakse nagu ruumis vw. Seega on ruum c ruumi vw 
alamruum. 
3) Nulliks koonduvate jadade ruum C c on hulk 
c„ ={(?-) : IK , =0 V 
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Kaugus ruumis co defineeritakse nagu ruumis Vw. On selge 
et C0 <c c C Wv, kusjuures on tegemist üksteise alamruumide-
ga. 
4) Olgu p <<*>. Ruum on hulk 
v  - { ( 5 0 '  5 : | | C 1 F < » } ,  
milles kaugus defineeritakse vordusega 
<?(^H#1l5<--vf)'/p 
Kauguse definitsioonis esineva rea koonduvuse põhjendame 
Minkowski võrratuse abil. Kuna 
(t. (ži5,oy^(f i%n,/p5 
S (f;ii<nvp+(f 
siis osasummade jada | 1*1^ w = 4,2, .. v on tõkesta­
tud ning rida koondub. 
Kauguse aksioomide 1° ja 2° kehtivus on naha vahetult. 
Kolmnurga võrratuse põhjendamiseks saame, kasutades kolm­
nurga võrratust ruumis i ^ 
misjärel võtame vasakul piirväärtuse protsessis w > oo 
Märgime tõestuseta, et kui xw ~ ( A 1 
ja x: =(£<), siis koondumine ruumis i on sa­
maväärne järgmiste tingimuste samaaegse täidetusega: 
1) ^vc= (koordinaatide koondumine), 
2 )  V c > 0  3  K ,  |  ^J^<  e  k, - ^3 ... (read 
vc •= X -t-A ' y 
koonduvad ühtlaselt \rv suhtes). 
x= A 
Kehtivad hulgateoreetilised sisalduvused Lc t <~ [ 
1 P ^ 
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d c0j kua 4 < j° ^  ^  < 00j seejuures siin ei ole tegemist 
alamruumidega meetriliste ruumide mõttes. Samuti nagu ees­
pool ruumide £. _ ja kauguste vahekorra kohta, saab ka 
«? 4/' 
siin tõestada, et icwv ,t>x b 
P' 
seeparast on õigustatud monikord kasutatav tähistus c„ = 
= lw. Ruumide hulgaa märgime tähtaate erijuhtudena ruu­
me ja . 
5) Koigi arvjadade ruumis S = £(£*): defineeri­
takse kaugus 
o ( x > i\-f i. 1^" 1  ^ 1 + ,>  
L-1^| 
1 K u n a  — <  1  .  s i i s  k a u g u s e  d e f i n i t s i o o n i s  e s i n e v  
4 + I^-IkI \ 
rida koondub. Paneme tähele, et iga elemendipaari kor­
ral ruumis S. 
Identsuse ja sümmeetria aksioomide kehtivuses veendumi­
ne ei valmista raskusi. Peatume kolmnurga vorratusel. Vaat­
leme funktsiooni ^(-b)- /t^O. Siis ^ ~ ^  y. > 0, 
mistõttu funktsioon vp on kasvav. Seepärast mistahes ou^feeK 
korral 
1°- + M 4 I*KIM = lo-l I M 
^+|ou+bl ^  A 4-1 o-l +  I (>| \  -4- \ o - \1 l>| 
< 1<Xl -L 'fel 
X  44I«L| A + \\,\ ' 
mistõttu 
^ •* I le ""Ui ^ I $« +^«~ *t«l 
(  lš«-U +  
Saadud võrratus! korrutame teguriga ja summeerime ic = 
tzAJZ,-.. järgi ning tulemuaeka saamegi kolmnurga vorratuae 
ruumia S. 
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Lause. Koondumine scw—> dc ruumis s on samaväarne 
koordinaatide koondumisega, s.t. ^ K ^ ^ ) X = A, 2., . .. . 
Toestus. Kui »x,siis ~ 1 "T* °> 
<=/t 4  -M §« -  š~l 
millest järeldub, et j 0} vc = ehk 
Eeldame vastupidi, et ^ ^  ^  ^ }  v c  =  \p.,— Olgu £ > 0  
suvaline arv. Valime kw nii suure, et )> -z~ < 4^-. See­
järel valime K/ nii, et kui h, > N , siis j ^ ^ j < > 
K=AJ.. (iga < jaoks leidub oma NJ võtame neist suu­
rima) . Kui nüüd w>N, siis 
~ r  x _  ^  J _  1 5 «  '  
_ ^ ,  y 2 2 -  _ L  i s * - s « i  .  
i + žtzta 2< 
< e_ ^ _i_ + j_ < _L + -L - £ 
^ x ^ Z 2.* 3 T~ ~ • K = 1 r = vw-H *• -i -C 
Lause on tõestatud. 
5. Selles punktis vaatleme funktsioonide ruume ehk nn. 
funkts ionaalruume. 
1) Ruum M on kõigi lõigus [o., tõkestatud 
funktsioonide hulk kaugusega 
9 0, I 4(-t)| . 
«• u 
Nii nagu ruumi vw juures saab ka siin näidata, et sel­
lise definitsiooniga seatakse funktsioonipaarile x,vas­
tavusse reaalarv. Kauguse aksioomide kontroll on põhimõtte­
liselt sama, mis ruumis vw. 
Koondumine ruumis M [_°Son funktsioonide 
jada x.^ ühtlane koondumine funktsiooniks x. lõigul [<x, i 
s.t. igale arvule £>0 leidub N nii, et kui n. > N, siis 
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j nc^ (-t) - :x {y ) | < f. ; i fe , t] _ 
2} liuum C on koigi lõigus f"-, <=3 pidevate funkt­
sioonide hulk, kus kaugus defineeritakse nagu ruumis M^J. 
Selline kauguse definitsioon on korrektne, sest teatavasti 
on lõigus pidev funktsioon ka seal tõkestatud. Järelikult 
C f o., j C M Lcvkl> kusjuures ruum C<=] on ruumi M £% 
alamruum. Kuna lõigus pidev funktsioon saavutab supreemumi, 
siis võib kirjutada x;ue C L0-,- korral 
~ 1 *r^) ~  ^W I 
Märgime, et ruum C *>] on üks tähtsamaid rakendustes ka­
sutatavaid ruume. 
3) Ruum C on koigi lõigus [«-, ^ \ korda pi­
devalt diferentseeruvate funktsioonide hulk, s.t. C [o.y -
- : xWeCMl> kaugusega 
3^^)= ZT ^U)l, 
kus loeme DC~°y(i) = 3c(i). Ruum C [/\,^] on küll osahulk 
ruumis C ]Ta./ t,] } aga mitte alamruum, sest tema meetrika eri­
neb ruumi €= J meetrikast. 
4) Olgu š £> < «o . Ruum i- |a 03-, *o) on kõigi funktsiooni­
de dc = "x-CD hulk, mille korral eksisteerib leplik Lebes-
gue'i integraal 
5 I PcU: , 
<x 
kaugusega ^ 
S  3 )  -  ( | 1 3 0  C + )  -  3  0 0 1 p  
Võrdus 3c = ^ tähendab ruumis seda, et oc (t)= 
peaaegu kõikjal lõigus L ^  . 
Identsuse aksioom on siin taidetud just seetõttu, et me 
samastame peaaegu kõikjal ühtivad funktsioonid (seega 
t_^(<LyV) elementideks on peaaegu kõikjal ühtivate funktsioo­
nide klassid). Kolmnurga võrratuse tõestamiseks ruumis 
3 
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LfOvt) lahtume võrratusest (1) ja ruumi £p juhuga ana­
loogiliste ideede abil jõuame Hölderi võrratuse integraal-
kujuni 
milleat omakorda saame Minkowaki võrratuse integraalkuju 
( $ I *00+ $ 0=) I ^ l°4-( \ 
Sellest järeldub aga vahetult kolmnurga võrratus ruumi 
LpCsO kauguse jaoks. Samuti tuleneb viimasest võrratusest 
kauguse definitsiooni korrektsus, s.t. ^(:x, iga 
x;^eLp(^>) korral. 
Tähtsate erijuhtudena märgime integreeruvate funktsioo­
nide ruumi LA (<*-, mida tähiatatakae ka l— C0^ ^.) , ja 
integreeruva ruuduga funktsioonide ruumi L ^ . Koondu­
mist ruumis L,, nimetatakse keskmiseks koondumiseks 
(s.t. ^ | (i) - dc(-fc)je>bfe—> 0 ) j  koondumist ruumia L xV) 
aga ruutkeskmiseks koondumiseks ( \ I^^OO- •3c("t)| —> O) 
Järgmise näite tarvis meenutame, et lõigul £x, kl mää­
ratud funktsiooni dc nimetatakse absoluutselt pidevaks, kui 
iga arvu £>0 korral leidub 6 > O nii, et mistahes oma­
vahel mittelõikuvate vahemike süsteemi (ct_v ^ C. [_<*., ^ 
L = -A,..., w , k elN, puhul tingimusest 2T ( ~ <x0 < ^  
järeldub, et | ^< E • Absoluutselt pidev 
funktsioon x on diferentseeruv peaaegu kõikjal lõigus [ci, 
ning tema tuletis xlZC: L C*3-, . 
5) Olgu ^ < |o< °c ja kv€- ll\/. Ruum Vx/^(d,on kõigi 
funktsioonide x hulk, mille korral üc0-"--0 on absoluut­
selt pidev lõigus [<x, t] ja x(k)6 L kaugusega 
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Ruumi Wp"(a>) nimetatakse Sobolevi ruumiks. 
Identsuse aksioomi kontrollimiseks paneme tähele, et kui 
^=0, siis võrdus järeldub funktsiooni 3c -
pidevuse tõttu juba sellest, et \ \ ^= O 
Kolmnurga võrratuse põhjendamiseks ruumis kasuta­
me kolmnurga võrratust ruumis Lp(a^t) ning Minkov/ski võr­
ratust, saades 
= ( £  f  i « % ) -  x - t ) v N  
K«=0 
< (Z. ((U - Mw •- (f I 
i(± 
>ic=o<x /  lc=o<a. U  
Lõpetuseks märgime, et vaadeldud kolme näidete rühma 
ruumide puhul kasutatakse mõisteid "reaalne ruum" ja "komp­
leksne ruum". Näiteks räägitakse reaalsest ruumist CGs*0!, 
kui vaadeldakse reaalarvuliste väärtustega funktsioone, 
ning komplekssest ruumist C [z3*, ^ kui vaadeldakse komp-
leksarvuliste väärtustega funktsioone. 
§ 4. Hulgad meetrilistes ruumides 
1. Kerad. Lahtised ja kinnised hulgad. Olgu X meetri­
line ruum. 
üefinitsioon. Olgu a^X ja n,>0. Hulka 
B (q-,o.) = [xe X : gO, <x) < a \ 
nimetatakse lahtiseks keraks ning hulka 
B (cx.,n,) = (xeX: g(x,a.)$n.^ 
kinniseks keraks. Elementi <x nimetatakse kera keskpunktiks 
ja arvu n, raadiuseks. 
3* 
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Naited . 1. Kui X - !R = vw ^ = | (viimased kaks ruumx re­
aalsed), siis B(<\,a) = £:x ; \x-a-J <a"\ = ^.-aja + !x> ja B> 
=. fo. - 'X , Cc + 1.3. 
2. Kui X = C — = ^ (viimased kaks ruumi kompleks-
X: 
\ a / 
u 
sed), siia B (cx, -u^) — 
= [xeC ja B (^Av-
= {xfeC: 





j, = {(?„$*); I?,-=•«!< 
a Kirjeldada kerasid (teha joonised) reaalsetes 
ruumides i ^ ^ > 2/. 
4. Ruumis C L°-, k] koosneb kera B> ( <*., »v_) = 
aji) =[xeC[*>]: vvxo.-x \<=-(*)) < 
loigul [.<*-, *°J määratud pi-
a ^ —- devatest funktsioonidest, 
mille graafikud paiknevad viirutatud ribas. 
Ülesanne. Kirjeldada kerasid B> (-^\) ja disk­
reetses meetrilises ruumis. 
Vahetult definitsioonist järeldub 
Lause. Kui aiis ja 
Ülesanne. Leida näide meetrilisest ruumist, millea lei­
duvad kerad E>(<x,,ta) ja nii, et B> (<x,^ ,)c 
C B(a-iAi); aga ^ . 
Defini taioon. Punkti cx. e X umbruseka nimetatakse suva­
list hulka UcX, mille puhul leidub lahtine kera B>(o. 
(teisiti öeldes, leidub 1- > O) nii, et b(a.^ a)c U , 
Punkti .'X ümbrusteks on näiteks kõik lahtised kerad 
B(a^ );T>0; aga ka kinnised kerad sest E>(°>h-3. 
Definitsioon. Hulka Gc X nimetatakse lahtiseks, kui 
hulga G igale punktile leidub teda ümbritsev lahtine ke­
ra, mis sisaldub hulgas G. 
Vahetult dcfinitsioonist tuleneb 
Lause. Hulk (3 on lahtine parajasti siis, kui hulga Q 
igal punktil leidub ümbrus, mis sisaldub hulgas <3. 
Lause. Lahtine kera on lahtine hulk. 
Toes tus. Vaatleme kera B suvalist punkti 
siis 5  Olgu = i x  -  g  Kui x e  6 ( 4 ,  
s.t. g (:x, 4=)< f siis 
5' $(*, *»)+?(*,«•)< 
seega x € B (d, >x^ millega oleme näidanud, et 
Definitsioon. Hulga A punkti OL nimetatakse hulga A 
sisepunktiks, kui punktil <x leidub ümbrus, mis sisaldub 
hulgas A. 
Järeldus. Hulk on lahtine parajasti siis, kui kõik tema 
punktid on sisepunktid. 
. .3itarne järnevas lahtiste hulkade põhilisi omadusi. 
Lause 1. Hulgad ja X on lahtised. 
Põhjenduseks märgime, et kui mingi punkt nendes hulka­
des sisaldub, siia ta on 3ise punkt. 
Lause 2. Xistahes hulga lahtiste hulkade ühend on lah­
tine . 
Toestus. Olgu hulgad G^ lahtised. Valime vabalt X e 
£ V G ot. Siis leidub selline indeks et x 6 . Hulk 
Q on lahtine, mistõttu leidub B 0*^} G ^  0 . Siis aga 
B(:x, 1.)C U G^^ 'lillega oleme näidanud, et x on hulga 
U Gj sisepunkt. Seega U G ^  on lahtine. 
X 
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Lauae 3. Lõpliku hulga lahtiate hulkade ühisosa on lah­
tine. 
Toestus. Olgu hulgad G ; , v = 4, .lahtised. Valime 
vabalt 3C e _A G L, siis ac e G, L = <1, w. Hulkade Gu 
lahtisuse tõttu leiduvad kerad B (x: Olgu fv = 
= wvLw on 3elSe* et ^ >0. Seejuures BOs^C 
<c mistõttu .0 Q l • Hulsa 
n  Gc lahtiaus on näidatud. 
Üldiselt ei saa väita, et lõpmatu hulga lahtiste hulka­
de ühisosa oleks lahtine. Näi teka ruumis (R , kus vahemikud 
on lahtiaed hulgad, H (~ 4: > TT ) = {0^ , aga hulk j0^ ei ole 
lahtine, sest B(o,l)^{0^ mitte ühegi arvu O korral. 
Ülesanne. Tõestada lauset 2 kasutades, et diskreetses 
meetrilises ruumis on kõik hulgad lahtised. 
Definitsioon. Ruumi X  punkti nimetatakae hulga A c X  
rajapunktiks, kui tema iga umbrus sisaldab nii hulga A 
punkte kui ka tema taiendhulga X \A punkte. 
Järeldus 1. Hulkade A ja X \A rajapunktid ühtivad. 
Järeldus 2. Kui o. € A siis <x on kas hulga A sise-
punkt või tema rajapunkt. 
Tõestuseks märgime, et kui aeA ei ole hulga /\ ai-
s e p u n k t ,  s i i s  p u n k t i  < x  i g a  ü m b r u s  s i s a l d a b  X \ A  
punkte. 
Näide. Kui X = (R ^ siis kera B rajapunktid on 
sellised punktid x: € kus g 0*,®-) - n.. igas sellisele 
punktile x. valitud ümbruses on kera 
B(^, e) , mis sisaldab hulkade B(<x/v) 
ja |R \ B(ct.,n.) punkte. 
Ülesanne. Leida näide meetrilisest ruumist, tema keraat 
Oa punktist x. nii, et g o.) = i, kuid 2c ei 
ole kera B (o-,1*) rajapunkt. 
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Definitsioon. Hulka nimetatakse kinniseks, kui ta sisal­
dab kõik oma rajapunktid. 
Teoreem. Hulk on kinnine parajasti siis, kui tema täiend 
on lahtine. 
Tõestus• 1) Olgu hulk A kinnine. Vaatleme suvalist 
punkti X 6 X \A . See punkt saab olla hulgale X\A aise-
või rajapunkt. Oletame, et ta on rajapunkt. Siis on ta raja­
punkt ka hulgale A ja A kinnisuse tõttu ~>c fe A . Vastu­
o l u  s i s a l d u v u s e g a  = c € : X \ A  ü t l e b ,  e t  o c  o n  h u l g a l e  X \ A  
sisepunkt. Seega X \ A on lahtine. 
2) Olgu hulk X \ A lahtine. Vaatleme hulga A rajapunk-
ti -XL . Kui oletada, et x: ^  A, siis xeX\A ja X\A lah-
tisuse tõttu leidub B(^a)cX\A; s.i. oc ei ole raja­
punkt hulgale A. Saadud vastuolu tõttu x e A, millega on 
naidatud hulga A kinnisus. 
Teoreem on tõestatud. 
Kinniste hulkade põhiomadusi väljendavad järgmised lau­
sed . 
Lause 4. Hulgad 0 ja X on kinnised. 
Lause 5. Mistahes hulga kinniste hulkade ühisosa on kin­
nine. 
Lause 6. Lõpliku hulga kinniste hulkade ühend on kinni­
ne. 
Laused 4-6 järelduvad lausetest 1-3, asjatõestatud teo­
reemist ja hulgateoreetilis tes t võrdus test 
X \ ( L I A , ) = | 1 ( X \ A ^  
x \ ( n  AJ= U  ( X X A * ) .  
Leidub hulki, mis ei ole ei lahtised ega kinnised, näi­
teks poollõik (o, 1 ] ruumis |R. . 
Enamasti kasutatakse järgmist jadade keeles väljendata­
vat hulga kinnisuse tunnust. 
23 
Teoreem. Hulk meetrilises ruumis on kinnine parajasti 
siis, kui iga tema elementidest moodustatud koonduva jadp 
piirelement kuulub sellesse hulka. 
Toestus. 1)'0lgu hulk A kinnine. Olgu 
Kui oletada, et dc e X \ A, aiis hulga X\A lahtisuse tõt­
tu leidub kera X\A. Teiselt poolt, koondumise 
g>(^cvv^x)—)0 tõttu leidub N nii, et kui h, > N , siis 
<5>(x^x)<a ehk x^eB^^cXNA^ mis on vastuolus sisal-
d u v u s e g a  x w 6  A .  S e e p ä r a s t  x e A .  
2) Olgu -x. hulga A rajapunkt. Siis iga w e *N korral 
B (x:, —) sisaldab A punkte. Valime e P> ( ~v f) 
Sellega oleme saanud, et g (*„.,"*)< — O, s.t. -> ^  
Kuna samal ajal aüs ^  e A. Järelikult on näioa-
tud, et A on kinnine. 
Teoreem on tõestatud. 
Järeldus 1. Kinnine kera on kinnine hulk. 
Tõestus. Olgu kusjuures £j.tt 
<>(xw <x)^a- Kauguse pidevuse tõttu ^rx^o.)—j see­
ga g>(x,o.) $ mis ütleb , et x. e 
Analoogiliselt tõestatakse 
Järeldus 2. Sfäär S (°-,r0 - ^  xe X : gn-*) on kin­
nine hulk. 
Ülesanne. Tõestada, et ühepunktiline hulk on kinnine 
ning järeldada sellest, et mistahes lõplik hulk on kinnine, 
2. Hulga sisemus, raja ja sulund. Olgu A meetrilise 
ruumi X osahulk. 
Definitsioon. Hulga A sisemuseks nimetatakse hulga A 
sisepunktide hulka, sisemust tähistatakse A° (ka Lwb A) 
Definitsioon. Hulga A rajaks nimetatakse hulga A ra-
japunktide hulka, raja tähistatakse dA 
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Definitsioon. Hulga A sulundika nimetatakse hulga A 
ja tema raja 3A ühendit, sulundit tähistatakse A. 
Kuna hulga punktid on kas sisepunktid või rajapunktid, 
siis hulga sulund on ka hulga sisemuse ja raja ühend. 
ülesanne. Toestada, et kui A c: X, siia A°= X\ X\ A . 
ülesanne. Leida näide meetrilisest ruumist ja tema ke­
rast B(«yv) nii,, et 
Teoreem. Hulk on kinnine parajasti siis, kui ta ühtib 
oma sulundiga. 
Toestuseks märgime, et hulga A kinnisus on samavaarne 
sisalduvusega d A C A, mis aga võrduse A = A UdA tõttu on 
samaväärne sellega, et A = A . 
Hulga sulundit meetrilises ruumis kirjeldab järgmine 
Teoreem. Kui A <2 X ja xeX; siis järgmised tingimu­
sed on samaväarsed: 
1) 5c e A > 
2 )  ^ , e A ;  ^ - ^ x ;  
3 )  V o o  3  A  ,  g  ( 3 c , ^ ) < € .  
Tõestus. 1) =^2). Olgu xe A = A UdA . Kui xe A ; siis 
võib võtta Kui aga x: A , siis iga w e IM 
korral leidub ^*6 H A . Kuna ^ > :3C)< ~ > siis 
2) ^  3). Kuna > x^^eA, siis suvalisele arvule 
OO leidub NJ nii, et ^ > 3C)< £ . Ning elemendiks 
sobib ^ • 
3) 1). Kui oletada, et x.^ A ,  siis x€rX\A ja 
X^dA ning seepärast leidub £>0 nii, et kera £-) ei 
sisalda hulga A elemente, mis on aga vastuolus tingimuse­
ga 3). 
Teoreem on tõestatud. 
Järeldus 1. Hulga sulund on kinnine hulk. 
4 
25 
Toeatua, Kasutame hulga kinniauae tunnust jadade keeles. 
Olgu x.HeA ja x.K—Näitame, et >:€ A. Tingimuse 3) 
kohaselt leiduvad elemendid ^eA nii, et g ' 
Kuna 
$ 5> + g (3CW,3C)-^ Oj 
aiia >dc ning implikataiooni 2) 1) tõttu -x.e A. 
Kuna hulga aulund on kinnine ja kinnine hulk ühtib oma 
aulundiga, aiia kehtib 
Järeldua 2. A = A . 
Samavaarauaele 1) 2) toetudes õn ilmne 
J ä r e l d u s 3 (sulundi monotoonaua). Olgu A,B<^X. Kui 
A a l i a  A  B .  
Järeldua 4 (aulundi aditiivaua). Olgu A,B<^X, Siia 
A U B  =  Ä  U B. _ _ 
Toeatua. Kuna A,B<^AUB, aiia c  AUB. Järeli­
kult 
A U B  C A U B .  
Teiselt poolt, AUBcAU6 ;  miatõttu A UB C AUB . Kuid 
A UB = AUB, seat kinniste hulkade A ja B ühend on 
kinnine. Seega ka 
A U B  C Ä U B .  
Ülesanne. Tõeatada võrduat A ° = X \ X \A kaautadea, et 
1) A° on lahtine; 
2 )  (A°)° = A° •, 
3) kui A<CB,aiis A°C B°; 
4) (A n B)° = A°n  B° 
§ 5. Separaablid meetril iaed ruumid 
Olgu X meetril ine ruum. 
Definitsioon. Öeldakse, et hulk A<=X on kõikjal tihe 
( e h k  k õ i k j a l  t i h e  r u u m i a  X  ) ,  k u i  A  ~  X  .  
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Eelmises paragrahvis tõestatud teoreemist, mis kirjel­
dab hulga sulundit, järeldub vahetult 
Lause, Kui A c X ,siis järgmised tingimused on sama­
väärsed : 
1) A on kõikjal tihe; 
2 )  V x e X  3 ^ e A  ,  
3 )  V x e X ,  \ / £ > 0  
Definitsioon, Meetrilist ruumi nimetatakse separa^b-
liks, kui temas leidub kõikjal tihe ülimalt loenduv hulk. 
Separaablid ruumid on olulised matemaatika rakendus­
likes harudes. 
Järgnevas peatume konkreetsete ruumide separaablusel. 
Ruumid ja on separaablid, kusjuures kõikjal 
tihedaks loenduvaks hulgaks A võib võtta kõigi ratsio­
naalsete komponentidega vektorite hulga. Täpsemalt, kui on 
tegemist reaalsete ruumidega, siis A = , «jK):  ^  e Q j,  
komplekssel juhul aga A = 
Nende hulkade A kõikjal tihedus ruumides vww  ja ££ ül­
distab matemaatilise analüüsi kursusest tuntud võrdust 
Q  =  I R .  
Jadaruumidest, mida vaatlesime, pole separaabel üksnes 
tõkestatud jadade ruum mv. 
Näitame, et ruum ion separaabel. Kõigepealt märgi­
me, et hulgad AK = ,0,...) : (või 
+ i on loenduvad. Seega ka hulk 
A= U Ak on loenduv. Valime vabalt ^ =•(!«) 6 ^  ja 
£>0. Olgu arv k selline, et /> 1^*1^ < (—) 
K = W-t-4 1 ^ 
histame ,... , ...). Siia g(^y3cw) = 
= (EZ I "§~ • Seejärel valime ^ = (%.. 
€ AwCA nii, et g (*K, 3) = ( Ž l - VIO ^  ^ f- -
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Kuna xK)+g>(xh^)<£, aiia A on kõikjal ti­
he ruumia . 
Sama mõttekäiguga aaab tõeatada, et ka ruumid c o >  C ja 
S on separaablid. 
Tõestame, et ruum rw ei ole aeparaabel. Oletame vaatu-
väiteliaelt, et r*v on aeparaabel. Olgu A = {_ temaa 
kõikjal tihe hulk. Valime arvu c>0 nii, et Siia iga 
element aatub vähemalt ühte keraaae Be* *• 
kk = U £-). Vaatleme nüüd ruumi rw elemente rc = ( 
kua = 0 või ^<=4. Niiauguaeid omavahel erinevaid ele­
mente on mitteloenduv hulk. Seepäraat aatub vähemalt ühte 
keraaae B(^0,£) kaka elementi *^5. aelleat hulgaet.öhelt 
poolt 3teiselt poolt g Oi ,^ a.) * + 
2. £ 5 ^, millega oleme jõudnud vastuoluni. 
Märgime tõestuseta, et funktsionaalruumides t, mida vaat­
lesime, pole separaabel ainult ruum M *»] . ülejäänud ruu­
mid C [A>] , CKj>,t.J, LF(AYT.) ja W £ (A, )p< «>, on se­
paraablid . Näiteks saab Weierstrassi lähendusteoreemile toe­
tudes üsna lihtsalt tõestada, et ruumis C £<*•, on kõikjal 
tihedaks löenduvaka hulgaks rataionaalaete kordajatega polü­
noomide hulk ( £«,+ tt*+ V-tr1": Vv=0,4,...,|<eO]. 
Üleaanne. Naidata, et diskreetne meetriline ruum on ae­
paraabel parajaati siia, kui tema elementide hulk on ttliaalt 
1 o»nrl u v. 
üleaanne. Tõestada, et separaabli ruumi alamruum on se­
paraabel. 
§ 6. Taielikud meetrilised ruumid 
Täielikkus on meetrilise ruumi üka oluliaemaid omadusi. 
Paljud funktaionaalanalüüai fundamentaalaed tulemused kehti­
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vad just täielikes ruumides. 
Definitsioon. Meetrilise ruumi elementide jada ni­
metatakse Cauchy jadaks ehk fundamentaaljadaks, kui 
g>(actv^3cw<)->0 protsessis s.t. iga arvu £>0 
korral leidub N nii, et kui Vv,wv>KJ, siis ^ £. 
Jada fundamentaalsust saab väljendada ka järgmiselt: igale 
arvule £>0 leidub K] nii, et kui siis 
9(xw;3cn^)<£ iga p=4,a,... korral. 
Arvjada puhul tähendab fundamentaalsus seda, et 
| >- kui w,wx—><x?. Seega arvjadade korral Cauchy 
jada on just niisugune jada, mis rahuldab Cauchy kriteeriu­
mi, s.t. koonduv jada. üldisel juhul kehtib 
Lause. Iga koonduv jada on Cauchy jada. 
Tõestus. Olgu ^x^s.t. g(3cw>3c)—>0. Kuna 
^ 9(x-jx)+?(x'x^)~j>0j kui w,vw—siis ka 
protsessis w,vw —>«>. 
Definitsioon. Meetrilist ruumi nimetatakse täielikuks, 
kui temas iga Cauchy jada koondub. 
Kuna reaalarvude ruumis |R iga Cauchy jada koondub,siis 
on IR täielik. 
Vaatleme ratsionaalarvude ruumi Q tavalise kaugusega 
(s.t. vaatleme ruumi (Q kui ruumi |R alamruumi). Valime 
nii, et —> IC (s.t. \ TC\ —*0). Siis on 
Cauchy jada (ta koondub ruumis IR ), aga ta ei koondu ruumis 
(Q, aest 1T ^  . Seega ei ole ruum <Q täielik. 
Võib öelda, et jada fundamentaalsus on jada sisemine 
omadus, jada koonduvus on aga seotud tingimata mingi kindla 
ruumiga. 
Ülesanne. Näidata, et kui fundamentaaljada mingi 
osajada koondub elemendiks siis ka jada xw koondub 
samaks elemendiks x. 
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Teoreem. Meetrilise ruumi täielik alamruum on kinnine. 
Taieliku meetrilise ruumi kinnine alamruum on täielik. 
Toestus. 1) Olgu A meetrilise ruumi täielik alamruum. 
Vaatleme jada A x. Kuna on Cauchy jada ruumis 
A, siis ta koondub ruumis A. Seega xtA. 
2) Olgu X täielik meetriline ruum ja A tema kinnine 
alamruum. Vaatleme Cauchy jada sc^feA. Jada w koondub 
ruumis X. Kuna A on kinnine, siis jada x.^ piirelement 
kuulub alamruumi A . Seega koondub x.^ ruumis A. Niisiis, 
ruum A on täielik. 
Teoreem on tõestatud. 
Eespool (§ 3) vaadeldud konkreetsed ruumid on kõik täie­
likud. Tõestame järgnevas nendest mõnede täielikkuse. 
Vaatleme ruume vw^ ja . Olgu Aw ), 
vw = 4,2,... , Cauchy jada. Nendes ruumides \ £ ; — ^  | $
£ kui wx.,*—> O. Seega koordinaatide jadad 
( )w, = 1 on Cauchy arvjadad, mis koonduvad, s.t. 
 ^  ^-v. Ruumides wvw ja t ^ on aga koondumine samavaär-
ne koordinaatide koondumisega, mistõttu 
Põhimõtteliselt samuti saab kontrollida ruumi S täielik­
kust, sest ka seal on koondumine samaväärne koordinaatide 
koondumisega. 
Asume tõestama ruumi vw täielikkust. Olgu x ^ -= 
= (cc-) oauohy 3ada' s-t-
Kuna iga fikseeritud vc korral \ ^ j £ * - j 
siis on jadad ( $*. )K=„ , * = 4,2.,..., Cauchy arvjadad , mis koon­
duvad, s.t. ^ = 4,2,,.... Vaatleme jada x. = 
~ ) * Näitame, et Xe vw ja x ruumis wv. 
Jada fundamentaalsuse tõttu võime öelda, et vabalt va­
litud OO korral leidub N nii, et g (rx.^, x-^) = 
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= Au^3 kui Vv;vw ^  Vj. Siit järeldame, et 
Iš<-!7|<<L> kui Ja vc= 4,2.,... . Nendest vorra-
tustest saame protsessis vw —>o» (lugedes w ja »c fikseeri­
tuks ) 
KUI irv > N, *=4,2,... , 
millest omakorda 
v^> | ~ z > kul vv>nj. (1) 
Võrratusest | I-* }^ | saame tingimust (1) 
kasutades 
I Š\c | < I ~ |-i" I | <
sest x ^ € vw, millega on näidatud, et acevw. öhtlasi või­
me (1) põhjal väita, et x.K—»x ruumis vw . 
Ruumi c täielikkuse tõestame sel teel, et näitame te­
ma kinnisust ruumis vw. Eeldame, et > 
^ x _ ^  ^  ^ ruumis vw } kusjuures 
ae^ e c, * =4,2,... - Näitame järgnevas, et s.t. (£«) 
on koonduv arvjada. Valime vabalt £>0. Koondumise 
x^x tõttu leidub w0 nii, et 
t-^,c-','a>- • 
Kuna 3c-^.e , olles koonduv arvjada, on ühtlasi fundamentaal­
ne, siis leidub N/ nii, et j — ^ | ^ 
Seega kui siis 
I $. - TT I < II. - EN I C- CHIC- U<< 
mis tähendab arvjada x=(^vc^ fundamentaalsust«järelikult 
ka koonduvust. 
Ruumi C» täielikkuse põhjendab 
Üleaanne. Näidata, et ruum c„ on kinnine ruumis vw. 
Ruumi M £a, täielikkust saab kontrollida sama tões-
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tuaakeemi järgi nagu ruumi hrv puhul. 
Ruumi C täielikkuae tõestamiseks piiaab veenduda 
aellea, et ta on kinnine ruumia M <=]. Viimane asjaolu 
tuleneb aga matemaatilise analüüsi kursusest tuntud väi­
test, et loigus pidevate funktsioonide ühtlaselt koonduva 
jada piirfunktsioon on pidev (meenutame, et koondumine ruu­
mis on juat ühtlane koondumine lõigul C^vVl). 
Järgnevalt tõestame kaka täielikke meetriliai ruume 
iaeloomuatavat uldiat tulemuat, mis on aluaeka paljudele 
fundamentaalsetele väidetele. Esimese tulemuse ajalooliseks 
lähtekohaks on ruumis IR kehtiv Cantori teoreem üksteises­
se sisestatud lõikudest. 
Teoreem (teoreem üksteisesse sisestatud keradest).Meet­
riline ruum on täielik parajasti siis, kui temas üksteises­
se sisestatud kinniste kerade jadas kerade raadiuste nulli­
le lähenemisest järeldub, et neil keradel on ühine punkt. 
ülesanne. Näidata, et kerade ühine punkt, millest rää­
gib teoreem, on ainus. 
Teoreemi tõestus. 1) Eeldame, et taielikus meetrilises 
ruumis on antud kinniste kerade jada B^ = B (c«-v>,,rLK) nii, 
et 6^2) E>xd... ja ?O. Näitame kõigepealt, et kesk­
punktide jada on fundamentaalne. Olgu Z>o suvaline 
ja N selline, et k > N korral t-w < £. Kui nüüd 
ja näiteks kw >w, siis e B^ = ^ mistõttu 
h-K< kui irv,rvx>M. Ruumi täielikkuse tõttu 
võime öelda, et Näitame, et 0.6 iga A 2. 
korral. Valime vabalt Kuna eR 
ja B^ on kinnine, siis CL € . 
2) Vaatleme suvalist fundamentaaljada Meie ees­
märgiks on tõestada tema koonduvus. Selleks tarvitseb ja_ 
dast eraldada mingi koonduv osajada. Jada fund=>-
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mentaalsuse tõttu leidub selline liige } et 
)<i ; korral. Kui on valitud liikmed ^ ^ 
kusjuures < ... < , siis leiame x: ^^ 
nii, et kk > vvK_A ja J<^< kõikide tv vx^. kor­
ral. Vaatleme kinniste kerade jada =• B C*1"-* •> 3.'*-•< X 
v _ a o Need kerad on üksteisesse sisestatud, sest kui 
* ) J • • • 
a.t. 5(x^%J$a"^aii8 
/ 0fx x ) +of*: ,x \< — + — = —— mistõttu xl e B 
 ^5v ; *<-m-> "«=y 2," 2c 2.*"1 -> < 
Et kerade B„- raadiused —4— lahenevad nullile, siis on 
2, 5 
neil keradel ühine punkt x. Seejuures xK^—* ^ sest 
o (oc^  . dc n ^  ^ > o . 3 v -> y ^ <-1 vt 
Teoreem on tõestatud. 
Teoreemi tingimus, et kerade raadiused lähenevad nulli­
le, on oluline nagu näitab 
Ülesanne. Leida näide täielikust meetrilisest ruumist 
ja tema üksteisesse sisestatud kinniste kerade jadast nii, 
et nendel keradel puuduks ühine punkt. 
Näpunäide. Vaadelda ruumis IN kaugusega 
, x ( A •+• —4— , kui vw ^  w 
o(vw, w) = a r^+w ' 
L O , kui rw = w j 
kerasid B (w, 4 + . 
Teoreem (Baire'i teoreem). jxui täielik meetriline ruum 
avaldub loenduva hulga kinniste hulkade ühendina, siis vä­
hemalt üks neist hulkadest sisaldab mingit kera. 
Toestus. Avaldagu täielik meetriline ruum X ühendina 
X — F^, kus hulgad FW on kinnised. Oletame väitevas-
taselt, et ükski hulkadest ei sisalda ühtegi kera. 
'.nname ette positiivse arvjada  ^—*<D. Kuna X sisal­
dab kerasid , siis F„ ^ X , s.t. X \ . Hulk X \ on 
lahtine, järelikult sisaldab ta mingit kinnist kera 6,, = 
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= B (xa ,^-1) (kui e X \ , aiia leidub kera 
c X \ F„ • võtame näi te ka B 
C B (*4 > ^ o)), kua juurea me võime eeldada, et n.A < . 
Hulk Fx ei alaalda kerasid, ta ei aiaalda ka kera 
Seega (X \ F^) 0 B (V, ,1*)*jz! Uul-(X \ Fx) FI 
n BC-s^O-f6'3113 bC-i^O^xxcxnfj-f*). ^  
(X \ F )[1B(*w'l00n lahtine, siia sisaldab ta mingit kin­
nist kera Bx = 6^^)^ . Analoogiliselt jatkates 
saame, et (X\F^)H sisaldab mingit kera 
(x-w^n,v.)^7Lw<£Kvning niiviisi moodustub ükateiaeaae 
sisestatud kinniste kerade jada BA Z> . .. "2> ,3 kusjuurea 
BKd X \ F^ ja kerade raadiuaed lähenevad nullile. Eelmiae 
teoreemi põhjal on keradel B,^ ühine punkt <x. Seega 
q.€ B^cX \ Fw , , milleat järeldub, et «-^F^ ühe­
gi K/ korral. See aga tähendab, et <x ^  \J F^ mis on 
«V, W = 4 
vastuolua vordusega X = U F^ . 
w*1 
Teore?m on tõestatud. 
§ 7*. Meetrilise ruumi täielikViStamine 
Matemaatilise analüüsi kursuses laiendatakse ratsionaal-
arvude hulk reaalarvude hulgani. Selle tulemusena saadakse 
arvuhulk, mis on meetrilise ruumina täielik. Me näeme käes­
olevas paragrahvis, et iga meetrilise ruumi korral on või­
malik analoogiline laiendus täieliku meetrilise ruumini, 
kusjuures laiendamise tulemusena saadav täielik ruum on 
oma struktuuri poolest üheselt määratud. 
Definitsloon. - eetrilisi ruume Xc ja X^ vastavalt 
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kaugustega j>0 ja nimetatakse isomeetrilisteks, kui 
leidub sürjektsioon (s.t. pealekujutus) ^ : X0 , mis 
säilitab elementidevahelise kauguse, s.t. 
o,^) vx^exs. 
Elementidevahelist kaugust säilitavat sür jektsiooni*)^ ni­
metatakse isomeetriaks. 
Definitsioon. Meetrilise ruumi X 0 täieldiks nimetatak­
se niisugust täielikku meetrilist ruumi X , mille puhul X0 
on isomeetriline ruumi X mingi kõikjal tiheda alamruumiga. 
Näiteks <Q täieldiks on |R y mis on ka selge alljärgne­
vast lihtsast tulemusest. 
Lause. Täieliku meetrilise ruumi alamruumi täieldiks on 
tema sulund. 
Tõestus. Olgu X 0 täieliku meetrilise ruumi alamruum.Te­
ma sulund X Ä, olles täieliku meetrilise ruumi kinnine osa­
hulk, on täielik meetriline ruum, milles X0 on kõikjal ti­
he. Isomeetriaks on aga uhikteisendus I : X0—^X0Y,IX. = 
•ae e x0 . 
Teoreem. Igal meetrilisel ruumil leidub täield, mis on 
isomeetria täpsuseni üheselt määratud. 
Tõestus. Olgu X0 meetriline ruum kaugusega ^>0. Konst­
rueerime ruumile X 0 täieldi. 
Vaatleme ruumi XQ elementidest moodustatud Cauchy jada­
de hulka. Cauchy jadad (^) ja loeme ekvivalentseteks, 
kui go0rv ^ )-*0. Tegemist on tõepoolest ekvivalentsiseosega, 
sest Cauchy jada on iseendaga ekvivalentne (reflek­
siivsus); kui ja (^} on ekvivalentsed, siis kaugu­
s e  9 o  " ü m m e e t r i l i s u s e  t õ t t u  o n  k a  ( ^ )  j a  ( e k v i -
*)Kuna isomeetria säilitab kauguse, siis on ta injektsioon. 
Seega on isomeetria bijektsioon. ""ärgime, et lugeja, kes ei 
tunne injektsiooni, sürjektsiooni ja bijektsiooni mõisteid, 
võib nendega tutvuda järgmises peatukis. 
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valentsed (aümmeetriliaua); lõpuks, kui ja (v^), sa~ 
muti ja (^«) on ekvivalentsed, siis kolmnurga võr-
ratusest järeldub, et 
^e(xÄyiJ —> 0, s.t. ja on ekvivalentsed (tran­
sitiivsus). Seega tekib kõigi ruumi XQ elementidest moo­
dustatud Cauchy jadade hulgas klassijaotus, s.t. iga Cauchy 
jada kuulub parajasti ühte omavahel mitteloikuvatest klassi­
dest. Loeme hulga X elementideks omavahel ekvivalentsete 
Cauchy jadade klassid (s.t. X on kõigi Cauchy jadade hul­
ga faktorhulk vaadeldava ekvivalentsiseose järgi). 
Järgnevalt muudame hulga X meetriliseks ruumiks. Kui 
•x. m e X si is  valime suvalised Cauchy jadad (x. w ^€x- ja 
'  0 * 
ning defineerime 
$0,3)= Hr ?•(*«' ä-o-
Veendume kõigepealt sellise definitsiooni korrektsuses. Ne­
linurga võrratusest 
järeldub, et jada on Cauchy arvjada, järelikult 
ta koondub ning l^yw eksisteerib. Kui me valiksime 
klassidest x ja ^ teised Cauchy jadad (x^)ex ja <$•> 
siis nelinurga võrratusest 
saaksime, et 8-C^ . 99(xkj )^= Seega on defi­
nitsioon korrektne: igale elemendipaarile seatakse 
vastavusse kindel arv 
Näitame, et ^  rahuldab meetrika aksioome. Kui x. « ^  , 
siis arvutamiseks vajaminevad Cauchy jadad on ekvi­
valentsed, s.t. 5>O,^)=0. Vastupidi, kui 
siis Cauchy jadad (x„)€x ja (^)€^ on ekvivalentsed, 
mistõttu nad peavad kuuluma samasse klassi, seega *-=^- Kau­
guse g sümmeetrilisuse põhjendame vordusega 
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Lõpuks, kui da (?«-) € ^ > giia võrratus 
^ cc xv^)  ^ ^ o ( ^ ^ ^"0 + 3 °c.a"y *3*0 
annab piiril, kui k—^<x>} kolmnurga võrratuse kauguse ^ 
jaoks. 
Vaatleme ruumi X osahulka X„ y  mis koosneb niisugus­
test ekvivalentsiklassidest, mis sisaldavad mingit ruumi X 0  
elementide konstantset jada. Defineerime kujutuse v^-X^X^ 
seades elemendile x.0fcX0 vastavusse konstantset jada 
(x0,x0^...) sisaldava ekvivalentsiklassi. Ruumi XA ja ku­
jutuse vf definitsioonidest on selge, et on sürjektsi-
oon. Olgu xo^ .eX0; siis (=c Qj ae,,...) e ^  (x ja 
(^0,^0,...) 6 ^fOd-X mistõttu 
5 (*?(*-)-> ^ (*0)* 9o(x«4°)= 
Sellega oleme näidanud, et : X0—0n isomeetria. 
Tõestame alamruumi XA kõikjal tiheduse ruumis X. Va­
lime vabalt x. e X ja £>0. Olgu Siis leidub 
N/ nii, et ^ N. °lgu ^ ekviva-
lentsiklass, mis sisaldab konstantset jada (xn>x^'"0 • 
Siis e X„ ja 
9oc x^y xn) $  t < c -
Oleme tõestanud, et = X . 
Veendume ruumi X 'täielikkuses. Olgu X Cauchy 
jada. Ruumi XA kõikjal tiheduse tõttu saame leida elemen­
did X, nii, et g) ( ~ Iga klass 
1^) sisaldab mingi konstantse jada , ... ) kus 
X0. Seejuures jada (^«0 ise on Cauchy jada ruumis X0, 
sest 
« ?(f '  * »(-*?^')  > s  •TO « 
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* S C^K ), ± + A- —• o, kui tv,vw 
Kiislis leidub xe X; kuhu kuulub jada Seejuures 
? * ) «  9 d " )  +  s ( 9 "  « ) < •  
S: + 2--^ 9° c *4"") -
Jada (^w) fundamentaaIsuse tõttu leidub antud e >0 kor­
ral N nii, et kui w, vw. > N , siis 9 0 ( ^ ^ • ^eeSa» 
kui K > N^ siis 5 0 ^ u^leb, et 
T* °- Järelikult 
Ruumi X täielikkus on näidatud. 
Praeguseks oleme tõestanud ruumi X0 täieldi olemasolu. 
Lõpuks veendume taieldi ühesuses isomeetria täpsuseni. 
Olgu X ja ^ ruumi X 0 täieldid vastavalt kaugustega g> 
ja <% , kusjuures X,, =X,Y=}/ ning X„—)X,, ja V:X0—^ ^  
on isomeetriad. Meil tuleb tõestada, et X ja V on iso-
meetrilised . Kohe võib öelda, et v^/vf : XA —^ on isomeet­
ria. Laiendame 4/ S*"1 isomeetriani lC : X—Olgu xe X. 
Leiame rx^e XA nii, et j£t V ^ 0n isomeetria, 
siis "1 C*^) on Cauchy jada ruumis V, mis ruumi V 
täielikkuse tõttu koondub. Defineerimegi 
%(:*)= 2-cwv ~a ) • 
Seejuures , kui veel ae (kus x^eX,,^ siis j 
-*Oy samuti 9 '(> M7' X<), ~Xx -0) ^  °; 8«t« 
tcvv^  M^ TX^ O = SLCv^  ning %- (^ ) ei sõltu jada 
valikust. Kujutuse % : X ~>y sürjektiivsuse tõestamiseks 
valime vabalt v ja leiame ^ e x nii, et ^ . 
Siis k4y"X^)€X1 on Cauchy jada, mis koondub min­
giks elemendiks xeV, Seejuures X(V) = iLv^ 
= 
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= . Jääb veel näidata, et %> säilitab kauguse. 
Kui x.^ x e X ja } :x„^eX1 nii, et ja 
siis tuginedes kauguse pidevusele, saame 
$'(%(*),"*(<)) - 8-vvw g>'(>  ^*p"'(*»)) = 
~ s (**>*0 = go^o. 
Sellega on lõpetatud X ja V isomeetrilisuse tõestus. 
Teoreem on tõestatud. 
Tihti samastatakse (loetakse võrdseks) täielikustatav 
ruum Xo ja temaga isomeetriline täieldi X alamruum 
Seda väljendatakse lühidalt sisalduvusega X0C. X. Nii tu­
leb mõista ka näiteks ratsionaal- ja reaalarvude vahekorda 
<Q c fR. 
§ 8. Kompaktsus meetrilises ruumis 
Jlatemaatilisest analüüsist on teada Bolzano-Weierstras­
si teoreem: igast tõkestatud arvjadast saab eraldada koon­
duva osajada. Koonduva osajada eraldamise idee oligi alu­
seks kompaktsuse mõiste väljakujunemisel. 
Definitsioon. Hulka K meetrilises ruumis nimetatakse 
suhteliselt kompaktseks, kui igast K elementidest moodus­
tatud jadast saab eraldada koonduva osajada. 
Definitsioon. Hulka nimetatakse kompaktseks, kui ta on 
suhteliselt kompaktne ja kinnine. 
Märgime, et kui hulk K on kompaktne, siis tema ele­
mentidest moodustatud jada osajada piirelement kuulub hulka 
K. 
Meetriline ruum ise on alati kinnine hulk, seepärast 
tema korral suhtelise kompaktsuse ja kompaktsuse mõisted 
ühtivad. Kompaktset meetrilist ruumi nimetatakse ka kompak-
tiks. 
Näide 1. Bolzano-.Voierstrassi teoreemi põhjal iga tõ­
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kestatud hulk reaalarvude ruumis IR on suhteliselt kom­
paktne ning tõkestatud kinnine hulk on kompaktne. 
Näide 2. Ka kompleksarvude ruumis C on iga tõkesta­
tud hulk suhteliselt kompaktne, sest tõkestatud hulga ele­
mentidest moodustatud jadast saab algul eraldada osajada, 
mille liikmete reaalosad koonduvad, ning saadud osajadast 
omakorda osajada, kus koonduvad ka liikmete imaginaarosad. 
(See arutelu on erijuht allpool loodava lause toestusest, 
kus näidatakse tõkestatud hulga suhtelist kompaktsust ruu­
mides Hp, sest C ja reaalne ruum on sama meetri­
lise struktuuriga). Järelikult on iga tõkestatud kinnine 
hulk ruumis C kompaktne. 
Näide 3. Naturaalarvude hulk IKJ = ^4,2.,... ei ole 
suhteliselt kompaktne ruumis (R . 
Näide 4. Lõplik hulk on kompaktne, sest tema elementi­
dest moodustatud jadas vähemalt üks element esineb lõpmatu 
arv kordi, mis lubab sellest jadast eraldada konstantse 
osajada. 
Definitsioon. Hulka meetrilises ruumis nimetatakse tõ-
kestatuks, kui ta sisaldub mingis keras. 
See definitsioon on kooskõlas matemaatilise analüüsi 
kursusest tuntud arvuhulga tõkestatuse mõistega nagu nai-
tab 
Ülesanne. TSestada, et arvuhulk Ac|K 0n tõkestatud 
(s.t. leidub M >0 nii, et M^xe-A) parajasti siis, 
kui A on tõkestatud hulk meetrilises ruumis IK . 
Lause. Suhteliselt kompaktne hulk on tõkestatud. 
Tõestus. Oletame vastuväiteliselt, et suhteliselt kom­
paktne hulk K ruumis X ei ole tõkestatud. Valime mingi 
elemendi cx € X. Kuna K <£- Bsiis leidub |<^  
nii, et g ^ . Kuna K Bsiis leidub 
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nii, et ^2. Niiviisi jätkates leiame xKe kf 
nii, et gOcn,a.) > w ^ K e-IN, mistõttu 5 O*,-3-) Hulga 
K auhteline kompaktaua lubab eraldada jadast ix:*, koonduva 
osajada aeeX. Kauguse pidevuse tõttu 5 C36-^ *  ^
—^  g>(_^ cy<x), mis on vastuolus tingimusega _><a) <*?. 
Lause on tõestatud. 
ülesanne. Tõestada, et iga Cauchy jada meetrilises ruu­
mis on tõkestatud. 
Lauae. Suhteliselt kompaktse hulga sulund on kompaktne, 
Tõestus. Et hulga sulund on alati kinnine, siis piisab 
tõestada, et suhteliselt kompaktse hulga K sulund K on 
suhteliselt kompaktne. Vaatleme suvalist jada K . Va­
lime K } WE IN, nii, et O. Hulga K suhte­
lise kompaktsuse tõttu võime leida jada osajada, a.t. 
võime leida lõpmatu osahulga N/ a N nii, et ui ^ —> x.. 0 weN 
Kuid siis saame võrratuse abil,et 
x . 
Lause on tõestatud. 
Lause. Kompaktne meetriline ruum on täielik. 
Tõestus. Eelduse kohaselt saab igast Cauchy jadast eral­
dada koonduva osajada. Kui aga Cauchy jada mingi osajada 
koondub, siis koondub ka jada ise. 
Definitsioon. Olgu X meetriline ruum ja E > O . Hulga 
A X C -võrguks nimetatakse hulka B<^X, mille puhul 
iga XEA korral leidub B nii, et ^ . 
Geomeetriliselt võib asjaolu, et hulk B on C.-võrguke 
hulgale A , iseloomustada sisalduvusega A C). 
Näiteks, kui £. > ~} siis täisarvude hulk Z on 
C -võrguks ruumile IR (ka igale osahulgale A C (R sest 
vahemikud katavad ruumi |R . 
Teoreem (Hausdorffi teoreem). Meetrilise ruumi X osa-
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hulga K suhteliseks kompaktsuseks on tarvilik ning ruumi 
X täielikkuse korral ka piisav, et iga £ > O korral lei­
duks hulgale K lõplik C-võrk. 
Tõestus. Tarvilikkus. Olgu hulk K suhteliselt kompakt­
ne. Oletame vastuväiteliselt, et leidub S > O, mille kor­
ral lõplikku £ -võrku ei eksiteeri. Valime vabalt xA e k . 
Siis leidub .nii, et se9t vastasel 
juhul , 3C-i}< £ iga xfeK korral ja hulk oleks 
uheelemendiline £ -võrk. Edasi leidub K nii, et 
g>(x.sy^ y) C- ja (vastasel juhul oleks suva­
lise elemendi x&k korral ^ C*v£ voi 
mis tähendaks, et hulk oleks lõplik Z -võrk).Kii 
jätkates leiame nii, et 
(^xÄ)xh.,)^  K/. Saadud jada rahuldab tingi­
must ^ kui K^WX. Selle jada ükski osajada ei 
ole fundamentaalne, mistõttu temast ei saa eraldada koondu­
vat osajada. See on aga vastuolus hulga k suhtelise kom­
paktsusega. 
Piisavus. Olgu ruum X täielik. Eeldame, et iga £>0 
korral leidub hulgale K lõplik Z -võrk. Valime jada 
£k>0,€.*->0. Vastavalt igale arvule Z^ moodustame lepliku 
Zw -võrgu & seega K U vv = AJ 2, ... . 
0 
" 
Vaatleme jada k. Et dck € U B^s^kui icfe IM, 
siis vähemalt üks kera *4),^ 6,,, sisaldab jada 
mingit osajada x<yvcG N1 (kus C IN). Et 
u B^A^kui vceN1v siis leiduvad « ja N c: 
C. n, nii, et jada xKjk€ sisaldub keras 
Niiviisi jätkates leiame lõpmatud hülged K/^ ja elemendid 
^Kn^f N^... 2> IVad .. ja 
kui weN. Moodustame nüüd jada kus x k 6 
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C J"XL„. : kfc on suvaline, : te on valitud 
nii, et vcx > vcA • üldiselt, [x.,,.: tee KJ^ on valitud 
nii, et x*. > te . Jada on esialgse jada osajada. 
Seejuures (kui näiteks ^  > w) g> > =c<y^)š ^ ^  w)-h 
+ 9 C x  * ^ O, kui w,irw -><*>. Ruumi X täielikkuse 
tõttu jada koondub. Niisiis on K suhteliselt kom­
paktne. 
Teoreem on tõestatud. 
Hausdorffi teoreemi abil lahendub lihtsalt järgmine 
ülesanne. Näidata, et kompaktne meetriline ruum on sepa­
raabel. 
Järgmine lause võimaldab Hausdorffi teoreemi kasutada 
kujul, kus piisavuse osas on lõplik Z -võrk asendatud suh­
teliselt kompaktse Z-võrguga. 
Lause. Hulgal meetrilises ruumis on iga C >0 korral 
lõplik £ -võrk parajasti siis, kui tal on iga Z >0 korral 
suhteliselt kompaktne £ -võrk. 
Tõestus. Kuna iga lõplik hulk on kompaktne, siis jääb 
toestada, et suhteliselt kompaktse £ -võrgu olemasolust mis­
tahes £>0 korral järeldub ka lõpliku £ -võrgu olemasolu. 
Valime vabalt £ > O. Leiame vaadeldavale hulgale A suhte­
liselt kompaktse —• -võrgu B ? s.t. iga oceA korral leidub 
B nii, et g(:x, ^ )< . Et B on suhteliselt kompaktne, 
siis tal on lõplik ~ -võrk C, s.t. iga ^ e B korral leidub 
€C nii, et g>Seega iga x eA korral leidub 
nii, et < £. Seega on C hulgale 
A lõplik £-võrk. 
Järgnevalt leiame hulga suhtelise kompaktsuse kriteeriume 
mõningates konkreetsetes meetrilistes ruumides. Hausdorffi 
teoreem on ka kriteerium hulga suhteliseks kompaktsuseks,kuid 




Eespool põhjendasime juba, et hulk ruumis IK on suhteli­
selt kompaktne parajasti siis, kui ta on tõkestatud. Prae­
gu laiendame selle kriteeriumi ruumidele ja ip, edas­
pidi näeme, et ta üldistub ka kõikidele lõplikumõõtmeliste­
le normeeritud ruumidele. 
Lause. Ruumides ja on hulk suhteliselt kom­
paktne parajasti siis, kui ta on tõkestatud. 
Tõestus. Suhteliselt kompaktne hulk on alati tõkestatud, 
seepärast tõestame, et antud juhul kehtib ka vastupidine 
väide. Oletame, et hulk K on tõkestatud, s.t. leidub kera 
B (a.,rv)_> milles sisaldub K . Vaatleme jada = Ky 
< e (Vi . Arvjada  ^ e W, on tõkestatud, sest kui 
CL aiia | £« - *, U ^ Eralda:ne 
jadast £ * , vc e IN , koonduva osajada, s.t. leiame lõpmatu 
hulga N/^ClN nii, et li JZkT ' Järgnevalt vaatleme ja­
da . Kuna ka arvjada vc e N1y> on tõkestatud, 
siis leidub N. c. t\l. nii, et > £ samuti toimub 
koondumine feH> ^üvüai jätkates leiame lõpuks 
•• ni1» et ^ ^ Šk- Seega 
ttkc x ~ cli , - v) . 
Lause on tõestatud. 
Vaatleme veel hulga suhtelise kompaktsuse kriteeriumi 
ruumis C [<skL Eelnevalt tutvume paari selleks vajamineva 
mõistega. Koosnegu hulk A lõigul [>,*>] määratud funkt­
sioonidest. 
Definitsioon, öeldakse, et funktsioonide hulk A on 
ühtlaselt tõkestatud (funktsioonid hulgast A on ühtlaselt 
tõkestatud), kui leidub arv M nii, et M iga 
aceA ja iga korral. 
44 
Definitsioon, öeldakse, et funktsioonide hulk A ON 
vordpidev (funktsioonid hulgast A on võrdpidevad), kui iga 
£ >0 korral leidub <5"> O nii, et | =c(4,)- € , kui 
j a  ^ ^  A . 
Kui hulk A koosneb ühest funktsioonist-^ siis hulga A 
võrdpidevus tähendab selle funktsiooni ühtlast pidevust 
l õ i g u s  [ .  
Teoreem (Arzelä-Ascoli teoreem). Hulk ruumis C [  
on suhteliselt kompaktne parajasti siis, kui ta on ühtla­
selt tõkestatud ja vordpidev. 
Tõestus. Tarvilikkus. Olgu hulk A C C C°-,> ^ 3 suhteli­
selt kompaktne. Pidades silmas, et iga C >0 korral on hul­
gal A olemas lõplik £ —võrk, vaatleme tema \ —võrku 
{ ^ae*,1^. Kui nüüd xe A, siis leidub nii, et 
0 (3c; x.;) = rvvo-ac | 3cOO-^ -:(i)|< "1, millest saame, et 
i =c(-t)| ^  i =co)-^ c(-t)| + | *c(+)|^  \ + vwo.x *wax 1 
4 4 v&vv 0.5.4. < t 
iga korral,  s.t.  hulga A funktsioonid on 
ühtlaselt  tõkestatud. 
Näitame hulga A võrdpidevust. Anname vabalt ette z >0. 
Moodustame hulgale A lõpliku -võrgu { 3c . 
Funktsioonid on ühtlaselt pidevad lõigus 4>] t see­
pärast leiduvad <T->0 nii, et kui | \ < <5~: , siis 
\ ac c (-t,) — "f" • °lgu Siis 
korral | ("0"~ XI ("^ a.) 1 ^  T"' ~ ^  ^°lgu xt A suva­
line funktsioon. Valime X t- nii, et G (DC, Kui nüüd 
1 3üs 
i ^(^o- *oo| ^ i *.(±i)~ ^ cc-ti)| + 
+ I X;(V)- x:^)| + lxc(-fc2)~ x(-bz)|< e. 
Piisavu3. Tõestame piisavuse juhul, kui koos­
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neb loigus [>, <=3 pidevatest reaalsete väärtustega funkt­
sioonidest. Komplekssete väärtustega funktsioonide korral 
võib kasutada alljärgnevat tõestust samaaegselt reaal- ja 
imaginaarosa jaoks. 
Olgu hulk A ^ C.[<*,<>] ühtlaselt tõkestatud ja vordpi­
dev. Näitame, et iga Z>0 korral leidub talle lõplik 
£ -võrk. Anname vabalt ette £>0. Hulga A ühtlase to-
kestatuse tõttu leidub M nii, et kui A, siis 
|ac(-fc)|$M iga -te{L a>*°3 korral, s.t. funktsioonide 
x:eA graafikud paiknevad ristkülikus t=3 x  C"~ ^ / ^3 • 
Kui vaja, siis suurendame arvu M nii, et mahuks lõi­
ku [ 0, M] täisarv kordi. Hulga A võrdpidevus võimaldab 
leida <£ nii, et kui |  -fc -  1 |  < siis |  X(-tr)- DC. 
< j  kõikide xe A korral. Olgu SL = selline, et 
2v< = o. + L L, C = O,..., w . Sellega on jaotatud 
osalõikudeks + mille pikkused on väiksemad 
M 
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ga paralleelsed sirged, 
jaotame ristküliku 
0 a=t0 t, tg, % x  väikes­
teks ristkülikuteks.. 
Olgu B c C [«x>3 kõik-
2C€Ä võimalike pidevate 
<y€ B funktsioonide hulk,mis 
läbivad väikeste rist-
-m- külikute tippe ning 
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raia on lineaarsed igas osaloigus (A: ^ -m ] • sel8e» et 
hulk B on lõplik. Näitame, et B on hulgale A €. -võrk. 
Vaatleme suvalist funktsiooni xeA ning valime teda la­
hendava funktsiooni ^ e B nii, et iga u = Q, korral 
oleks punktile (-fc - f * (-t;)) võimalikult lähe­
dal. Sellega saavutame, et | *-(*;)- 1+ / v = O,... , k 
ja Kui nüüd 
4. 6<,] ja -fc- on talle lähim lõigu jaotuspunkt, 
siis |3c(Ar)~x(-t;)|< sest K < <£• Kuna 
| siis | * -lj" • Järelikult 
1 x(-b) - ^(*)| £ l *0) - ^0;)) "+ i *(*:)- -t 
t~ + TT = 
mistõttu $ = "vvä-'x: 1 *00" €-
Teoreem on tõeatatud. 
<§ 9 . Topoloogiliaed ruumid 
1. Topoloogilise ruumi mõiste. Paljudes matemaatika ha­
rudes tekivad probleemid, mis on seotud piirprotsessiga,kuid 
mida ei õnnestu rahuldavalt lahendada meetriliste ruumide 
teooria raames. Tihti on siis kasutatav meetrilistest ruumi­
dest palju üldisemate topoloogiliste ruumide teooria. 
Definitsioon. Hulka X nimetatakse topoloogiliseks ruu­
miks, kui temas on valja eraldatud osahulkade süsteem T , 
mis rahuldab tingimusi: 
(G1) Xef (tühi hulk ja terve ruum kuuluvad süs­
teemi f ); 
(G2) kui siis U (süsteemi T kuulu­
vate hulkade ,-nistahes ühend kuulub sinna); 
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(Gä) kui ..., €T, aiia 0 G- e t (auateemi nr 
kuuluvate hulkade lõplik ühisosa kuulub sinna). 
Osahulkade süsteemi f• nimetatakse topoloogiaks ja temasse 
kuuluvaid hulki lahtisteks. 
Näited. 1) Meetrilise ruumi lahtised hulgad moodustavad 
topoloogia. 
2) Täpselt samuti, nagu meetrilises ruumis, saab defi­
neerida lahtised kerad ja lahtised hulgad poolmeetrilises 
ruumis. Ka poolmeetrilise ruumi lahtised hulgad moodustavad 
topoloogia. 
3) Olgu T^£0,X],see on topoloogia hulgas X mil­
les on kõige vähem lahtisi hulki; öeldakse, et see on nõrgim 
topoloogia hulgaa X. 
4) Olgu lr=:^A:AcX] hulga X kõigi osahulkade süs­
teem. Ka hulga X diskreetne meetrika annab sama topoloogia, 
sest diskreetses meetrilises ruumis on kõik hulgad lahtised. 
Selle nn. diskreetse topoloogia korral on ruumis X lahtisi 
hulki kõige rohkem, seepärast nimetatakse teda tugevaimaks 
topoloogiaks hulgas X. 
Me nägime, et iga meetriline ruum on ühtlasi ka topoloo-
giline ruum. Vastupidine väide aga ei kehti, nagu näitab 
Ülesanne. Olgu antud kaheelemendiline hulk X = ^Q-y)  ^ 
Tõestada, et X °n topoloogiline ruum topoloogiaga f — 
= X ^  . Tõestada, et see topoloogiline ruum ei ole 
meetriline ruum (s.t. ruumi X ei saa muuta meetriliseks 
ruumiks nii, et Tr osutuks tema lahtiste osahulkade süstee­
miks). 
2. Hulgad topoloogilistes ruumides. Paljud meetrilise 
ruumi põhimõisted on uldiatatavad topoloogilisse ruumi.To— 
poloogilises ruumis defineeritakse need mõisted reeglina 
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nii, et nad meetrilises ruumis kui topoloogilises ruumis 
langeksid kokku meetrilises ruumis juba olemasolevate mõis­
tetega. 
Definitsioon. Hulka topoloogilises ruumis nimetatakse 
kinniseks, kui tema täiend on lahtine. 
Kinnistel hulkadel topoloogilises ruumis X on järgmi­
sed põhiomadused: 
(F1) 0 X on kinnised; 
(F2) kui hulgad on kinnised, siis 0 on kin­
nine; 
(F3) kui hulgad F„ , — , F^ on kinnised, siis U F-
on kinnine. 
Need omadused järelduvad lahtiste hulkade põhiomadustest 
(G1) — (G3) ja hulgateoreetilistest võrdustest 
x\(yA„)= n(xVv), x\(qa<)-u(x\a^). 
Nüüd on näha, et topoloogilise ruumi mõiste võib anda 
ka kinniste hulkade kaudu: hulka X nimetatakse topoloogi-
liseks ruumiks, kui temas on välja eraldatud nn. kinniste 
osahulkade süsteem, mis rahuldab tingimusi (F1) — (F3). 
Definitsioon. Olgu X topoloogiline ruum. Punkti x.e X 
ümbruseks nimetatakse suvalist hulka IA C X, mille puhul 
leidub lahtine hulk Gj nii, et x; e G C U. . 
Märgime, et kui UA ja Uz on punkti x ümbrused,siis 
ka Už on punkti x ümbrus. Tõepoolest, leiduvad lah­
tised hulgad ja G 4 nii, et x € C ja x: 6 G^ C 
C millest järeldub, et x€ G^ 0GX ^  U$, kusjuures 
G^OGj^ on lahtine. 
Definitsioon. Topoloogilise ruumi X elementi x nime­
tatakse hulga A CX puutepunktiks, kui elemendi x igas 
ümbruses leidub hulga A elemente. Hulga A kõigi puute-
punktide hulka nimetatakse hulga A sulundiks ja tähista­
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7 
ta kae A . 
Ülesanne. Toestada, et meetrilise ruumi osahulga sulund 
ühtib tema aulundiga meetrilises ruumis kui fcopoloogilises 
ruumis. 
Sulundil on järgmised põhilised omadused: 
(Cl) 0 = 0, 
(C2) A <2 A , 
(03) A = Ä, 
(C4) AUB=ÄUB. 
Ülesanne. Toestada sulundi põhiomadused (Cl) — (C4). 
Saab toestada, et hulk on kinnine parajasti siis, kui 
ta ühtib oma sulundiga. Ka sulundi mõiste kaudu on võimalik 
defineerida topoloogiat: kui hulga X igale osahulgale A 
on seatud vastavusse hulk A X (ütleme, et on antud su-
1undamise operaator ehk sulundamine) nii, et on rahuldatud 
tingimused (Cl) — (C 4) , siis hulgad Fc X; mille korral 
F = F rahuldavad tingimusi (IM) — (F3), s.t. määravad 
topoloogia kinniste hulkade kaudu. Seejuures niiviisi defi­
neeritud topoloogilises ruumis X hulga sulundi võtmine 
ühtib algselt olemasoleva sulundamisega. 
Definitsioon. Topoloogilise ruumi osahulga A elementi 
a. nimetatakse hulga A sisepunktiks, kui A sisaldub hul­
gas A koos mingi oma ümbrusega. Hulga A sisemuseks ni­
metatakse tema koigi sisepunktide hulka. 
Definitsioon. Topoloogilise ruumi X elementi nimeta­
takse hulga AcX ra japunktiks, kui tema iga ümbrus sisal­
dab nii A kui ka X\A punkte. Hulga A rajaks nimeta­
takse tema koigi rajapunktide hulka. 
Enamik hulkade sulundi, sisemuse ja raja kohta käivaid 
väiteid, mida esitasime meetrilistes ruumides (täpsemalt, 
koik väited, mida saab sõnastada ilma kaugust, jadade koon­
duvus t või kerasid kasutamata), on vahetult tõestatavad ka 
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topoloogiligtes ruumidea. 
Topoloogiligt ruumi on võimalik, defineerida ka elementi­
de ümbruste süsteemi, elemendi hulgale puutepunktiks olemi­
se ja hulga sisemuse võtmise kaudu. 
3. Koonduvus topoloogillses ruumis. Koonduvueteooriat 
topoloogilistes ruumides ehitatakse üles enamasti kas suuna­
tud pere või filtri mõistele toetudes. 
Definitsioon. Hulka OL nimetatakse suunatud hulgaks, 
kui temas on antud seos > (s«t. on antud osahulk 3D C 
Cl&txOly kus (<x^ (?>_)€3) korral kirjutatakse ^ p> ), mis 
rahuldab tingimusi: 
1) kui siis ^ 
2) kui °< ^  p> ja 2; siis  ^, 
3) iga korral leidub y- e Oi nii, et ^ ja 
Suunatud hulkade faäited. 1) Naturaalarvude hulk !N loo­
muliku järjestuse mõttes. 
2) Ruum IR"- järjestusega ( ^ pa­
rajasti siis, kui iga 1=4/...,^ korral. 
3) Suvalise hulga osahulkade hulk, kusjuures A >6> pa­
rajasti siis, kui A ^  . 
4) Suvalise hulga lõplike osahulkade hulk, kusjuures 
parajasti siis, kui A B . 
5) Topoloogilise ruumi punkti ümbruste hulk, kusjuures 
U ,  ^  V  p a r a j a s t i  s i i s ,  k u i  i i  c V .  
Definitsioon. Suunatud pereks ehk pereks hulgas X ni­
metatakse kujutust ,ckeOt (lühemalt, ) ehk ), 
mille määramispiirkond Oi on suunatud hulk ja väärtused 
kuuluvad hulka X. 
Kui suunatud hulgaks (% on naturaalarvude hulk ||\J ^ 
siis suunatud pereks on jada. 
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Meetriliste ruumide korral me nägime, et hulk on kinni­
ne parajasti siis, kui ta sisaldab kõik temasse kuuluvate 
koonduvate jadade pilrelemendid. Topoloogilistes ruumides 
•ee viide üldiselt ei kehti, mistõttu topoloogiliste ruumi­
de uurimisel jadadel erilist tähtsust ei ole. 
Definitsioon, öeldakse, et pere x.< ^ =k e01^ topoloogili-
aes ruumis X koondub elemendiks sceX, ehk on pere 
piirelement, kui elemendi x iga umbruse LI korral 
leidub <k0€ OL nii, et kui °<0, siis ^ ^  • 
Pere ^ e 01, piirelement id e hulka tähistatakse 
Lwv x, või Uvw . Kui Ä-Cwv ^  siis kirjutatakse 
o<€ot 
Lv Wv X ^ ~ X . 
Lause. Element x kuulub hulga A sulundisse parajas­
ti siis, kui leidub pere, mille liikmed on hulgas A ja mis 
koondub elemendiks x.. 
Tõestus. Kui taoline pere leidub, siis x on hulga A 
puutepunkt ja seega xe A. Kui aga x e A , siis vaatleme 
punkti x ümbruste süsteemi suunatud hulgana, kus ümb­
ruste U. ja V korral U ^-V tähendab, et U C V. Pere 
^xu>U€<U>kus xu on hulga AH U. suvaline punkt, koon­
dub elemendiks x. 
Järeldus. Hulk topoloogilises ruumis on kinnine para­
jasti siis, kui ta sisaldab koos iga temasse kuuluva perega 
(s.t. pere liikmed kuuluvad sellesse hulka) ka koik selle 
pere plirelemendid. 
Märgime, et igat topoloogiat on võimalik maärata koon­
duvate perede abil, s.t. saab anda perede klassi, mida loe­
takse koonduvateks, nende abil (tuginedes ülaltoodud lause­
le) defineerida hulga sulundamise, millega tekibki esialg­
sega ühtiv topoloogia. 
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Definitsioon. Filtriks hulgas X nimetatakse hulga X 
osahulkade süsteemi 1r ) mis rahuldab tingimisi: 
d 
2) kui A,BeT Bils A(1B€T; 
3) kui AeT ja AcrB^X, siis B £ ^  
Näited. 1) Kai X 5*0, siis filtriks on { X). 
2) Väline hulgas X osahulga A~£ $. Filtriks on 
{Bc X : Ac B] — kolk hulka A sisaldavad oeahulgad. 
3) Kui X on lõpmatu hulk, siis filtrika on koigi tema 
lõplike osahulkade täienditest koosnev süsteem. Juhul X = (W 
nimetatakse taolist filtrit Frechet' f i ltriks. 
4) Kui X on topoloogiline ruum, aiis filtriks on fik­
seeritud elemendi kõigi ümbruste süsteem. 
Definitsioon, öeldakse, et filter 'J' topoloogilisea 
ruumis X koondub elemendiks oce X ( *. on filtri  ^  piir­
element), kui punkti x. iga ümbrus kuulub filtrisse T. 
Filtri T piirelementide hulka tähistatakse '3\ 
Järgnevalt selgitame filtrite ja perede vahekorda tcpo-
loogilises ruumis koonduvuse seisukohalt. 
Olgu pere topoloogilises ruumis X. Definee­
rime süsteemi 3^ kuhu kuuluvad koik hulgad AcX järgmi­
se omadusega: hulgale A leidub <*?0e ©l nii, et kui <*: 
siis A (s.t. iga A eT korral leidub U. 0  nii, et 
U { ) c: A). Siis 7 on filter ning Ž.Cvw 3 r= iCvw . 
« >°<o q< e ov 
Olgu 7 filter topoloogilises ruumis X . Defineerime 
Oi kui koigi selliste paaride A) hulga, kus xe Ae 
e'? Järjestuse (pcA  , A„ ) ,  A^X kui A,, C A z  suhtes 
on OI suunatud hulk. Vaatleme peret kuä = x  ^  kui 
-=(xy a)^ ot . siis iv vw 3c ^  
<*e oi 
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4. Eralduvuse aksioomid, Piirprotseesi omadusi topoloo­
gilises ruumis on võimalik täpsemalt kirjeldada, kui ruu­
milt nõutakse nn. eralduvuse aksioomide täidetust. 
Topoloogilist ruumi X nimetatakse -ruumiks,kui iga 
kahe erineva elemendi re^eX korral vähemalt ühel neist 
leidub ümbrus, mis teist elementi ei sisalda. 
Topoloogilist ruumi X nimetatakse —ruumiks, kui 
iga kahe erineva elemendi :x ^ 5. X korral mõlemal neist 
leidub ümbrus, mis teist elementi ei sisalda. 
Näide. Kui X ~ on kaheelemendiline hulk, siis to­
poloogia T - | Xj puhul on tegemist ;0-ruumiga, aga 
mitte i-ruumiga. 
Topoloogilist ruumi X nimetatakse ,z -ruumiks ehk 
eralduvaks ruumiks ehk Hausdorffi ruumiks ehk separaatseks 
ruumiks, kui igal kahel erineval elemendil x^fcX leidu­
vad mittelõikuvad ümbrused. 
Näide. Olgu X lõpmatu hulk. Loeme temas lahtisteks 
kõik lõplike hulkade täiendid (X kaasa arvatud) ja tühja 
hulga 0. Saadud topoloogiline ruum on —ruum,kuid mit­
te -ruum, sest ühelgi erinevate elementide paaril ei 
leidu mittelõikuvaid ümbrusi. 
Näiteks -ruumist sobib iga meetriline ruum,sest kui 
dc siis a = korral B(x,a) 0 B (^ 0 = 0. 
Märgime, et poolmeetriline ruum ei tarvitse olla isegi 
T0-ruum, sest kui ^ ^  ja siis kõik kerad 
B(*vri) ja sisaldavad mõlemat elementi x 
ja ^ 
Topoloogilist ruumi X nimetatakse regulaarseks, kui 
iga DCeX ja iga kinnise hulga FcX korral, kus F, 
leiduvad mittelõikuvad lahtised hulgad Q ja G,. nii, et 
x e G„ ja Fc (^r Regulaarset -ruumi nimetatakse 
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T3 -ruumika. 
Topoloogilist ruumi X nimetatakse normaalseks,kui iga 
kahe mittelSikuva kinnise hulga X ja C X korral 
leiduvad mittelõikuvad lahtised hulgad G\A ja nii, et 
F1 c G 1  ja FicGa. normaalset -ruumi nimetatakse 
T, -ruumiks. 
Märgime toestuseta, et iga meetriline ruum on ~T^ -ruum. 
Pole raske näidata, et -ruumis koik üheelemendilised 
hulgad on kinnised. Seetõttu on selge, et iga TLj -ruum on 
T5 -ruum ning T^-ruum on Tx -ruum. (On täiesti ilmne, et 
l^-ruum on -ruum ja -ruum on t Q -ruum). Saab 
konstrueerida I z-ruume, mis ei ole T3 -ruumid, samuti 
~Iä-ruume, mis ei ole \ ^  -ruumid. 
Topoloogilises ruumis ei tarvitse pere (sealhulgas ja­
da) või filtri piirelement olla ühene. Näiteks nõrgima to­
poloogiaga ruumis X, kus T = X}, on mistahes pere või 
filtri piirelementideks kõik ruumi X elemendid. 
Lause. Topoloogiline ruum on Hausdorffi ruum parajasti 
siis, kui iga pere või filter saab koonduda ülimalt üheks 
elemendiks. 
Toestus. 1) Olgu X Hausdorffi ruum. Oletame, et pere 
koondub elementideks x. ja ^, kusjuures DC / ^. Leia­
me elementide x ja ^ ümbrused ja U. z nii, et 
UAn U.^-0. Siis leiduvad ja nii, et kui 5. , 
siis e U,,,, ja kui siis x.^  <s Ur Valime •v Q 
nii, et °c0 >, <^1 ja >, Uz. Siis e li,, 0 mis on 
võimatu. 
2) Oletame, et X ei ole Hausdorffi ruum. Olgu x,^ £ 
e. X sellised, et x ^ ning elemendi x iga ümbrus II 
lõikub elemendi m iga ümbrusega V. Siis filter T = 
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Ac X : leiduvad elementide x Ja ^ ümbrused V- j*-
V nii, et IA D V^Aj sisaldab kõik elementide ja ^ 
ümbrused, s.t. kopndub elementideks x. ja ^. 
Lause on tõestatud. 
5. Kompaktsus topoloogilises ruumis. Matemaatilise ana­
lüüsi kursusest on tuntud Heine—Boreli—-Lebesgue1 i lemma: 
lõigu igast lahtisest kattest saab eraldada lõpliku osa-
katte. See asjaolu on aluseks kompaktsuse mõistele topo­
loogilises ruumis. 
Topoloogilise ruumi X osahulga A katteks nime­
tatakse osahulkade A^C X süsteemi, mille puhul A V A^,. 
Katet nimetatakse lahtiseks, kui kõik kattesse kuuluvad 
hulgad Aoi on lahtised. 
Definitsioon. Topoloogilist ruumi nimetatakse kompakt­
seks, kui tema igast lahtisest kattest saab eraldada lõp­
liku osakatte. 
Märgime tõestuseta, et meetriline ruum on kompaktne 
(s.t. igast tema elementidest moodustatud jadast saab eral­
dada koonduva osajada) parajasti siis, kui ta on kompaktne 
topoloogilise ruumina. 
Definitsioon. Antud hulga osahulkade süsteemi nimeta­
takse tsentreerituks, kui tema mistahes lõplikku osasüs-
teemi kuuluvate hulkade ühisosa ei ole tühi. 
Teoreem. Topoloogiline ruum on kompaktne parajasti 
siis, kui tema mistahes kinniste osahulkade tsentreeritud 
süsteemi kuuluvate hulkade ühisosa ei ole tühi. 
Tõestus. 1) Olgu X kompaktne. Eeldame, et kinnised 
hulgad moodustavad tsentreeritud süsteemi. Kui oleta­
da, et n - 0 J Siis X\(f| Ft)= u(x\f^) = X. Seega moo­
dustavad hulgad X \ V"^ ruumile X lahtise katte. Eralda­
me temast lõpliku osakatte X\F* X\ Fo<^ , s.t. 
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_ U  ( X \  F « ; > X .  3 1 1 .  aga .n F„. = X \(.U(X \ F.,.)) = 0, 
mis on vastuolue süsteemi tsentreeritusega. 
2) Oletame, et X ei ole kompaktne. Vaiime ruumile X 
lahtise katte (siis U X ), mille ükski lõplik osa 
ei kata ruumi X  ^  s.t. X \ ( U A ^ . ) ^  
. vv v _ 1  
^ 0 .  Kuna F) (X \ A ^  -)# 0, aiis hulgad XXA^ moodusta-
v 
vad kinniste hulkade tsentreeritud süsteemi. Seepärast 
nfXXA*)^ ning Järelikult U A* = X\(f) (X \ A^)) / X, 
o< ' "• ^ 
mis on vastuolue vordusega U A^ =• X. 
Teoreem on tõestatud. 
8 57 
II Pidevad operaatorid meetriliatea ruumidea 
§ I. Operaatoritega seotud põhimõisted 
Matemaatilisest analüüsist tuntud funktsiooni mõistest 
on vaija kasvanud temast palju üldisem mõiste — operaator. 
Mitmesugustes ruumides tegutsevad operaatorid ja nende oma­
dused on üks olulisemaid funktsionaalanalüüsi uurimisvald­
kondi. 
Definitsioon. Kui on antud eeskiri £ , mis seab hulga X 
igale elemendile cc vastavusse hulga V kindla elemendi 
siis öeldakse, et on defineeritud operaator ^ ? ja kirjuta­
takse | : X —» >* või ^ 10* ), x.<sX } või ^ = ^x. ,z>ceX>. 
või ^ : x. —> ^  > x: e X. 
Operaatori asemel räägitakse ka kujutusest voi teisendu­
sest, samuti funktsioonist• 
Hulka X nimetatakse operaatori ^ määramispllirkonnaks. 
öeldakse, et operaatori & väärtuste piirkond asub hulgas 
Elementi ^ nimetatakse elemendi x. kujutiseks, 
elementi x, nimetatakse elemendi ^ originaaliks. Kui A^-X, 
siis hulka ^(A) = { ^ e ^  : ^  - ^(x)y3ceA^ nimetatakse 
hulga A kujutiseks. Kui aga B <1 ^ , siis hulka = 
ä ^ x.eX : nimetatakse hulga £> originaaliks. Võib 
juhtuda, et ^ \e>) = 0, kuigi B ^  näiteks ^  ; R |R 
puhul Av-w " ('[2.^3^) — 0 . 
Hulkade kujutistel on järgmised põhilised omadused: 
1) W) = 0, f(x)c v, 




ülesanne. Tõestada omadused 2)—4) ja leida näide ope­
raatorist, kus Omaduses 4) ei ole võrdust. 
Hulkade originaalidel on järgmised põhilised omadused: 
i) jf<»=x, 
8) kui c B-L , siis f %'X k ), 
3) rcuB„)= urou, 
*> f"(Q B„)-Q 
5) FX>\ B) = X \ 
ülesanne. Tõestada originaalide omadused 2)—5). 
Kujutise ja originaali järjestikust võtmist iseloomus­
tavad järgmised omadused: 
1) kui A C X, siis A C 
2) kui B C X  siis C2 B .  
Nendest omadustest järeldub kohe, et 
J((AK F \&) 
ülesanne. Tõestada omadused l) ja 2) ning leida näited 
operaatoritest nii, et nendes omadustes ei oleks võrduseid. 
Definitsioon. Operaatorit ^ : X —> N nimetatakse in-
jektiivseks (uksuheseks), kui  ^ korral  ^ 'fC**) 
(ehk, teisiti öeldes, tingimusest — |(x^ järeldub, 
et = xz )» s»t. ühelgi elemendil hulgast V ei ole üle 
ühe originaali. 
Definitsioon. Operaatorit ^ X —5> 2V nimetatakse sür-
jektiivseks (pealekujutuseks), kui ^ (X ^ , s«t. igal 
elemendil hulgast V leidub originaal. 
Definitsioon. Operaatorit ^ : X —» ^  nimetatakse bi-
jektiivseks (üksüheseks vastavuseks), kui ta on injektiivne 
ja sürjektiivne, s.t. igal elemendil hulgast y leidub pa­
rajasti üks originaal. 
Kui operaator ^ : X —>V on bijektiivne, siis saab de­
fineerida poördoperaatori y—>, )( . see on operaator, 
mis igale elemendile -j e V seab vastavusse tema originaal-
x t X , s»t. 
= ^  <^> ^ = 
Seetõttu, kui öeldakse, et operaatoril ^  on olemas pöord-
operaator voi ^ on pööratav, mõeldakse selle all, et ^ on 
bijektiivne. 
Operaatorite : X —) ^ ja ^ ^ ~> ~Z korrutiseks ehk 
kompositsiooniks nimetatakse operaatorit, mis igale elemendi­
le :c £ X seab vastavusse elemendi ^ (=|C*))• Korrutist 
tähistatakse või ^ ° > seega 
(a*)W-<HX->= i f tW)  v^ex.  
Operaatorite korrutise mõiste üldistab matemaatilisest ana­
lüüsist tuntud liitfunktsiooni mõistet. 
Operaatorit I : X —5>X, mis on defineeritud võrdusega 
J ^  = ^ xeX; nimetatakse ühikoperaatoriks. Poördope­
raatori definitsioonist on selge, et ^ ^ = I ja 
4 T =  i -
Lause. Kui ^ : X—ja ^ ^  X ning ^ - J ja 
^ - I y siis on olemas Jj!-1 ning ^ . 
Toestus. Operaator ^ on injektiivne, sest kui ^ 
= 
- ^ (»•»), •"« ^ = (3 4Xx-) = a($(*0) = g $(*•»))= 
= 
 ^)(x2.) = 2- • Operaator  ^ on sür jektiivne, sest iga 
korral % (g ( 3)) = (^) (3) 
= 
g . Kuna ^ on bl-
jektiivne, siis on olemas V —> X . Seejuures 
r =  n w - c r u a - a -
Lause on tõestatud. . 
Järeldus. Kui operaator Jj on pÖÖratav, siis on pööratav 
ka tema pöördoperaator ^ ning ^ ^ 
Tõestuseks rakendame lauset eeldustel ^  ^=1 ja - J 
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§ 2. Pidevad operaatorid meetrilistes ruumides 
Meenutame, et matemaatilises analüüsis nimetatakse funkt­
siooni ^ pidevaks punktis CL, kui iga £ > O korral leidub 
6~> 0 nii, et kui \ ^ - «- | <cT, siis | \ < ^ • 
Olgu X ja y meetrilised ruumid. 
Definitsioon. Operaatorit ^ : X—•>V nimetatakse pide­
vaks punktis <x e X , kui iga Z > O korral leidub <^>0 
nii, et kui (x, «-)< <T, siis y (x), ^(<=*-)) < 8 . Ope­
raatorit ^ : X —> ^  nimetatakse pidevaks, kui ta on pidev 
ruumi X igas punktis. 
On selge, et operaatori ^ pidevus punktis a. tähendab 
järgmist: iga £ > O korral leidub S> O nii, et 
|( 6 (a ^ C B^)^) ehk, mis on selle sisalduvusega sa­
maväärne, C ^ 1( B>(^J-(°-), £-)). 
Teoreem. Operaator ^ : X —* y on pidev punktis cx e X 
parajasti siis, kui mistahes koonduva jada ^ cx. kor^-
ral —* f(°-)-
Toestus. l) Olgu operaator ^ pidev punktis cx. . Siis 
iga £ > O korral leidub > O nii, et vorratuseat 
g> (x,a.)< S järeldub võrratus ^ (^-(-x), |(<\))< £ . Vaat­
leme koonduvat jada xft-ia. Koonduvuse tõttu leidub N nii, 
et kui w > K/, siis (x w ,cx)< ö . Kuid siis 
s  (¥<>-), K^)) < ? - S e e g a  
2) Eeldame, et x^-ja korral ^ (* ~) —) . Oletame 
vastuväiteliselt, et operaator ^ ei ole pidev punktis ou. 
Siis leidub OO nii, et iga cT ;> O korral leidub x r, 
mille puhul  ^ , «-)<S, kuid 5> (f (xj')y -f C^ )) ^  8 , 
Valime jada —) O (näiteks = A_) ning vastavad 
elemendid , mille korral ^ (x ^ < o w ^ aga 
5>(Kx-), ^ £ • Siis aga ^(Xv.)-A |(<\). 
Teoreem on tõestatud. 
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Teoreem* Operaator on pidev parajasti siis, kui lahtis­
te hulkade originaalid on lahtised. 
TSestus. 1) Olgu lj : pidev. Olgu hulk G C 
lahtine. Vaatleme suvalist elementi ou 6 ^ (G)- Siis 
e G5 ning hulga G lahtisuse tõttu leidub kera 
6 (%<&), C.) C G. Operaatori ^ pidevuse tõttu leidub kera 
g> (o. nii, et b (<x,<T)c ^ Seeparast 
^ C ^ ; s«t. element a. sisaldub hulgas ^ (G) 
koos teda ümbritseva keraga. Seega ^ (g) on lahtine. 
2) Eeldame, et ^ (G^ on lahtine alati, kui G* C V on 
lahtine. Valime vabalt cx 6 X ja £ >0. Kuna b s')c— V 
on lahtine, siis ^ XBC^O*-), C-)) on lahtine. Järelikult 
leidub punktil <x € ^ ümbrus B (°-, <j) nii, 
et B (<v£) C ^ s:)), mis tahendab operaatori ^ 
pidevust punktis cc . Kuna cleX oli suvaline punkt, siis ^  
on pidev. 
Teoreem on tõestatud. 
Teoreem. Operaator on pidev parajasti siis, kui kin­
niste hulkade originaalid on kinnised. 
Toestus. Vaadeldes kõiki kinniseid hulki F CZ y^ pane­
me tähele, et hulgad ^ \F esindavad parajasti kõiki lahti-
seid hulki ruumis V . Hulk X on kinnine parajas­
ti siis, kui hulk X \ ^ (f) = ^ 0>\F) on lahtine. Eelmise 
teoreemi põhjal aga on £ pidev parajasti siis, kui hulga 
>* \ F lahtisusest järeldub ^ \ F) lahtisus. 
Teoreem on tõestatud. 
Teoreem. Järgmised tingimused on samaväärsed: 
1) opei-aator ^:X—on pidev, 
2) iga AcX korral ^ (Ä) C -^(A)^ 
3) iga BdV korral ^(B) <2 
4) iga BcN korral Jf (B°) <T ( 
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T6estus. 1) 2). Eeldame, et ^ on pidev. Sisalduvu-
eest J?(A)c^) järeldub, et C-J ^ (A)j 
ning A <C 1(^(A)) tõttu A C St a6a ^(A) 
kinnisuse ja ^ pidevuse tõttu ^ on kinnine, siis 
Ä C JfXfäj)' mlllest j^ eldub, et (^Ä)c ^(f $(A)))c ^ (A). 
2) =^ 3). Valime vabalt B V ning rakendame hulgale 
A - tingimust 2). Siis 
mille abil saame C c ^(B)-
3)=^  4). Kui B siis tingimuse 3) põhjal 
^~A \ B>) CT \B) - Arvestades vSrdust B°= b>\ ^  \& 
(mille esitasime sulundi ja sisemuse mõistega tutvudes), 
saame nüüd 
f X & ° >  f X ^ \ ^ T B )  =  X \ ^ ~ \ r \ B ) < =  
c X \ ^"X^^E.3 = X\ X 
4) 1). Kui C\ ay on lahtine, siis G = G)°. Tingi­
muse 4) põhjal XC-,) c(j| (g))°, mistõttu  ^ 1(G) on 
lahtine. Seega on tõestatud, et ^ on pidev. 
Teoreem on tõestatud. 
Märkus*. Olgu X ja ^ topoloogilised ruumid. Operaato­
rit ^: X ~~*y nimetatakse pidevaks punktis cl £ X kui 
punkti iga ümbruse 17 korral leidub punkti cv. ümbrus 
<fli, nii, et  ^('^ y) c- ^  - Kui X ja ^ on meetrilised ruu­
mid, siis see definitsioon on samaväärne paragrahvi algul 
toodud operaatori ^ pidevuse definitsiooniga punktis <x : iga 
£>0 korral leidub d~> O nii, et ^ 
Operaatori pidevus topoloogilises ruumis defineeritakse samu­
ti nagu pidevus meetrilises ruumis—pidevusena ruumi igas 
punktis. Märgime, et topoloogilistes ruumides jäävad kehtima 
koik selle paragrahvi teoreemid ja nende toestused, kusjuures 
kõikjal, kus esineb jadasid, tuleb need asendada peredega. 
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§ 3. Banaohi püsipunkti printsiip 
Olgu X meetriline ruum. 
Definitsioon. Operaatori ^ : X —* X püsipunktiks nime 
tatakse sellist elementi X , et (**) = x.4. 
Teisiti väljendudes võime öelda, et operaatori X~»X 
püsipunktid on parajasti võrrandi "x. = lahendid. 
KSesolevas paragrahvis tõestame püsipunkti olemasolu ja 
ühesuse nn. ahendava operaatori korral. 
Definitsioon, öeldakse, et operaator ^ : X —> X on 
ahendav (ehk lahenemisoperaator ehk suruv operaator), kui 
leidub <fy< d nii, et 
9((('xf(a))< v^ex. 
Ahendavatest operaatoritest laiem klass on Lipschitzi 
tingimust rahuldavad operaatorid: leidub arv L nii, et 
Lipschitzi tingimust rahuldav ning seega ka ahendav ope 
raator on pidev, sest kui X-K—> cl s»t. g>(xKo.)—> Q} 
siis tingimuse 9 0*-^), ^O3-)) ^  L g> Q tõttu 
Teoreem (Banaohi püsipunkti printsiip). Kui X on 
taielik meetriline ruum, siis ahendaval operaatoril  ^: X —* 
on parajasti üks püsipunkt. 
Toestus. Valime vabalt x,6 X. Olgu = |(x,); 
f(^/i5Cvx= fC^n-0,... . Näitame, et jada on 
Gauchy jada. Kuna 
^^0 = 5 ^(*0) ^  "V S 
siis 
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S C w-t- ja) ^ 9 K ; ^ K5 (* K + jo-5 > "*-
^ s (*»-»*•'• )+-..+ 4  g 
* Ž- ^ k^5>(^o ,^) = g(^ =,^ )-^ >o. 
Siit on naha, et iga Z > O korral leidub W nii, et kui 
w > N , siis iga Y =• A>^)- • • korral. Ruumi 
x täielikkuse tõttu w—>x*. Ning operaatori ^ pidevusest 
järeldub nüüd, et 
j|(ac*) = 8^ vyvv  ^ = x-W-M = 
s»t. on operaatori ^ püsipunkt. 
Tõestame veel püsipunkt! ainsuse. Kui lisaks püsipunkti-
le acH= ^ (**) leidub 3C** = siis 
90*, ***), ?(^(=c*) ,<(*•"))« «VSC**.***), 
mis tingimuse ^ < 1 tõttu kehtib parajasti siis, kui 
g> (:sc*,:>o**) = 0. Kuid sel juhul dc * = ^c* *. 
Teoreem on tõestatud. 
Märgime, et ülaltoodud teoreemis püsipunkt! olemasolu 
tõestus on konstruktiivne — temas näidatakse ära konkreetne 
tee püsipunkti leidmiseks. Nimelt tõestatakse, et kui oc0 on 
suvaline punkt ruumis X, siis eeskirja rx.^  = $ ( 
kzz A 2, ... } järgi moodustatud jada DC^ koondub püsipunk­
tiks -XL *. 
Kui X—7* X, siis tähistame ^ ° ° ^ • 
Teoreem. Kui x on täielik meetriline ruum ja leidub k 
nii, et operaator J^on ahendav, siis operaatoril ^ on pa­
rajasti üks püsipunkt. 
Toestus. Banaohi püsipunkti printsiibi põhjal leidub 
operaatoril ^ W parajasti üks püsipunkt dc ^  ^ K(^J*). Kuna 
Jj>(x_*) - J^(jj "V(^*)) = (**)), siis ka ^O*) on operaato­
ri ^ püsipunkt. Seepärast ^0*-*) - *•*. Kui veel 
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9  
3C** = siis :**»= seega 
§ 4. Banaohi püsipunkti printsiibi rakendusi 
1. Tõestame püsipunkti printsiibi abil diferentsiaalvõr­
randite kursusest tuntud Cauohy teoreemi, mis valdab, et kui 
funktsioon ^ 2) —* {R , kus 3 |£z on piirkond (s»t. lah­
tine sidus hulk), on pidev Ja rahuldab muutuja ^ järgi 
Lipschitzi tingimust (leidub L niii, et 
— L 1 V slls algtingimu-
sega ülesandel 
3 (*-.)= ^  
on iga (aco^o)^^) korral parajasti üks lahend. 
Vaadeldav algtingimusega ülesanne on samaväärne inte-
graalvõrrandiga ^ 
^ . 
Võtame punkti (pc0/l^0) ümber kinnise ristküliku R C3) 
nii, et (pe0y>^0) oleks talle 
keskpunkt. Funktsioon ^ on 
pidevuse tõttu tõkestatud kin­
nisel ristkülikul R , s»t« 
M, kui 
Valime cL>0 nii, et 
1) kui 1X-DC0^OI ja Md; siis 
2) L D < 4. 
Vaatleme hulka B  =  {  C  [ X . 0 - D Y  O C  Q  D  3  ' •  
i^(=0- kui oc€[^0-d>3c0-K^3}. Hulk B koosneb 
lõigul [x„-d, määratud pidevatest funktsioonidest, 
mille graafik paikneb ribas ümber funktsiooni m — m 
Cl d ° ' 
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Kana B = B (^0> M cA) = •. g Of, i M (siin v^0 on 
konstantne funktsioon) on kinnine 
hulk (kinnine kera) taielikus 
^ meetrilises ruumis C[*0-<A, xa -vd}, 
1 nr siis B on ka ise täielik meetri-
line ruum . 
Vaatleme operaatorit mis määratakse vordusega 
+ jtB. 
Näitame, et ^ : B -> B ja on ahendav. Kui ^ 6 B, 
siis x. e [x«,-d, DCo-t-d] korral 
u^ (^ ))w- ^o\=i r 
^ I R I 
sest (^^))eR ning | £ M . Seega 
Kui aga e B , siis 
\ X. — X 0|$CA 
= | [ ( ^ 0*, 03) - ^ (S *3*(*.))) cU |, 
j x. - x„l$d. x-° 
millest hinnangu 
\x.-x„\ £<*. 
abil saame, et 
sC^MC^OH Ld 3(^,^0. 
Tingimuse L cL < 1 tõttu on ^ ahendav. 
Püsipunkti printsiibi põhjal on võrrandil ^ 
parajasti üks lahend, see ongi vaadeldava integraalvorrandi 
ja ka algtingimusega ülesande ainus lahend. 
2. Vaatleme Predholmi integraalvorrandit 
:*L <» = S 0^ . (-t, >b) -t- (^±), "t € S>] ^ 
kus antud on ruudul M x L°-; *=] määratud funktsioon 
9* 
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(integraalvorrandi tuum) ja lõigul maara-
tud funktsioon ^ (-V) (võrrandi vabaliige), otsitavaks on 
funktsioon Nai tarne, et kui ja ^ on pidevad ning 
S | 3^ (-b *) | < 4 . siis Predholmi integraalvorrandil 
CL£-fc< A, <x y •» 
on parajasti üks lõigus [o-, <e>3 pidev lahend. 
Defineerime integraaloperaatori K : C to] —> C CQ> *>3 vor­
dusega -
( K (*0)00 = S 3^ . (^\) oU -t-  ^(t) , xe Cfc, <»]_,+€= tl. 
(funktsiooni "b —> (^(*-)X^) pidevus järeldub integraali omadus­
test). Naitame, et tehtud eeldustel on operaator K ahendav. 
Kui oc.^ xl2 €• ClS^Vl , siis 
<o t, 
9 ( K OO, K(^)) = V^CL^, I S ^ 0=^)^0)°^ - W(^)xaQi)d^)= 
= «rwO-X I \ ^  (^ ,*)( *v, (^ ) ~ DCZ (*)) 
<x <-*,<. t, a 
^ Vwax $ | I ct^ 
ta 
^ $ i ^ 9 
lo <* j 
Püsipunkti printsiibi põhjal on operaatoril K parajasti 
üks püsipunkt, mis on ühtlasi Predholmi integraalvorrandi 
ainsaks pidevaks lahendiks. 
3. Vaatleme veel Volterra integraalvõrrandit 
X- (+) = ^ (-t, DC -+• (^-b) , -tr e L<xy q ^ 
kus tuum ja vabaliige ^ on antud ning otsitavaks on 
funktsioon x. Tõestame, et kui 3*1 ja on pidevad, siis 
Volterra integraalvorrandil on parajasti üks lõigus ^>3 
pidev lahend. 
Siin defineerime integraaloperaatori K "• C £.«•_,^3 ^ 1Q,Sl 
vordusega 
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(K (*))(+) = š 4- ^ 0), e Ct>y <=], -be|>y 
Q-
funktsiooni -t—!•( K(*))(-fc) pidevus järeldub jällegi inte­
graali omadustest). Näitame, et küllalt suure naturaalarvu 
H/ korral on ahendav. Valides vabalt } e- C £ay 
saame 
^ M(-k-o-) l =>s,00- *xOO| 3 
kus M = frvxa-x. | \ . Järelikult 
1o 
l(K | 3Z(-byA)| \(K(^)X^)~(K(^z))(^)|^^ 
•t 
<  M  ^  ~ K w < a . 3 c  |  3c A ( t r )  —  j c ^ . A $  
A. a. <. t $4 
s l=c«to- . 
Analoogiliselt jätkates jõuame võrratuseni 
KK^OX^-CKX^X^N 
^ • <X < A<."fc 
mille tõttu 
S (K>,), KH(X.))=^»- KKVM-TK^TON 
$ h (fcp) g O.^ J. 
Küllalt suure arvu korral -; -< 4 , mis tähendab 
Vv \ ' 
K" ahendavust ning lubab väita Volterra integraalvorrandi 
ühest lahenduvust. 
§ 5. Kompaktsel hulgal määratud funktsionaalid 
Matemaatilisest analüüsist on tuntud Weierstrassi teo­
reem, mis väidab, et lõigus L0-,, *=>] pidev funktsioon on 
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tõkestatud Ja saavutab oma ekstreoaaleed väärtused (ülemise 
ja alumise raja). Järgnevas näeme, et lõigu fc*., tl võib 
asendada suvalise kompaktse hulgaga. 
Definitsioon. Operaatorit, mille väärtused on arvud 
(s.t. y —* IR või ^:X—» C ) nimetatakse funktsio-
naaliks (vastavalt reaalseks või kompleksseks). 
Teoreem. Kompaktsel hulgal pidev funktsionaal on tõkes­
tatud. 
Tõestus. Vaatleme pidevat funktsionaali ^ •. K —> !K , 
kus K on kompaktne hulk meetrilises ruumis. Näitame 
funktsionaali ^ tõkestatust, s»t. näitame, et 
iga x: e K 5a mingi M korral. Oletame vastuväiteliselt, 
et ^ ei ole tõkestatud. Siis leidub jada K nii, et 
|^ (*^ )\ —^ <=0. Hulga K kompaktsus võimaldab leida osajada 
x^ ^ x&K. Funktsionaali ^ pidevuse tõttu ^ 
—^(x.) e lk , mis 011 vastuolus tingimusega ]^(=><„ K)l~->oa-
Teoreem on tõestatud. 
Teoreem. Kompaktsel hulgal pidev reaalne funktsionaal 
saavutab oma ülemise ja alumise raja. 
Tõestus. Olga funktsionaal ^' K —> (R pidev kompakt­
sel hulgal K • Eelmise teoreemi põhjal on hulk ^ = 
= |^(y.): ac€ K |tõkestatud, seega M= (^K) e ja 
wx = -^ (k) ^ [R, . Teoreem väidab, et leiduvad sc* K 
nii, et ja 
TÕestsme, et ^ saavutab oma ülemise raja. Supreemumi 
definitsiooni kohaselt leidub jada K nii, et 
^ 0 * 0 — H u l g a  K  k o m p a k t s u s  v õ i m a l d a b  l e i d a  o s a j a d a  
—> x* e K . Kuna funktsionaali ^ pidevuse tõttu 
ning samal ajal siis 
^ 0 * )  =  M  .  
Analoogiliselt tõestatakse, et $ saavutab oma alumise 
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raja. 
Teoreem on tõestatud. 
§ 6*. üldistatud Arxelfc-Ascoli teoreem 
Arxe lšr-As oo li teoreem andis tarviliku ja piisava tingi— 
muse hulga suhteliseks kompaktsuseks lõigus pidevate funkt­
sioonide ruumis. Käesolevas paragrahvis üldistame selle teo­
reemi meetrilistes ruumides tegutsevatele pidevatele operaa­
toritele. Alustame aga vajaminevatest mõistetest ja abitmle-
mustest. 
Olgu X  ja V meetrilised ruumid. Operaatorit 
j | : X —n i m e t a t a k s e  ü h t l a s e l t  p i d e v a k s ,  k u i  i g a  £ > 0  
k o r r a l  l e i d a l t  &  >  O  n i i ,  e t  k u i  x „ J x l e X  j a  
, siis 9 (^OO, c 
OlgB K kompaktne meetriline ruum ja V meetriline 
ruum. Vaatleme kõigi pidevate operaatorite hulka 
C ( K ; V ) .  
Laue*. Hulka - f k } J; kuuluvad operaatorid oai uh*Ia-
selt pidevad. 
Toestus. Oletame vastuvaiteliselt, et leidub 
| mis ei ole ühtlaselt pidev. Siis leiduvad 
£ >0 ja elemendid eK, welN, nii, et 
—>0, kuid g > L. Hulga K 
kompaktsuse tõttu saame eraldada koonduva osajada 
w . K6 Nj z <c. N. Olgu x_„ > x€ siis ka 
' * w e N' 
:xl^ —x.. Kana operaatori ^ pidevuse tõttu 
3a =lls 
3 (^(*••• X 5(f ^C*))+ 3 
millega oleme jõudnud vastuoluni. 
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Lause» Hulka C kuuluvad operaatorid on tõkes­
tatud, s.t. iga ^ e C(K)VJ korral leidub arv M ja 
element ot e V nii, et ^ (^(x), cx) < H } kui xl e 
(operaatori ^ €r C'(K ) y) väärtused paiknevad mingis ke­
ras B. (cx. ^ M) C b/). 
Tõestus, Oletame, et mingi operaator $ e C. ( K '_> ^J ei 
ole tõkestatud, s.t. leiduvad DC^e K ja cl S y nii, et 
^  \ c c  j H u l g a  K  k o m p a k t s u s e  t õ t t u  s a a m e  e r a l ­
dada NyC- IN nii, et > sc&K. Kuna £(x\ 
^ iveN > J V » 
s.t. o, Biia 5 °0 S 
vastuolus tingimusega ^) j <x) 00 • 
Defineerime kauguse 
S  ( ^ % ) =  ^ ^ 5  C ( k ^ )  
(märgime, et funktsionaal x; —> ^  ^0*0),, olles pidev 
kompaktsel hulgal K , saavutab ülemise raja); vahetu kont­
roll näitab, et C ( K ) y) on meetriline ruum. 
Operaatorite hulka A C nimetatakse ühtla­
selt tõkestatuks, kui leidub arv M ja element ae^ nii,et, 
OL) $ M iga A ja iga xeK korral (kõiki­
de operaatorite ^ A väärtused paiknevad ühes keras 
bo, m)c y ) .  
Operaatorite hulka AcC(^)^ nimetatakse võrd-
pidevaks, kui iga £ > O korral leidub <T > O nii, et 
F^))< kui x 1 ;x,e ja 
ijeA. 
Alljärgnevas teoreemis on meetriline ruum V selline, 
et tema iga tõkestatud hulk on suhteliselt kompaktne. Mär­
gime, et niisugune ruum on täielik, sest iga tema elementi-
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deat moodustatud Cauchy jada, olles tõkestatud, sisaldab 
koonduva osajada ning koondub seetõttu ka ise. Taolisteks 
ruumideks on kõik lõplikumõõtmelised normeeritud ruumid 
(vt. järgmine peatukk), aga ka kõik kompaktsed meetrilised 
ruumid. 
Teoreem (üldistatud Arzela-Ascoli teoreem). Olgu y 
niisugune meetriline ruum, kus iga tõkestatud hulk on suh­
teliselt kompaktne. Hulk ruumis C(K ) 2^) on suhteliselt 
kompaktne parajasti siis, kui ta on ühtlaselt tõkestatud ja 
võrdpidev. 
Tõestus. Tingimuste tarvilikkus hulga suhteliseks kom­
paktsuseks tõestatakse samuti nagu Arzela-Ascoli teoreemi 
puhul (toetudes äsjatõestatud lausetele). Asume tõestama 
piisavust. 
Vaatleme kõigi tõkestatud operaatorite ^ : K—^ V hulka 
M (k ) i/V mis on kauguse 
Xfc k 
suhtes meetriline ruum. Samuti nagu ruumi M korral, 
saab tõestada ruumi ) täielikkuse (meenutame, et V 
on täielik teoreemi eelduse põhjal). Ruum C(K V) on kin­
nine ruumis M(K), mis järeldub asjaolust, et ühtlaselt 
koonduvate pidevate operaatorite piiroperaator on samuti pi­
dev (tõestus on põhimõtteliselt sama, mis matemaatilises 
analüüsis funktsioonide juhul). Seepärast piisab tõestada 
vaadeldava hulga A ^ ) suhtelist kompaktsust ruumis 
M C « ) y), siin aga tu.f ineme Hausdorffi teoreemile. 
Anname ette t > O ning kasutades hulka A kuuluvate 
operaatorite võrdpidevust* leiame > O nii, et kui 
,^^ 6: k , <3 (^ ,^ )«?, siis ?(^ (x,)^ K))<|. 
Hulga K kompaktsuse tõttu saame talle leida lõpliku 
võrgu, seega K - & C ? kus B • on kerad raadiusega 5-. 
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1 0  
Moodustame hulgad E., = B„, , E • = B L \ \j B. C= 2, ... , ^ -
i = A  * ' w
Siis E - 0 E ^ , kui v * ^ , ning K = .U ^ - üldisust 
kitsendamata võime eeldada, et E 0 L = A > .w , vasta­
sel korral jätame tühjad hulgad vaatluse alt valja. Valime 
veel vabalt elemendid 8.;e E ; , 1 =. K t ... , kv , ning märgi­
m e ,  e t  k u i  x e  E - (  s i i s  g  ( « .  -  )  <S .  
Hulka A kuuluvad operaatorid on ühtlaselt tõkestatud, 
s.t. nende väärtused paiknevad mingis keras B («• , M) ^ . 
Eelduse kohaselt on B(<*-,M) kompaktne, mistõttu saame tal­
le leida lõpliku ~ - võrgu ^ ^  A y ... > . Olgu B kõigi 
selliste operaatorite : K—* ^ hulk, mis hulkadel E-
omandavad konstantselt väärtusi  ^^ > s«t. kui 8, 
siis iga le^A,...,w^ korral leidub ^^e^Ay ... 
et ^ j > kuj- 30 e Ec . On selge, et hulk B on lõp­
lik. Näitame, et B on S. - võrk hulgale A ruumis 
Vaatleme suvalist operaatorit $ €r A . Siis Bfc, M), 
l = 4,...yw. Sõltuvalt indeksist l leiame punktid nii, 
et g> ( ^ (a ;) y ^ ) < ~ ning moodustame operaatori ^ e B 
nii, et -^ (*-; ) = } ; =• A, ...y rv. Vaatleme elementi x e K, 
ta satub ühte hulkadest E - . Võrratusest 
saame 
5 (il)6 l^°E. 
Teoreem on tõestatud. 
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III Normeeritud ruumid 
Tavaliselt kasutavad funktsionaalsuslüüs ja tema raken­
dused ruume, mille elemente on võimalik liita Ja arvudega 
korrutada ehk, teisiti öeldes, lineaarse struktuuriga ruume. 
Brinevalt lineaaralgebrast, kus taolised ruumid on iseseis­
vaks uurimisobjektiks, nõutakse funktsionaalanalüüsis, et 
ruumides oleks veel algebraliste tehetega kooskõlas olev 
topoloogiline struktuur, niiteks meetrika. Normeeritud ruu­
mid on nende hulgas kullalt üldine, kuid samal ajal raken­
duste s laialdaselt esinev ruumide klass. 
$ 1. Vektorruumid 
1. Vektorruumi mõiste. Olgu 1K ~ (R või K — C, 
Definitsioon. Hulka X nimetatakse vektorruumiks üle 
korpuse IK » kui 
a) igale elemendi paarile on vastavusse seatud 
kindel element X + ^ € X (eumma) nii, et 
1° *-t- ^  ^-t- ae (konmutatiivsus), 
2° (ac-+<^)-+ "2 = x i-2.^) (assotsiatiivsus), 
3° leidub nn. nullelement 0 X nii, et x + O = x 
iga x 6 X korral, 
4° iga X€ X korral leidub nn. vaatandelement 
-oce X nii, et -t- (- ac.) = O, 
b) igale arvule X (= lk ja elemendile xeX on vas­
tavusse seatud kindel element X x: €r X (korrutis) nii, 
et 
o . 
5 ^ x = x; 




1 0 *  
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Aksioomid l°-4° ütlevad, et tegemist on liitmise suhtes 
kommutatiivse rühmaga (Abeli rühmaga). Lisaks liitmisele on 
vektorruumis defineeritud arvuga korrutamise tehe, mis rahul­
dab tingimusi 5°-8°. 
Kui ||s = fR, , siis räägitakse reaalsest vektorruumi st, 
kui lk = ^ siis komplekssest vektorruumist. 
Märgime, et O tähistab nii arvu "null" kui ka vektor­
ruumi nullelementi. Vektorruumi X elemente nimetatakse mõ­
nikord vektoriteks, korpuse |K elemente aga skalaarideks. 
Vektorruumi nimetatakse ka lineaarseks ruumiks. 
2. Järeldusi aksioomidest. Esitame aksinomidest mõned 
järeldused, mida edaspidistes arutlustes sageli kasutame. 
1) Nullelement O 6X on ainus. 
2) Iga x eX korral on vastandelement - x. ainus. 
Järeldused l) ja 2) kehtivad mistahes rühmas* 
3) Vastandelemendi ühesus lubab defineerida lahutamis-
tehte võrdusega 
"-*4 = = + (--4). 
4) D C  = ^  parajasti siis, kui ^^ = O. 
5) O = O iga DC e X korral, X0 = 0 iga X e 
korral. 
6) (- 4 ) dc = X.. 
7) Kui X X = O , siis X = O või DC = O. 
Lähtudes vektorruumi aksioomidest on ülaltoodud järel­
dusi üsna lihtne tõestada. Näiteks viimase järelduse põhjen­
damiseks märgime, et kui X ^  O , siis DC = A x = (X x.) -
= —0=0) aga kui DC ^ o, siis X = Oy sest X ^ O 
toob endaga kaasa võrduse x: = O. 
Definitsioon. Vektorruumi alamruumiks nimetatakse sel­
list mittetühja alamhulka, mis on kinnine liitmise ja ska-
laariga korrutamise suhtes, s.t. V C X on alamruum, kui 
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y ^ 0 ja 
1) iga V korral x-t-^e )J } 
2) iga X e lk } xfe V korral AxeV. 
Vektorruumi alamruum on ise vektorruum, sest aksioomide 
1°, 2°, 5°-8° kehtivus on vahetult selge, aksioomi 3° kehti­
vus järeldub sellest, et kui x; e Sl, siis Q e lk tõttu 
0 x ~ O fe V ja aksioomi 4° kehtivus sellest, et kui 
x:e y , siis -x = (H)X E V, 
Vektorruumi alamruumi asemel räägitakse ka vektoralamruu-
mist või lineaarsest hulgast. Selline terminoloogia on vaja­
lik näiteks juhul, kui vektorruum kujutab endast samal ajal 
ka meetrilist ruumi, kuid tema alamruumis on antud mingi 
teine meetrika, s.t. tegemist on alamruumiga vektorruumis, 
kuid mitte meetrilises ruumis. 
3. Vektorruumide näiteid. Kõik eespool vaadeldud kon­
kreetsed meetrilised ruumid, välja arvatud diskreetne ruum, 
on tegelikult vektorruumid. 
Näide 1. Hulk X = { (£>t,  ^w) : š"* 6 ^  on vektor­
ruum (üle IK ), kui defineerida 
s.t. vektorite liitmine ja skalaariga korrutamine toimub 
koordinaatide kaupa. Nullelemendiks selles ruumis on 
o= (O,...,o). 
Maide 2. Ruum S = { : ^ e ( on vektorruum 
(üle \\( ), kui defineerida 
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lulleleeendlks rütmis s 011 O = (O, Q,... ). 
Teised jadaruuBid i^, cc 0ccc:*wc:s, mida eespool 
vaatlesime, on samuti vektorruosid, sest nad on ruumis S 
velrtoralaaruomid. Selle näitamiseks taleks veenduda, et 
liitmine ja skalaariga korrutamine ei vii nendest ruumidest 
välja. Näiteks, kui vrv, siis sest kahe 
tõkestatud jada summa on ka tõkestatud. Analoogiliselt, kui 
xe wv ja X e lk siis Xxe vw. 
Näide 3. lõigi funktsioonide x : ["«S <»] -> K hulk 
F en vektorruum, kui defineerida 
(*.-+ ^ )0) = =*(*) + ^("0 , 
(Xx)W * Xx(t) ;U[st] ;  
s.t. liitmine ja arvuga korrutamine toimub punktiviisi. Null-
elemendiks ruumis Fj^^j on nullfunktsioon 
-b e [ <3-y . 
Ka ruumi alamruumid C, C. 
C C £<xy CL M [<=-, l]c on vektorruumid. Toestuse 
juures on näiteks puhul vaja silmas pidada, et ka­
he pideva funktsiooni summa on pidev funktsioon ning pideva 
funktsiooni korrutis arvuga on samuti pidev funktsioon. 
Ka LpCa,.*i) on vektorruum, kui temas tehted defineerida 
n a g u  r u u m i s  N u l l e l e m e n d i k s  r u u m i s  L  p V )  0 n  
nende funktsioonide klass, mis ühtivad nullfunktsiooniga pea­
aegu kõikjal lõigus 
Meetrilise ruumi iga osahulk on ise ka meetriline ruum 
(meetrilise ruumi alamruum). Vektorruumi osahulk aga ei tar­
vitse vektorruum olla, näiteks vektorruumis (R osahulk 
^0,4] ei ole vektor alamruum, sest e [Cy A] kuid 
i: -i- • 
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». Haiga lineaarne kata. Olgu X vektorruum ale lk 
Elementide }€ X lineaarseks kombinatsiooniks 
nimetatakse igat eleeenti, aida saab esitada kajal DCa + 
+ ... •+ kus X - e lk . 
Definitsioon. Hulga A C X lineaarseks katteks )£ (A) 
niaetatakse hulga A eleaentide kõikvõimalike lineaarsete 
koabinatsioonide hulka, s*t* 
^ (A ) = f Ž X: oc : <=-;€ A,X;e)K^eN^. 
gaide. °Uu X = IR^ A = (<x^a.*o. Siis ^ ({<*}) = 
- [ X <x : Xe (R ^ on sirge, mis 
läbib punkte 0 ja o. 
h 
Lause. Hulga A lineaarne kate on vähim alamruum, mia 
sisaldab hulka A 
Tõestus. 1) Haitame, et (A) on ai asm ae. Kui 
x= £ X;ac ; a:eA, ja M = ZI M; *>C , e A , 
^ ^ u C = V 
siis ^ Z X~ <=-- -+ X yKc on ka hulga A eleaentide 
lineaarne koabinatsioon, seega (A) element. tfing kui 
X €• IK^ siis X x ~ X X; ^C ^ • 
2) Naitame, et kui A C V ja V on alamruua, siis 
(A) <2 X Olgu 3C- ^ X ;cl; ^cl: 6 A .  K u n a  Q - ;  e b* ja 
y on alamruua, siis x: Seega 
Lause on tõestatud. 
5. Kumerad hulgad, hulga kuaer kate. Olgu X vektorruua. 
Definitsioon. Hulka A^ X nimetatakse kumeraks, kui 
iga x.z e A ja AeC0,O korral X + (4 -A)xj e A . 
Geomeetriliselt tõlgendatuna moodustavad punktid 
79 
X  3 C , X e C c v L  p u n k t e  j a  ^  ü h e n d a -
Kumeruse mõiste on kooskõlas meie geomeetrilise kujutlu— 
ringid, ristkülikud, sirged, pooltasandid on kumerad. Ka 
kolk lahtised ja kinnised kerad meie poolt vaadeldud kon­
kreetsetes ruumides, erijuhul vahemikud ja loigud ruumis IR 
on kumerad hulgad. 
Lause» Kumerate hulkade ühisosa on kumer hulk. 
Tõestus. Olgu A  =  H A *  ning hulgad A^ kumerad. 
Kui A , siis iga o6 korral ning iga 
hulk A ^ sisaldab punkte ^ ja ühendava sirglõigu* 
Järelikult sisaldub see sirglõik hulgas A • Sellega on A 
kumerus tõestatud. 
Märgime, et kumerate hulkade ühend ja vahe ei tarvitse 
olla kumerad. 
Elementide , ... €• X kumeraks kombinatsiooniks 
nimetatakse igat elementi, mida saab esitada kujul XA ^  + 
+ ... + Xw kus X-^ O ja X1-^ -...-t-Xw = /\. 
Lause• Kumer hulk sisaldab oma elementide kõikvõimali­
kud kumerad kombinatsioonid. 
Tõestus. Olgu hulk A kumer. Vaatleme kumeraid kombi­
natsioone 21 Xc 0-:, kus a;eA, X;5-0 ;  2T X: = \ }  
k e N . Kui k = A } siis kumer kombinatsioon A <=>~^ — e A . 
Kui aga siis + O-X,)41?. e A , 
sest X1 + - 4 ning X^€(p .^3- Oletame induktsiooni-
eeläusena, et (yv-/i)-lükmelised kumerad kombinatsioonid 
kuuluvad hulka A • Kumeras kombinatsioonis X-q-^ võime 
va sirglõigu. Seega tahendab hulga 
kumerus, et hulk sisaldab koos iga 
kahe oma punktiga ka nendevahelise 
sirglõigu. 
sega: näiteks tasandi fR^ niisugused punktihulgad nagu 
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eeldada, et Xw ^ \ (vastasel korral oleks Xv q. - — 
V =A 
- G A) . Seega 
Ž  X ; » :  ^  = . „  - h ( A - X . )  i : 1  s A ,  
^_ A  C=A * ~ ' 
sest ^>3 1—v— a C feA kuna - ^ O ning 
L - A A ~ ^  ^ A - X ^ 
<—— X C _ ^ <^. ~ ~\ ^ Z- . \ \ / 
4-X^ A - C ~ A 1  4 - Xv. 0 ~ 
Lause on tõestatud. 
Definitsioon. Hulga A kumeraks katteks 3-v (A) nime­
tatakse hulga A kõikvõimalike kumerate kombinatsioonide 
hulka, s«t. 
3/ (A) = f A; a c  : q;&A A;^O. ^ A ;c4 ,W6^I. 
L C =M ' C — ' J 
Lause. Hulga A kumer kate on vähim kumer hulk, mis 
sisaldab hulka A . 
Toestus* l) Näitame, et 3<£(A) on kumer. Kui 
^ vv 
*1 - X - .a:eA ,);^0 > A - = 4 . i a  
c y  ^: =-i v 
f^i ^ C e  A , 2L /•<; = 4^  siis X ^ (O, 4) 
korral X ae,, + (4 - X) = 2T A X; Q-: + Z (a-X)^ : kus­
juures X X; ^ o, (<A-X) yM-c 5. o ning AX; -t- X (a ~X)/*: — 
— A 21 X; + (>< - X) =. <4 . Sellega on 3^(Ä) ku­
merus tõestatud. 
2) Näitame, et kui A ^ V ja V on kumer hulk, siis 
3/(A) ^  !y . Viimane sisalduvus järeldub aga sellest, et y 
kui kumer hulk sisaldab oma osahulga A elementide kumerad 
kombinatsioonid. 
Lause on tõestatud. 
§ 2. Normeeritud ruumi ja Banachi ruumi mõiste 
Definitsioon. Vektorruumi X nimetatakse normeeritud 
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1 1  
ruumiks, kui igale tema elemendile oc e X on vastavusse 
seatud kindel reaalarv || x ||, mida nimetatakse elemendi x, 
normiks, nii, et on taidetud tingimused: 
1° 1( x 1( = o x- =0, 
2° II A \\ = 1X| I * II; 
3° II DC + ^ II- $ II x || -V II ^ II. 
Tingimusi l°-3° nimetatakse normi aksioomideks, 1° on 
samasuse aksioom, 2° homogeensuse aksioom ning 3° on kolm­
nurga võrratus. 
Lause. Normeeritud ruum on meetriline ruum kaugusega 
91^,3) = 11 ^ "3 11 • 
Tõestus. Lause põhjendavad järgmised vorduste ja sama­
väärsuste ahelad: 
1° g>(^,<d) = o H^-^ll = o <=* ^ = 
20 11 = = 
= II 3 - ~ )l = 
3° llx-^ll = ll(*-2:) + C^-^)ll 
s 11 X-Ü|MI2:-31I = 
Lause järeldusena märgime (see järeldub ka vahetult nor­
mi aksioomidest), et II |l ^ Oy sest H ac |l = g(:xLyo) ja ka­
he elemendi vaheline kaugus on alati mittenegatiivne. 
Et normeeritud ruum on meetriline ruum, siis on temas 
olemas ka kõik meetrilises ruumis vaadeldavad mõisted. Näi­
teks lahtine kera B(a-,rO = f dc : || x -q. (|< kinnine kera 
g>(o.yrv) = £ 3c : || 3c - cx.||<; kinnised ja lahtised hulgad, 
sisemus, raja, sulund, separaablus, täielikkus. 
Definitsioon. Täielikku normeeritud ruumi nimetatakse 
Banachi ruumiks. 
Paneme normide abil kirja mõned mõisted ja omadused, mis 
osaliselt esinesid juba meetriliste ruumide käsitlemisel. 
l) Koondumine * x. tähendab, et || x. ^ — DC. ||—> Q 
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2) Jada on fundamentaalne parajasti siis, kui 
3) Tagurpidi kolmnurga võrratus omandab kuju | H ^|| -
_ || ^ j|  < || x. - ^  \\. Põhjenduseks tarvitseb võrratus es 
•Jtta * = o. 
4) Normi pidevus tahendab, et kui -XL siis 
H || —* Il x. II . Põhjenduseks kasutame kauguse pidevust 
ühe argumendi järgi: kui acK—> x_ > siis <3C*-x,o) ^ ^ oj. 
5) Algebralised tehted - liitmine ja arvuga korrutamine-
on pidevad, s.t. kui ^ ja X ^ > X, siis 
—>.  ^ ja XK —> X :x_. Toestuseks märgime, et 
Il - O+^ll = 110*-^)-+ (3^-3)11 S 
$ II — >0 
ning 
II XK *w - X 3C || = |(XK 3CW - Xw^c)4-(XWD<- -X 3c)|U 
* |XW|)| =c^-~|| + |X^-X| H *l|—* 1X1 O + O|| ac)| = O. 
Tehete pidevuse (omadus 5)) kohta öeldakse ka, et nor­
meeritud ruumis on topoloogiline struktuur (meetrika) ja 
algebraline struktuur omavahel kooskõlas. 
Eespool vaadeldud konkreetsetest ruumidest on normeeri­
tud ruumid: 
tw^ normiga 
" ^  " =  x  = (l-f >---^w)e vw w  ;  
normiga 
K(C;C0 normiga 
II - II = | l^|, x = (|w)e wv -
\ & VC < OO 
ü> , \ £ p < 00 , normiga 
1=1 =(S \ H^)yr, ^ = (6.)e4r; 
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1 1 *  
M t] normiga 
II ^ Il = 'Sn-io | =c(i)| DC = DC (-fc)e M ) 
O-iiU ' 
C [a, l~\ normiga 
il * il = | dc (t) | x = x(i)e 
asti*. 
normiga 
ii dc ii - yz vwdx. ) to i dc = 3c(t)e c <=] 3 
ul = O as-k* <• -* 
L ^  (a, *>) normiga 
Il *li = (SI ^(*Mpc**)//p) *• = ^ 0)e («*,*)• 
W p (<*, <•) normiga 
IM = (E, (|«-%)|PJU:)VP 
Normi aksioomide kontroll koigi nende näidete puhul 
tugineb samadele ideedele, mida kasutasime meetrika aksi­
oomide põhjendamisel. Seejuures väärib märkimist, et Biin-
kowski võrratus: ongi kolmnurga võrratus ruumi t ^ normi 
jaoks. 
On selge, et kõigi ülaltoodud näidete puhul normi poolt 
defineeritud kaugus (s.t. elementide vahe norm) ühtib antud 
ruumis juba olemasoleva kaugusega. Kuna kõik vaadeldud ruu­
mid on täielikud, siis nad on kõik Banaohi ruumid. 
Kõigi jadade ruum s on samaaegselt vektorruum ja 
meetriline ruum. Kuid ruumis s ei eksisteeri sellist normi, 
mis määraks ruumis s olemasoleva kauguse. Selle kohta öel­
dakse, et ruum S ei ole normeeruv. Põhjus on siin järgmine. 
Niipea, kui normeeritud ruumis leidub 3c0 ^  O. on seal 
olemas ka element, mille norm võrdub mistahes etteantud po­
sitiivse arvvga X (selliseks elemendiks on näiteks 
—dc0 ) Seetõttu võib normeeritud ruumis kaugus 
Iidoli '
^ (DC, O) = II 3C II olla kuitahes suur. Aga ruumis S on 
gi(Dcy^)< \ kõikide elementide x ja korral. 
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Olgu X samaaegselt vektorruum ja meetriline ruum. Kü­
sime, millal saab ruumi X muuta normeeritud ruumiks (s.t. 
temas defineerida normi) nii, et norm määraks ruumis X ju­
ba olemasoleva kauguse? 
Me teame, et kui X on normeeritud ruum, siis tema kau­
gus ^) = ||ic-^l| rahuldab meetrika aksioome l°-3°. Li­
saks kehtivad veel tingimused 
4- ^) =
5° ^(x=c,x^) = |Xl 
mida põhjendame järgmiselt: 
8 (*•+*> 3 + *)= ii *+*-(3+011 = ii^-^II = s (*>$), 
(X DC, X ^ ) = ||X DC - X II = | > I II X- ^11 = l Xl 
Lause. Kui vektorruum on meetriline ruum, kus peale 
kauguse aksioomide l°-3° kehtivad ka tingimused 4° ja 5°, 
siis seosega ||:x.|\ = g(^, o) defineeritakse norm, mis määrab 
olemasoleva kauguse. 
Toestus. Normi aksioomide kehtivuse põhjendavad järg­
mised samaväärsuste ja võrduste ahelad: 
lo || ^  j| = O <^> g (*, o)-0<^ DC = O , 
2° || X ^  II = (XDC,XO) = |X| g (~,o) = 
= |X| 1*1, 
30 || || = g (x+ 3,0)* g.(x + ^ )+ 3 (3,0) = 
= -h 5(^,0) = ||DC||-+ ll^ll. 
Normi poolt määratud kaugus g (x, = || DC - <^ || ühtib 
olemasolevaga, sest 
g(xy^) = ||x-^|| = ^ (*-^o)=9(*.-^ + ^o-h«d)=s 
Lause on tõestatud. 
Märgime, et äsjatoodud lause toestuses kasutasime kau­
guse omadusi 1° ja 3°-5°, kuid mitte kauguse sümmeetria 
85 
aksioomi 2°. 
ülesanne. Näidata, et kauguse sümmeetria aksioom Järel­
dub tingimustest 4° ja 5°. 
Meenutame, et hulka A meetrilises ruumis nimetatakse 
tokestatuks, kui leidub kera A 
Lause. Hulk A normeeritud ruumis on tõkestatud para­
jasti siis, kui leidub arv M nii, et iga xeA 
korral. 
Toestus. 1) Kui Ac B(qo'v)>, siis iga x. G A korral 
mistõttu || || =||ac-Q.-t-Q-l|$ II II -* 
|| A. || <: rv H- cx ning tõkkeks sobib M ~ rv -+- <x . 
2) Leidugu M >0 nii, et || x || < M iga xf A korral. 
Siis AcI(o; M). 
Lause on tõestatud. 
On selge, et normeeritud ruumi vektoralamruum on ise ka 
normeeritud ruum. Teda nimetatakse normeeritud ruumi alam­
ruum iks. 
Normeeritud ruumi tehete pidevusest järeldub, et normee­
ritud ruumi vektoralamruumi sulund on (kinnine) alamruum. 
Meetriliste ruumide käsitlemisel nägime, et täielikus 
meetrilises ruumis osahulk on meetrilise ruumina täielik pa­
rajasti siis, kui ta on kinnine. Sellega on põhjendatud järg­
mine 
Lause• Banachi ruumi vektoralamruum on täielik parajas­
ti siis, kui ta on kinnine. 
Sellele lausele tuginedes toome näite mittetäielikust 
normeeritud ruumist. Vaatleme ruumi C£-4,A"} vektoralam­
ruumi ja varustame ta ruumi normiga. 
Olgu see normeeritud ruum Näitame, et 41 
pole kinnine Banachi ruumis C£-4,äJ. Vaatleme funktsiooni-
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de jada 
K l ,  k u i  | - f c |  >  ,  
>(*) = 
i ž — . 
1 Vv 
Siis 
* \ , kui -b > , 
wt, kui l±l <  ~  , 
kui -b <-— -
Vahetu kontroll näitab, et funktsioonid ja on pide­
vad lõigus [ - 4 , 4 ]  mistõttu E C A [->1, \ 3 - Olgu 
^o(-«=)= IM , * 6 C-^1 - Et II =*-*-*-oH I **(*)-
— ^ o(+) | = 2~ —=> O, siis on Cauohy jada ruumis 
Aga ta ei koondu ruumis C^-4,43, sest 
Paljud autorid, rääkides Banachi ruumi alamruumist, mõt­
levad selle all kinnist vektoralamruumi (seega taielikku 
alamruumi). 
ühes ja samas vektorruumis võib olla rohkem kui uks 
norm. Ruumis X = võib vaadel­
da näiteks norme 
^ IL" = 
va 
r  =  c s j t . n .  
Definitsioon, öeldakse, et vektorruumis X antud norm 
|| - ]| on tugevam samas ruumis antud normist H * II ^ (norm II • l2 
on normist || * 11 ^ nõrgem), kui leidub C > O nii, et 
IMIZ:S c tMI^ iga xeX korral-
Definitsioon. Norme \ \ ' \ \ A ja II • } \ x vektorruumis X nime­
tatakse ekvivalentseteks, kui leiduvad positiivsed konstan­
did ja cz nii, et CA \| ^  || * II x || z ^  cz |( ^  |) 
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iga xeX korral. 
Lause. Kui jada koondub tugevamas normis, siis koondub 
ta ka nõrgemas normis. 
TŽestus. Kui || ae.*, - =>c |^ —> o ja )( • || ^  c. \\ - |(^ > siis 
U - D  ^ c. || DC^- O, millest II ^ —* O. 
Järeldus• Ekvivalentsetes normides jadad koonduvad voi 
hajuvad samaaegselt. 
Näide. Vaatleme ruumis C [«-, lisaks tavalisele nor-
> . 
mile || ae II r =• | ac C"*:)\ veel normi || DC ||, = i I xOO| dA. 
v ^ t < i Q 
Siis 
<o <-
11*11. = S |~(0|=Jbh $ S || dc 11 obt = (4-^)|l DC||c , 
L1 «=-
s.t. norm II* Ilon normist || • ||j_ tugevam. Need normid ei 
ole aga ekvivalentsed, sest funktsioonide zac^ (-fc) = 
-("TT?)' " ^ ^ * > 3 ,  korral II *v.Hc = 4 ,  aga L |  D C ^I = 
— 5 f -T"—2-) —> O kui zv —^ . J V k ~a~ y K 4 > 
§ 3. Loplikumootmelised normeeritud ruumid 
LõplikumõotmeIlseks nimetatakse niisugust normeeritud 
ruumi, mis vektorruumina on lõplikumoõtmeline. Järgnevas tu­
letame meelde, mis on vektorruumi lõplikumõotmelisus. 
Definitsioon 1. öeldakse, et vektorruum X üle )K on 
K-mõõtmeline, ja kirjutatakse dUvw X = kui leiduvad 
elemendid E X nii, et iga XEX avaldub 
üheselt kujul 
* = !E xw a-^ , x^ e ik . 
VC = 4 
Meenutame, et vektorruumi elemente D C A  ,  . . .  D C  ^ nimeta­
takse lineaarselt sõltumatuteks, kui võrdus DCa -+- .. + 
+ X^DC^-0 leiab aset ainult juhul XA = ... = Xw = o . 
Kui , - • • > ZXL^ ei ole lineaarselt sõltumatud, siis nimeta­
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takse neid lineaarselt sõltuvateks. Elementide ^ ,..., *K 
lineaarne sõltuvus tahendab seda, et leiduvad skalaarid 
, Xw nii, St | X,, | •+•... + 1 Xw|?fcO ning X„ + 
_i_ x *  ->c^ = O . Vektorruumi osahulka a  nimetatakse line­
aarselt sõltumatuks, kui mistahes lõplik hulk elemente hul­
gast a on lineaarselt sõltumatu. 
Lineaaralgebra kursuses tõestatakse, et definitsiooniga 
1 on samaväärne 
Definitsioon 2. Vektorruumi nimetatakse n-mõõtmeli-
seks, kui temas leidub h, lineaarselt sõltumatut elementi, 
kuid mistahes k -t- 4 elementi on lineaarselt sõltuvad • 
Definitsioonis 1 esinevaid elemente ^ nime­
tatakse ruumi X baasiks. Baasiks võivad olla ruumi X 
mistahes rv lineaarselt sõltumatut elementi. 
öeldakse, et vektorruum X on lõplikumõõtmeline, ja 
kirjutatakse X < 00 ^ kui X = £ 0~^ või leidub v\e|K| 
nii, et oLCvv*. X = vv. 
Näide. Vektorruumis X = £ ^e IK^ moodus­
tavad baasi elemendid ^ = 
Iga * = (I,,, b ) esitab üheselt kujul :x = ^ g.. 
* = 4 
Selline vektorruumi struktuur on normeeritud ruumides 
ü p , sealhulgas ruumides IRw ja ($2^ 
Teoreem. Olgu X k- mõõtmeline normeeritud ruum baasi­
ga JLA } ... j  ^. Siis leiduvad positiivsed konstandid c,, 
ja nii, et iga oc = 5Z X^. e X korral 
WVQ.3C | X*. j $ II 3C )| ^ C-z VVS<3. DC. | | _ 
4 £• tc $ K. 
Toestus, l) Vahetu hindamisega saame, et 
II U = || ž X. || < £ || X* Ä-ic II = 
= zr IXJII v. 11« ix K|(zr 11 n) 
1 2  
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seega tarvitseb võtta C x  = 21 11 H 
Kel 
2) Vaatleme funktsionaali ^(X,,,...,XK) = |< 2l X,, II 
määratuna ruumi vw.^ uhiksfaaril S = \ X„ ) :
wvo-ac. 1X^1 = 4^. Punktsionaal ^  on pidev, sest tagurpidi 
4 6 K * K 
kolmnurga võrratuse põhjal 
i  ^ x » ) -  |  i i  ±  x ^ i i - i i s x ' - 1 1 ! *  
4 || Ž" £ C-A. VWCLOC \X*-X«1 
* = 1 <1 * ic 6. Vv 
s.t. ^  rahuldab Lipsohitzi tingimust. Sfaar s on kom­
paktne kui tõkestatud kinnine hulk ruumis fw*x . Seeparast 
saavutab funktsionaal ^ oma alumise raja mingis punktis 
( x ; , . . . , x : ) e  S ,  S . t .  
M- - ^(X,,***, = wvCw X*). 
On selge, et /u. > O . Kui kehtiks ^ - o, siis 
J?o;,...,x:)= n£,x:Ä<\i=o- ehk £: x:^ = o, 
millest järelduks, et X° = ... = X° = O. See aga nii ei ole, 
sest vwo-Dc- l X° | = A . Seega yu- > o . 
/< 4 tc SVv 
Näitame nüüd, et teoreemis väidetud vasakpoolne võrra­
tus kehtib, kui võtta c„ =/>-. Võrratus kehtib, kui eelda­
da, et wx<lxl | X * | = O . Kui aga vwa* | XK I = X > O 4 $ wl < Vv 4 £ Ic 6K "> 
I X I V 
siis Vvvo.oc. | - \ , mistõttu 
=c | |  = |f £ tl = X 11 ± % ** II = 
- X ^  J • • • ) > X ^  — yU- KCIX lXK\ 
X 
Xi X 
- I A. yu. =r _ 
ASw:^Vv 
Teoreem on tõestatud* 
Järeldus 1. Olgu X w. - mõõtmeline normeeritud ruum 
baasiga SL^t...t 9- ^  . Ruumis X leiab aset koondumine 
= Ž XT ^ * = Ž; XTIK 
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parajasti siis, kui 
XT X" ; *= S---, vv 
(••t. koondumine on samaväärne koordinaatide koondumisega). 
Toestus seisneb Järgmises samaväärsuste ahelas: 
 ^"^ T> x  ^II ~ = II 2T (XK - Xk)^  || —* o <^ > te *4 
I - X^l > OO —* X e  ve M 4 < -c * w  ^ *- *>* •> 1 ' 
Järeldus 2. Loplikumõõtmelises ruumis on kõik normid 
paarikaupa ekvivalentsed. 
Tõestus. Olgu tv-mõõtmelises ruumis X antud kaks 
normi )| • II,, ja II • II2. Teoreemile tuginedes võime väita, et 
leiduvad a,,, a.z , >0 nii, et 
<XA VWQ.3C | Xw \ < || 3C || < O. VWCLDC \X^\ 
A 5 icSw n A < < w 
Ja 
twd.x | Xfc j C II X II < ^»a_ >w<a.3c iXvcl 
4 # K * W. < iKiVv 
iga ae = ZT X^xL^eX korral. Kuid siis 
. ir^h A <vc ^  Vv *M 
<*4 
|| 3C. II ^  £ O-x WvCLIX: I Xw, 1 £ -5— y DC 
ja 
II * IL « VWCXDC 1X„| < ll^ll , 
2. -< < ic <- H, "-A 1 
s»t. normid on ekvivalentsed. 
Järeldus 3. Loplikumõõtmelises normeeritud ruumis on 
hulk suhteliselt kompaktne parajasti siis, kui ta on tõkes­
tatud . 
Tõestus. Meenutame, et suhteliselt kompaktne hulk meet­
rilises ruumis on alati tõkestatud. Eeldame nüüd, et K on 
w-mõotmelise normeeritud ruumi tõkestatud osahulk. Vaatleme 
jada ^ ^ e K , ^ e- |K/. Siis X^ ning teOree-
^C =>1 
mist järeldub, et jada vw<a_3c |X^| .wvelN, on tõkestatud, 
mis tahendab jada tekOstatust ruumis 
m,w, Kuna ruumis tõkestatud hulgad on suhteliselt kotn-
1 2 *  
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paktsed, alla saame eraldada osajada N N nii, et 
(X,, . XH) > (X4,... # X J) ruumis vw^. Kuna 
w\e N 
X
" X«,*= 1,... , W, BÜ8 3C^ = 2: 
** e- N yc. s: s\ v\< C- W 
* ^  Sauega on hulga K suhteline kompaktsus 
tõestatud. 
Järeldus 4. Lõplikumõotmeline normeeritud ruum on 
täielik. 
w ^ v, 
Toestus. Olgu Dcrw= ^  Xicjl< Cauohy jada tt- mõõtme­
id =4 1,1 
lises normeeritud ruumis. Siia 
-t" ~ " (x:-x*)<.„ H o, ^rw - *1 II = Il 
mis on teoreemi põhjal samaväärne sellega, et 
ITV^ CLDC I X ^ - X ^ I — >  O  e h k  ( . .  X w )  w x  e  ( W ,  
-l*K*Vv *\. *• \ t -> > "• / -> -» 
on Cauohy jada ruumis vww. Buumi vww täielikkuse tõttu 
( x 7 , ~ . , X w ) - ^ - *  ( x ^ . . . , X w ) .  Kuid siis = 
= >" X^Ä-<—> 22 , millega on ruumi täielikkus 
-c=1 ^ vc=>1 
tõestatud. 
Kuna täielik alamruum on kinnine, siis kehtib 
Järeldus 5. Normeeritud ruumi lõplikumõotmeline alam­
ruum on kinnine. 
§ 4. Hieszi lemma peaaegu perpendikulaarist Ja 
ühiksfääri mittekompaktsus lõpmatumoõtmelises ruumis 
1. Olgu X  normeeritud ruum. Elemendi x t X  kaugu­
seks osahulgast VcX nimetatakse arvu 
S1 C^ yl ^ 0 ~ «-Vt,"?- || DC — VI |) . 
On selge, et kui xe^; siis. <f(pc^yj= O. Näitame, 
et ^(ac, ^)>0 juhul, kui b/ on kinnine ja y% Ole­




mis on vastuolus eeldu-
elemendld nii, et l| * — 
Hulga y kinnisuse tõttu xeV^ 
sega* 
Lemma_(F.Riesz, lemma peaaegu perpendikulaarist). Olgu 
X normeeritud ruum ja V tema kinnine alamruum, kusjuu­
res y ^  X . Siis iga £>0 korral leidub x£ e X nii, 
et 11 x^ || = 4 ja g ,N) > \ - z. 
Märgime, et alati, kui ^ on alamruum ja 1( x\\ = \) 
siis g (=S^) = vvvj || * -^H ^  K * - O || = 1. 
X = Ruumis (R saab näiteks leida ele­
mendi "x. nii, et j| *11 = 4 ja 
) = A . Selleks tuleb ju­
hul, kui dLwi y = 4^ tõmmata lä­
bi nullpunkti sirgele V rist-
sirge ehk perpendikulaar. 
Lemma tõestus. Olgu C >O. .Valime elemendi d c e X 
nii, et x. y. Olgu O y^) = CwJŽ jj x - m || = Jt . me tea-
me, et c$L > O . Inf iimumi mõiste kohaselt leidub ^ e y 
nii, et JL ^  || rx. - ^ ^ ||< (/| -t- dl. Näitame, et lemma väidet ra­
huldab element 
3*11 
On selge, et 
•3C.. = 
- ^ 1  = 4  
Valime vabalt 
II - ^11 = 
<£ y . Kuna 
JL . et 
" II x - ^t| ^  (A-rC)cL A -1 
lillest G> (*•£. , V) = II ~ ^  II ^ ^ 
Lemma on tõestatud. 
II ^ ~ ^Y-ll 
siis 
H* - jQl ^1| 
II ^ 
4 • > A- £ , 
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2. Vektorruumi nimetatakse lõpmatumõotmelieeks, kui a 
ei ale lep1ikumoõtme1ine• Vekterruum on lõpmatumootme1ine 
parajasti siis, kui temas leidub lõpmatu lineaarselt sõltu­
matu osahulk. Näiteks on lõpmatumõõtmelised kõik konkreetsed 
Jadaruumid ja funktsionaalruumid, mida me eespool vaatlesi­
me. Vaadeldud jadaruumides on hulk £ = C°;-• \>°J ^  
rv e IN/1 lineaarselt sõltumatu, funktsionaalruumides on li­
neaarselt sõltumatu aga hulk AJ -fc ? ..., "t } |. 
ühiksfaariks normeeritud ruumis X nimetatakse hulka 
S (o, 4)=[3cfeX:ll*\!=/l}. Ühiksfäär on kinnine hulk. 
Teoreem, ühiksfaar lõpmatumoõtmelises normeeritud ruumis 
ei ole kompaktne* 
Tõestus. Olgu X lõpmatumõõtmeline normeeritud ruum. 
Konstrueerime jada 6 S(o;4) nii, et H Il ~, 
k  ^ rw. Kuna jada ükski osa jada ei ole C auchy jada, siis 
ei saa tema ükski osajada ka koonduda. 
Valime vahalt e S (o, 4^. Oletame, et on leitud 
nii, et ||oc^-3c£|) ^  kui t <c ja 
näitame, kuidas leida . Kuna ^,..., t*9, 
siis on kinnine ja X . 
Hieszi lemma (kus võtame £ = s.t. 4 — £ = ) lubab 
leida + S(o,4) nii, et g ( 
mistõttu || ~ *1II ^  X M ~ Z3C,V Il ^ 27 " 
Teoreem on tõestatud. 
Järeldus * Olgu X normeeritud ruum. Järgmised tingimu­
sed on samaväärsed: 
1) cSlCvw X < oo f 
2) ruumi X iga tõkestatud osahulk on suhteliselt kom­
paktne, 
3) ruumi X ühiksf äär S(oy on kompaktne. 
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Toestamiseks kasutame skeemi 1) =$> 8) 3) 1), mee­
nutades seejuures, et leplikumeetmelises ruumis tõkestatud 
hulgad on suhteliselt kompaktsed* 
$ 5* Head normeeritud ruumides 
Head normeeritud ruumides tuuakse sisse kui arvrIdade 
vahetu üldistus* 
Olgu X normeeritud ruum. Seaks ruumis X nimetatakse 
formaalset avaldist ŽT ^ ^ kus Dc^eX. Elemente acK 
nimetatakse rea liikmeteks, summasid ZZ = AZ^.. rea 
osasummadeks* 
öeldakse, et rida ZZ koondub ruumis X , kui ruu-
mis X koondub tema osasummade jada , w e IN. Osa-
te^A 
summade jada piirväärtust :>c eX nimetatakse selle rea 
summaks ja kirjutatakse tx: = 2Z Niisiis, koonduva rea 
*>" puhul 
53 3Cvc = 21 . 
K Vv—) =" tc = '* 
Kui rida 2T koondub (elemendiks x. ), siis 
l) tema uldliige laheneb nullile (:x- ^  sest 
i ~ u i =  u(i: =c„-^)-(iz=c«-»)U 
< = A x vc=4 
s  i i  t "  h  +  i i 1 1 - ^ *  o ,  
»c =4 *.=< 
2) kehtib üldistatud kolmnurga võrratus 
£ =c« IU Ž 
< = 4  *  -  4  
sest 
= || 1:^  Ž *-J1 = II Š ^vclU 
kv <==-» 
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ülesanne. Toestada rea summa lineaarsuse emadus: kui 
Of. - ®f. Otf x 
read 2__ ja • ŽZ ^  koonduvad, siis (X + /-*- ^U)= 
IC = A kC=A 0 = 4 
= x vS S 'ä-, x;r- &ll<-
Kida 21 x-vc nimetatakse absoluutselt koonduvaks, kui 
*=1 öö 
koondub arvrida SL II^kII. 
tc=M 
Teoreem» Normeeritud ruum on Banaohi ruum parajasti 
siis, kui temas iga absoluutselt koonduv rida koondub. 
Tõestus» 1) Olgu x Banaohi ruum ja koondugu 
|| ^  || , DcKe X . Olgu Sw = 21 **. Kuna 
<-=1 < » 4 
i i  s^-s || = # i :  ... - z* ~j m  i~! -j u  
1 IC =1 *c. =/, K = Vx-M 
>~>|D OO 
s xz ii II 6 2Z; o, 
siis S*, on Cauohy jada» Buumi täielikkuse tõttu koon­
dub* 
2) Olgu x niisugune normeeritud ruum, kus rea abso­
luutsest koonduvusest järeldub tema koonduvus» Vaatleme 
Cauohy jada ^^eX. Tõestamaks, et jada koondub, 
eraldame temast koonduva ©sajada . Kuna oe^ on Cauohy 
jada, siis saame leida indeksi vv4 nii, et 
A 
- •V4| c — V |* e IN, 
seejärel indeksi >vx^ nii, et 
4 w | |  3 C ' ~  - t - p  H  ^  3 .  V jo 6 It\| , 
Analoogiliselt jätkates leiame indeksite jada 
nii, et 
Il :x'»vlc ~ ^ f l V jo e (Kl _ 
Kuna 
II ^  i < i* > < e l N, 
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siis 5Z !| ^ I! < ZI "Ti <°ö, mistõttu rida 
«•< *• k-1 -<-
« = A 
(zx. - ^ koondub. Seega koondub osasummade jada 
V~' f dc „ - dc^^ wx e (Wy järelikult ka jada 
= -w^i-eN. 
Sellega oleme toestanud, et ruum X on täielik. 
Teoreem on tõestatud. 
Pole raske tuua näidet koonduva rea kohta, mis ei koondu 
absoluutselt. Selleks sobib mistahes tingimisi koonduv arv-
rida. 
Matemaatilisest analüüsist teame, et arvrea absoluutne 
koonduvus on samaväärne selle rea kõigi ümberjärjestuste 
koondumisega (samaks summaks). Alljärgnevatest ülesannetest 
selgub, et normeeritud ruumides see samaväärsus enam kehti­
ma ei jää. 
ülesanne 1. Tõestada, et normeeritud ruumis absoluut­
selt koonduva rea iga ümberjärjestus koondub samaks summaks• 
ülesanne 2 .  Näidata, et ruumides C0 ja , j=> > 4.^ 
00 A 
rida X! ~ z< , k^s -2-* = (o, O, 4 , O, ... X ei koon­
du absoluutselt, kuid iga tema ümberjärjestus koondub ele­
mendiks (A j ^ . 
§ 6. Faktorruum 
1. Defineerime kõigepealt faktorhulga mõiste• Olgu X 
hulk. Ekvivalentsiseoseks hulgas X nimetatakse niisugust 
seost R C X * X (kui (x , ^ ) e R > siis kirjutame ae R ^  ), 
mis on refleksiivne ( DC R x. iga DC e X korral), sümmeetri­
line (kui x R ^ } siis ) ja transitiivne (kui 
dc R ^  ja ^ £ ž , siis x R"z. ). Elemendiga <=i e X ekvi­
valentsete elementide hulka = [ x e X : x R o. ^ nime-
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tatakse elemendi cx poolt määratud ekvivalentsiklassiks• 
Hulga X fakterhulgaks X/R nimetatakse kõigi ekviva-
lentsiklasside X^  eX,  h u l k a .  K u j u t u s t  x.  X  — >  X 
3l(a.) = X^ aeX ;  nimetatakse kanooniliseks kujutuseks. 
Faktorhulga definitsioonist on näha, et kanooniline ku­
j u t u s  ae :  X  -> X / R  o n  s ü r j e k t i i v n e .  O n  s e l g e ,  e t  X^=X^  
parajasti siis, kui . Seepärast ae.(a) = ^.(^) para­
jasti siis, kui o. Rd,y mistõttu kanooniline kujutus ei 
tarvitse olla injektiivne. Kuna xeXa parajasti siis, kui 
x siis 
ae.(^c) = X ^ X^ . 
Faktorhulga X/R käsitlemisel on kasulik silmas pida­
da, et R tekitab hulgas X klassijaotuse: X = U X^ 
ja Xoi ^ ^  (sest mistahes <=l g X puhul ^ € X a )  ning 
kui 5^ X £ ^ siis X^ D X^ = 0 (sest kui leidub 
=c e Xq_ H X ^ siis x R a ja dc R4 • järelikult <x R -C 
ehk Xa ~ X g, ). 
2. Olgu nüüd X vektorruum üle K ja Z tema alam­
ruum. Defineerime ruumis X ekvivalentsiseose R samaväär­
susega 
3c R ^ x - Z . 
ülesanne. Näidata, et R on ekvivalentsiseos. 
Faktorhulka X/R nimetatakse ruumi X faktorruumiks 
alamruumi 2 järgi ja tähistatakse X /Ž . 
Vaatleme alamruumi Z nihkeid -+ 2 = f a* + ž : ^  gZ[ 
<x e X . Kuna 
3c e X& x oc - o. e 2 :>c <e cx V"ž ^ 
siis Xa = o- + Z. Seega faktorruum X/Z on alamruumi 1 
kaigi  nihete a  + 2 y  aeX, hulk, kusjuures a+ ^  -  L + IL 
parajasti siis, kui cx - ^  e . Ning kanoonilist kujutust 
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ae-: X '—* X/2 kirjeldab võrdus 
-ae-(o-) = a. + 2 , ae X. 
Lause» Paktorruum X/2 on vektorruum üle IK tehete 
= (^-+3)4-2 ^ ^S^X, 
X (jx. -h 2) = X, x -f 2 , X & X , ^ & IK , 
suhtes, tema nullelement on Z . 
Tõestus» Naitame, et liitmistehe on korrektselt defi­
neeritud» Olgu XL+ 2 = xl%- "2. ja ^ •+ Z = ^ 4- 2 . Siis 
^2 = C3^ V) ^  ^  > s e s t  = 
= (x - y/) -v kuna :x_ - oc } 6 2. . Ana­
loogiliselt saab kontrollida, et arvuga korrutamise tehe on 
korrektselt defineeritud. Vektorruumi aksioomid kanduvad 
aga ruumist X vahetult üle ruumi X /Z . 
3. Lõpuks olgu X normeeritud ruum ja Z tema kinni­
ne alamruum. 
Teoreem. Paktorruum X/Z on normeeritud ruum normi­
ga 
l| *- + 211 - 11*^ 11= M Il 31! ^  >r4 -,hll. 
Bfcž 32-1^ ) = x-t-zi 
Tõestus. Kuna ruumi X/Z nullelement on z: ja 
:x-t-2 = Z parajasti siis, kui sceZ^ siis samasuse ak­
sioom väidab, et 
Z|[ = O <£» xe2. 
Kui |\ x.-+ 2 || •= ^ || ^  || = O ^ siis leidub jada 
3c. -+ Z nii, et ~> O . Kuna e 2 ja 
u - ^>c —* O-x = -x siis alamruumi Z kinnisuse tõttu 
d" 
- x 6 Z . Ning järelikult ka xe ž , Vastupidi, kui 
eeldada, et xe Z , siis — ^ ce2, mistõttu 
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0 = x+(-x)c x + 2_ Järelikult |\ *. -+ 2 II = CvV^ _ •' 
x+TL 
- 11 o|| = O . 
Homogeensuse aksioom kehtib, sest 
|| X (oc-t- 2)|| = || X 3C + 2 || = VVX^ || X DC -t- "2 |( = 
— Cwj? ||Xdc-|.XBH = |X| || X4 2: || . 
Kolmnurga võrratuse tõestamiseks vaatleme ekvivalentsi-
klasse •+ ? Ja Olgu £ >0 suvaline etteantud 
arv. Faktorruumi normi definitsiooni kohaselt leiduvad ele­
mendid nii, et || ^  |l £ \\ ^  + 2 || + "§-,< = 4,2. 
Kuna seejuures C- -+ siis 
Ä(*A-v2) + (3ci+ E)| = ^ || II 4i1- ^ lU 
< II ^ II •+ II ^ II ^ II x, + 2 | + Il **+ 2II-+ 
millest piiril, kui £—> o tekibki kolmnurga võrratus. 
Teoreem on tõestatud. 
Teoreem. Kui X on Banachi ruum ja 2? tema kinnine 
alamruum, siis X /ž on Banachi ruum. 
Toestus» Ruumi X/? täielikkuse tõestamiseks näitame, 
et temas iga absoluutselt koonduv rida koondub. Eeldame, et 
21 || 2 || <<» . Valime nii, et ll^ lk 
< Il ^vc,^- 2 d + A6 IN. Kuna ^ \\ v-^ll <00 ja ruum X on 
< =t 
taielik, siis eksisteerib summa H = ^ 7 ^  . Tõestuse lõpe-
,£2. . rv 
tamiseks veendume, et Z_ Kuna ZI 4<" 
, vv x  <  =  1  *=1 
- ( ZT ^vc-^)-h Z , Siis 
Teoreem on tõestatud. 
Märgime, et kui räägitakse normeeritud ruumi X faktor-
ruumist X / 2 t siis eeldatakse alati, et ž on ruumi X 
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kinnine alamruum. 
§ 7*. Topoloogilised vektorruumid 
1. Topoloogilised vektorruumid Ja nende nulllSmbrused. 
Topolooglllste vektorruumide teooria uurib kusimusi, mis 
tulenevad algebralise ja topoloogilise struktuuri kooskõlast. 
Definitsioon. Topoloogiliseks vektorruumiks nimetatakse 
niisugust vekterruuml, mis on ühtlasi topoloogiline ruum 
ning milles elementide liitmine ja arvuga korrutamine on pi­
devad tehted. 
Olgu X topoloogiline vektorruum ule IK . Liitmise ja 
arvuga korrutamise pidevus temas tahendab järgmist: 
1) kui ja on summa x-v- ^  suvaline 
ümbrus," siis leidub punkti DC, ümbrus Li ^  ja punkti ^ 
ümbrus IX ^  nii, et *) 
U. ^  •+ U. ^  c U. y 
2) kui X €• IK t DC e X ja on korrutise X^c su­
valine ümbrus, siis leidub Z > O ja punkti DC ümbrus LL ^  
nii, et 
/-*- Li^ -Ax. 
niipea, kui ( - X j < £ . 
Liitmise ja arvuga korrutamise pidevusest järeldub nende 
tehete pidevus kummagi argumendi järgi eraldi, sest ülaltoo­
dud tähistustes -XL •+ U.^ e: ^ ^ C ^XU.xC 
ning dc e t kui |yu. -X | < 
Iga normeeritud ruum on topoloogiline vektorruum, sest 
*) Meenutame, et A , B C X , A € ll< ja DC e X korral 
A -h B — £ <*- •+ a.eAyt>e8^ y X A = [X <x : Q.e A} , kusjuu­
res — A=(~^)A ja ^c+A = A-»-3c - > o_ : <a. ^ A ^ . 
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olles meetriline ruum, on ta topoloogiline ruum, kusjuures 
liitmine ja arvuga korrutamine temas on pidevad tehted. Ka 
ruum s on topoloogiline vektorruum. Nõrgima topoloogiaga 
T =; \ $6; X ^ varustatud vektorruum X on topoloogiline 
vektorruum, sest X on mistahes oma punkti ainus ümbrus. 
Tugevaima topoloogiaga, s.o. diskreetse topoloogiaga varus­
tatud vektorruum X ^  [ oj aga ei ole topoloogiline vek­
torruum, sest temas on rikutud arvuga korrutamise pidevus: 
kui ^ O f siis U. Q^ {ol ja ^ ž O korral 
/*•* ^  • 
Topoloogilises vektorruumie on erilise tähtsusega null-
elemendi ümbrused ehk nulliümbrused, sest nende nihetena 
saab katte mistahes punkti ümbrused. Seda näitab 
Lauge. Kui Li on nulliümbrus, siis DC.-»- Li on punkti X 
ümbrus. Kui Li ^  on punkti =c ümbrus, siis Li ^ = *. -t- Li min­
gi nulliumbruse Li korral. 
Tõestus. Kuna -DC-»- DL = siis nulliümbrusele Li lei­
dub punkti 2c ümbrus Li^ nii, et - DC + Li^Cl Li ehk 
dc + Li^ mistõttu LL on punkti 3c ümbrus. Kuna 
oc-fO = ^y, siis ümbrusele Li ^  leidub nulliümbrus V nii, 
et DC + Vc il^ ehk V CL - -+- Li^ . Seega on Li — — DC -+- Li ^  
nulliümbrus, kusjuures Li, = Li. 
Lause on tõestatud. 
Lause näitab, et iseloomustades nulliümbrus1, iseloomus­
tame me ühtlasi mistahes punkti ümbrusi. Vaatleme järgnevalt 
nulliümbruste lihtsamaid omadusi. 
Lause. Olgu Li nulliümbrus. Siis X U on nulliümbrus 
iga X<5 IK \{o] korral ning leidub nulliümbrus V nii, et 
V -h V C2 Li. 
4 
Toestus. Kuna — O = O, siis leidub nulliümbrus V 
nii, et V d U. ehk V c  X U.^ mistõttu X Li on ka 
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nulliümbrus. Kuna 0 + 0=0, siis leiduvad nulllümbrused V' 
ja V * nll, et V + V Cl U.. Võttes V = V'!") V"> saame 
nõutava nulllümbruse V 
Lause on tõestatud. 
Et Iga nulllümbruse LI korral - U. on samuti nulliümbrus, 
siis dc-Lv on punkti 3c ümbrus. Ning punkti mistahes 
ümbrust võib esitada ka kujul DC— Li, kus Li on min­
gi nulliümbrus. 
Definitsioon. Nulliümbruste süsteemi ^ nimetatakse 
nulllümbruste baasiks, kui Iga nulllümbruse LL korral lei­
dub V ^  nii, et V C U,. 
Näide. Olgu X normeeritud ruum ja B = B (oy  tema 
ühikkera. Siis (•— B : on ruumi X nulliümbruste 
baas. 
Põhjendus. Iga nulliümbrus Li sisaldab mingit kera 
6(0,%). Valides k e 1NJ nii, et ~ 5 ^  saame Ä- Q — 
= 6>(o,~)<- B(oyrL)c u. 
Definitsioon. Öeldakse, et vektorruum! osahulk A on 
t a s a k a a l u s ,  k u i  t i n g i m u s e s t  \ X )  ^  A  j ä r e l d u b ,  e t  X A ^ A .  
Lause. Iga nulliümbrus sisaldab tasakaalus nulliümbrust 
ehk, teisiti öeldes, tasakaalus nulllümbrused moodustavad 
nullümbruste baasi. 
Toestus. Olgu LL suvaline nulliümbrus. Kuna 0-0=0, 
siis leidub £ > O ja nulliümbrus V nii, et /u Vc 
niipea, kui ]yM-1 £ . Tähistades W = U f,A V : \f^\ ^ , 
näeme, et W C LL. Et näiteks t V on nulliümbrus ja 
S V C VV, siis W on ka nulliümbrus. Jääb kontrollida, 
et W on tasakaalus. Eeldame, et lXl£ 4 ja vaatleme 
xfeW. Kuna x. £ yu V mingi yU korral, kus siis 
X* € Xyu V d W, sest |X^< 1 $ Seega X XV CL W. 
Lause on tõestatud. 
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2. Hulgad topeloogillstes vektorruumldes. Olgu topo­
loogiline vektorruum. 
Lause. Kui A;  B C )( ja on ruumi X alamruum, 
siis 
1) A = D ( A U : U, € mistahes nulliümbruste 
baasi korral, 
2 )  Ä  +  6  C A + B ,  
3) XA = X A , X ^  o, 
4) y on alamruum, 
5) kui A on lahtine hulk, siis A + B on lahtine 
hulk. 
Toestus, l) Olgu xt A . Siis mistahes LX € kor­
ral (dc - Lt)n A sest dc-U. on punkti dc ümbrus. 
Seega se - u. = o. ehk dc — <x u. mingi u. e U, ja o, e A 
korral. Järelikult DC e. A -+ LL . 
Olgu DC € f~| ( A -T- Li : LL € ^ &] . Oletame, et DC ^ A . 
Siis leidub punktile dc niisugune ümbrus LI ^  et 
bl^ H A=jZ>. Olgu LL DC LL^ kus LI on mingi nulliümb­
rus. Valime V ^  nii, et V CL LL. Sel juhul 
W-x, mistõttu (DC — Vj D A = ^  ehk DC + mis 
on võimatu. 
2) Olgu Dce A ja e B . Sisalduvuse dc+^c A^ B 
näitamiseks kasutame tingimust l). Olgu LL suvaline nulli­
ümbrus ja V niisugune nulliümbrus, et V + V CL U. . Kuna 
tingimuse 1) kohaselt x fe A+V ja ^ € B -+ V, siis 
tx. -v- ^  £ A+fe + V+V ^ A + B •+• VI > mistõttu 
dc + ^ e A -+ ?>. 
3) Olgu ^3- kõigi nulliümbruste süsteem. Siis X^o 
korral 
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x a  = X(n( a  + U : u e &D= fl{ x a  +  x u  : u« 1&] = 
=  n  [ x a  +  u  :  u «  =  x ä .  
4) Mittetühi hulk Y om. alamruum parajasti siis, kui 
V + V c y ja \y C y Iga X e |K korral. Et sel juhul 
V -+~S7 c ja X y = X ^ e kui X ^  O , ja 
OV = {o]cr V <c y^ siis V #n alamruum. 
5) Kuna A + B> = U [ A + & ? & e B siis tarvitseb 
näidata, et A + on lahtine hulk. Iga q. -t- £> e A + kor­
ral leidub nulliümbrus IX nii, et Q. + LX A (sest A 
on lahtine), seega cx+^o-fLL C A + mistõttu viimane 
hulk on lahtine. 
Lause on tõestatud. 
Järeldus. Iga nulliümbrus sisaldab kinnist nulliümbrust 
ehk, teisiti öeldes, kinnised nulllümbrused moodustavad nul­
liümbruste baasi. 
Tõestus. Mistahes nulllümbruse LX korral leidub nulli­
ümbrus V nii, et V + V <^" U.. Kuid siis V = 
= 0{V-t-W:V/on nulliümbrus j C: V + V C U . 
3. Topoloogllise vektorruum! eralduvus. Viimasele järel­
dusele tuginedes pole raske toestada, et iga topoloogiline 
vektorruum on topoloogllise ruumina regulaarne. 
Teoreem. Topoloogiline vektorruum on eralduv parajasti 
siis, kui fl l LX - LX € mingi nulliümbruste baasi & 
korral. 
Tõestus. Olgu eralduvas topoloogilises vektorruumis 
ac^O. Siis leidub LX € ^  nii, et x ^  LL. Seega 
x: ^  f) { U. : U e mistõttu fl { LL • U e - fc], 
Eeldame nüüd, et fl [ U- : LA € ja vaatleme 
punkte ^ ^  . Et ^ ~ ^ ^  O,, siis leidub LX ^ ^  nii, 
14 
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et ix. Valime nulllümbruse V nii, et V + V^- LX. 
Jääb kontrollida, et ümbrused ac-V ja ^4 V ei lõiku. 
Kui nad lõikuksid, siis leiduksid <v,, ^  e V nii» et 
3c - ^  ^  -+ ehk oc - -ä -f <\fx fe V+V c LX } mis on 
võimatu. 
Teoreem an tõestatud. 
Järeldus 1. Topoloogiline vektorruum on eralduv para­
jasti siis, kui {o] ~{o\. 
Tõestuseks meenutame, et [ = f) { { 0 ^ + lx : u. 6 = 
=  n { u ^ u ^ i .  
Järeldus 2. Topoloogiline vektorruum on eralduv ehk 
"T^- ruum parajasti siis, kui ta on T0- ruum. 
Tõestus. Me teame, et iga Tz- ruum on Y~0- ruum. Belda-
me, et topoloogiline vektorruum on 10- ruum. Siis iga 
korral leidub nulliümbrus DL nii, et sc ^  LX või 
O ^  3c - UL , mis on ka samaväärne sellega, et ae ^  UL „ See­
ga XL ^ ft { IX *. LX on nulliümbrus ^  mistõttu viimane ühis­
osa on ; of ning tegemist on ruumiga. 
Märgime, et kui vektorruumis X oi vaadelda topo­
loogiat •; gf , X ^ . siis saame naite topoloogilisest vektor-
ruumist, mis ei ole T0- ruum. 
4» Neelavad ja tõkestatud hulgad. Olgu X vektorruum 
ja A;BCX. öeldakse, et hulk B neelab hulga A > kui 
leidub /a > O nii, et |X  < yM. korral X A B>. Tasakaa­
lus hulk B neelab hulga A parajasti siis, kui leidub 
> O nii, et yU_ A C B , sest | X | ^yU. korral j — | ^ A 
ning X A = /-t- A c: B <2 B . 
Kui hulk B neelab iga ühepunktilise hulga, siis öel­
dakse, et B on neelav hulk. 
Näide. Topoloogllise vektorruum! mistahes nulliümbrus 
cn neelav hulk. 
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Põhjendus. Olgu UL nulliümbrus. Vaatleme suvalist ele­
menti X6 X ja näitame, et LA. neelab hulga {. Kuna 
O x. = 0, siis leidub > O nii, et |X\^^l korral 
X x- € LX ehk X r*. 1 d LX . 
Olgtt X vektorruum ja hulk A C X neelav. Siis iga 
x: e X korral leidub /-*- >0 nii, et yixx. e A, ehk, tei­
siti öeldes, leidub X > O nii, et x: e X A . See asja­
olu võimaldab hulgale A vastavusse seada võrdusega 
Fa  t-*") = { X >  O  :  xeX = c e  Xv  
defineeritud funktsionaali : X [ovoo). Punktsionaa-
li nimetatakse hulga A Minkowski funktsionaaliks. 
On selge, et neelav hulk sisaldab nullelementi» Järeli­
kult 
f»A C°) = Cvx4 ^ X> O : O € XA] = C.v^  { X > = O . 
Edaspidi läheb meil veel tarvis järgmist Minkowski funktsio­
naali omadust. 
Lause. Kui neelav hulk A vektorruumis X on kumer 
ja tasakaalus, siis on poolnerm ruumil X ^ s*t. mista­
hes dc, e X ja ^ G IK korral 
1° |°A PAO)-1- PAC^ ), 
2° |*A 00 = IaI pA<»-
Toestus. Valime jadad > O nii, et 
PaOX^^-A 3 a  I°A<^), £~A-
Kuna A on kumer ja — I- - A siis 
a - p. a =(< + a+^a)c^+wa. 
Seetõttu 
f A  O^) ^ 
millest piiril protsessis k —) oo tekibki võrratus 1°. 
Kui /•<- = Oy siis võrdus 2° kehtib. Eeldame, et . 
Kuna A on tasakaalus, siis mistahes V & K korral ilm­
selt 
V x e A  I V  |  xi  e  A  .  
Seda arvestades saame 
j=> A O x) - vvx^ {X >0 J yU- ^  € X A ]  -
=r Cw£ { X > O - J± 
• X *6 A] = 
=  c j j { \  >  O  . j£j 
" X - x e  -
=  {i / ^ i v  > O : 
= 1^ 1 :^  [ \) > o ; A|= l^ -l )PaCxX 
s*t • 2° kehtib. 
Lause 011 tõestatud. 
Definitsioon, öeldakse, et hulk A on tõkestatud, kui 
teda neelab iga nulliümbrus. 
Hulga tekestatuseks piisab nõuda, et teda neelab iga nui' 
liümbrus mingist nulliümbruste baasist £&.. Toepoolest, igale 
nulliümbrusele U, leidub V C <^3- nii, et V cz LL. Kui 
leidub ^ > O nii, et jX korral X A V > siis 
ka X A C LI. Seega LL neelab A . 
Arvestades, et tasakaalus nulllümbrused moodustavad nul­
liümbruste baasi, saame 
Lause. Hulk A on tõkestatud parajasti siis, kui iga 
nulllümbruse IX korral leidub > O nii, et Ac IX. 
Näide. Normeeritud ruumi osahulk on tõkestatud parajas­
ti siia, kui ta on tõkestatud selles normeeritud ruumis kui 
topoloogilises vektorruumis. 
Põhjendus. Olgu B> - B (°y *0 normeeritud ruumi ühik-
kera. Siis [ ~ 8 : K € IW^ on selle normeeritud 
ruumi kui topoloogllise vektorruumi nulliümbruste baas. Hul­
ga A tokestatus normi järgi tähendab, et A O £ (o, a) 
mingi a>0 korral. Näitame, et £> neelab hulga A.  
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Selleks valime ^ - -1 . Kui IXU/*, siis XAcX^Bc 
CL /*-1 B = B . Teiselt poolt, oletades, et A on tõ­
kestatud kui topoloogllise vektorruumi osahulk, saame, et 
teda neelab ühikkera B . Järelikult leidub yu. > O nii, et 
/ - « -  A  < c  B  e h k  A  c l  ~  B  ( o ^ ,  ~ .  
Järgmisest tulemusest selgub, et üks tõkestatud nulli­
ümbrus määrab täielikult ära topoloogllise vektorruumi topo­
loogia (nii on see näiteks normeeritud ruumis). 
Lause. Kui topoloogilises vektorruumis leidub tõkestatud 
nulliümbrus LL. siis mistahes jada cT >0 —> O , korral j w rv j w w * J 
on süsteem ^<5^ U. : we INj| selles ruumis nulliümbruste 
baas. 
Teestus. Et LL on nulliümbrus, siis <5^ LL on samuti 
nulliümbrus. Olgu V suvaline nulliümbrus. Kuna LL on tõ­
kestatud, siis leidub yx > O nii, et X LX, CL V kui 
\\\š yU. . Valides nüüd w e IN nii, et <5^ < j*. _ saame si-
salduvuse LL ci V. 
5. Kolmogorovi teoreem. Iga normeeritud ruum on topo­
loogiline vektorruum, kusjuures tema nulliümbruste baasiks 
võib võtta süsteemi [ ~ B(o, kg IM Öeldakse, et to­
poloogiline vektorruum osutub normeeritud ruumiks ehk on nor-
meeruv, kui tema topoloogiat saab anda normi abil; täpsemalt, 
kui temal leidub norm nii, et j" ~ B(o,a) : kg INI, moodus­
tab selle topoloogllise vektorruumi nulliümbrust1 baasi. 
Teoreem (Kolmogorovi teoreem). Eralduv topoloogiline 
vektorruum on normeeruv parajasti siis, kui temas leidub 
kumer tõkestatud nulliümbrus. 
Tõestus. Tarvilikkus. Normeeritud ruumis kujutab ühikke­
ra endast kumerat ja tõkestatud nulliümbrust. 
Piieavus. Olgu X vaadeldav eralduv topoloogiline vek­
torruum. Valime tema kumeras tõkestatud nulliümbruses sisal­
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duva tasakaalus nulllümbruse ja tahistame selle kumera katte 
tähega U.. Pole raske vahetult kontrollida, et tasakaalus 
hulga kumer kate on ka ise tasakaalus. Niisiis on Li tõkes­
tatud kumer tasakaalus nulliümbrus• Järelikult kujutab tema 
Minkewski funktsionaal endast poolnormi ruunil X. 
Näitame, et on tegelikult norm. Kuna pu(o)=0^ siis 
jääb kontrollida, et x: = O, kui u.^*) = O - Olgu 
pu^(-ac)=0. Siis saame valida jada <5^ > O nii, et <^-*0 
ja x e fl ( U •• vv e IW] . Edasi kasutame seda, et nulll­
ümbruse U- tõkestatuse tõttu on \ <5^ U, : k, Q, 1K/ { nulli­
ümbruste baas ning ruumi eralduvuse tõttu fl { 5^  U. : w e IKj| = 
= \0\. Järelikult x. = Q. 
Niisiis oleme näidanud, et p ^  on norm topoloogilisel 
vektorruumil X. Olgu B = B(o, A) = [xe X : \ . 
Jääb tõestada, et ^ -1, g, ; vt B IW j kujutab endast ruumi X 
nulliümbruste baasi. Seejuures kasutame ära asjaolu, et 
I" A. [X : w e iKJ ] on ruumi X nulliümbruste baas. Pole 
raske vahetult kontrollida, et IX Cl B Cl IX . Kuna B 
sisaldab nulliümbrust IX , siis on B ise ning seega ka 
kõik hulgad B nulliümbrused. Need hulgad moodustavad 
nulliümbruste baasi, sest mistahes nulllümbruse V korral 
leidub k e IN nii, et LX C. V ning seetettu — 0 c 
C LX C V. 
Teoreem on tõestatud. 
6. Vektorruumi topologlseerlmisest. Olgu X vektorruum 
ning olgu antud tema alamhulkade süsteem , Meid huvitab, 
missuguseid tingimusi peaks rahuldama, et teda võiks 
võtta nulliümbruste baasiks mingile topoloogllise yrekterrrkit-
mi topoloogiale ruumis X . Vastuse sellele küsimusele annab 
järgmine tulemus, mille toome ära toestuseta. 
Teoreem (vektorruumi topologlseerlmisest). Olgu X 
110 
vektorruum ja S&- ruumi X esahulkade süsteem. Kui 
täidab tingimuei 
1) iga korral leidub W & nii, et 
W C  U  O V )  
2) iga U^^gr korral leidub nii, et V + V^ UL > 
3) iga on neelav ja tasakaalus) 
siis ruumis X on olemas parajasti üks topoloogia, milles 
X on topoloogiline vektorruum ja mille jaoks on nulli­
ümbruste baas. 
§ 8 . Lokaalselt kumerad ruumid 
1« Lokaalselt kumer topoloogia ja poolnormid. Lokaal­
selt kumerad ruumid paistavad üldiste topoloogiliste vektor-
ruumide seas välja eelkõige selle poolest, et nende topoloo­
gia on kirjeldatav analüütiliselt, nimelt poolnormide abil. 
See asjaolu teeb lokaalselt kumerate ruumide kasutamise ra­
kendustee eriti käepäraseks. 
Definitsioon. Lokaalselt kumeraks ruumiks nimetatakse 
niisugust topoloogilist vektorruumi, mille iga nulliümbrus 
sisaldab kumerat nulliümbrust ehk, teisiti Öeldes, milles 
leidub kumeratest hulkadest koosnev nulliümbruste baas. Lo­
kaalselt kumera ruumi topoloogiat nimetatakse lokaalselt 
kumeraks topoloogiaks. 
Kuna topoloogllise vektorruumi iga nulliümbrus sisaldab 
tasakaalus nulliümbrust, siis moodustades kumera nulllümbru­
se sees asuvale tasakaalus nulliümbrusele kumera katte, saa­
me, et mistahes kumer nulliümbrus sisaldab kumerat tasakaa­
lus nulliümbrust. Järelikult võib lokaalselt kumerat ruumi 
defineerida kui niisugust topoloogilist vektorruumi, milles 
leidub kumeratest tasakaalus hulkadest koosnev nulliümbruste 
baas. 
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Olgu X lokaalselt kumer ruum ja tema nulliümbruste 
baas, mis koosneb kumeratest tasakaalus hulkadest» Tähistame 
fu. : 11 e 
kus en hulga U, Minkewski funktsienaal. Kuna iga 
U, € on kumer ja tasakaalus, siis iga p kujut ab 
endast peolnermi ruumil X ning naol on meil tegemist 
poolnormide süsteemiga ruumil X . Vastupidist olukorda kir­
jeldab 
Teoreem I. Olgu vektorruumil X antud poolnormide süs­
teem ?.. Koosnegu süsteem hulkade IX (jo ^  X) = 
= jxfeX : y»(=c)<X^pe?yX>Oykõikvõimalikest lõplikest ühis­
osadest. Siis on ruumis X olemas parajasti üks lokaalselt 
kumer topoloogia, mille jaoks ^6- on nulliümbruste baas. 
Tõestus. Kuna p on poolnorm, siis pole raske vahetult 
kontrollida, et hulgad IX(p 3 XJ on kumerad ja tasakaa­
lus. Iga hulk IX(^^X) on ka neelav, sest ta on tasakaa-
lus 3a rCic^r^-pc^^ t5ttu 
Et nimetatud omadused säilivad lõplike ühisosade moodusta­
misel, siis koosneb kumeratest neelavatest tasakaalus 
hulkadest, täites seega vektorruumi topologiseerimise teo­
reemi tingimust 3). On selge, et rahuldab nimetatud teo­
reemi tingimust l). Kuna Ül(f»;X) = LXCf;-^), siis 
iga LX € puhul "57 IX ^  ja IX kumeruse tõttu 
~ UL -4- U, c IX . Seega on täidetud ka topologiseerimise 
teoreemi tingimus 2). 
Tõestuse lõpetamiseks rakendame vektorruumi topologisee­
rimise teoreemi ja arvestame, et ^6- koosneb kumeratest hul­
kadest. 
Teoreem on tõestatud. 
Definitsioon. Topoloogiat, mille olemasolu väidab teo­
reem 1, nimetatakse poolnormide süsteemi P poolt määratud 
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vÕi tekitatud topoloogiaks. 
Teoreemi 1 kohaselt on poolnormide süsteemi poolt teki­
tatud topoloogia lokaalselt kumer. Alljärgnevas näitame, et 
kehtib ka vastupidine väide - mistahes lokaalselt kumer to­
poloogia tekitatakse teatud poolnormide süsteemi poolt. 
Eespool sidusime lokaalselt kumera ruumi X tasakaalus 
kumeratest hulkadest koosneva nulliümbruste baasiga pool­
normide süsteemi P&. . Tema tekitabki ruumi X topoloogia 
nagu väidab 
Teoreem 2. Lokaalselt kumera ruumi topoloogia on määra­
tud tema poolnormide süsteemi poolt. 
Tõestus. Võib vahetult kontrollida, et iga UI £ 
ja X >0 korral 
~ UL CL ll(j=a ;x)cXiX. CD 
Arvestades teoreemi 1, tarvitseb meil näidata, et hulgad 
U € Ž&- , X > O , moodustavad vaadeldavas lokaalselt 
kumeras ruumis nulliümbruste baasi. Vasakpoolsest sisaldu-
vusest (l) on selge, et iga U, ;X) on nulliümbrus. Kuna 
suvalisele nulliümbrusele V leidub U. 6 nii, et 
<2 V , siis parempoolse sisalduvuse (l) tõttu U.(e>u ; 4)c V. 
Teoreem on tõestatud. 
2. Poolnormide keel. Olgu lokaalselt kumera ruumi X 
topoloogia määratud poolnormide süsteemi T"* poolt. Ruumi X 
topoloogiaga seotud mõisteid on võimalik väljendada ka pool­
normide abil n.ö. poolnormide keeles. Peatume alljärgnevas 
topoloogia eralduvusel, hulga tõkestatusel ja pere (või ja­
da) koonduvusel. 
Lause 1. Ruum X on eralduv parajasti siis, kui 
JP(x) - o V p e =^ > ae - O . (2) 
Toestus* Olgu A = C\{ ll(f,X) : pe'P, X>o \ . Me tea­
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me, et X on eralduv parajasti sile, kui A-{o^. Kui 
xeA , siis jp(*) < X Iga X >0 ja korral ning 
seega |d(x)=o Iga pe-p5 korral. Teiselt poolt on Ilmne, 
et kui |s(x) = 0|6?; siis dc e A . Niisiis 
A - [ x-e X : = O V e , 
mistõttu ruumi X eralduvus (s.o. A — ) on samaväärne 
tingimusega (2)«. 
Lause 2. Hulk AcX on tõkestatud parajasti siis, 
kui hulgal A on tõkestatud iga poolnorm s«t« 
Avt_to < 00 V p e 7*. 
3C€ A 
Tõestus. Olgu A tõkestatud ja jp e Siis leidub 
> O nii, et yU AC U.(f>)l) ehk p(xj < —— iga 
x: e A korral. 
Eeldame nüüd, et mistahes p e "? on hulgal A tõkesta­
tud. Hulga A tõkestatuse näitamiseks veendume, et suvaline 
baasiümbrus U- = fl ^.(p^^X^) neelab hulga A . Olgu 
p*0) ^ kus > O . M = (-Al, .. 
=c^ 'A * > ' lH, 'mJ 
ja |X|4/*-. Kui Dce-A, siis ^(x)$ 
 ^ j3j  ^k  ^ . Seega .X LA- „ 
Lause on tõestatud. 
Samasugune vahetu arutlus nagu lause 2 toestuses tõestab 
ka 
Lause 3. Suunatud pere x:^ koondub ruumis X ele­
mendiks 3c parajasti siis, kui ijvw p ( ^ ^ — =>c ) =O iga 
pe ? korral. 
3. Lokaalselt kumerate ruumide näiteid. Selles punktis 
selgub muuhulgas, et lokaalselt kumera ruumi mõiste on olu­
liselt üldisem, kui normeeritud ruumi mõiste. 
Näide 1. Normeeritud ruum normiga || - |( on lokaalselt 
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kumer ruum. Tema topoloogia on määratud süsteemi ? = {II • 
p o o l t ,  s e s t  U ,  ( I I  •  I I  ;  X ) =  B > ( o , \ )  j a  {  B ( o > ) :  X > o \  
on normeeritud ruumi nulliümbruste baas* 
Näide 2. Kõigi arvjadade ruum S on lokaalselt kumer 
ruum. Tema topoloogia on määratud poolnormide süsteemi 
|; w e (N 3 poolt, kus 
See, et 7* tekitab sama topoloogia, mille ruumi S kauguski, 
selgub järgmises punktis tõestatavast teoreemist. 
Näidet 2 üldistab 
Näide 3. Olgu T  suvaline mittetühi hulk ja t"~ (T) 
hulgal T määratud arvuliste väärtustega funktsioonide vek­
torruum. Poolnormide süsteemi "P = j" ^  : -b gT \) kus 
|% C~) « I =*(*) I ,  * & F (t)^ 
poolt määratud lokaalselt kumerat topoloogiat ruumis F(T_) 
nimetatakse punktiviisi koonduvuse topoloogiaks. 
Näide 4« Olgu ^ loigus V] lõpmatult dife­
rentseeruvate funktsioonide vektorruum. Defineerime iga 
w - 0,4,,.. korral 
fwO) - VVXXLDC | \ 
1 0< tc 4 Vv a.«ii <3 * 
kus ^ ^ (*") • Pole raske veenduda, et iga on 
norm. Osutub, et süsteemi 'P = { pw ^ - 0,4, L poolt 
määratud lokaalselt kumerat topoloogiat ruumis C ^>3 
ei ole võimalik tekitada üheainsa mormiga* 
Näide 5. Põhifunktsioonide ruum 3 O3-, koosneb vahe­
mikus *=>) lõpmatult diferentseeruvatest funktsioonidest 
x, mille korral on kompakt­
ne. Vaatleme <2) (% *°) alamruume { * g 3) (o, V) \ 
/ioLpp ac. C K \ , kus K C (^ *°) on kompaktne hulk. On sel­
ge, et A) Ruumls 
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15* 
määratakse lokaalselt kumer topoloogia normide 
£> LZ(x) = ywdx | 3e-( (-t)l  ^= O A J ... J 
K 0<*<,vx -tfcK * 
poolt. Ruumi nulliümbruste baas moodustatakse ta­
sakaalus kumeratest hulkadest UL <2 PU^LU-'-
LI fl S ^ on ruumis S) ^ k) nulliümbrus iga K 
korral. Kirjeldatud nulliümbruste baas määrab lokaalselt 
kumera topoloogia ruumis Märgime, et ruum šK^y 
ei ole metriseeruv. 
4. Metrieeeruvad lokaalselt kumerad ruumid ja Friehet' 
ruumid. Võib juhtuda, et topoloogiline vektorruum kujutab 
endast ühtlasi ka meetrilist ruumi (nagu näiteks kõikide 
jadade ruum S ). Kui topoloogllise vektorruumi topoloogia 
ühtib mingi meetrilise ruumi topoloogiaga, siis öeldakse, et 
see topoloogiline vektorruum on metriseeruv. Kuna meetrilise 
ruumi topoloogia on alati eralduv, siis metriseeruv topoloo­
giline vektorruum peab olema eralduv. 
Teoreem. Kui eralduva lokaalselt kumera ruumi X topo­
loogia on määratud ülimalt loenduva poolnormide süsteemi 
7 ^ p. •_ i €- X \ y ~[cz (N , poolt, siis X en metriseeruv, 
kusjuures kaugust temas võib defineerida võrdusega 
S * i' <\ + PcO-a3 1 '9eX-
Tõestus. Kauguse aksioomide kontroll on põhimõtteliselt 
sama, mis ruumis S , kusjuures identsuse aksioomi juures 
tuleb arvestada, et lokaalselt kumera topoloogia eralduvuse 
tõttu tingimusest pt-(x-^)=0; Ce T; järeldub, et 
•x. - O ehk sc = ^. 
Meil jääb veel tõestada, et lokaalselt kumera topoloogia 
mõttes lahtised hulgad on täpselt need samad, mis meetrilise 
ruumi topoloogiaski. Selleks piisab näidata, et iga lahtine 
kera B(CL, n.) sisaldab punkti a. mingit ümbrust kujul 
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<x h- LX , kus LX = 0 LX (f>c ning iga niisugune 
ümbrus <x -+ LX sisaldab mingit lahtist kera B (^^X 
Vaatleme kera &(=*-,*-X vallme ^ nii, et 5 — < — 
t = kv-M 2-t 
ja moodustame LX =^0. LL (jpc) ^). Kui x e on- U ehk 
e LI, siis p;(x-o.)$^/vGly : ^ vv.^ ja järelikult 
S ^3CyQl") ^ "äT "ŠT < a ehk x: e 6(^0). See­
ga a, + LX c B («-, ,v). 
Vaatleme nulliümbrust LL = H LX^c^) X^kus 
l„< ... < - Olgu X = vn^Cw ^ 4>,X1,...,XVvY Kui 
3 <^)< ^ 7 ^ <  T e h k  P 
< —^ > millest järeldub, et jpc<(^-«-) < X^ < ^  >1, w. 
On selge, et sel juhul x. - e LL ehk :x e- ^  U.. 
Seega B C= ^ + IX . 
Teoreem on tõestatud. 
Osutub, et teoreemi väide on pööratav: kui lokaalselt 
kumer ruum on metriseeruv, siis leidub ülimalt loenduv 
poolnormide süsteem, mis mäarab selle lokaalselt kumera to­
poloogia* 
Definitsioon. Lokaalselt kumerat metriseeruvat ruumi, 
mis on täielik, nimetatakse Fržchet1 ruumiks. 
Näiteks iga Banachi ruum on Fršchet1 ruum. Ka s on 
Fržchet1 ruum. 
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IV Lineaarsed operaatorid normeeritud js 
Banachi ruumides 
Olgu X ja y vektorruumid üle ühe ja sama korpuse K. 
Definitsioon. Operaatorit A : X-nimetatakse line­
aarseks, kui 
1) A(*a + ^)=Ax,4Ax2>xvVX (aditiivsus), 
2) A (Xx) = XAx , sceX J  X e 1K (homogeensus). 
Märgime, et kui A on lineaarne operaator, siis A 0 = 0 
ning 
A (21 XÄ  ^ v c) = X* A X„.€ |K x (6 )( welW. 
<C = A ' K Cl ' ' 
Näide 1. Olgu X =(li : ^ } Ja olgu 
(o-c^), kus Q.:^ e |K ^  tvxw maatriks. Siis maatriks operaa­
tor A : X —s ^ , 
X \ 11 "-•xvx 
on lineaarne. 
Haide 2. Olgu funktsioon -i) pidev ruudus (o., fe] x 
X r<3-y ta J . Siis võrdus ega 
(* 5 ^ ("^ y , "b e[«.,<=], 
määratud integraaloperaator k : C£<x, —> Con lineaar­
ne. 
Näide 3. Olgu X = C [o-y = C [<sV3. Siis difereut-
seerimisoperaator D = - X —y(Dac)(^) = on lineaar­
ne. 
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§ 1. Pidevad lineaarsed operaatorid 
Olgu X ja y normeeritud ruumid. Siis, nagu meetri-
listes ruumides ikka, tähendab operaatori A * X —>y pidevus 
seda, et koondumisest järeldub koondumine A x:w-^ Ax 
Kul operaator A on pidev ja lineaarne, siis 
A ( X x \ = 21 X^Ax^ 
^ >C = A 
iga koonduva rea 21 puhul ruumist Xsest 
A(f = A ( 6-:wv £ \= L:^ A(± xÄ)= 
y lx lC=5 ' Vv V.= t ' 
— 6- v Vx<_  ^.X, ^ "DC ^  . 
Lause 1. Lineaarne operaator A Xon pidev punktis 
3c €rX parajasti siis, kui ta on pidev punktis O. 
Toestus. 1) Olgu A pidev punktis O. Kui oc^—>:x, 
siis -*o ning A 0"^-0, s.t. A^^ — Ax-^O ehk 
A v, —> A x. . 
2) Olgu A pidev punktis Kui siis 
x x ning ACx^+x)-* Ax, s.t. Axft4 A*'-? Ax; 
mis annab koondumise A w —> O. 
Järeldus 1. Lineaarne operaator on pidev parajasti siis, 
kui ta on pidev punktis O. 
Järeldus 2. Lineaarne operaator on kas pidev voi ei ole 
pidev mitte üheski punktis. 
Definitsioon. Lineaarset operaatorit A'X^V nimetatak­
se tõkestatuks, kui leidub arv M nii, et II Ax ||$: til|*|| iga 
xeX korral. 
On selge, et lineaarse operaatori A : X-* V tokestatus 
tähendab arvuhulga -IL^ZÜI : x e X \ tokestatust. 
Lause 2. Lineaarne operaator on tõkestatud parajasti 
siis, kui ta teisendab iga tõkestatud hulga tõkestatud hul­
gaks. 
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Toestus. Eeldame algul, et lineaarne operaator A 
on tõkestatud, s.t. leidub arv M nii, et ; :xHj 
oce X. Kui hulk E on tõkestatud, siis leidub a > O nii, 
et IM|Š . Seeparast, kui x: e- E , siia II A 1| 4 
 ^M II * 11^  M ^  s.t. hulk AE on tõkestatud. 
Eeldame nüüd, et operaator A teisendab iga tõkestatud 
hulga tõkestatud hulgaks. Siis hulk A 6(0,4) on tõkestatud, 
s.t. leidub arv M nii, et || A x H M ,xeB(o,l). Sellest 
v \ c i i |l A x. H 
aga järeldub, et mistahes xeA \[0\ korral —= 
= II A M, mistõttu A on tõkestatud. 
Lause on tõestatud. 
Teoreem. Lineaarne operaator on pidev parajasti siis, 
kui ta on tõkestatud. 
Tõestus. 1) Olgu A : X y tõkestatud, s.t. ||A^|l< MIM| 
iga xeX korral. Olgu Siis IIA < M II *.*!|— 
mistõttu A Lause 1 põhjal on A pidev. 
2) Olgu A: X~>y pidev. Oletame vastuväiteilselt, et A 
ei ole tõkestatud. Siis leiduvad elemendid nii, 
et ^ ^ —> oa seega :>c— —^  O (me võime eeldada, 
II v^, II J II A 
et A mistahes k e IN korral) ehk -• . , 5» O. Kuna 
II A :xA)| 
sil" °n Taa" 
tuolus A pidevusega. 
Teoreem on tõestatud. 
ülesanne. Näidata, et reaalsetes normeeritud ruumides 
tegutsev pidev aditiivne operaator on homogeenne, järeli­
kult lineaarne. Näpunäide: tõestada, et kui operaator A on 
aditiivne, siis A(XTC) = XAx iga \e<Q korral. 
Teoreea. Loplikumõõtmelistes normeeritud ruumides te­
gutsev lineaarne operaator on pidev. 
Tõestus. Olgu X ja y loplikumõõtmelised normeeritud 
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ruumid ning A : X ->Y lineaarne operaator. Näitame, et A on 
tõkestatud. Olgu ruumi X baas ,..., ja ruumi Y 
/ / 
baas i- ä Vaatleme suvalist elementi 3c = 
Siis Ax=A(i^O = itAi: 
tfades elemendid A^feN ruumi Y baasi kaudu, saame 
? S > ) = 4—> 
Aval-
( 1 )  
mistõttu 
A« = _Ž ! (£«;:*;') = £(£ j = * <3 y « »y 
Me teame eelnevast, et leiduvad c^> o nii, et 
c. rwax 1 |v  5 II Š % Il < ^ 2. l|x 1 ) 
d x =1 4 d A #^6 Vv o J 
samuti leiduvad CA , > o nii, et 
e' vwax 1«i J £ l| 57 "t; *' N ci >*?-* I*l:| . 
A a <:< w Lv C = t u ^v<vv< lL 1 m i i
Järelikult 
IIA^II - II Š(i li -M?jU 
- * 0 <3 1 = 1 0 0 
< c. ( Sl | <=-:. |) | ^. I  ^
< S ^^jll = MIMl, 4 £ (.4 ** j u y 1 4 4 J 
kus M ei sõltu elemendist DC . 
Teoreem on tõestatud. 
Märkus. Teoreemi tõestusest selgub, et igat lõplikumoõt-
melistes vektorruumidee tegutsevat lineaarset operaatorit 
A : X—võib vaadelda maatriksoperaatorina. Selleks tuleb 
valida ruumides X ja V mingid baasid , ...} a. ^  ja 
<L^ . Siis elementide A 6-^ esitused (1) annavad 
wx x »v maatriksi (a. c^ , kusjuures suvalise elemendi 3c = 
= 21 £ A e X kujutise A -*; = 21 1;#-' koordinaadid 
4 d  C=1 
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1«> saadakse järgmiselt: 
Järeldus. Lõplikumõõtmelisel normeeritud ruumil määratud 
lineaarne operaator on pidev. 
Toestus. Olgu normeeritud ruumidest X Ja V ruum X 
lSplikumoõtmellne ning olgu A: X-»y lineaarne operaator. 
Võib vahetult kontrollida, et AX on vektorslamruum ruu­
mis y. Näitame, et dLCw. AX$<^ «*X. Olgu dlCv**. X = k-. 
Oletame vastuväitelieelt, et JlCvwAX>^. Siis leiduvad 
lineaarselt sõltumatud elemendid ^ e AX. Va­
lime neile originaalid , • • •, e  X , s.t. A*;=M;i 
i = A A . Kuna clCvw X = k, siis x,,,..., on 
lineaarselt sõltuvad, mistõttu leiduvad X4  X k-m 
nii, et |X4i+... + |XK.,.J^o Ja XA xA -+... Siis aga 
A(X,X < + ...+ Xä+1X ,^)=X^ ,+ ... + Xk4i,^ m=Oj mis on vastu­
olus 4 lineaarse sõltumatusega. 
Lõpuks jääb üle operaatorile A *-X —* AX ^ mis tegutseb 
lõplikumoõtmelistes ruumides, rakendada teoreemi. 
Järeldus on tõestatud. 
Vaatleme veel paari pidevate ja mittepidevate lineaar­
sete operaatorite näidet lSpmatumÕÕtmelistes ruumides, pea­
tume eespool defineeritud integraal- Ja diferentseerimis-
operaatoril. 
Integraaloperaator K - C.1^,4]—on tõkestatud, 
seega ka pidev, sest 
4 A» 
HK>u||< | S * ivxo.^ $|^Gfc,*\||acOOl<X<>$ 
5 |  II * II, xe C 4] 
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Ka diferenteeerimieoperaator D • C"1^t>3—> £-0^on 
tõkestatud, eest 
il D^l|cr t, = **.«.* I ~'("OU 
a. < i < <t> 
 ^ | * ("O | "+• VvvQ-oc | « Il * |(r 1r Ä."i • 
O-i- f 4 lo Q_< -t<- 4, , V LS 
Kuid diferentgeerimisoperaator D • C1[i^}-s — 
kus C C%t] on ruumi C<>2 normiga varustatud vek­
torruum C a£<^v *>3 — ei ole tõkestatud, sest valides 
= jz .^  ^ saame = mistõttu 
H D » „ » =  k  | | x „ | | , ^ e i w ,  j a  J L £ i d L  — »  o o .  
§ 2. Pidevate lineaarsete operaatorite ruum 
Olgu X Ja y normeeritud ruumid üle korpuse Ikf. 
Vaatleme hulka (X, V) = j A: A on pidev lineaarne operaator 
ruumist X ruumi ^y\ Kui A,B € ^  ja Xelkf^ siis 
defineerime 
( A - ^ B ) DC r  A  X +  B *  >  DC e  X  y  
(XA)dc = X A dc j dc e X . 
Pole raske kontrollida, et A + B e o(? (X, ja XA & 
Veelgi enam, »£(X^ ^ ) on vektorruum üle lk v kusjuures 
nullelemendiks temas on nulloperaator O , mis on määratud 
tingimusega 
G DC = Q V DC €r X . 
Osutub, et vektorruumi saab loomulikul vii­
sil muuta normeeritud ruumiks. 
Olgu A €• 6^ (X, ^  siis leidub M nii, et (| A ||< 
^ M || dc H iga x e X korral. Seega [ HA* | : K 4Njj. 
Järelikult [ |l A^*|| llxll^ e |£ . Defineerime 
Il A || = || A * || . 
II x ||<>| 
Normi aksioomide kehtivust põhjendavad järgmised sama­
väärsuste, võrduste ja võrratuste ahelad: 
1 6 *  
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1° IIA lt - o <$> H a * l| = o <$£> 
ItxlW/l 
4=^  II A x tl = o ^  3C e X , H ^  II < A O 
<^> Ax = Oj xfe X ^ HdcII^/I^ 
"x4> A x  =  o  V x & x ;  
aeat kui l| * II > aiia eelviimaaeat tingimuaeat järeldub^ 
et A^c = |MI A(~)=O v  kuna II ^,11 -4, 
2 °  Il X A II = HXA^ll = IX! HA^Il = IXlHAll 
»=cM«£4 J 
3° IIA-t- Bll « t|(A^B)*tl< 
II x 1| ^  ^ 
<: (||A=cll+ II B3c||)< 
^v*-yo II A 3=- II -f /yvcAo IIB Dc |l = 11 A H "+ H B II -
M X \l * IIM 
Olgu A ^  Märgime, et 
| A * H  M  l | x | |  V x e X ^  H A I U M ;  ( 1 )  
aeat | | A II = *^-]p IIA:*||e[o,M]. Kehtib ka võrratus 
IIA^IK II All || dc || V^ eX^  (2) 
aeat kui d^=o^ siis Ax = 0; kui aga ^ O }  aiia 
||Ax||= II ^ Il IIA^,) t| 6 Hallil AL Tingimustest (1) ja (2) järeldub 
kohe, et 
Il A|l = f Me|R : ||A*l|s M II * Il VxfeX^  
Üleaanne. Toestada, et /V^y> || A ^  || = wp || A y \| = 
HxIlU l,3cilLA 
= ^ v> t|A^ H= i£sl . 
||xl|<t dt*0 M U 
Teoreem. Kui X on normeeritud ruum ja V Banachi 
ruum, aiia ^£(X^) on Banachi ruum. 
Toeatua. Olgu AK€ Cauchy jada, s.t. 
l | A^-Aw.II777^0 . Näitame, et A^ koondub, a.t. leidub 
Ae^ (X,M) nii, et (( Aw - A II O. 
Valime vabalt x e X ja vaatleme Jada A^yfeV. See 
jada on fundamentaalne, seat \\ A^ - A^ x )l s£ HAW-A^ H M|-»0, 
kui vx^wn—)oo. Ruumi 2/ täielikkuse tõttu A„x koondub. 
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Defineerime operaatori A  ~ X ~ »V aeoaega 
A "x = 8.:vw )  x e X , 
Operaator A on lineaarne, eest AJy*^ 
= Ü-vw. A^4 ^*j - A A ja A (X = C.Cv>-. A  ^ (^X * ) -
Vv " w 
- X ü.v«~v A* * - X A x _ 
Näitame operaatori A tõkeatatuet. Jada A w  olles 
Cauchy jada, on.tokes tatud, g.t. leidub arv H nii, et 
IIAJI^H. Et aga II Aw  * lU HAJ|| |x^ M Ml iga aceX korral 
ning normi pidevuse tõttu l |Ah^||-^ M A ^ v  siis \\A dc 11^ 
< M II x  II iga ac eX korral. 
Lõpuks näitame, et H A ^ - A II 0 . Jada A w fundamen-
taalsust võime väljendada järgmiselt: iga £ > O korral 
leidub N nii, et || A w - A ^  | |  4 £ kui > NJ. Seega 
II - A^^.|K IIA^-AUl 11 * H ^  £ || dc 11 
iga xeX korral, kui > M. Minnes selles võrratuaea 
piirile protsessis vvv —aaame normi pidevuse tõttu 
Il A K - A 3c || 5 £ II dc \| V 3c e X, 
kui w > N, Seega 
II A.-A1N 
kui t-v > N  }  mis tähendab, et || A ^ — A II O. 
Teoreem on tõestatud. 
Märkus. Teoreemi väide on pööratav: kui normeeritud ruu­
mide X ^{o| ja korral Isf ^) on Banachi ruum, siia 
y on Banachi ruum. 
Lause. Kui X, ^ on normeeritud ruumid, A €-
ja B e ^  (V, žj), siis BAfc ning | |  RAIK IIFŠJI | |  A||. 
Tõestus. Operaatori P>A lineaarsuse põhjendavad vordu-
sed 
(BÄX^-v^^Z) - B.(A(*^Xi)) -
•= B(Ax,)+ B(Ast (RA) dc, + (B.A) x t  , 
(BA)(Xdc) = B(A(Ax))= R(XA^)= X R(A-)r X(fcA) x . 
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Kuna 
11 (BA)* \| ^\|B(A-)IU 11 B || || A*II 4 II B\l l|A 11 llxll, 
siia operaator BA on tõkestatud ja || B A II < Il B II 11 A ||. 
Lause on tõestatud. 
Järeldus, Kui Aw—*A ruumis o£(X, )J) ja BH—>B ruu­
mis o£.(^ , Z), siis BWAK—*BA ruumis (X, ž.). 
Toestuseks paneme tähele, et 
|| A w- B A 11 = ll(B k v-B)A w+ B(A.-A)H< 
4 11 BI1KAJK IIBlI tl A.-All-^ 
-* o 11A II -+ H B. II 0 = O . 
Äsjatõeatatud lausest nähtub, et ruumis ^(X^X) on 
liitmise ja arvuga korrutamise tehte kõrval olemas veel ope­
raatorite korrutamise tehe: kui A^ B> (X,siis 
ABe^C^Xj^ kusjuures kehtib võrratus H A B IK H AII II 8>|f. Lau­
se järeldus väidab aga korrutamistehte pidevust. Niisiis on 
kõik kolm algebralist tehet ruumis of (X, XJ) pidevad. 
Märgime, et korrutamistehe ruumis of? (X, X^l ei ole üldi­
selt kommutatiivne, selle kohta pakuvad näiteid juba maat-
riksoperaatorid. 
Kuna korrutamistehe ei vii välja ruumist ^(XyX), siis 
operaatori A 6 o£(XyX) astmed 
A^AA"-\ A°= I , K = 
kuuluvad ruumi (Xy X) > kusjuures 
1IAWH < II A||W, 
sest |1A"|U IIAIIIIA^H tl Alf IIA^K 11 Alf. 
§ 3. Operaatorite normi arvutamise näiteid 
Enamasti on operaatori A £ °£(X,V) normi J)A |( arvutami­
ne definitsiooni 
|| A|| = IIA 3c || (1) 
IILINI 
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põhjal küllalt tülikae. Seepärast tehakse tavaliselt nii, 
et kõigepealt tuletatakse (võimalikult täpne) hinnang 
IIA x. || i? M II ~ II (2) 
millest järeldub, et 
IIAll < M . 
Kuna 
H A U  -  v w C w  {  H  :  | |  A  *  I I  <  M  l | * l l  V o c e X ] ,  
siis võib oodata, et täpse hindamise (2) korral || a h = m • 
Viimase võrduse põhjendamiseks jääb tõestada, et (| A l| M , 
mida tehakse tavaliselt definitsioonile (1) tuginedes. Sage­
li aitab siin järgmine lihtne 
Lause, Kui leiduvad elemendid ja arvud MK nii, 
et || A dc |^| > iga w korral ja siia 
II A || ^ M. 
Tõestuseks märgime, et iga k, korral 
M < < »A»I|3C-» 
= 
||All 
"»v - || H II ' 
millest protsessis tv—> <*> saamegi võrratuse M 5 II A || ^ 
Mõnikord õnnestub leida element X.0-£.Q nii, et 
l| a "*oii > m ii ^olj (üldiselt ei tarvitse niisugust elementi 
xo  olemas olla), ning siis kehtib lause põhjal (kus = 
- x0  ja M iga tv korral) võrratus H A || ^ M . 
Näide 1. Eespool nägime, et maatriksoperaator A : 
A~ = f h  (F 
on lineaarne. Ta on ka pidev nagu mistahes lineaarne operaa­
tor loplikumõõtmelises normeeritud ruumis. Leiame ||A||. Ku­
na || x- || = I 5 : I, siis 
A £ v ^  Vv 
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A ac H = Q- v ^ : 1 < 
A s w  j  =  A  d  Õ  '  
4 >w<ax 5Z | «-: v I I ^ • \ $ ( ^o-x 2Z l °- l) II X. \\ . 
A<I^K 4=1 4  * A^:sw / 
Seega || A || š  2 Z  l^;;) Maksimum s a a v u t a t a k s e  mingi 
4 < :<w d 
indeksi l0 korral, seega 
wv^-DC Ž | <=*-C i | = | a:o i | .
A5-C5-VV 4 = A 4 d 
Olgu DC0 q-;oA , - - a;e4 kus 
f 7—7 j kul a  ^0, 4<^ >v <x — < t°- I 
|_ >1 kui Q. = O. 
Siis II scj = >1 ja 
I A x„ II >1^ «-Coj A^wv O. | = 
= Ž Kc0 il = Ž 1°-^! II ^=11 , 
- 
0 <1 A6vSW <> 
mistõttu. Il A || ^  wva.^  laCi|. Kokkuvõttes oleme näi-jj-=A a 
danud, et 
II aii, = r^ -?- J^a;j A<C$rVv ^=' 
Näide 2. ülesanne. Toestada, et sama maatriksoperaatori 
norm ruumis on 
Il A || w ~ *vx<a.-x. 2Z I ^  c: ( 
*-< -» c=a a  1  -
Näide 3. Eespool tuletatud hinnangu põhjal võime öelda, 
et võrdusega 
(K x,)(-fc) = S a) j -b & 
määratud integraaloperaatori K : C ] —> C£<a v4] norm on 
hinnatav järgmiselt: 
4, 
Il K II 4 i I ^ ^ I ^  • 
Pidev funktsioon 4: —» J | Id (-fc, ^ |  oi* saavutab loigu ^3 
mingis punktis r0 maksimumi , s.t. 
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Ic 
^ | C"t0 | = vv.ax ^ ^  ^M . 
<X J Q.5 -t -5- <o Q. 
Vaatleme funktsiooni 3< C"k«,*X 4 e (kus 
on aama tähendusega nagu näites 1). Üldjuhul ei ole 2. ruu­
mi CC- q element, küll aga on 2 mootuv ning l ^ (V)t 4 
<4. iga >S £ <=3 korral. Luzini teoreemi põhjal võib 
väita, et iga £>0 korral leiduvad x 0  e C [>, t>3 ja 
E C [ «v *•] nii, et /^-(E) < SL . I ^ ^  ^  kui 
/>e O , <>3 , ja :xo(^)=2(^)y> kui -Se[Q-^3\^- Et 
Il *oll š 4> süa 
<L 
Il K II ^ || K 3C0 II = VWCX.DC- | $ (-t, *) "=* 0O) cH ^ l ^ 
a$ t < <o Q. 
L 
ž | ^3£(±o/)xo(0<J.*|=  S 
M\E E 
8= 
= | ^ (^>)oIa - S ^  ("t0y t>)5:(^ )<ls 1- S ^ (^ /O^ oC^ CAAI £ 
*• EE
* $ l*C(-t.,V)|<U - :> C Z, 
kua C = ^  l ^Gk> ">) ). Kuna £ on suvaline, siis Il K || .5. 
> rj | (4 « Ol^ ning kokkuvottes oleme saanud, et 
« K *CC-<c]-.t£.>J VTiT, 
Näide 4. Eespool saadud hinnangu põhjal võime öelda, et 
diferentseerimisoperaatori D '• C A C**> *>] —? tj, D x = x' 
puhul I' D || A. (Paneme tähele, et siin ei leidu funktsioo­
ni x0^o nii, et kehtiks võrratus || D x „ )| ^ || x u || } gest 
sel juhal O ^  l^a-* l ^oC^)! ehk 3c „ = O . ) Võttes 
x^  (\) ~ JL~ ^  saame Dxrt = :x« = KX«v. Olgu — i^ -a.-x | -x w(t)| 
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Kuna il D ^ J| ~ k X H J & l|xw|| = || D :xvJ|*XT(K-M)->v^ i alie 
(I D 3c „ || = II || J millest järeldub, et M D {f ^ 
^ ^.Cvw —-— = A . 3eega 
Vx -h A 
1 1  D  
"c  * ! > > . ] ~  A  
<$ 4. Zabreiko teoreem 
1. Poolnormid ja nendega eeotud hulgad. Olgu X vek-
torruum. Poolnormiks ruumil X nimetatakse kujutust 
p : X—*fl? - mia rahuldab tingimusi 
1= p(x~)= |X| pO) VXelk^ 
2° p(oc1 -4- ^ p(x,} + pC*i) V*,,xteX. 
Kuna p(o) = O (tingimuse 1° põhjal), siis poolnormil 
jääb normi omadustest puudu vaid järgmine: kui j=> (x) = (}, 
siis x = 0. 
Poolnormi definitsioonist järeldub, et iga 
x e X  korral, sest 
O = |P(O)= |P (*+(-*))£ p(*)-h p(~^ ) = 2 p(*>. 
Näited, 1) Kui X on normeeritud ruum, siis 
^(x)-H x ||} xeX , on poolnorm. 
2) Kui X on vektorruum, V normeeritud ruum ja 
A : X —* y lineaarne operaator, siis p0*) = l| Ax-I, ac e X , 
on poolnorm. 
Olgu vektorruumil X antud poolnorm p. Defineerime 
4 > o korral hulga 
u,^ = {xfex : |p(v) š 
( Li/, on kinnise kera analoog). Meil läheb vaja hulkade 
11 järgmisi omadusi. 
Omad us 1. Kui x. G IX ^  siis — oc € IX ^  . 
Tõestus. Kui p(*)$4, siis p (- *) = p(V)^^ 
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Omadus 2. Kui IX ^ ; siis ^ e U.^ . 
Tõestus. Kui jo(ac.A)$ 4 ja pO>ix)£- 4, siis ^-^hlZLlX-
- i:(r(^)-+ K*0)$ f(^o4 x t°Cx3.) $ 
Omadus 3. Kui x. e IX ^  ^ siis £x6 U.£^ iga £i>0 kor­
ral. 
Tõestus. Kui jpC^) ^ ^  j siis p (t :x.) = •£ ^ "L >S . 
Olgu nüüd ja järgnevas X normeeritud ruum. Olgu p 
ruumil X antud poolnorm ning IX^ ^ ^ > 0^ temaga seotud 
hulgad. Normeeritud ruumi tehete pidevuse tõttu jäävad oma­
dused 1-3 kehtima, kui nendes IX^ ja asendada vasta­
valt sulunditega IX^ ja LX ^ . Põhjendame seda näiteks 
omaduse 1 korral. Olgu xi e IXV Siis leidub e IX ^  ^ 
x-^x . Kuna - DC.^6 IX^ ja siis - x e IX^ . 
Lemma. Kui 
B (<=sO ^  LX,, , 
siis iga £ > O korral 
B (o^OcJ^t>s • 
Tõestus. 1) Näitame, et B (-<*>rv)c IX ^  Olgu 
=ce 9>(~ay *v_) - Siis — 3c e B(<=s,\X 
sest 
H - DC - Q. H = || cx) || $ 
mistõttu — x. € LX^. Järelikult ka 
3C- - - e IX ^ . 
2) Näitame, et B (o,n,)c IX^ . Kui x e B(o, n.)^  güs 
x-t-ae B(^^) ning Dc-a e mistõttu oc -v<xe LX^ 
ja x - <x £ VX^ . Järelikult DC = +(* -<0 e _ 
3) Lõpuks näitame, et B(o^s:a)c IX £ ^. Kui 
x e B>(o, £.t)y siis ~ e BQo,^ ), mistõttu ~ e ULX . Järeli­
kult x - — e LL £ A . 
Lemma on tõestatud. 
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2. Zabreiko teoreem. Olgu |r> poolnorm normeeritud ruu­
mil X. 
Definitsioon.- öeldakse, et p on tõkestatud, kui lei­
dub arv M nii, et 
1=0) ^ M II x| |  yx e  X. 
Definltaioon. öeldakee, et p on loenduvalt pooladi-
tiivne, kui mistahes koonduva rea 3c = 21 korral 
< =/\ 
Teoreem (Zabreiko teoreem). Loenduvalt pooladitiivne 
poolnorm Banachi ruumil on tõkestatud. 
Toestus. Olgu Y loenduvalt pooladitiivne poolnorm Ba­
nachi ruumil X. Vaatleme hulki IX^ X : 
Siis X = U IXw, sest iga aceX korral p(*:)e IR. >  
mistõttu leidub k e IN nii, et pC*) < vv ning järelikult 
IX Kuna kehtib ka võrdus X~ U siis Baire'1 
teoreemi põhjal vähemalt üka (kinnistest) hulkadest IX ^ , 
k,€ IW, sisaldab mingit kera, kusjuures võib eeldada, et 
see kera on kinnine (sest iga lahtine kera sisaldab kinnist 
kera). Niisiis võime öelda, et mingi J\|€ M korral 
U ^ ^  B^^). Olgu M = Alljärgnevas tõestame, et 
<M||x|| iga DCfeX korral. Seejuures tugineme sisalduvusele 
&(0;Zt) C Vs:>o, 
mis kehtib lemma põhjal. 
Olgu £>0 suvaline arv. Valime £^>0 nii, et 
N 2Z ^ £  (võttes näiteks = r~—). Olgu xe X. 
Vv =4 _ v 
Siis B (Oy II DC ||) = B (Oy n_) ^ mistõttu 
dc g IX Valime g U. iixji nii, et 
U - 3C, || S ^ . 
Tähistades = x"x^ saame = kusjuures 
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B(o, s:, n.). Kuna  ^e Llt ^  giia leidub U-j;^  nii» 
et 
Tähistades - <^A-:*^} aaame ^, = DC 3^. kusjuures 
^66(0^^), Niiviiai jätkates konstrueerime jadad 
ja nii, et 
V^. = Xh+1 4 < > 
B(o, 
Kehtib võrdus ~x- — > w^,, aeet 
* = °S = xi+ + -•- = *1 +— +  +  ; 
miatõttu 
I * ~ Ž * * II = || ^  ^ || $ E w K O . 
Poolnormi p loenduva pooladitiivsuse põhjal 
p(x) 5- ŽZ pO„) 4 N-H t1N+... + tKN+... = 
= M II dc || + 5 ^ N = M II  ^II -v £ . 
Et E > O on auvaline, siia fC* ) $ M II dc || . 
Teoreem on tõestatud. 
Ülesanne. Tõestada, et normeeritud ruumil määratud pool­
normi tõkeatatuaeat järeldub tema loenduv pooladitiivsua. 
^ 5. Ühtlaae tõkeatatuae printaiip 
Vaatleme pidevate lineaarsete operaatorite jada 
A €^(X,Xv), kus ^ ja yon normeeritud ruumid. 
Definitaioon. Öeldakae, et jada A ^  on punktiviisi tõ­
kestatud kõikjal ruumis X; kui iga dc^-X korral arvjada 
|| A ^xll on tõkestatud (s.t. leidub arv M (mis sõltub üldi­
selt elemendist x ) nii, et || A^d<||$ M iga k e IN korral). 
Märgime, et kui || A H || on tõkestatud, siia jada 
on tõkea tatud punktiviisi, sest 11 A^  * \|< Il Aw || || dc H $. 
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^ II II) ii ac II ^ 
Teoreem (ühtlase tokeatatuae printsiip). Olgu X Banac­
hi ruum ja y ^ ) weIKJ^ normeeritud ruumid. Kui jada 
on punktiviisi tõkestatud, siis normide jada 
|| AA|| on tõkestatud, 
Toestus. Olgu jada punktiviisi tõkestatud. Siis 
saame defineerida funktsionaali p(x) = || a*.>; ||,x^X, mis 
on poolnorm, sest 
1° jD (Xx) - v^c.jp H AK (X x)|| -
- IXl Vw-jo II A^ * II = |Xl p(*), 
2 °  p (x^ -+ 3C-J - /VU_V3 II A^ (>, -4- x^))! < 
K 1 
£ (il Ak*1 II + II A^ ||) ^  
4 'Wp II A ^ x 1 | -h >><-Aip || x^  || -
w ' 
= K X0 4  pOa.) • 
Näitame, et see poolnorm p on loenduvalt pooladitiivne.01-
00 A gu x = F  Arvestades, et A^ on pidev ja lineaarne, 
saame 
Kx) = II A w (žC x^ )|| - Il 51 || £ 
K='1 w. VE = 4 
 ^'Su.jp X II Aw H  ^ II A^  X^ || = 2l pO»)-
KV \ £ - - A  =4 *V WC. rr A 
Zabreiko teoreemi põhjal on p tõkestatud, s.t. leidub arv 
M nii, et 
A^f II 3C H < M 11 X II V X fe X ^ 
millest järeldub, et 
11 A * IH M H x 1| V x e X y V w e |\J ^  
ehk IIA^IUM iga *.e IW korral. 
Teoreem on tõestatud. 
§ 6. Banach-Steinhauei teoreem 
Olgu X ja y normeeritud ruumid. 
Definitsioon. Öeldakse, et operaatorite jada A^X-*^ 
koondub punktiviisi ehk kõikjal ruumis X-, kui iga x: e X 
korral jada A ^ koondub ruumis V. 
Kõikjal koonduva operaatorite jada AK: korral 
aaab defineerida piiroperaatori A - vordusega 
Ax = A^ f x: G X . 
Lause. Kui koondub kõikjal Banachi ruumis 
X ja A on jada A^ piiroperaator, siis A £ (Xy y) 
Tõestus. Piiroperaatori aditiivsuse saame järgmiste võr-
dustega: 
AO-, + xi) = A^(x 1 +  X i)= A Vlx1) = 
~  ^ x i  +  i v w  x ^  4  A x ^ ,  
homogeensus põhjendatakse analoogiliselt. 
Näitame piiroperaatori tokestatust. Et iga xeV korral 
koondub, siis jada ||A^x|| on tõkestatud ning ühtlase 
tõkestatuse printsiibi põhjal leidub arv M nii, et HA^H^ 
iga wfelN korral. Kasutades normi pidevust, saame nüüd^ 
et 
l|A*l|»||l:^ A,x|« M ||*l Vx^X. 
Lruse on tõestatud. 
Definitsioon. Hulka E c . X  nimetatakse pohihulgaks nor­
meeritud ruumis X ? kui ^£(E) =X (a.t. hulga E lineaar­
ne kate on kõikjal tihe). 
. Teoreem (Benach-Steinhausi teoreem). Olgu X ja V Ba­
nachi ruumid ning E põhihulk ruumis X . Jada A^& o£(X^y) 
koondub kõikjal ruumis X parajasti siis, kui on täidetud 
järgmised tingimused: 
135 
1) 3 MfciR ;  II A K  (I < M V k e W , 
2 )  B icw. Aw x Vxe E 
Toestus. Tarvilikkus. Tingimus 1) järeldub ühtlase to-
kestatuse printsiibist, sest kuna jada dc. } w e fW, koondub, 
siis on ta ka tõkestatud. Tingimus 2) on triviaalselt täi­
detud . 
PÜ8avus. Näitame kõigepealt, et 
3 Ick VDC e ^ (E). 
Olgu 3c e ^  (E). Siis 3c= X; DC- , kus x^eE ja X; e tk. 
Kuna iga i. = 4 , ...,vw korral jada A^*- koondub, siis 
koondub ka jada A^ dc — ^  X; Afcx;, 
Olgu nüüd e !/, Tõestame, et jada Akoondub. Ruumi 
y täielikkuse tõttu piisab näidata, et Aon Cauchy ja­
da. Olgu £>0 suvaline arv. Et (E) = X, siis leidub 
(^E) nii, et I) ae - ^  || <  ^. Seda arvestades saame , et 
II A^ x - A^x || = ||A V v(=c-2)+(A kS- A^+A^O-X)^ 
4 IIA^ II II^-ŽHIIAwE-A^a|HI|A^||||2,-~iU 
< +• II AK^ - A^ % || . 
Kuna 'a. € ^  (E), siis A*^  koondub, olles seetõttu Cauchy 
jada. Järelikult leidub Nj nii, et kui v\) vw > siis 
HAKt-A^^II<4-Seega kul >N, süs 
IlA^ x -  A^x || < -+ ^  =: £ . 
Teoreem on tõestatud. 
Eespool tõestatud lauset arvestades saab Banach-Stein-
hausi teoreemi esitada järgmiselt. 
Teoreem. Olgu X Banachi ruum, y normeeritud ruum ja 
E põhihulk ruumis X. Jada ^(X ,V) koondub punkti­
viisi operaatoriks of Awx -9 Ax iga xeX 
korral) parajasti siis, kui on täidetud järgmised tingimu­
sed : 
1) 3 Me IR , || A, II 6 M M, 
2) Aw^ —» A ae Vx & 0_ 
Toestus. Tingimuste tarvilikkuse põhjendamisel ei muutu 
midagi võrreldes eelmise teoreemiga, seepärast vaatleme 
piisavust. 
Analoogiliselt eelmise teoreemi piisavuse osa tõestu­
sega saab näidata, et kuna AKx-»Ax iga xeE korral, 
siis A*x-# Adc iga xe^(E) korral. Olgu antud suvaline 
xeX ja <L > O . Valime a £^(E) nii, et | |  x - |( < 
<: ~ —-—,—-—1 ning seejärel arvu N nii, et 
" 3 IM-M 'llAII-M V 
- A"a || < ~ j kui w > NJ. Kui nüüd k > Kl f siis 
fl A^ X - Ax || < H A^x - AW^Ü -f II Aw^ _ A -a II + 
•+ || A-i - A * || < M II x - i|| -+ -f |l All || a-^l| < 
Seega iga xeX korral. 
Teoreem on tõestatud. 
Märkus. Kummagi teoreemi piisavuse osa tõestamisel ei 
kasutatud ruumi X täielikkust. 
Näide, millest selgub, et ühtlase tõkestatuse printsii­
bis ja Banach-Steinhausi teoreemis on ruumi X täielikkus 
oluline. 
Vaatleme ruumi alamruumi X = {( Ši j  ^ *,0,0,...): 
KelN^mis koosneb nn. finiitsetest Jadadest (s.t. jada­
dest, milles võib olla ainult lõplik arv nullist erinevaid 
liikmeid). Ruum X ei ole ruumis lx  kinnine, sest 
X ^ ^ kuid X = mistõttu X ^  X . Seega ei ole ruum X 
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taielik, defineerime operaatorite jada 
Siis ^(X, H2)^ kuajuurea ||Aw||=.w. Kuid iga xeV 
korral A^x-»0^ eeat A^x = o^ kui tv on küllalt auur. 
Banach-Steinhauai teoreemi rakendamiael on kaaulik tun­
da põhihulkasid konkreetaetea Banachi ruumidea. On aelge, 
et lõplikumõõtmeliatea ruumidea X = ^  Ja X = £ ^  on põhi-
hulgaka näiteks hulk E = o) fo.vo o) 
l .  X .  V  J  J  s  )  \  J  J  j  •  •  •  J  ^  J  i  '  '  '  J  
(c,... ,0, >l)l , seat siin isegi (E) = X . Hulk f <Lx : vee IKi"^ 
kua 2-< =C°v----.°y / on põhihulk jadaruumides Cc Ja 
, aeat iga element x = (£«.) nendea ruumidea avaldub ku­
jul x = 2L ^  6-w. (mida võib vahetult kontrollida, vt. ka 
f 2 järgmiaeat peatükist). Olgu veel Z = Siia 
j ^ : tce |W^ on põhihulk Jadaruumia c; aest (nagu jällegi 
vahetult kontrollida võib) iga mille puhul 
£Cvw avaldub kujul x = £ <l -+- 21(£*- . Ruumis 
on pohihulgaks E  =  ^ A j  - f c , - f c ^  . . .  1  ,aest kõigi po­
lünoomide hulk kP(E) on kõikjal tihe ruumis k] . I«u-
zini teoreemile toetudes saab näidata, et sama hulk moo­
dustab pohihulga ka ruumides L0(^4)v p 4 . 
^ 7. Banachi teoreemid pöördoperaatorist 
Meenutame, et kui operaator A:X-*y on bijektiivne 
(a.t. injektiivne ja aürjektiivne), siia on võimalik defi­
neerida pöördoperaator A"* : y —* X võrduaega A~*m = x^ 
kua A y = vl. 
Lauae. Olgu X ja y vektorruumid ja operaator A:X-»^ 
bijektiivne. Kui A on lineaarne, siia A '• ^ —> X on 
ka lineaarne. 
Tõeatua. Kui Ja A , A ^ J a. t. 
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A>, • ^i= A siis tuginedes operaatori A aditiivsu-
aele, saame 
A^C^i4- ^x) = A"'(Ax, -v Axa)r A_,IA (>:A •+ xa) = 
= * x = A -V A ^ a. 
Analoogiliselt, kui ^ 6 ^  ja A ^  = s.t. ^ = A>^ siis 
operaatori A homogeensust kasutades saame 
A  1 (.X = A 1 (A A *) = A~1A (X ac) = X dc. = X A  ^
Teoreem. Olgu X ja V Banachi ruumid ning operaator 
A e^(X^V) bijektiivne. Siis A~1e^(^,X). 
Toestus. Me teame juba, et A~1: V—*X on lineaarne. 
Seega tarvitseb näidata tema tõkestatust. Defineerime ruu­
mil V poolnormi võrd usega 
kts)= iia" 13 ii ' 
On selge, et operaatori A~ tõkestatus on samaväärne 
poolnormi |=> tokestatusega, mis omakorda järeldub, nagu 
väidab Zabreiko teoreem, p loenduvast pooladitiivsusest. 
Näitame niisiis, et p on loenduvalt pooladitiivne. Olgu 
^=21 koonduv rida ruumis Y. Kui |=>(_ 
— oo } siis loenduva pooladitiivsuee võrratus 
•oo . °° 
<: >^_ |o(^ ) kehtib triviaalselt. Kui s*t. 
^ siis rida 2Z koondudes ab-
' ~1 Q«7 _ ^  
soluutselt, koondub ruumis X . Olgu DC := 2Z A ^. Ku-
M A* = A(S.A"a-)=5,AA'V = #,'3-=3'3119 
fU) = p(A~)= lIA^Axll - tl ~\\ = \\^L A~^\\< 
- Ž ltA -^^ll = X K^O-
Teoreem on tõestatud. 
Tõestatud teoreemi sisu väljendatakse ka järgmiselt:Ba­
nachi ruumide korral algebraline isomorfism (s.o. bijek­
tiivne lineaarne operaator (ka tema pöördoperaator on line 
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aarn*)), mis on pidev, on ühtlasi ka topoloogiline isomor­
fism (s. o. bijektiivne pidev operaator, mille põördoperaa­
tor on pidev). 
Märgime, et normeeritud ruumides tegutseva pideva li­
neaarse operaatori pöördoperaator ei tarvitse pidev olla. 
Näide. Olgu X = C [0,4] Ja CA[ov>i] : <^(o)=c^ 
varustatud ruumi C[0^ 43 normiga. Vaatleme integreerimis-
operaatorit Ae , (A*)(+)= S ^ -b g [o^, 4 3 , J® 
dif erentseerimisoperaatorit D : ^  -> X f (0 ^  )(-t) = -fc 6(0,^ 
Võib vahetult kontrollida, et DA •= 1 ja AD = I . Järeli­
kult on A bijektiivne ning A D. Seejuures t) ei 
ole pidev, sest jada wt puhul || ^  \\ ~* °.> kuid 
!\ D H * 1| - wvooc I C-o^ wtr 1 - A  O .  
d os-t SA 
Kuna normeeritud ruumide korral ülaltoodud teoreemi 
põõrdoperaatori pidevusest üldiselt rakendada ei saa, siis 
osutub kasulikuks 
Lause. Kui X ja V on normeeritud ruumid ning line­
aarse sürjektsiooni A- X-*V puhul leiduvad arvud M >0 
nii, et 
vwH^H < II A ^|U M II DC 1| VxeX j 
s i is A on bijektsioon, A €: o£ (X,Ja A~^ S ^  (V,X). 
Tõestus. Kuna Hdc|\^  IIsiis tingimusest A>- -O 
järeldub, et ~ O . Seega operaator A on bijektiivne 
ning A_A lineaarne. Et || A DO l| < MH*^aiis A^^(X^V) 
Kuna || A~XA^)II = II»1K-~ HA=tH, siis A~A6 y(XX). 
Lause on tõestatud. 
Lause eeldusi rahuldab näiteks isomeetriline isomorfism 
(ehk lineaarne isomeetria), s.o. niisugune lineaarne sür-
jektsioon A : mis säilitab normi, s.t. 
|l A * 1| = || dc \| V dc e X . 
Vaatleme Banachi ruumi X ühikoperaatorit 1e žf (X, X). 
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On selge, et I on pööratav Ja I~1= X. Alljärgnevast teo­
reemist Ja tema järeldustest selgub, et kui operaatorit I 
pisut muuta, vaadeldes tema asemel operaatorit 1 — a , kus 
IIA 1| on piisavalt väike, siis I on samuti pööratav,kus­
juures on olemas ka pöörd operaa tori (T i A) arvutamise 
valem. 
Teoreem (teoreem ühikoperaatorile lähedase operaatori 
pööratavusest). Olgu X Banachi ruum ja operaator 
Ae^(X,X) selline, et || A || < 1. Siis operaatoril I - A 
on olemas pöörd operaator Cl-A) 1e ^6(X^X) j seejuures 
(i-Ay= f A"; <1> 
kus rida (1) koondub ruumis ^(X^X). 
Toestus. Kuna ||A || < 4 , siis || || <r 21 ||A \F< , 
<-o vc=o "* 
mistõttu rida (1) koondub absoluutselt. Et ^(X,X^ on Ba­
nachi ruum, siis rida (1) koondub ruumis ^(X^X). Olgu 
B - 21 A . Jääb toestada, et on olemas pöördoperaator 
(l-A) ja ( I - A) 4= B . Selleks tarvitseb kontrollida 
vorduseid B (l-A)= 1 ja (l-A)B=I. Piirdume neist 
esimesega, teist kontrollitakse analoogiliselt. Operaatori­
te korrutamise pidevust kasutades saame, et 
B(I-A) = (l^ £ A")(I-A)= A"-ŽT A",) = 
•V VC =0 kv 'X—O icco / 
= ILc^(± A'-S: A")= te* (T-Ak+") = 
w K-O <=A w 
= I - icvw I-O, r, 
sest || AK" || < HAI"4—>0. 
Teoreem on tõestatud. 
ülesanne. Tõestada operaatori I ~ A pööratavus äsja-
tõestatud teoreemi eeldustel, rakendades võrrandile :x = 
= Ax-t-^. Banachi püsipunkti printsiipi. 
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Järeldus 1, Teoreemis operaatori A kohta tehtud eel­
dustel on olemas (l-t-A) *6 ^ (.X, X) ja 
(I + AT'= 
Toestuseks rakendame teoreemi operaatorile — A. 
Teoreemi ja järeldust 1 üldistab 
Järeldus 2 (teoreem pööratavale operaatorile lähedase 
operaatori pöoratavuseet). Olgu X ja V Banachi ruumid. 
Kui A,B6^(X^),A"eäf(y,X) ja IIBIK ella on 
olemas ( A 4 B) X^ ning 
(A + e>r= S (-<(A^E>)kA" (2) 
K = 0 -> 
kusjuures rida (2) koondub ruumis ( X> • 
Toestus. Paneme tähele, et A-+B = A(T + A B>). Kuna 
IIA-1B||< IIA"11| I! BH < 4, siis eksisteerib (l-vA"1B)" = 
= ^ EL(~'0< (A 1 B)^  . Järelikult on olemas ka (A+B)^= 
— (T•+ A~1 b)~ A 1 ning kehtib võrdus (2). 
Märkus. Avaldistest (1) ja (2) järelduvad vastavalt 
hinnangud II(X ± A) 1 U XhiÄ"h ja fl (A 4 B,)-1 || ^ 
< I' A'1 
>1 - IIA" II M BII 
§ 8. Lineaarsed operaatorvõrrandid 
Selles paragrahvis puudutame ainult kõige üldisemaid 
võrranditega seotud mõisteid ja omadusi ilma võrrandite 
teooriat sügavamalt käsitlemata. 
Olgu X ja Y vektorruumid ning A-X-^Y lineaarne 
operaator. 
Definitsioon. Operaatori A tuumaks ehk nullruumiks 
nimetatakse hulka A ( : A ^  = cA , A tuuma 
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tähistatakse sümboliga Ke r A või IV(A) . Operaatori A 
väärtuste hulgaks nimetatakse hulka AX ={A DC : te­
da tähistatakse ka sümboliga I  w v  A  või R ( A ) .  
Operaator A on injektiivne parajasti siis, kui 
Ke r A -{o\. Tema sürjektiivsus tähendab aga võrdust 
I w  A  =  V .  
Vaatleme võrrandit 
=  ( i )  
kua ^^3/ on antud ja see-X on otsitav element. Elementi 
^ nimetatakse võrrandi (1) vabaliikmeks. Võrrandil (1) 
eksisteerib lahend parajasti siis, kui ^fclwvA. Lahend on 
olemas iga korral parajasti siia, kui I*w A=^ ehk 
A  on sürjektiivne. Lahendeid ei saa mitte ühegi vabaliik-
me korral olla rohkem kui üks parajasti siis, kui A 
on injektiivne ehk K e r  A~ \ o\. võrrand (1) on iga 
korral üheselt lahenduv parajasti siis, kui KerA={ol> ja 
Ikv\ A = V, s.t. A on bijektiivne, mis tähendab veel seda, 
et eksisteerib A~1 : y —» X . Sel juhul on võrrandi (1) 
(ainsaks) lahendiks antud ^ korral D C  =  A  
Võrrandile (1) vastavaks homogeenseks võrrandiks nime­
tatakse võrrandit 
A  x .  =  O  .  
Tema lahenditeks on parajasti K e r  A  elemendid. 
Ülesanne. Näidata, et K e r  A  on vektoralamruum ruumis 
X ja Iv* A on vektoralamruum ruumis y. 
Lause. Kui X  ja y on normeeritud ruumid ning 
A e ž£(X y  y)^ siis k e r  A  on kinnine alamruum ruumis X .  
Tõestuseks märgime, et kui K  e t -  A  (s.t. A  DC^ - =  o )  
ja dc^ , siis A  pidevuse tõttu A  dc^  =  o — A  dc .  
Seega F\ X - Q e h k  dc e  K e  r  A  .  
Ülesanne. Leida näide pidevast lineaarsest operaatorist 
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A , mille väärtuste hulk Iwx A ei ole kinnine. 
Kui X ja y on normeeritud ruumid, siis operaatori 
A~4-. y~»X pidevus tähendab võrrandi (1) lahendi * pi­
devat aõltuvust vabaliikmeat ; e.t. kui vabaliikmete Ja­
da mk koondub vabaliikmeka u > aiis vaatavate lahendite 
Jada 3cw koondub lahendiks . Eelmise paragrahvi tule­
mused annavad piisavaid tingimusi võrrandi (1) üheseks la­
henduvuseks iga vabaliikme korral ning lahendi pidevaks 
sõltuvuseks vabaliikmeat. 
5 9. Lahtise kujutuse printsiip 
Pidevat operaatorit iseloomustab teatavasti asjaolu,et 
lahtiste hulkade originaalid on lahtised. Seevastu lahti-
ae hulga kujutis pideva operaatori rakendamisel ei tarvit­
se üldiselt lahtine olla. Operaatorit, mis kujutab kõik 
lahtised hulgad lahtisteks, nimetatakse lahtiaeka. 
Lauae. Bijektiivne operaator on lahtine parajaati aiia, 
kui tema pöõrdoperaator on pidev. 
Toeatua. Olgu A : X - * V  bijektiivne. Kuna A(G) -
= (A-1)-1 (Gj) ^ G c x, aiia A(jG) on lahtine iga lahtiae 
hulga G C X korral parajaati aiia, kui operaator A on 
pidev. 
Lauae. Olgu X ja V normeeritud ruumid. Lineaarne 
operaator A :X-*)) on lahtine parajaati aiia, kui iga 
n,>0 korral leidub n/> O nii, et B(o,i/)cAB(o^a) 
Toeatua. 1) Kui A on lahtine, aiia lahtine hulk 
A£>(°,a) peab aiaaldama mingit kera B ("o, ^ 0 , aeat 
oe AB (o^t). 
2) Olgu Q C X lahtine hulk. Näitame, et hulk AG 
on lahtine. Vaatleme auvaliat elementi ^eAG. Siis lei­
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dub xeG nii, et ^ - A x.. Hulga G lahtiauae tõttu on 
olemas B(x^)cQ, Näitame, et Vaatleme 
suvalist elementi <^'e B(^ ,1-'). Siis ^-^B(o/)c 
C. AB(oa); mistõttu leidub "z. B(o,rv) nii, et A 4 = 
= ^ A x ehk ^ ' = Ai+Ax -A(i->->:). Kuna 
*-|| = \|uII <'V, siis 2 + x fe B(x^ ) cG, mistõttu 
Lause on tõestatud. 
Järeldus. Olgu X ja V normeeritud ruumid ning 
AX-*y lineaarne operaator. Kui A on lahtine, siis ta on 
eürjektiivne. 
Toestus. Lause põhjal leidub n. >O nii, et B(o, i)cl 
cAB(o^ )cIw, A. Kui  ^\{o^ , aiia  ^e B(o,i)c 
C I w A, miatõttu leidub x: e X nii, et ^ = A ^  ehk 
a \ * 
Naide. Olgu X/2 normeeritud ruumi X faktorruum ja 
ae.: X —> X/ž kanooniline kujutua. Siia iga o. > O korral 
"ae. B(ova.) = ning aeega on 32. lahtine kujutua. 
Põhjendus. VÕrratuse \\ "2£0*0|| = CvJ? ||>d|| $ || ac|| põh-
*-(*) 
j ai võime öelda, et kui || ac|| < n, ^ siis H (x) || < x 3 
mistõttu ä. B(o,t) C B(o,tX Kui aga 56.(3*:) e B(o, siis 
|| -ae-(^)|| = ||m || < a ning seepärast leidub m g X nii, 
^(^)= *(*•) 
et x. ( ^) = X-0^ ) ja || ^  || < '"L . See aga tähendab, et 
^ ^e. £>(0^,1)^ millega on näidatud ka sisalduvus 
B(o,n,) CL e^. 6(0,^ ) . 
Teoreem (lahtise kujutuse printsiip). Olgu X ja y 
Banachi ruumid ning ^ ( *vX)- Kui A on sürjektiivne, 
siis ta on lahtine, kusjuures on olemas niisugune arv M > 0, 
ei iga korral leidub xe-X nii, et ^ = A ja 
II^K M II 3 II. 
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Toestus/Olgu A e^(XyV) sürjektllvne. Olgu Z = ker A. 
Siis 2 on ruumi X kinnine alamruum. Vaatleme kanoonilist 
kujutust : X —* X/2. Kuna -ae. on surjektilvne, siis saa-
me defineerida operaatori 
^ > V A0-.)(/Z-*y võrdus ega A0(^X>)}™A*y 
3l\i /Z^o x & X . Operaator Ae 0B ll01p" 
rektselt defineeritud, sest kui 
•».(*) = ails rx-x/e ž j 
mistõttu A - >lZ}=0 ehk A -x Ax'. Operaatorite A Ja*, 
lineaarsusest ning 32. surjektiivsusest järeldub operaatori 
A 0 llneaersue. Kuna |J Aa(x+ "£)|| < || A j| < H A |) || xz|l ^ X(x% 
= "X+ siis II A0(*- 4^)|| ^ || All Jj*-'# = IIAII |ae.-t-"2|l 
*(*)a x+t ' 
mistõttu A0 on ka tõkestatud. Et A on surjektllme, eile 
A„ on samuti sürjektiivne. Kuna A 0  0 puhul Ax»o 
ehk siis = Et aga 2* on ruumi X/Ž null-
element, siis A0 on ka Injektllvne. Niisiis on A0 Banac­
hi ruunide pidev lineaarne bijektsloon. Rakendades Banachi 
teoreemi põordoperaatorist, saame, et Aj on pidev operaa­
tor, mistõttu A0 ise on lahtine operaator. Kana ja A0 on 
lahtised, siis ka A = A0x. on lahtine operaator. 
Näitame, et teoreemi teine väide kehtib mistahes 
M>HAVU korral. Vaatleme suvalist elementi Kul 
^=0, siis võttes ^=0, näeme, et )| ac || ^  M|f ^ ||. Olgu 
^ /O. Tähistades ^ = A"e" 9aame N K II A~"1| || ^ || < M H 3II. 
Kuna ^ e B>(o^ M II ^||)= az-B(o^ MII^HXaiis leidub 
B(ov ja seega H *.\\ < M ||^ |[ nii, et =^32.xehk 
^ = A * . 
Teoreem on tõestatud. 
Ülesanne. Järeldada lahtise kujutuse printsiibist Ba­
nachi teoreem pöördoperaatorist, mis väidab, et Banaohl ruu-
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mldee teguteera bljektlivee pideva lineaaree operaatori 
pSSrdoperaator on pidev. 
§ 10. Teoreem kinnleeet graaflk.uat 
Olgu X Ja y normeeritud ruumid. Meenutame, et ruumi­
de X ja y oteekorrutlseke nimetatakae hulka X = 
= {(*,3) *- X Otsekorrutis X*V on vektorruum, 
kuajuuree tehted temae on defineeritud võrduetega 
3) = x<s) 
ning nullelemendike on (0^0). Oteekorrutleee võib noroi 
mitmeti defineerida. Varuatame otaekorrutiae X * normi-
11(^^)11= tl ~H -UI *¥. 
Koondumine ruumia X * V on samaväärne koordinaatide koon­
dumisega: > tähendab seda, et -x. ja 
Kui X ja y on Banachi ruumid, siis ka X * V 
on Banachi ruum. 
Definitsioon. Operaatori A - X - ^ y  graafikuks nimeta­
takse otsekorrutlse X x N osahulka [(x;Ax)t)(*)' •-
Operaatori graafiku mõiste üldistab vahetult matemaati­
lisest analüüsist tuntud funktsiooni graafiku mõistet. 
Lause. Lineaarse operaatori A-X-*^ graafik on vektor­
alamruum ruumis X * y. 
Toestus. Vaadeldes operaatori A  graafiku elemente 
(x,;A*,) ja (xx/xJ, näeme, et (*, ,Ax,) -+ (*a.,A = 
= (x1 + xi,A*^Axl)=(v;«uA(v*l)) kuulub graafikusae, 
samuti kuulub graafikusae X(x^A*-) = (Xx,XAx)5 
= (X A C* X )) . 
Lauae. Pideva operaatori A:X-»V graafik on kinnine 
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ruumle X x 
Toeatua. Vaatleme koonduvat Jada (A  *  C x  - » •  
Siia * ja A ^. Operaatori A pidevuse tõttu 
A^w-^ A-x^ miatõttu ^ *Ax ning piirelement = 
=Cx>Ax) kuulub A graafikusae. Seega operaatori A graa­
fik on kinnine. 
Teoreem (teoreem kinniaeat graafikuat). Olgu X ja V 
Banachi ruumid ning A; X~>y lineaarne operaator. Kui ope­
raatori A graafik on kinnine ruumis X x V , aiia A on 
pidev. 
Tõeatuaeka näitame, et operaator A on tõkeatatud. On 
selge, et A tõkeatatua on aamaväärne poolnormi j= : X —* IR. , 
f>C*) = IIA*.||j3ceX; tõkeatatuaega, mia omakorda järeldub,na­
gu väidab Zabreiko teoreem loenduvaat poolad i tiiva us es t. 
Näitame niisiis viimast. Olgu x: = 2ET koonduv rida 
ruumia X. Kui 2T IpC*-*) ~ 00> siis loenduva pooladitiiv-
suss võrratus <: 2ET fC30*) kehtib triviaalselt. Kui 
pC*-.) = II A =*•« 11 < 00 > siis rida 2EI A koondub. 
*C-=t < -1 K = A 
Olgu M ~ ZT A ^  vc . Kuna 5T ja A ( !EI Q VC.=A *=4 *=-t 
vx A 
— 2T ^ 4 , siis operaatori A graafiku kinnisuse 
tõttu ^ = Ax. Järelikult 
pO) = KA^II- II ^ II-II 27 A*J|< f HAxJ = ^  K~ ) 
" =M X = 1 IC =. A ' 
Teoreem on tõestatud. 
ülesanne. Vaatleme operaatorit T * G(A)~^ Xy kus G (A) 
on operaatori A: X-* V graafik ja ~T on defineeritud võr-
dusega ~Tfx.) f\ xeX. Tõestada teoreem kinnisest graa­
fikust, rakendades operaatorile ™~T Banachi teoreemi poord-
operaatorist. 
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§ 11. Operaatorite laiendamisest 
Olgu X ja y normeeritud ruumid ja X 0 ruumi X 
alamruuun. Vaatleme operaatoreid A : X—> Y ja A0 : X0—? 
Kui A dc = A„oc iga dce X korral, siis öeldakse, et A on 
operaatori A„ laiend ehk jätk (ruumile X ). Sel juhul 
öeldakse ka, et A 0 on operaatori A ahend alamruumile XD 
ja kirjutatakse ÄI =• A0 -
IX 0 
Pideva lineaarse operaötori laiendamisel tema norm ei 
saa väheneda, sest kui A €-Sf(X,X) on operaatori 
A0fe tf(x0jy) laiend, siis 
| |  A l |  =  | | A * ) I >  | | A x | | =  H  A 0 *  l |  =  | |  A 0 1 | .  
flxHS 1 II *K4 W 
Alamruumil antud pidevat lineaarset operaatorit ei ole 
üldiselt võimalik laiendada kogu ruumil maaratud pidevaks 
lineaarseks operaatoriks. Näiteks saab toestada, et ühikope-
raatorit I : c0—pole võimalik jätkata ruumil m mää­
ratud pidevaks lineaarseks operaatoriks, mille väärtused 
kuuluksid ruumi Isegi kui alamruumil määratud pideva 
lineaarse operaatori laiendamine on võimalik, võib juhtuda, 
et seejuures operaatori norm ei säili - laiendi norm tuleb 
rangelt suurem. Näiteks ühikoperaatori T : c CL0 jätkamisel 
ruumile c tuleb laiendi norm alati vähemalt 2, (seejuures 
leidub laiend, mille norm on 2, ). 
Järgnev teoreem näitab, et pidevat lineaarset operaato­
rit saab jätkata pidevaks lineaarseks operaatoriks (isegi 
uheseltj, kui ta on maaratud kõikjal tihedal alamruumil. 
Teoreem. Olgu X normeeritud ruum, y Banachi ruum ja 
XoC X ruumi X alamruum. Kui Xe on kõikjal tihe ruumis 
X ) siis igal operaatoril A 06 ( X c v Sl) on olemas ühene 
jätk A^ ?^(XyX). Seejuures |) A || = Il A0 ||. 
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Tõestus. Olgu x:eX auvaline element. Kuna X0 = XJaiia 
leidub jada 3cw e X„ nll, et >•*:. Jada AC*K on fun­
damentaalne, aeat 
l A . x , - H  *  I I A 0 ( ^ - ^ ) N  I I A J  | |  o .  
Ruumi y täielikkuse tõttu eksisteerib tCvw Ao^. Näitame, 
et ilcv*. A0*w ei aõltu elemendiks tx. koonduva jada 
valikust. Kui veel x^e XQ> siia 
iCvw A0 ~*-C. — 8-vvw A„xh - A0(*„-*k) = Qj kv 
aeat x^-*o ja A0£ Järelikult aaame defi­
neerida operaatori A-X~*^ vorduaega 
A X = 8.VWX. A0 ^ XL = ^ *• W J * vx ^ X o . 
Operaator A on operaatori A0 laiend, aeat kui xe X0>) 
aiia võime võtta - x iga k korral, miatõttu A x. = 
— A c  A ax = A„ x . 
Näitame, et operaator A on lineaarne ja pidev. Kui 
*YX eX ning X0 on aelliaed, et » DC ^ *• -X./J 
aiia 
A(x + xz)= A0(^+x^) = 
— JLcwv A0 -t- 8-^vv. A0x^= Ax +A*/. 
Analoogiliaelt kontrollitakse operaatori A homogeensust. 
Operaatori A definitsioonist lähtudes aaame 
Il A ^  || = || -8-Cwx. A„ I ~ LCw< l| Ao \| < 
$ icw, || A0||||xj|= HAollllxli, ^ X, 
mistõttu A on tõkestatud ja II A || < || A01| . Viimane võrra­
tus koos üldiselt kehtiva vastupidise võrratusega annab ka 
nõutud võrduae II A l| - li A„ |J . 
Lõpuks näitame laiendi ühesust. Oletame, et leidub veel 
Be^(X/3') nii, et B> >: = A0^ Valides auvaliaele 
elemendile xeX jada Dc^eX0 nii, et »x aaame 
Bx = 3c. ^  A 0 x ^ — A x._, 
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mistõttu B> = A . 
Teoreem on tõestatud. 
Kui operaatorit laiendatakse teoreemis kirjeldatud vii­
sil, siis raägitakse operaatori pidevast jatkamisest ehk 
laiendamisest voi ka sulandamisest; ühest jätku kutsutakse 
aga operaatori pidevaks jätkuks ehk laiendiks voi sulundika. 
Rakendus tea kasutatakse teoreemi pidevast laiendamisest 
nii, et vajaliku pideva lineaarse operaatori saamiseks de­
fineeritakse see esialgu ainult ruumi kõikjal tihedal alam-
ruumil ja seejärel jätkatakse pidevalt tervele ruumile. Nii 
jätkatakse näiteks mittetäielikul normeeritud ruumil defi­
neeritud pidevat lineaarset operaatorit selle ruumi taiel-
dile. 
Näitame, et teoreemi eeldustel on ruumide ))j ja 
vahel olemas loomulik isomeetriline isomorfism. 
Rahuldagu X ,  y  ja X  X  teoreemi eeldusi. Võib va­
hetult kontrollida, et kujutus > ^(X0jV)—* iga­
le operaatorile A 0 ^ seab vastavusse tema pideva 
jätku A ^  ^  on lineaarne. Operaator "T on siirjek-
tiivne, sest kui A £ V), siis ~V (A | ) ja A on ope­
raatori A pidevad lineaarsed jätkud, mis ühtivad teo-
I x 0 
reemi põhjal, 3. t. T ( A j ^  ) ~ A .  Kuna T sailitab ka nor­
mi, siis ~T on isomeetriline isomorfism. Seda isomeetri-
list isomorfismi silmas pidades samastatakse sageli operaa­
tor tema pideva jätkuga ning ruum (X0^  V) ruumiga <5? (X, yj. 
Sel juhul kirjutatakse š£(Xojy)= ^  (.X,.y}. 
§ 12*. Kinnised operaatorid 
Olgu X  ja y Banachi ruumid. Siis normiga I l  ( ^ 3  ) ||= 
— jj ae |l 1| ^ l|, xe-X,^eV , varustatud otsekorrutis X x y on 
Banachi ruum. Vaatleme lineaarset operaatorit 
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A  :  D  — *  y , D ^ X ,  
kus D on ruumi X vektoralamruum. Operaatori A maara-
miapiirkonna D jaoka kaautatakae ka tähiatuat D (A) või 
> väärtuate piirkonna Iw, A jaoka tähiatuat R, R (A) 
või Ra. Operaatori A graafiku ka G (A) nimetatakae ruu­
mi X»y oaahulka j(x, A x:) : x e- D] . Operaatori A lineaar-
auae tõttu on tema graafik G(A) vektoralamruum ruumia 
x * y .  
Definitaioon. Operaatorit A nimetatakae kinniaeka,kui 
tema graafik G (A) on kinnine ruumia X x ^. 
Definitaiooniat on aelge, et operaator A  on kinnine 
parajasti aiia, kui koondumiatea t * x ja 
järeldub, et x e D  ja ^ = A x -  (ruumia X  *  y koonduva 
jada (x^, Ae G(AJ piirelement kuulub graafikuaae 
G(A)). 
üleaanne. Näidata, et kinniae operaatori A  tuum i ^ e r A  
= | x e - 0 ' - A x = o ]  on kinnine ruumia X .  
Näited. 1) Operaator A^^CX^V} on kinnine, aeat, 
nagu n ä g i m e  e e a p o o l ,  t e m a  g r a a f i k  o n  k i n n i n e  r u u m i s  X  * y .  
2) Olgu X - y  -  CfA, 4>J. Naitame, et diferentseerimiaope-
raator A = —• : D X , (Ax)(-t> * '(*),* e$»j, x <r D = C 1(>, <•], 
on kinnine. On aelge, et A on lineaarne operaator. Olgu 
jada xheD selline, et xK-»x ja Axh= ruumis 
C [<*, . Siia 
•fc 
I ^ (t) - (*00+^  -
"t 
= I *w(+)- ^ 0=0" S ^  -V x (o.) | ^
"b -fc-
$ | \ ^(*)cU - J *(«)<**) + I *-J.0-)- x(=0)<. 
< ( i - O.) I^ CL-X. | | —-=> Q , 
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mistõttu x.(±) = ) •j(o) cJl/b . Sellest järeldub aga, 
et xZ0)= Seega ja  ^= *'= 
= A*; millega on A kinnisus tõestatud. 
Kinniste operaatorite summa ei tarvitse olla kinnine 
operaator. Nimelt seab tuua näite kinnistest operaatoritest 
A,,: fy-» V, Ja Ax : D^-» DlcX>> mille korral ope­
raator A^-t-A^ f mis määratakse võrdusega 
( A > y - « - A a ) x  =  A , X  +  A X X ;  3 C € r  D ,  0  
ei ole kinnine ega ole isegi laiendatav kinniseks operaato­
riks. 
Lause. Kui operaator A,, : D1-> D^ cX^  on kinnine Ja 
operaator Ai e D^cX, kusjuures Dn<c &z i siis 
operaator A^-t-A^ : D1-» on kinnine. 
Tõestus. Olgu x^tD^x^xeX ja (Aa+Az) ^ - Ku­
na operaatori A^ tõkestatuse tõttu AtxK on Cauchy jada, 
siis Seega A,xlv = (A1+AjxK-Alxh-4 Ope­
raatori A,, kinnisus lubab nüüd väita, et xeD,, ja = 
= A1* . Et x.e ja DCvx-^>3c-) siis Aa >lw—> A^x^ mistõttu 
ning ^ = A,, ^  -f ^  = (A^ -+ Az)=c . Sellega on A^  + 
kinnisus tõestatud. 
Vaatleme nüüd lisaks operaatorile A - D Dc X ope­
raatorit A^.D^^D^X, On selge, et A^ on operaatori 
A laiend parajasti siis, kui Q (A) d G (A,,). 
Teoreem. Operaatoril A leidub kinnine laiend parajas­
ti siis, kui tema graafiku sulund G(A) ei sisalda mitte 
ühtegi elementi kujul ("o, kus Kui see tingimus 
on täidetud, siis operaatoril A leidub vähim kinnine 
laiend, kusjuures Q (A) kujutab endast selle laiendi graa­
fikut. 
Tõestus. 1) Eeldame, et operaatoril A leidub kinnine 
laiend A,, . Siis sisalduvuse G(a)cG(A^) tõttu 
20 
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G(A) c G(A,) = G(A,). Kuna Aa O = O, aiis hulgas G(Aa) ei 
ole mitte ühtegi elementi kujul ^ 5* O • Seega pole 
niiaugueeid elemente ka hulgas G (A) . 
2) Eeldame, et G(a) ei sisalda mitte ühtegi elementi 
kujul (o, ) Et G (A) on ruumi X *.V vektoralam­
ruum, aiia ka tema sulund GXa) on vektoralamruum ruumis 
XxV. Paneme tähele, et ^ (A) korral tin­
gimata 
= 
(sest sisalduvuse ( - (•x.> = 
= (0Y tõttu EHK = ^O- JÄREXI-




Ax = ^ 4^ C^-, 3) = G (A; . 
Definitsiooni põhjal on selge, et G (A) = G(A}. Kuna 
C(A)CG(A)-G(Ä)ysiis A on operaatori A laiend. Hulga 
G(A) lineaarsus ja kinnisus tagavad vastavalt operaatori 
A lineaarsuse ja kinnisuse. 
3) Osade 1) ja 2) põhjal võime öelda, et kui A^ on 
operaatori A mingi kinnine laiend, siia G(Ä)=G(AJC. 
C. G(A1). Seega A on operaatori A vähim kinnine laiend. 
Teoreem on tõestatud. 
Operaatori vähimat kinnist laiendit nimetatakse selle 
operaatori sulundiks. Kui operaatoril leidub kinnine laiend, 
siis öeldakse , et operaator on sulundatav (sel juhul, nagu 
nägime, operaatoril eksisteerib sulund). 
Näide operaatorist, millel ei leidu kinnist laiendit. 
Olgu X üks ruumidest või 1 ^ ja <g,< = 
= (0,...,0,4 Siis iga element 3c=(^ K)eX avaldub 
kujul ae = 5 (aeda võib vahetult kontrollida, vt. 
ka §2 järgmisest peatükist).Olgu L - ja 
X:^L_ (elemendiks DC sobib iga selline element, mille esi-O° 
tuses DC_•= A-v- on lõpmatu arv nullist erinevaid 
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koordinaate £*). Hulk D= {(Xx. -t-^)eX --XelK^eL] on 
vektoralamruum ruumis X . Defineerime lineaarse operaatori 
A •• D —* X võrdusega 
A ( \ *  +  ^)  =  X  ^  A  e-  l k  ,  e  L  .  
Pidades silmas esitust x = >• aaame 
* =A <  *' 
*.O)« 
= (5ZZ (°, =0, 
K X.W-M ^ 
mistõttu (O, Q(A). Sellega oleme näidanud, et operaa-
toril A ei leidu kinnist laiendit, s.t. A ei ole su­
lund atay. 
Teoreem kinnisest graafikust väidab, et kinnine operaa­
tor A • X~*y on pidev ja seega A^^(X, 
Lause. Operaator A (D,V)} [)cX , on kinnine parajas­
ti siis, kui tema määramispiirkond D on kinnine. 
Tõestua. Kui D on kinnine, siis ta on Banachi ruum 
ning operaator on kinnine. Eeldame nüüd, et 
operaator A on kinnine ning vaatleme jada x kx—) x . 
Operaatori A tõkestatuse tõttu on A\ Cauchy jada Ba­
nachi ruumis y. Seega A ning operaatori A kin­
nisust arvestades saame, et xl€~D. Hulga D kinnisus on 
tõestatud. 
üldiselt ei tarvitse kinnise operaatori määramispiir­
kond kinnine olla. Selles veenab meid eespool vaadeldud näi­
de diferentseerimisoperaatorist. 
ülesanne. Leida näide kinnisest operaatorist,mille mää-
ramispiirkond ja väärtuste hulk ei ole kinnised. 
Olgu A e ^ (D^DcX . Teoreem operaatori pidevast laien­
damisest väidab, et A on üheselt laiendatav operaatoriks 
20*  
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^ e kusjuures A on kinnine viimati tõestatud lau­
se põhjal. Seega igal pideval lineaarsel operaatoril leidub 
kinnine laiend. Kuna G(Ä) x6t]c[(xyAx): 
= G(A), siis operaatori A pidev laiend Ä on tema vähim 
kinnine laiend. 
Kui operaator A* Dc.X, on injektiivne, siis A-D-»R 
on bijektiivne ning seetõttu võime vaadelda poördoperaato­
rit A-< R X , 
Teoreem. Olgu operaator A injektiivne. PÖõrdoperaator 
A 1 on kinnine parajasti siis, kui A on kinnine. 
Toestus. Kuna 
3= A~<£> * = A-\ , 
siis 
€ G (A)<^ (^,^)e G (A-1). 
Arvestades, et —* (x.,parajasti siis, kui 
võime öelda, et G (A) c  X * M  ja 
(^(A-1)^^ *X saavad olla kinnised või mitte ainult üheaeg­
selt. 
Teoreem on tõestatud. 
Järeldus 1. Kui kinnine operaator A on bijektiivne, 
siis A"1e ^ OvX). 
Toestuseks märgime, et tehtud eeldustel on operaator 
A-<: y~* X kinnine ning seega ka pidev. 
Järeldus 1 üldistab Banachi teoreemi poõrdoperaatorist, 
kus eeldati operaatori A kinnisuse asemel, et A€°^(X»X). 
Järeldust 1 saab tõlgendada järgmiselt: kui kinnise operaa­
toriga võrrand A on iga ^ e korral üheselt lahen­
duv, siis lahend x: sõltub pidevalt vabaliikmest ^. 
Järeldus 2. Kui operaatori A väärtuste hulk on kinni­
ne ja leidub vw > o nii, et 
H A dc )l > v>x II * II VxeD; 
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aiia A on kinnine. 
Toes tus. Kuna A on injektiivne, siis eksiateerib 
A-1: R —* X , mia on tõkestatud (aeat \\ Ä^ll< •— H 
Et A *€äP(R,X) ja R on kinnine, aiia A 1 on kinnine. 
Järelikult ka A on kinnine. 
Näide. Olgu X=> = CI»], D = <:"$>» ja A diferent-
aeerimiaoperaator, a.t. Ax = x^xeD. Vaatleme operaatori 
A ahendeid A - , i = O, >1,2,, kua 
A o : D p  —» X , Do = { x.e D : :x(o.) = x-(4)= O\, 
A, : D, ^  X , D, = {xeD: 
A z  : X, D z  = (x,0: 
Operaatorid A - t C = O, A J  2. on injektiivaed , aeat kui 
A- x=0; aiia dc on konatantne funktsioon, kuid aiaalduvu-
ae DCFC D• tõttu DC=0. Operaatorid A^ ja Ax on aür-
jektiivaed , aeat kui e C C0-, *>] ja dc (j:) = aiia 
A1DC = <^) ning kui XL(>) = - S aiia A^  ^= ^. Äsja-
toodud võrduaed tähendavad ühtlasi, et (A^ ^)(^) -
= i 3^ )^  ja (X" 3)0)= 5^ )^  , ^eC[=t>3, miatõt-
tu A ja A^ on pidevad lineaaraed operaatorid. Ka 
A J on pidev lineaarne operaator kui operaatori A^ 
(või Aj_ ) ahend. Pole raake kontrollida, et ^€= C 
^ ^ 0>H^ °\ on operaatori A0 väärtus te piirkond ning 
ta on kinnine. Kuna operaatorite A L maaramiapiirkonnad 
on kinnised, siis need operaatorid ning järelikult ka ope­
raatorid Ae , v = o, 1,2., on kinnised. 
Definitsioon. Olgu A - D-i^DcX, lineaarne operaator, 
kusjuures D = X . Olgu D(A^) = ^ Ae D*j. Operaatori 
A kaaaoperaatoriks A* nimetatakae operaatorit 
a*. D(A*)^ X* mis igale funktsionaalne ^ e D (a*) seab vas-
tavusae funktsionaali ^ A €= D pideva jätku. 
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Pideva jätku ühesuse põhjal võib öelda, et operaatori A 
kaas operaatoriks nimetatakse operaatorit A*' D (A*) —> X 
mis on defineeritud tingimusega 
A  V W t| D  = 3 a  
ehk 
Vxf D. 
Pole raske vahetult kontrollida, et A* on lineaarne 
operaator. 
Lause, Kaas operaator A on kinnine. 
Tõestus. Olgu jada E D(AX) selline, et ja 
Kuna iga xeD korral (A*^)(*) —» 
ja (A*^w)(*)«(3w A)(=c) = ^(A*-)<3 A)(*-), siis 
(3 A)(*)- F(*) i * €• D . Seega ^ A = JJ |DeD* mistõttu 
3eD(A*)ja  ^= A*«=j . 
Lause on tõestatud. 
Markus. Vaatleme kinnist operaatorit A : D~)VyDcX. 
Varus tarne vektorruumi D normiga (normi aksioome on siin 
kerge kontrollida) 
ll*ll A  - II ~  tl - Ml A ~ I! ,  x D. 
Näitame, et D on Banachi ruum. Kui || 11^——>o, siis 
\\^^~ ja IIA^-Ax^lH O, mistõttu jada A :**,) 
on fundamentaalne Banachi ruumi X *^ kinnises alamruumis 
<3 (A). Seega leidub xeD nii, et (*.*, Ax-W)-*(*.,A*3 ehk 
!|*^-x.1Ia-»0. On selge, et A«= ^ £(d, V), sest || a*lk ii *||-ma*|= 
er II ^ II A , >ie D • Niisiis võib iga kinnist operaatorit 
vaadelda Banachi ruumides tegutseva pideva lineaarse ope­
raatorina. Seda võimalust kasutatakse siiski harva, sest 
Banachi ruum D sõltub operaatorist A ning tema struk­
tuuri uurimine tähendab sisuliselt operaatori A uurimist. 
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V Pidevad lineaarsed funktaienaalid 
normeeritud ruumidel 
$ 4 • Normeeritud ruumi kaaeruum 
Olgu X normeeritud ruum üle IK. Lineaarseks funktsie-
naallks ruumil X nimetatakse lineaarset operaaterit 
^: X^IK. Eelmises peatukis toodud lineaarseid operaato-
reld puudutavad tulemused kehtivad muidugi ka vaadeldaval 
erijuhul* Näiteks lineaarne funktslenaal on pidev parajasti 
siis, kui ta on tõkestatud (leidub arv M nii, et 
< M ll^ll i-Sa 36:6 X korral)• 
Pidevate lineaarsete funktslenaallde ruumi £8(X,IK) 
nimetatakse ruumi X kaasruumiks ja tähistatakse X* 
Eelmisele peatukile toetudes võime öelda, et X*= 
on Banachi ruum (sest IK on Banaohi ruum) normiga 
H l = 1 ^*0! , x*. 
II*1M ' 1 
Olgu X normeeritud ruum ja X0C X tema alamruum, 
kusjuures X © "= X . Nagu nägime peale operaatorite pideva 
laiendamise teoreemi, kehtib siis võrdus = 
* o€ (X, IK) ehk X0 — X* Oma sisult tähendab see võrdus 
isomeetrilist isomorfismi, mis samastab omavahel funktsie-
naali J^.0€:X* ja tema pideva jätku 
Kui X sn kompleksne vektorruum, siis me võime teda 
vaadelda ka vektorruumina ule |R . Seejuures muutub mõnin­
gal maaral ruumi struktuur. Näiteks <C Vv= : 
£ e<C \ on kompleksse ruumina k- dimenslonaalne, tema 
baas on < ~ 4, -. • , vv f ja iga ace-C 
on esitatav kujul ^ = ZT ^ € <C . Reaalse 
ruumina on (C aga 2.K-dimensionaalne, tema baas on 
ja iga xeC on esitatav kujul 
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^ ~ ž (c e-w) , IR . 
< = /< k = 4 
Olgu X normeeritud ruum üle C . Vaadeldes ruumi X 
reaalse normeeritud- ruumina, saame raakida tema kaasruumist 
^(XjtR.), mida tähistame sümboliga X^. Uurime järgne­
vas, milline on vahekord kaasruumide X* ja Xr vahel* 
Vaatleme kõigepealt suvalist funktsionaali ^ € X * 
ning seame talle vastavusse funktsionaali : X —> IR, 
defineerides 
4rCx)= ?(*) > X€- X . 
On selge, et ^ r on aditiivne ja homogeenne üle (R . Kana 
| ( r(*) | = I R «- ^<2^)| < ) ^C*)| < ||-^ II H * ells ^Re ^R> 
kusjuures || IK II  ^Il. Vastupidise võrratuse saamiseks 
paneme tähele, et kui (kus n. ^  O ja ©eIK), 
siis 
<  « J f  R  I  I  ^ - i e |  I I - #  =  N r #  1 * 1 .  
Seega f| ^ r ü ~ II ^ H • 
Vaatleme nüüd suvalist funktsionaali ^ € X ^  ning sea­
me talle vastavusse funktsionaali ^ - X —* C defineerides 
^(x) == ^<x)- c 3(CjO 
(juhime tähelepanu sellele, et i x 6 X ; sest X on komp­
leksne ruum). Kuna ^  on aditiivne ja homogeenne üle 1R ^ 
siis ka ^ on samade omadustega* Arvestades, et 
= 3(c*)- ^ (-x)= i-(-:)3(C3c)+c3M = v fW, 
võime öelda, et ^ on homogeenne ka üle C sest 
(^(ck-t-C (b)x) = =< v (?> jj(x) ^  + C(b)|(x)^ 6^ . Kuna 
1 4 c * )  I  *  I  1 ) 0 ) I  +  1  ^ ( C x ) K  I t ^ H  1 1 * 1 1  +  1 3 #  II : ~ u  =  
_ 2 || ^11 |l *- II , siis e^X*. Funktsionaali  ^ definitsi-
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oonist on selge, et *Ra_ , xe X . Seega = ^ 
ja 11 ^ Il = II ^ R II = H ^ II . Lisaks oleme saanud funktsionaa-
le ^ ja ^ ^  siduva võrduse 
= jj r(*) ~ : R^(v3c)^ xeX'. 
Võrdusega T| = ^  ( on meil defineeritud nor­
mi säilitav sür jektiivne operaator ~T~ : X *—•> X ^ . Ar­
vestades, et T on ka aditiivne ja homogeenne üle IR mida 
võib vahetult kontrollida, saame öelda, et T pn injek­
tiivne, seega bijektiivne operaator- Järelikult, vaadeldes 
ruumi X* reaalse normeeritud ruumina, on ~T isomeetriline 
isomorfism ruumide X* ja X g vahel. 
§ 2. Kaasruumide kirjeldusi 
Osutub, et enamkasutatavate konkreetsete Banachi ruumide 
kaasruumid on kirjeldatavad mingi konkreetse Banachi ruumina. 
Kirjeldame kõigepealt ruumi ^ kaasruumi . 
Teoreem 1. Kujutus ~T: kw —> kus 
(T(«<„))(,) = £ I, , .vx, (1) 
on isomeetriline isomorfism ruumide vw ja vahel-
Teoreemist 1 on selge, et kui ^ siis leidub para­
jasti üks (°< K ) e vw nii, et ^ = T (=k K ) ,, s.t. 
=  -  ( 2 )  
1  A =4 
Hing teiselt poolt, iga (o^ ^ ) e vw puhul defineerib võrdus 
(2) funktsionaali ^ A . Seejuures || ^ II = II . 
Teoreemi 1 tõestus. Veendume kõigepealt kujutuse T de­
finitsiooni korrektsuses. Olgu e ) €r wx ja dc =($„)€- . 
Kuna 
ž KS.I = £ ^ i-«I£ 
KL - A * =1 ** * ~ A 
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2 1  
siis rida 2Z koondub. Järelikult on verdueega (l) 
<=1 
iga o. = (oZe ) e vw korral defineeritud funktsienaal 
T<x: 2^-^lK. Definitsioonist (I) en selge, et funktsienaal lk 
on lineaarne, ning äsjatõestatud vorrätusest järeldub, et 
|(T»)0)| i ll»H l*M, 
< = A 
mistõttu T<x6 ning 
IITo- I) $ |l o. Il V <a. e vvx . (3) 
Niisiis võime öelda, et (l) defineerib kujutuse "T: vw —> 
Kujutuse T lineaarsus on vahetult kontrollitav. Naita­
rne, et T on sürjektiivne. Olgu ^6 i*. Valime vabalt 
ac= (šw) e ^  . Näitame, et oc = iE | vc , kus 
fi, = ^ j°r- - )• See võrdus kehtib, kuna 
II - - Ž «-* II = II ( !«)", - X = 
= II (°, J °y ^ vx-n , ^  vx-n , - ) II ~ ^ | ^  \ O, 
OO Vt - K\-M 
sest | ^ | <oc\ Tähistades ^ (e-x) - cV^ , < = 
saame funktsionaali ^ pidevust ja lineaarsust kasutades 
f(») = *(£ l<i.)5*.s,. 
Kuna seejuures 
w.I = iJf(*-<)| < ii^ II H ^II = MU, 
mistõttu o. = ( ^ ^ w\ siis Tq. = ^  ning 
Il ^ IL = ^-P L «•< * L < IL ^ IL = HTCLII. (4) 
Sellega on kujutuse T~ sürjektiivsus tõestatud. Lisaks saa­
me võrratustest (3) ja (4), et 
IIT<X II = IL -=v l | V E vw  ^
s • t« ~T säilitab normi. 
Teoreem on tõestatud. 
Teoreemi 1 sisu märgitakse lühidalt võrdusega l* - v* 
(või vv\ = £*). See võrdus tahendab isomeetrilist isomorfismi, 
162 
mis samastatic omavahel tingimusega (l) seotud funktsionaali 
% = "T(o<Ä) € Z* ja jada C°<<)e ^ • Viimast samastamist 
silmas pidades kirjutatakse, et ^ =(^n), mistõttu võrdus 
(1) saab kuju 
(°0(*) = 5Z > * = (šv) e . 
te =A 
Teoreemiga 1 analoogiliselt saab kirjeldada kaasruome 
C * ja ^ ,^>4 (kusjuures £ ^  puhul tuleb summa 
2Z. \°i*. | hindamiseks kasutada Helderi võrratust). 
K.-A 
Teoreem 2. Kehtib võrdus C* = Z^, mi® tahendab» et 
kujutus T: * C.*^ kus 
(t(•>„))(«) = g (•<«)««-,, 
on isomeetriline isomorfism ruumide ja c* vahel. 
Teoreem 3. Olgu 4< p < 00 ja 4"+ 4~ - ^ - Süs lehtib võr-
—* r V > 
lus mis tähendab, et kujutus T-. ^ ^ kus 
(T(C><k^ *-) = (y*) e •>  ^=C e  ^ > 
>n isomeetriline isomorfism ruumide ja ^ vahel. 
Buumid vw w ^ dp on loplikumoõtme1ised, mistõttu iga 
nendel määratud lineaarne funktsionaal on pidev. Lineaarsete 
funktsienaalide kirjeldamine on lineaaralgebrallne probleem, 
ta on seotud ruumiga kui vektorruumiga. Vektorruumil X = 
« s (^ } ^^ fe saab kõik lineaarsed funkt-
sionaalid esitada kujul 
^ (*) = 
1 WC =1 
Buumi normi peab aga silmas pidama siis, kui leitakse funkt­
sionaali normi. Näiteks võib teoreemi 1 toestuse põhjal 
öelda, et 
MUORV =  1 1 1 1 xr-t J < j tcsvi 
Analoogiliselt saab kontrollida, et 
- DC-.)#*; -(± 
Järelikult kehtivad võrdused (t= tw^ ^  wx* = £^ ning 
( 2- V-<\ , kus \ < f> < ja •—• •+ - >1 . 
Lõpuks esitame toestuseta mõned funktsionaalruumide 
kaasruumide kirjeldused. 
öeldakse, et funktsioon ^ *- ^l-^ (R. on tõkestatud 
muuduga, kui leidub arv M nii, et loigu [«-,<=] mistahes 
jaotuse o- = x0<^.1<...< x w - X- } ^  e (KI j korral 
^ ^ (**)- ^ (*<-01 ^  ^  • 
Tõkestatud muuduga funktsiooni täisvariatsioon on 
V  ^  ^(x*-a)| : Q. = 3C0<X1<-..<XK=r . 
Buumi C £<*><»_] kaasruumi saab kirjeldada järgmiselt• 
Teoreem 4 (F.Biesai teoreem). Punktsionaal *>])* 
parajasti siis, kui ^(x) = ^ *("t)cA. ^  (-t) (Stieltjesi in­
tegraal), kus i on mingi lõigul [V, tõkestatud muudu­
ga funktsioon, mis on funktsionaaliga ^ üheselt määratud. 
K 
Seejuures II II - V ^  -
Teoreem 5 (P.Bieszi teoreem). Olgu \ <^?< <*? ja 
-y -h ^- = A. Siis kehtib võrdus (^(<^4))*= L (<S t), 
mis tähendab, et kujutus T: L *0 ^ (*S fc))* 
kus 
(To<)(x) -$*(+) ^cO)obt y LCy(^<J)jxeLpC^,')J 
on isomeetriline isomorfism. 
Lõpuks vajame me veel Banachi ruumi LooC^v^), mis 
koosneb kõigist niisugustest lõigul *=3 mõõtuvatest 
funktsioonidest ^ mille puhul 
II * Il ~ Wjp | =c(-t)| < oo 
A(E) = o tfeV>3\E 
(viimast arvu tähistatakse jL/vw^jo \ x.(>)) või 
Q-S-i $ 4 
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l *0)1). Nagu ruumides L^t>) defineeri­
takse ka ruumis L ooC^^) võrdus DC = ^  tingimusega, et 
x(i) = ^ (-t) peaaegu kõikjal lõigus *.] . 
Teoreem 6 (SteinhausI teoreem). Kehtib võrdus (LA (», 8-))*= 
mis tahendab, et -kujutus TL oo(® kus 
( T ^  ( t )  x ( - b )  (KK ? €• L oo ( % *") ; ) 
on isomeetriline isomorfism. 
§ 3. Hahn-Banachi teoreem 
Olgu X normeeritud ruum ja X 0 ruumi X alamruum-
Kui X* on funktsionaali 0 e X * jätk, siis, nagu 
me teame , 11 ^ II > II ^<, || . Lineaarse funktsionaalanalüüsi 
üks põhiprintsiipe on 
Teoreem (Hahn-Banachi teoreem). Olgu X c  normeeritud 
ruumi X alamruum- Kui ^ 0 X0—* IK on pidev lineaarne 
funktsionaal, siis leidub talle pidev lineaarne jätk 
j: X->1K nii, et \\%\\ = ||^ ||. 
Kahes alljärgnevas punktis teeme teoreemi tõestusele eel­
tööd. 
1. Lemma elementaarsest jätkust. Olgu X reaalne nor­
meeritud ruum ja X 0  tema alamruum. Eeldame, et X c  ^  X 
ja valime e X \ X 0 . Olgu 
XA = { -h X >1^ oc0e X0 yX e . 
On kerge vahetult kontrollida, et  X,  on ruumi X alamruum 
ja X0 c= X, . 
Lemma- Olgu pidev lineaarne funktsionaal. Siis 
leidub talle pidev lineaarne jätk X,,-* !R nii, et ll^Ul =)l^ll 
Toestus• Veendume kõigepealt selles, et iga element 
ruumist XA on esitatav kujul ^ o -+• X , xoeX0 ; Xt 
ühesel viisil. Olgu DCq -t- X = ->c o -i- X 
Xze |R . Siis oc0-oc^ ^  (X, -X) * * . Kui X - X ¥= o, 
siis 3c A ^ (*.-=*o)fe ^ o, mis on aga võimatu-
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Seiga X - .X - O ehk X -X ja Järelikult ka 
Olgu c e (R.. Toetiyles elemendi X, ühesele esi­
tusele kujul TX. = -XA -+- X > =R0E X0, X E \R } defineeri­
me funktsionaali ^ —> 1R. võrdusega 
+ Xc, , x= 
Naitame, et funktsionaal on lineaarne ja kujutab endast 
funktsionaali -Jj? „ jätku. Kui = x„4 X^  ja oc. / = -t-Vx,,, 
x.Q , Tc0'e XQ , X,X'e (R , siis x + x7= x 0 -i- x + 
-+(X + X') x, ning 
+ jjo (^o + *') -+(X+X)c = 
= foC^o) + xc + ^oO»') + xv = 
millega on näidatud ^ aditiivsus* Analoogiliselt kontrol­
litakse ^  homogeensust. Kui x e X 0, siis x = x+Ont v  
kus x e)(o. Seeparast (x) = } xeX0) ning ^ 
on funktsionaali jätk. 
Lemma toestamiseks piisab näidata, et leidub selline 
arv C, mille abil defineeritud funktsionaal ^ rahuldab 
tingimust 
If.wU 11^.11 II» |\ V»fX,, (i) 
sest (l) koos jätku puhul alati kehtiva võrratusega 
W^ HW^ W annab 'võrdus e II ^  il = Il j|ol|. 
Tingimus (l) on esitatav kujul 
I (*„)-• Xc U l^oll || +  H Vx 0eX 0, VXe 1R 
ehk 
lf,(*.^*-!)UM'l II 4 Xx, II V^Xo,VXe(R\^ 
(sest X = O korral võrratus kehtib). Viimane tingimus on 
samaväärne sellega, et 
I %<, (ir)•+ c| * 5: ^a11 ^ e x»/vxe IR 
ehk 
|^0(X0)-kl|$ || -^o\l II Vx0eXc. (2) 
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Paneme tähele, et (2) on samaväärne tingimusega 
~ Iidoli V x<, c. < -^oC^*<»)-*-II {J II*. • *<\| N/XofeXo. (3) 
Kuid mistahes elementide ^ 0)x0 € X0 korral kehtib võrra­
tus 
— |«Cxo) — ll-^oll II 3Co +^l| ^ - -^o (•*«») •+ || -^o\l H 3r O 1 l| ^  (4) 
sest 
^e(x«)~ ~ -^o(.:3r° ~ xt) < H 4®tl H H =• 
=  I I  I I  I I  *  °  +  -  « / - X i  I I  -  l i  o  I I  I I  * o + ^ i H  - t  I I  ^ - o l l  H  * ^ + * , | \ .  
Leides vorratuses (4) supreemumi ule elementide oc0 £ X0 
ning seejärel inflinnuni üle x „z 6 X o , näeme, et saadud 
supreemum ei ületa Infiimumit• Seepärast leidub arv <L 
nii, et 
^ + Iidoli 
3Co6rX0 ^C.G-Xo 
mistõttu kehtib tingimus (3) ning seega ka Cl)* 
Lemma on tõestatud. 
2. Kuratonski-Zornl lemma* Hahn-Banachi teoreemi toes­
tus tugineb Kuratowski-Zorni lemmale, mis on pärit hulga­
teooriast. Tema sõnastamiseks vajame alljärgnevaid mõisteid* 
öeldakse, et hulk A on osaliselt järjestatud, kui te­
mas on antud jär jestusseos -<( , s.t. on antud seos S c A* A, 
kusjuures (o.,ä»)e S puhul kirjutatakse o. -< <ž> , nii, et 
1° CL -< cv Iga CL e A korral (refleksiivsus), 
2° kui cx. "x to ja & c, siis <x -< c (transitiivsus), 
3° kui «.-< ä> ja o., siis «- = (antisümmeetria). 
Olgu A osaliselt järjestatud hulk. Osahulka B> c. A 
nimetatakse täielikult järjestatuks, kui iga 
korral <x või ^ öeldakse, et osahulgal E> C-A on 
olemas ülemine tõke, kui leidub CL G A nii, et iga 
Oa G B korral* Elementi cx e A nimetatakse maksimaalseks 
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hulgas A , kui a- < t, , loe At korral a = £> (ei ole ole­
mas elemendile o. jargnevaid ja seejuures temast erinevaid 
elemente). 
Kurato*ski-Zorni lemma. Kui osaliselt järjestatud hulga 
A igal täielikult järjestatud osahulgal on olemas ülemine 
toke, siis hulgas A leidub maksimaalne element* 
3. Hahn-Banachi teoreemi toestus* I) Tõestame teoreemi 
juhul, kui siis võime kasutada lemmat elementaarsest 
jätkust. 
Olgu XG normeeritud ruumi X alamruum ja J^0: X0-» R 
pidev lineaarne funktsionaal. Moodustame funktsionaali 
kõigi pidevate lineaarsete normi säilitavate jätkude hulga 
F = € X^ : X^ on ruumi X alamruum, Xe<^X^, 
(^*) = 4°^  V =ce X„ , 11 = II • 
Märgime, et F ^  , sest Pole raske vahetult kont­
rollida, et F on osaliselt järjestatud hulk, kui definee­
rida f ^ j f f", parajasti siis, kui X^ C ^ (x)=. 
— 
xt X^ (s.t. kui ^ on funktsionaali ^ jätk). 
Kontrollime Kuratowski-Zorni lemma eelduste täidetust* 
Olgu g C. f täielikult järjestatud osahulk. Defineerime 
funktsionaali $ : X —* 1R } kus X = U X q ; võrdusega 
/ ^ e < 3  / 
^ (-x.j = ^0*) , €• X ^  . Funktsionaali ^ väärtused on ühe­
selt määratud, sest kui ^c^X ning juhtub, et •xl e X^ ja 
xfe Xj^ t kus ^ € G, siis C, täieliku jäjjestatuse tõt* 
tu (näiteks) ^ <( ning seepärast X^ C X ^  ja = 
* £.(*-). Järgnevalt näitame, et ^ € f ning on hulga q 
ülemine toke. Hulk X on alamruum, sest kui võtta ^  ^ X' 
siis kus ^ ^ ^ , ning G täieliku jär-
jestatuse tõttu (näiteks) ^ « X ^ c X ^  ^ millest saame, 
e t  j c  +  | €  X ^ C X ;  s a m u t i  X x  e  X  ^  C  X s e s t  
168 
0/ / 
Funktsionaal on lineaarne, sest kui x. ^ e> X ^ siis 
x eX^^e kus ^  6v G  Q  J  ning (näiteks) 
Xt,mistõttu Jj/O + 3) = ^  = S(=c) -h 
+ ^ \ §0 + \ (^) j samuti ^'(X x) = (A *) = 
= X %'t*). Kuna |Jf V)| =l^ (*)U H  ^II li *11 = 
= Il || II ~ft> acfeX' siis on ka pidev ning 1)^11 = )l ^-o)!. 
Et jjZ on mistahes funktsionaali ^ e G jätk ja ^ on 
funktsionaali jätk, siis U^'1) ^  II I . Seega on 
funktsionaali $0 normi sallitav jätk. Niisiis oleme näida­
nud, et 4Z€r F ja ^ on hulga G ülemina toke. 
Nutid võime Kuratowerki-Zorni lemma' põhjal öelda, et hul­
gas F leidub maksimaalne element Seejuures ^ on mü­
ratud kogu ruumil X , sest vastasel juhul lu­
baks lemma elementaarsest jätkust laiendada funktsionaali ^  
temast erinevaks normi säilitavaks jätkuks, mis on aga vas­
tuolus i- maks irnaa Isus ega» 
2) Tõestame teoreemi juhul, kui 1K = C . Selleks kasota* 
me vastavust ruumide X* ja X^ ning X* ja X0^  vahel. 
Vaatleme ruume X 0 jia X reaalsete normeeritud ruumi­
dena. Olgu R Cx) = Ri -f» (*) , x ^ X o ^  siis 
X0\ ja || -|oR II = II -j V . Kasutades Hahn-Banachi teoree­
mi reaalsete ruumide juhul, leiame funktsionaalile 
normi säilitava jätku ^  = X*j. 
Siis talle vastava funktsionaali ^ <r X* puhul || -| ti = 
= II 4 r Ü = II {o r )l = ning kui 3c e X o, siis ka 
Cx 6 X o ja 
-foeH-
Seega ^ on funktsionaali -^0 normi sallitav jätk. 
Teoreem on tõestatud* 
22 
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4» Järeldas1 Hahn-Banachi teoreemist. Olgu X normeeri­
tud ruum Üle Ikf ja X * tema kaasruum. 
Järeldus 1 Cteoreem piisavast arvust funktsionaalidest). 
Olgu X ^  {o] . Siis iga oce X korral leidub j^ e X * nii, 
et || ^  Il = 4 ja ^-(*) =11* l|. 
Toestus. Eeldame esialgu, et -x. . Moodustame alamruu-
mi X 0 = (X3^) = fXx; X 6 ning defineerime temal 
f u n k t s i o n a a l i  ^  0  v o r d u s e g a  ^  „ ( X  x )  =  X  *  l| ,  X x e X 0 ,  
On selge, et on lineaarne. Kuna 
lifo(x*)| = |x ll^ll| = 
siis on tõkestatud ja |l )| - 4.. Hahn—Banachi teoreemi 
põhjal leidub funktsionaalile jj0 jätk ^ e ^ * nii, et 
l| jj || = II-fo |l = ^  • Bt xeXa j siis ^ (^) - ^  o(x) - Il • 
Eeldame nüüd, et :>< = O . Olgu |6 X* suvaline funktsio­
naal, mille korral |( ^ Il = \ (eelnevas tõestasime, et selli»» 
seid funktsionaale leidub)' Süs ^(*)= ^ (o) =• O = l\ * Il. 
Järeldus 1 on tõestatud. 
Järeldus 2 (teoreem normeeritud ruumi punktide eraldami­
sest). Olgu 3c , ^ e X . Kui ^ ^ , siis leidub jj e X* nii, 
et ^(3). 
Tõestus. Kui ~x. ^  ^ } siis x - ^ ^  o; ning valides 
funktsionaali ^ £ X* järeldusest 1, saame 
sr \l Järelikult ^ (*) ^ 4^) * 
Järeldust 2 on sageli mugav kasutada järgmisel kujul» 
Järeldus 3. Kui ^C*) = iga X* korral, siis 
* * V 
Tõestus. Kui kehtiks dc =£ ^  > siis eelmise järelduse põh­
jal leiduks ^ e- X * nii, et ^ . 
Järeldus 4. Iga xe X korral || ^  || = I j?(xM 
Toestus. Kui ae = Ov siis võrdus ilmselt kehtib. Kui aga 
-x- £Q^ siis ühelt poolt 
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-^jp |  ^ K ^  11 \1 -3c.\[ 4 \| U . 
ll^UA 
Teiselt poolt, valides järelduse 1 põhjal funktsionaali 
nii, et H Jfo tt « 4 ja — saame 
«*« = -14.001 • 
Järeldus 5. Keti V d)( on kinnline alamruum ja 3c^V} 
siis leid ah jj e X * nii, et ^ (^) = -1 jia ^(^)= O Iga 
korral. 
Toestus. Vaatleme alamruum! X0=^^>Xx. : ^e 
X € 1K ^ . Defineerime ^0:X0~^^ võrdusega 
 ^o ( ^ + X X.*) — X, ^ +X*feXa. 
See definitsioon sarnaneb funktsionaali ^1 definitsiooni­
le leamas elementaarsest jätkust. Ning nii nagu selle lemma 
toestuses, saab ka siin kontrollida, et on lineaarne 
funktsionaal. Lisaks paneme tähele, et ^o(^)= O, kui 
^ e ^  ? ja jj 0(x^ = Naitame, et jj0 on tõkestatud. 
Vaatleme suvalist elementi z. = ^  -+• X e Xc . Kui X=o, 
siis 4„(>) = )= 0; ja tokestatose võrratus kehtib 
triviaalselt. Kui aga X^O^ siis ning järelikult 
l £ + ~* SC^V) 
sest 
Sellega oleme tõestanud, et jj 0 e X*. Jääb vaid üle jatka-* 
ta jj o funktsionaal iks |eX . 
Järeldas 5 on tõestatud. 
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§ Normeeritud rutuni teine kaasruom 
Ja refleksiivsus 
Olgu X normeeritud ruum ule K ja X* tema kaasruum. 
Kuna X* on Banachi rütm, siis saab ka temale moodustada 
kaasruumi (X *)* = ^  ( X K ). Buumi (X tühista­
takse X ** ja nimetatakse ruumi X teiseks kaasruumiks. 
Naitame, et X * * : xe X} , kus : X > K on de­
fineeritud võrdusega 
M1)= K*)> 
Definitsioonist lahtudes saab vahetult kontrollida, et F^ 
on lineaarne. Kuna | F*.(4)| =  £ ll^ll W ^ II , ^  6 * 
siis Fx e X ** Lisaks võimaldab Hahn-Banachi teoreemi jä­
reldus 4 arvutada 
H F^ li = -^y> | F^(^)| = \ j = II ^ Il. 
\\^U\ 
Naitame, et ruum X on loomulikul viisil samastatav 
ruumi X** alamruumlga. Selleks defineerime kujutuse 
1T : X —» X** võrdusega 'JR DC = , DC <& X . Kujutust 1T 
nimetatakse ruumi X loomulikuks (kanooniliseks) kujutu­
s e k s  ( s i s e s t u s e k s )  1 t e i s e  k a a s r u u m i  X * *  
On selge, et f| "ST -ao || = )l =c il } ae e- X . Kujutus Tv on ka 
lineaarne, sest 
= F„„ (T) F^ ) = TT =S  ^ -
te(X»)«) = Fxj3H(x»)=XlH = X^(lj). 
Järelikult on lv isomeetriline isomorfism ruumide X ja 
Tt (X) = £ F^ : x.e vahel- Seda silmas pidades kirjuta­
takse sageli, et X =Tt(X) ja X c X 
Näited, l) Me teame, et c * = 8^ ja wv. Seega 
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c** = vw, löis juures viimase vordöise sisu on antud kahe eel­
mise võrdusega. Samastamise c**= tõttu Tr : c0-»vw. Kir*-
jeldame seda kujutust IC. Olgu DC. = Kuna 
x eK - ja =  C* }  siis iga ^  = (°**) e  korral 
^ ( 4 ) = ^u, ^  ^vc = ^(^-). 
VC=4 <=<\ 
Järelikult = x:, mistõttu TT ^  -^x. iga xec0 korral. 
2) Analoogiliselt võib veenduda, et = £^,,^>4^ 
kusjuures Tr x. = x. iga x: e korral. 
Lause. Alamruum 7u(X^ on kinnine ruumis X ** para­
jasti siis, kui X om Banachi ruum. 
Toestuseks märgime, et täieliku ruumi X ^  * alamruum 
-jr(X) on kinnine parajasti siis, kui ta on taielik. Kuid 
Il (X) ja X kas on või ei ole täielikud samaaegselt, 
sest TL ja 1T~A  : Tt(X)-*X säilitavad jadade fundamentaalf 
suse ja koonduvuse. 
Definitsioon. Kui lv on sürjektiivne, s.t. iv(x) — X** 
ehk X**— ^ F^. : x:eX|, siis öeldakse, et ruum X on reflek­
siivne. 
Refleksiivse ruumi X korral kirjutatakse sageli 
X = X**, võrduse sisu on aga Ikka selles, et x(^X)=X** 
ülaltõestatud lausest on selge, et iga refleksiivne ruum 
on Banachi ruum. Seetõttu mittetäielik normeeritud ruum ref­
leksiivne olla ei saa. Banachi ruumide seas on nii reflek­
siivseid kui ka mitterefleksiivseid ruume. Kuna = 
~ -> p > A  ^(c °) = e= ^ ^  ~ c siis 
SLp } p > \ } on refleksiivne, C0 aga mitte. Kasutades kaas­
ruumide kirjeldusi, saab nagu > 4, ning C0 puhul näi­
data, et J p > 4 y ja kõik lõplikumõõtmeIlsed nor­
meeritud ruumid on refleksiivsed ning C, tw , } M <« ] t 
^ ^Eex, M , L A ^ ei ole refleksiivsed. 
Toome lõpuks ühe lihtsalt sõnastatava, kuid suhteliselt 
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raskesti tõestatava refleksiivsuse kriteeriumi, kus kasu­
tatakse nõrga koonduvuse mõistet, mida me vaatleme järgmises 
paragrahvis. 
Teoreem. Banachi ruum on refleksiivne parajasti siis, 
kui igast tema tõkestatud jadast saab eraldada nõrgalt koon­
duva osajada. 
§ Nõrk ja *-nõrk koonduvus 
1* Nõrga koonduvuse mõiste» Olgu X normeeritud ruum 
ja X* tema kaasruum. 
Definitsioon, öeldakse, et jada koondub nõr­
galt (*r -koondub) elemendiks xeXj kui 
(i) 
ja kirjutatakse "X. ^  oc. või <vr — 8.^vw •= -x , 
Eelmises paragrahvis vaatlesime funktsionaale F3C e- X** 
mis defineeriti võrdusega F:xL(^)= ^(x^) , ^ e X Neid kasu­
tades võime nõrga koondumise kirjutada kujul 
Fx>v (O-» (*) vf^". m 
Seega tahendab nõrk koondumine dc. funktsionaalide ja­
da F.^ . punktiviisilist koondumist funktsionaaliks . 
Banach-Steinhausi teoreemi põhjal on punktiviisiline koondu­
mine (2) samaväärne tingimustega 
1) leidub arv M nii, et H F-^ tl ^ M, 
2) F->c^(j() —* Iga ^ e E <2 X* korral, kus 
^(E)  = X * .  
Arvestades, et \l F-^ \\ ~\\^Jl, jõuame järgmise tulemuseni-
Teoreem (nõrga koondumise kriteerium). Normeeritud 
ruumi X elementide jada :>c^ koondub nõrgalt elemendiks dc 
parajasti siis, kui 
l) leidub arv M nii, et ^ M (jada on tõ­
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kestatud), 
2) ^  0*-w) —> ^ (*-) iga ^ € E dX* korral, kus 
ST?) = X*. 
ülesanne» Toestada, et kui X on kompleksne normeeritud 
ruum, siis 
-»$(») V^<6 X*4» V^Xr. 
2. Nõrga Ja normi järgi koonduvuse vahekord. Meenutame, 
et normi järgi koonduvus ehk lihtsalt koonduvus y-^-s> ta­
hendab, et || 3c.*.- x. Il —> O. 
Lause» Jada koondumisest järeldub tema nõrk koondumine 
samaks piirelemendike. 
Tõestus» Olgu » 3c. Et iga ^ X * on pidev, siis 
s , t« ^^ a c-
Vastupidine väide üldiselt ei kehti. Seda põhjendab järg­
mine 
Kaide. Vaatleme jada ^ - (o,... , O, A , O, Kui 
tw < vv, siis 
«*-»-«•>» =  II ( °, ...,0,4,0,..., 0,-A ,o,...)|| =  
Seega SL^ ei ole Camchy jada, mistõttu ta ei saa koonduda. 
Näitame nüüd, et > 0 . Olgu = C°^^) <= ^-2. - Z j s.t. 
= S o,. , *-(§«)«• 
vc-= 1 
Siis ^ (<-K) = - > O = ^ O3), sest eelduse 
2Z. \ ^  \z < tõttu | \Z—» O ehk w —* 0 • 
< - 4  
Jada nimetatakse jada kumerate kombinatsioonide 
jadaks, kui leiduvad indeksid vw A = O < v^x< vvx 3 < .. _ 
m *->-* 
ja arvud ^ O nii, et ^ ^ ic ~ ^ Ja 
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, we tw . Järgmine väide, mida me 
siinkohal ei tõesta, iseloomustab samuti jadade nõrga ja 
normi Järgi koonduvuse vahekorda. 
Teoreem. Kui jada koondub nõrgalt, siis leidub niisugu­
ne tema kumerate kombinatsioonide jada, mis koondub normi 
järgi samaks piirelemendiks. 
ülesanne. TÕestada, et lõplikumõõtmelises normeeritud 
ruumis nõrk ja normi järgi koonduvus ühtivad. Näpunäide: ka­
sutada lineaarse funktsionaali üldkuju lõplikumõõtmelises 
ruumis ja asjiaolu, et lõplikumõõtmelises normeeritud ruumis 
on koondumine samavaarne koordinaatide koondumisega. 
Märgime toestuseta, et jadade nõrk ja normi järgi koon­
duvus ühtivad ka ruumis . 
3. Nõrgalt koonduvate jadade omadusi vaijendavad all­
järgnevad laused. 
Lause 1. Nõrgalt koonduva jada piirelement on ühene. 
Tõestus. Eeldame, et ac.,^:r^ * ja Kuna 
 ^ siis -f(^ ) = ^ (3) ie® 
y * korral. Järelikult 3c = ^ . 
Nõrga koondumise kriteeriumist järeldub 
Lause 2. Nõrgalt koonduv jada on tõkestatud. 
Lause 3. Pidev lineaarne operaator teisendab nõrgalt 
koonduva jada nõrgalt koonduvaks jadaks. 
Toestus* Olgu X ja V normeeritud ruumid üle K, 
/\ e ning dc ruumis X . Näitame, et 
Ax ruumis y. Valime vabalt ^ e V K). Ku­
na ^ A ^  ^  (X,|K)=X* siis 
<j(a ^ w) = (3 a)0„) —> ($a)00 = 3 (a^). 
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nõrk koonduvus. Seda koonduvus liiki vaadeldakse 
üksnes kaasruumides. Olgu X* normeeritud ruumi X kaas— 
ruum. Öeldakse, et jada ^ €: X* koondub -nõrgalt 
koondub) funktsionaaliks ^ X*^ kui 
* %(*) VxeX; 
ja kirjutatakse ^ ^ või <*r*- 6-Cvw 
Kuna * -Jiõrk koondumine ^ pole midagi muud, 
kui funktsionaalide Jada ^ punktiviisiline koondumine 
funktsionaaliks ^ ^ siis Banaoh-Steinhausi teoreem annab 
meile otsekohe * —nõrga koondumise kriteeriumi. 
Teoreem (*-nõrga koondumise kriteerium). Olgu X 
Banachi ruum. Funktsionaalide jada <& X * koondub x -nõr­
galt funktsionaaliks jj1 e X * parajasti siis, kui 
1) leiduib arv M nii, et 8 ^ w || ^ M , 
2) w (^c)—* ^ (dcJ iga x.€ E c X korral, kus 
2(E) = X. 
Nõrga ja x—nõrga koonduvuse võrdlemiseks paneme tähele, 
et nõrk koondumine ^ ^ normeeritud ruumi X kaasruu­
mis X * tahendab, et 
F($w)-*F0J) VFeX*^ 
aga * —nõrk koondumine ^ ^ tahendab, et 
V=c &X. 
Kuna X * * ^ Fx : dc e- X \ , siis jada nõrgast koondu­
misest järeldub tema * -nork koondumine samaks piirelemen-
diks. ühtlasi on selge, et kui X on refleksiivne (s.t. kui 
X**— ^  F"  ^ ; xt X]) ) siis nõrk ja * —nõrk koonduvus 
ühtivad. Vahemärkusena olgu lisatud, et jadade nork ja 
*-nõrk koonduvus võivad ühtida ka mitterefleksiivsetes ruu­
mides, näiteks on see nii ruumis vw 
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lõpetuseks toome naite *-nõrgalt koonduvast jadast, mis 
nõrgalt ei koondu. Vaatleme jada e c* = 2-^. Kuna 
0> = >0 
siis ) 0. Kuld valides F = )e Vv = c**  
saame F (>„)  = 4  J  F (ä- 1 )= ->(  ,  F(a^)=  ^  F (^)  = -/\  ,  
mistõttu F(jLw) ei koondu. Järelikult jada &w ei koondu 
nõrgalt ruumis C*. 
§ 6. Pideva lineaarse operaatori kaasoperaator 
Olgu X ja y normeeritud ruumid ule 1K ning X * ja 
y* nende kaasruumid. 
Definitsioon. Operaatori ^ (.X,))) kaasoperaator iks 
nimetatakse operaatorit A* : y *—* X mis on määratud 
vordusega 
A * h  = 3 A > 3 
Selgituseks märgime, et ^ A € x ^ (x ,  1K )y sest 
Ae ^(x,y) ja ^ e ^  (M, IK). 
Teoreem. Kui A ^  (*, ^), siis A*€ (y* X^)ja 
HA* | |  =) |  Al l .  
Toestus. Operaatori A* lineaarsuse põhjendavad võrdu-
sed 
a*(31+3*) = (31+>)a = 3-'a + 3*a = a*3a~'"aV' 
a*(x3)= (a3)a = x(3a)=xa'3. 
Kuna 
II  A*^  | |  =  II ^  A | |  ^  II  ^  | |  II  A  | |  =  II A  | |  H 3  I),  
siis A* e  ^  *, x *) ja kehtib võrratus II  A*  | |  <  H A  H .  
Vastupidine võrratus kehtib, kui N J sest siis A = 0. 
Olgu ^\o} ja x: er x suvaline element. Valime funkt-
sionaali e  V * nii, et I l  ^  Il  =  4  ja ^ (A  ^ )= II A  1|  
(seda võimaldab teha teoreem piisavast arvust funktsionaali-
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dest). Seega 
h a - n =  h a *  I I t l 2 t l  U = c | l =  H A * D  I M ) ,  
mi l les t  saame H A  tl š )( A*t| 
Teoreem on tõestatud* 
lause. Kehtivad võrdused (A + B)*= A% (AA)*= 
= X A*,  (A6)*  = g>*A*.  
Tõestus. lahtudes kaasoperaator! definitsioonist, on 
vorduseld kerge kontrollida. Tõestame näiteks viimase vordu-
se. Olgu B e (X, V) ja A ^ of (^,2!^ siis saab moodustada 
operaatori AB e^(X, 2). Et B*e X*) ja 
^ (2*, y*\ siis B*A*e  ^  (2.*, X*). Muidugi ka 
(A B )* e ^  (2*,X*) ning suvalise e 2.* korral 
(AB)*£v = i(AB) = ((LA)B = (A*i) & « 
lause on tõestatud. 
Lause. Kui ja on olemas A~Ae^(V>X) 
siis on olemas ka (A*) e ££ ( X *, }< *) ning A *)-1 -
- ( 
Toestus. Kui ^ e X *, siis A^A-1)*^ — A*^ A_< = 
« ^  A A-1= ) kui aga e b* siis ( A A )* A* ^ = 
= (A""1)*^ A = ^ A~!a= ^  . Seeparast A*^A->,)*=. T ja 
C A-< )* A* = I, millest jarelduvadki lause väited. 
Definitsioon. Olgu X normeeritud ruum ja X * tema 
kaasruum. Alamruumi 2 X annulaatoriks nimetatakse hulka 
-L_ e X*; ^(>) = O iga a €= zü. korral"^. Alamruumi 
c X* annulaatoriks (ruumis X ) nimetatakse hulka 
Vy_L = {x:e X : ^(*)=0 iga e V korral]. 
Pole raske kontrollida, et annulaator on kinnine alam­
ruum. 
lemma. Olgu 2 normeeritud ruumi X alamruum. Siis 
(zx)_l= 2. 
Tõestus. Vaatleme suvalist elementi ?ež, Kuna 
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j£(-x)=0 iga ^ € Z"1" korral, siis ž e j. - seega 
Z crCž^j ,  iitfcg ka ž  c  = (^" L )x  amnelaatori 
kinnisuse tõttu. Kui nuud oletaksime, et "2 ž (^•"L)_LJ 
siis leiduks nii, et oc ~Z. . Hahn>-BanaoM 
teoreemi Järeldus lubaks valida X* nii, et ^{=*-0, 
kuid Kuna le?1 ja oce(Z:-L)j_ y siis 
J^(x:)=0, mis oleks võimata. Seega 2. = 
Markus. Kaasruumi X * alamruumi W puhul üldiselt 
( w ^ w .  
Teoreem. (Hgu X ja V normeeritud ruumid Ja 
A Siis kehtivad järgmised võrdused: 
1 )  K e r  A  =  (l v ~  A * ) ±  ,  
2) K e r  A *  =  ( 1 ^  / K ) ± >  
3) Iw> A = (  Ke r  A*)^ >  
A) kui X Js Ivvx A on taielikud, siis Ivw A* = 
= (ker A)- 1". 
Toestus. Võrdus l) kehtib, sest 
xeKer A  ^  Ax = o^  ^(Ax) =  o 
4» (A^X-)=Q j{(=c)=0 V^eTw, A*. 
Võrdus 2) põhjendatakse analoogilise samaväärsuste ahelaga 
ning 3) järeldub lemma põhjal vordusest ?). 
Tõestame vorduse 4). Vaatleme suvalist funktsionaall 
hulgast Ivvx A*. Ta avaldab kujul A*-^ } kus ^ e V *. Kuna 
xek^rA korral (A = ^(A*)=o; siis 
A*^e(K«-r A^ Seega Im* A)"^. Näitame, et 
(^ker A)1- C Ivv A*. Vaatleme suvalist funktsionaall 
J^e(ker A)™^. Defineerime ^ abil alamruumil IKX A 
funktsionaall <^0 vordusega ^«(Ax) = ^ (x^sceX. Funkt-
sionaal on korrektselt defineeritud, sest kui A = 
= A ^3, ehk A (^A~ siis ^ e k e r A } 
180 
mistõttu ^ ehk On selge, et 
<^0 on lineaarne. Lahtise kujutuse printsiibi kohaselt on 
olemas niisugune arv M>0, et iga ^el^A korral lei­
dub xe y. nii, et ^ - A dc ja |l II £ M 11^I. Seetõttu 
1^.(^)1 = I Järelikult ^ .e(l^A)* 
Tähistame tähega funktsionaall sama normiga jätku 
tervele ruumile X. Kuna <j(Ax) = ^ (Ax)=|(>j ehk 
(A*<^)(x) = -^0^) iga xe V korral, siis A*4^. = , mis­
tõttu ^tlwv A*. 
Teoreem on tõestatud. 
Olgu X0 c: X ja V0C^I Banaohi ruumide X ja V 
vektoralamruumid, kusjuures X 0 = X ja V 0 = V. Tea­
me, et operaator A0 ^ (X OyV0)^ olles vaadeldav operaa­
torina A, ^ y) on pidevalt laiendatav operaato­
riks A e ^  (X; V). 
Lause. Kui arvestame, et X 0  = X* ja V*=V* siis ope­
raatorid Ao € Xo*) ja A^e X*) ühtivad. 
Toestus. Lause väidab, et A*^ e X* on funktsionaall 
A* e X * laiend misitahes ja tema pideva 
jätku ^ 6 y * korral. See väide kehtib, sest 
(A? 3OO) = ^o(A0x)= ^(Ax) = (a^Xx) VxeX„. 
Lause on tõestatud. 
Operaatori Ae kaasoperaatorile 
A*€of!(y*X*) võime omakorda moodustada kaasoperaator! 
A**= (A*)*e £(X", M**). Olgu ir A  : X h  X** j a  
1T^  : V—> ** ruumide loomulikud sisestused oma teise 
kaasruumi. 
Lause. Kehtib võrdus 
A**7T, = 3TX A . 
Tõestus* Kui "X-feX ja ^ V t siis 
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(A*V,=0(3) = 0,-)(A*S) = (A*3) = 
= (A^)W= 3 (A*)= Fa^) = (t iA»)(3), 
mis tähendabki lauses väidetud võrdust• 
Xsjatõestatud lauset võib tõlgendada nii, et kui samas­
tada X ja (X^) (s.t. vaadelda ruumi X ruumi X * * 
alamruumina), samuti V ja siis A * *dc -= A ^  x:eX, 
s * t •  o p e r a a t o r  A *  *  o n  o p e r a a t o r i  A  l a i e n d .  
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VI Operaatorite diferentsiaalarvutus 
§ 1. Operaatori diferentseeruvus Gateame' 
mõttes ehk nork diferentseeruvus 
Olgu X ja y normeeritud ruumid üle IK ning UL <2 X 
lahtine mittetühi hulk. Vaatleme operaatorit : CX —> V. 
Definitsioon, öeldakse, et operaator ^ on G-Steamx' 
mõttes diferentseeruv (voi nõrgalt diferentseeruv) punktis 
ac e U, , kui iga JL € X korral eksisteerib piirväärtus 
-?Cx) (l) 
-t-»o 
ruumis y. Piirväärtust (l) tähistatakse S^(x.^ja ni­
metatakse operaatori ^ Gateaux1 diferentsiaaliks (või nõr­
gaks diferentsiaaliks) punktis x. suunas . 
Märgime, et LA, laht isuse tõttu küllalt väikese "b kor­
ral x. 4- -Le LX^ mistõttu saab püstitada küsimuse piir­
väärtuse (l) olemasolust. 
Definitsioonist on näha, et o)= Q. 
Ülesanne. Näidata, et Gateaux1 mõttes diferentseeruvuse 
definitsioonis võib piirduda elementidega  ^e X ^ )| & )| = 4. 
Näide 1. Olgu X = y ~ (R , IK = s*t. olgu ^ matemaa­
tilise analüüsi kursusest tuntud ühe muutuja funktsioon. Siis 
1^0 korral 
-fc-iO + o * 
s.t. funktsiooni diferentseeruvus GSteaux' mõttes tähendab 
tema tavalist dif erentseeruvust, kusjuures § jf (x; t j - cH ^ (x) 
ning cTif (*• > 4) = . 
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Nalde 2. Olgu X = (R^ ^  = (R |K - , s»t. olgu jj 
matemaatilise analüüsi kursusest tuntud vv muutuja funktsi­
oon* Definitsioonist on naha, et kui H il = 4, siis Gateaux' 
diferentsiaal flV) on k muutuja funktsiooni ^  tuletis 
suunas $L. Seega tahendab w muutuja funktsiooni diferentsee­
ruvus Gateaux' mõ-ttea, et funktsioomil on olemas tuletised 
mistahes suuna®. Matemaatilise analüüsi kursusest on teada, 
et tuletist suunas 2v võib esitada kujul 
£$(»•> 8.) = ®0 = §i;C*) + • • • + , 
kus <yv~i ,JU). 
Märgime, et kui ^ )°r-v°)y siis 
Q). Niisiis tagab tx muutuja funktsiooni 
nork diferentseeruvus punktis DC osatuletiste 
i •= olemasolu. Mitme muutuja funktsiooni osatuletis­
te olemasolu aga ei kindlusta tuletise olemasolu mistahes 
suunas ehk nõrka diferentseeruvust. Seda põhjendab alljärg­
nev 
Nalde 3. Vaatleme kahe muutuja funktsiooni 
O, kui oc = j ~ O, 
kui . 
Siis 
p .  ( o , o )  ,  =  o  
3^1 J -t-»o "b v 
analoogiliselt (o,O) - O . Aga ^ ei ole nõrgalt dife­
rentseeruv punktis sest kui ^ — siis 
-fc -b ~ ' 
millel ei ole ruumis !R piirväärtust, kui -fc—*0. 
Operaatori diferentseeruvusest Gateaux' mõttes ei järeldu 




Haide 4« Olgtc kahe muutuja funktsioon ^ R —* antud 
järgmiselt: 
^ ) kui 3C ^  } 3C. ^  ^  o J 
O mujal. 
O On selge, et ^ ei ole pidev punktis (o,Q). Aga J£(o,o) — 
ning vabalt valitud korral M)=0 kui 
-fc on küllalt väike* Seega <5~^(o^L)=rO. 
5 2. Operaatori diferentseeruvus ehk diferentseeruvus 
Frechet• mõttes ehk tugev diferentseeruvus 
Olgu X ja y normeeritud ruumid ^  Llc X lahtine hulk 
ja U ->y. 
Definitsioon. Öeldakse, et operaator ^ on diferentsee­
ruv (Frechef mõttes) punktis xe U ; kui leidub pidev 
lineaarne operaator A <= (X, ^) nii, et 
<Uw, )-?<»-Al 
=o (1) 
II ^1—5>0 II Ml 
Tähistades *0; t) ^ A L , võime tingimu­
se Cl) kirjutada kujul tLvw 04^•; ^  = o. Tingimust (l) val­
li <Mmo 1 
jendatakse ka vordusega -^(x + &) - ^ (x) - A ^  -+ o(j| Ml) 
ehk c*; 8v) - o (J| L Hj, mis tähendab, et iga Z > O kor­
ral leidub cT> <3 nii, et kui Il Ml ^ siis ||  ^^ )IN 
£ ^  II 8,t 
Teoreem. Kui operaator ^ : U. —) on diferentseeruv 
punktis dc e= 11 siis on ta punktis x. ka nõrgalt diferent­
seeruv ning <5~ ^ (x. ) Cv) = A L . 
Tõestus* Vaatleme avaldist 
* 
= Ag + 4x^U) 
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Teoreemi toestamiseks piisab naid ata, et JLvs*. -o 
-fe-) o 
iga 8, e X korral. Võrdus* "»<(=<-) o)=Q tõttu piisab vaar--
delda juhtu, kuc 8v^O. Siis aga — 
= i±ry =e,t on tõkestatud j. 
,u, °^' mist°vttu 
Teoreem on tõestatud. 
Järeldas» Kui operaator : U»—»y on diferentseeruv 
punktis =ce LI, siis tingimust (l) rahuldav pidev lineaar­
ne operaator A on üheselt määratud. 
Toestus. Kui leidub veel B>€:a£(X,y) nii, et JjCx-t-^)-
_ JjO*) = Bl + o(ll Ml) j siia teoreemi põhjal 
Seega Atv iga leX korral, s.t. B — A. 
Operaatorit A nimetatakse operaatori ^ (Fröchet' ) 
tuletiseks punktis x. ja teda täMstatakse ^ 0*) - Elemen­
ti jj'C*-) = cjL^ (x. j L.) nimetatakse operaatori ^ 
(Pr^ohet') diferentsiaaliks punktis -x.^ täpsemalt (Frdchet') 
diferentsiaaliks punktis mis vastab argumendi juurdekas­
vule e X . 
Vahetu järeldusena äsjatõestatud teoreemist ja viima­
sest definitsioonist võib öelda, et kui operaator Jj on di­
ferentseeruv, siis tema diferentsiaal ja nork di­
ferentsiaal ühtivad. 
Teoreem. Kui operaator ^ UL —> ^  on diferentseeruv 
punktis x_e LL siis on ta punktis za pidev. 
Tõestus. Olgu U_ . Tahistame x, 
siis Operaatori ^ diferentseeruvuse tõttu saame 
(^*) = ^   ^^ )~ ^(x-)= o<(x. ,-^ vx)-»0, 
sest ja o<(x ; £vw)—>0. Seega J{(*). 
Teoreem on tõestatud. 
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Me nägime, et operaatori dlferentseerutmsest järeldab 
tema nork diferentseeruvus. Xsjatõestatud teoreemi abil voi* 
me vaita, et diferentseeruvus on rangelt tugevam nõue kui 
nork diferentseeruvus,' sest eelmise paragrahvi näites 4 too­
dud funktsioon on nõrgalt diferentseeruv, kuid ei ole pidev, 
seega ei ole ka diferentseeruv* 
5 3. Näiteid operaatori tuletise leidmisest 
Olgu kahes es imeses näites X Ja normeeritud ruumid* 
Kaide 1. (konstantse operaatori tuletis). Olgu ^:X-»y 
defineeritud vordusega >^(*) = ; ( ^ on konstaetne 
operaator). Siis Jf(* + 0,)- = O } seega 
J^ x:)= O e ^£(X, igas ptmktis acerX. 
Nalde 2 (pideva lineaarse operaatori tuletis)* Olgu 
^(X^y) ( ^ on pidev lineaarne operaator)* Siis 
ja (x. ^ t)~ Oj see­
ga ^t*) =  ^ Igas punktis x eX. 
Nalde 3. Olgu ^ : U. -» R , U o s.t. olgu ^ w 
muutuja funktsioon. Operaatori ^ tuletis ^0*-) kuulub ruu^ 
mi IR)=(RK)>k ning arvestades selle ruumi kirjeldust, 
võime ^ diferentseeruvust Fröchet' mõttes punktis k& U. 
väljendada järgmiselt: leidub (o-A, ..e nii, et 
°C U ^ 
kus l>. = (At _>•••.» ja *0. See on aga w muutuja 
funktsiooni diferentseeruvust defineeriv tingimus. Niisiis 
tahendab w muutuja funktsiooni diferentseeruvus Prdohet' 
mõttes tema tavalist diferentseeruvust, kusjuures Frichet* 
diferentsiaal ja täisdiferentsiaal ühtivad. Kui ^ on dife­
rentseeruv, siis <xC = Jlrj(x)yC ~ seega 
= 
= = *(RK,R). Erijuhul 
187 
24* 
vv A ehk tavalise ühe muutuja funktsiooni ^ korral saame 
silt kus vasakul '(>_) e ž£(R, |R) on 
Pr^cheV tuletis ja paremal funktsiooni kui ühe muutuja 
funktsiooni tuletis* 
Haide 4. Olgu ^ : U, —) (R } U. c: (R ^  Operaatorit 
saab esitada kujul = LL, kus 
^ : U. -*(R, C = A j . . . j  vw . Et tuletis ^ (>) e ^ (fR^ iR ~)j 
siis saab teda vaadelda maatriksoperaatorina, mistõttu ^ 
diferentseeruvuse tingimus punktis ae e LI omandab järgmise 
kuju: leidub vw x vv maatriks A ~ ) nii, et 
 ^(:*l + &) - = A Bx -t- o< (V li) , 
kus ~ ^ kui 2v—>0^ Cx e tR."\ Koordinaatide 
kaupa võib seda vaijendada võrdustega 
-
aM + + o*cC*;^X, C=V-
kus (x. ; t) = j »y(x ^ • Kuna koondumi-
mine ruumis (R  ^  on samaväärne koordinaatide koondumise­
ga', siis parajasti siis, kui C 
i = protsessis Cx—^O. Seega on operaatori ^ di­
ferentseeruvus samaväärne tema komponentide ^  diferentsee­
ruvusega ning et naite 3 põhjal -2- (x) = 
= (H;' O), -, §!;(>.)) = Oc<,..., ^ c~ ), s«s 
Näide 5. Olgu operaator ^ : C (X, ^3—> C£<a-v k] defineeri­
tud võrdusega 
(^ (*-))(*) = J 00)<^>y -ire£^ 
kus funktsioonid ja on pidevad 
hulgal M x R (märgime, et (x. ) e C sest 
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[ 3<f(-b, i, 3c(s))dLA, oh muutuja *t pidev funktsioon). 
Valime vabalt :xl C[cl} ^J. Kasutades Lagrange' i keskväär-
tusteoreemi, saame iga 2^eC[^,4>3 korral -
(| (* + ~ f(S S *C*) "h ^ ))- ^("t, *(*))) Xv = 
r°9 3<{  ^
~ ^ 3*u~ i (V))^0*)Xi = ^  *C*)) ^(i)cSLa -t 
* | Kv))- IžfC-t, *, =<*))) t ou , 
kus x^+üiC-i) või x.(^)-+ £1(1)$ ŠO,a) ^ >^0). 
'd jV" 
Kuna funktsioon ^ ^ ^^ x.(•*)) on pidev ruudus 
(F;^) 6 M x £°~> sj^-s vordusega 
(K3C^)(-t) = \ izr&>*j *00) 
on antud integraaloperaator e ^  (C £>] f 
3 
Funktsioon ^ - on ühtlaselt pidev (näiteks) kinnisel 
tõkestatud hulgal x £0^ bj x£- ||xi|- A^IIDCH-M^ mistõttu 
iga Z>o korral leidub t- ( O } nii, et kui || &. || < <5^  
siis 
|!xr- (>, O, *,*C0)| ^ • 
Seega, kui || siis 
j" (frr(+,*, !(*,«))- |xr-(+,\ 
rahuldab tingimust Il °<0 , £ tl Üv^s.t. lK(x ^ 4,)t| = o(|| t H) 
protsessis SL —> 0 . Järelikult on ^ diferentseeruv ja 
^U)= K x ehk 
(^ '(*) ^)(+) = S (>,^ ,*00) 6v(^ )d^  y t:e[=xv^ J. 
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§ 4. Tuletise omadusi 
Operaatori tuletisele laienevad mitmed olulised reaal* 
muutuja funktsiooni tuletise omadused* 
Lauge I (diferentseerimise lineaarsus). Kui operaato­
rid  ^tl—ja ^ : U.-#y on diferentseeruvad punktis x:e U, 
siis 
IK . 
Tõestus. Kui ^(X-t-Bv) - = -«-O<(DC ^ ja 
<^(x+ L) - 3 (*-) =, f p>(x. ; ^), kus 
 ^ja ||=<(x:; t.)||= o(|lU),ll p>(>)tv)H=o(hlxl|)y 
siis (|+ 3)0+00- (^ 3)W=Cf 2^) ^  + 
4- ^ >(*- ) lv), kusjuures t^*)-»- ^ t*) e ^ (X^  VJ ja 
(L)+ p>(*->L)ll = o(ll V) . Analoogiliselt veendutakse 
ka diferentseerimise homogeensuses. 
Lause on tõestatud* 
Lause 2 (operaatorite korrutise diferentseerimine). 
Kui : U- —^ on diferentseeruv punktis ace. U.^(lL)c V 
ja ^ : V—•> 2. on diferentseeruv punktis -^0*0, siis 
>. VI—* 1* on diferentseeruv punktis x. ning 
c^ )'0) = 3'CfH ftx). 
Tõestus* Eelduse kohaselt ^(x.+ \L) ~ ^ (*) = 
+ *(*;, *0 da C>(^ ;t), 
kus ^(x)e ^ (*,^ lH(x-,t)H = o(|| t|l) ja = 
<^z(^) e ^  , \\ (^(^ 4,))| = o(ll H\l) . Tähistades 
1 - ^  " +  " < ( x ;  j  a a a m e  
= ^(^) = 
= l(^ + l1-)- 3<'i) = 3/(a)l-i-p>C9;t) = 
= ^ (•a)(fc«)«v-v=<c*ii-))+p.(a-L) = 
190 
- ( a W * » - v  - o  • < o  +  K a  J < 0  •  
Olgu ^ IL) - ^  (^  )o< (ac-tj-v Jääb toestada, et 
II y- (* ) &0 Il = o(ll ^ II). Kuna 
II *0)1)11* HO,*OU + HO>(^ yL)H = 
= II <Hl)+o(Ul)» o(X u)+o(-^( HMl), 
siis piisab naid ata, et -|| = 0(A) protsessis Cv —) O. 
Kuid 
Lause on tõestatud. 
Märgime, et operaatorite korrutise diferentseerimise ees­
kiri üldistab matemaatilisest analüüsist tuntud liitfunktsi­
ooni diferentseerimise valemit. 
5 5. Lagrange'i keskvaärtushinnang 
Matemaatilisest analüüsist on teada Lagrange'1 keskvaar-
tusteoreem: kui ^^ 3—*• iR on pidev ja vahemikus O, *0 
diferentseeruv, siis leidub ^ e Ov *>) nii, et 
J j W - =  J ) .  
Operaatorite korral kehtib alljärgnev Lagrange'I keskvaärtus­
hinnang. 
Olgu X ja y normeeritud ruumid üle tk ning Ul^ X 
lahtine hulk. 
Teoreem (Lagrange1! keskvaärtushinnang). Kui operaator 
on pidev loigus O*36-"* Xe[o,43|^  U, 
ja diferentseeruv vahemikus (*•> ^ x. -tX tx: X e-(o^ 
siis kehtib hinnang 
i i  1 ) - i i ^ ' 0 + x t ) l i  n n .  
Toestus. Kõigepealt märgime, et juhul \k = C vaatleme 
ruume X ja y reaalsete normeeritud ruumidena. Teoreem 
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piisavast arvust funktsionaalidest lubab valida <^€ ^(^fR) 
nii, et ja (J{U+ «,) -^O)) « H J}(~ tv) - ^»l|. 
Vaatleme funktsiooni <^(v) = <=^ (x.-t-10),-t ^3 , mis on 
kolme pideva operaatori, &-C0,43—=> X , kus t(-t)=-3c+-fclv^ 
ja ^ korrutis. Operaatori £ tuletis on £/(>)= (k, teCo^j^ 
täpsemalt, e (R . (Seda tuletist on kerge lei­
da nii vahetult definitsioonist lahtudes kui ka silmas pida­
des, et £ on konstantse ja lineaarse operaatori summa, mil­
le tuletisi me aga teame.) Arvestades, et <^/(<^)= ^  iga 
y korral, võime öelda, et funktsioon vp on lõigus 
£0,43 pidev Ja vahemikus (o, \) diferentseeruv. Seejuures 
operaatorite korrutise diferentseerimise reegli kohaselt 
vf'(*) = S"f (*; A) = (3 (f((.(*)) V(*))XA) = g(4"C' +1tv)t). 
Lagrange'i keskväärtusteoreemi põhjal leidub nii, 
et v4> (x) - N>(°)=M,/(X) ehk 
3(^ + 8.))- 3^))= 3(^t**X(L)ix). 
Seega 
II 4(3C'1- C^X)||=  ^(^ (X-^ -Cv)- ~ ^  ^(-{{*))$ 
5 II ^ IIII4T^+XL)||HÜ- IL^LL< 
Ht^ + xt)|| 11 e,||. 
Teoreem on tõestatud-
Kui Lagrangefi keskväärtushinnangu tõestuses võtta - IR 
ja ^ = T *. (R—^ IR. > siis tõestuse kaigus jõuame järgmise tule­
museni. 
Lause. Kui funktsionaal IX —»(R on pidev lõigus 
^x._,x.-t-Hv3 <2 IX ja diferentseeruv vahemikus + K), siis 
leidub Ae(o, 4) nii, et 
^(x.+ L)~ j|(*) = -hXt)£v . 
Lagrange'1 keskväärtusteoreemi ei saa üldistada operaa­
toritele, mille väärtuste ruumi dimensioon on suurem kui 4. 
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(Teda ei saa üldistada isegi reaalmuutuja kompleksväärtus­
tega funktsioonidele, sest näiteks funktsiooni = 
* 2'7T v  ^ puhul j|(o)= } kuid JJ {*) = 2,TTC 
iga -XL e-(o, 4) korral. Juhime tähelepanu sellele, et kui 
siin ruumi C vaadelda kahedimenstonaalse vektorruumina üle 
IR, siis  ^: (R-* IR2-.) 
Lagrange'1 keskvaärtushinnangut üldistab formaalselt 
Järeldus 1. Kui on täidetud teoreemi eeldused ning 
Ae siis kehtib hinnang 
l|Jf(~-^)-{C~)-AM« ^  H'(--»-Al)-Atl II M| . 
' 
1 0< X<4 1 
Tõestuseks rakendame keskväärtushinnangut operaatorile 
at—> ^ (x)-A + A^ v , mille tuletis on A. 
Märgime, et järelduses 1 võime võtta näiteks A = ^  C*-), 
kui operaator  ^ on diferentseeruv punktis oc. 
Järeldus 2. Olgu UL c X lahtine kumer hulk. Kui ope­
raator ^ : LL -> V on pidev ja hulgal LI diferentseeruv ning 
L= )| II <<x>, si is  ^ rahuldab hulgal LL Lip-
x.e VL 
schitzi tingimust kordajaga 1_ . 
Toestus. Olgu antud dc 1 ^ LL . Valime jadad 
 ^1 |x e LL nii, et ^ —* :xv Keskväärtushin­
nangut kasutades saame iga vv korral 
H(i^)-^(iw)|i ii %X C+MU-^))iiii^-^II= 
* L U <: *; I, 
millest piiril protsessis tekib nõutav võrratus 
|| ^ L II *a- . 
Järeldus on tõestatud. 
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§ 6. Kahe muutuja operaatorid 
Olgu X, V ja ? normeeritud ruumid üle lk ning ot-
sekorrutis X varustatud normiga• 11(^,^)11 = Il aclH II 
Operaatorit F: nimetatakse kahe muutuja operaa­
toriks. Nii üldistatakse matemaatilisest analüüsist tuntud 
kahe muutuja funktsiooni mõistet. Funktsioonidelt üldistub 
kahe muutuja operaatoritele ka osatuletise mõiste. 
Definitsiooni, öeldakse, et =£(*,2.) on operaatori 
p. ? "2. osatuletis muutuja XL järgi punktis 
kui 
F(DC + L, ^ )- F(~,<a) = + 0(11 e^ll) 
protsessis |l{L||—*0. Samuti öeldakse, et on ope­
raatori F osatuletis ^ järgi punktis kui 
protsessis II 2. || —>0. 
Operaatori F osatuletis! tähistatakse 
J» tfC»,*)-
Olgu operaator F-X*N—^diferentseeruv punktis 
Siis leidub nii, et 
FC^ 1-,^ 1 1)- F(*,))= C(*.,t) +o(l|«-Hiq). 
Võttes siin 1 = O } saame 
o(lt M) . 
Olgu A l = Süs, nagu vahetult kontrollida võib, 
A e ^E(X, Z) . Seega C(t, o) = ^ ^ . Analoogil!-
selt näeme, et C(o,t)= g i , Kuna = 
<cj 
= C(^,o)+t(G,£), siis 
-+ o ^ II 8\ Il -+ || i ||) _ 
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Kaha muutuja funktsioonide juhul on see võrdus matemaa­
tilisest analüüsist teada. Matemaatilisest analüüsist tuntud 
tulemust üldistah ka järgmine 
Teoreem. Kui operaatoril F:X*V —eksisteerivad 
osatuletised ja mingis punkti ümbritse-
o 
vas keras B= B((x,ning kujutused : B— 
Q p 
ja 3 ^~ - B-^ =£(yy2) on pidevad punktis siis operaator 
F on diferentseeruv punktis 
Toestus* Vaatleme vordusega C (^, 1) = ) G\ + 
•f Q ^  j ^ x ^ , määratud operaatorit. Võib va­
hetult kontrollida, et C on lineaarne. Kuna 
II c (t, t)N IIf|- *) II11H e l| 0^)U IIUU 
< ^ *{ll|^ *>^ Ui|Oyä)lt](ll MK UH), 
siis Ce^(Xxy,^). Olgu 2P = FO+ + 
- CC^JL). Näitame, et y - o ^ || H -4- Il £. II) protsessis 
II tx II •+ II Il —* O . Vordusest 
r = F C ~ + « ^ - * 0 - =  
+ F(x, + 8')-
saame Lagrange1i keskväärtushinnangut (täpsemalt, tema jä­
reldust l) kasutades, et 
9F ,, i o \ 9F 
«yll 6 A-p ||f£ C^ + Xt.,a+i)-f£(«,-8)H * e;t4 
o< ><>1 
+  f l § Z  ( ^ , ^  +  x £ ) ~ | ^ - ( ^ ^ ) l |  U H .  
0< X<1 ^  d  
Kui nüüd II Ä .  ) l 1  < - I I  O  , siis j a  pidevuse tõttu 
II y II < =(-1) Kl -!•=(<) II <11= °(4)(lltll4|tl|), 
millest nähtubki, et >< = o ( II ^11 II £ IIJ . 
Teoreem on tõestatud. 
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Märgime, et käesolevas paragrahvis esitatut saab vahe­
tult laiendada mitme muutuja operaatoritele-
§ 7. Teoreem ilmutamata operaatorist 
Vaatleme võrrandit 
— O, 
kus F : X —> "2: on kahe muutuja operaator. Kui (ühe muu­
tuja) operaator U-»^ Uc Xj on selline, et paarid 
(x, ^(x)), ace LL, rahuldavad võrrandit (l), siis öeldakse, 
et võrrand (l) määrab (ühe muutuja) operaatori ^ . 
Teoreem (teoreem ilmutamata operaatorist). Olgu X j* 
H normeeritud ruumid, V Banaehi ruum ning (xo^0)eXxX 
Rahuldagu operaator F : XxV —> "2 järgmisi tingimusi: 
1) F( 3c0 = O, 
2) F on pidev punktis (x„, 
3) leidub kera B= nii, et iga 
(ac, e B korral eksisteerib , kusjuures kuju-
^ p ^ 
tus Q : B—> ^  (^y Z) on pidev punktis (*0,^0) Ja ek­
sisteerib 1e ž£(ž,^>). 
Siis leiduvad 1. > o ja 4>o nii, et iga x e 
korral on võrrandil - O 
parajasti üks lahend B(^o,^). 
j Seejuures lahend ipaaride ( 
\! J" y  poolt defineeritud operaator 
ir  ^y'P(xo>^ > B(x0,rt)-^ B(y.^ ), 
0 on pidev punktis xG ning kehtib 
võrdus ^0- |(*.). 
Toestus» 1) Tõestame võrrandi F(:»t>'^)=0 ühese lahen­
duvuse kohta käiva väite. 
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Tähistame P =• 0^~ *• Fikseerime suvalise 
elemendi xeX ja defineerime operaatori ^ *. V — 
v õ r d u s e g a  ^ x ( ^ ) = ^ - K a s u t a d e s  T  b i  j  a k ­
tiivsust, saame samaväärsused 
^ 3 = rF0,3)<š>3 = 3-c^). 
Seega (xJ%) on võrrandi F(^J-^) = o (ainus) lahend para­
jasti siis, kui ^ on operaatori ^ ^ (ainus) püsipunkt. Nii­
siis, tuginedes Banachi püsipunkti printsiibile, võime öel­
da, et meil tarvitseb leida a>o ja 4>0 nii, et kui 
xe B0*o,0, siis 3 *: : B(^oyi) ja °n 
ahendav keras B ( ^ o, 
Operaatori ahendavuse tõestamise juures kavatseme me 
kasutada keskväärtushinnangu seda järeldust, mis võimaldab 
kontrollida Lipscültzi tingimuse täidetust. Seetõttu huvi­
tab meid ^(3) = 1 - T Märgime, et = 
= T — r (*o,^=) - X -1 = 0. Tuginedes kujutuse 
B—*^6(^2) pidevusele, leiame /> e (o -B- J nii, et 
kui || *-*0|| < 4 ja II ^ ~ ^  °II ^  ^ (sel juhul || (x, ^)-
"( X °^») t |  a K X "*»^-^o)  II ä  II  ^ -x 0 )Hl l  <  Z ^  <:  R  ) ,  
siis 
6 Tinr ' 
Seega, kui 1| ^  - x0 )|< ^  ja |( ^ |\ ^  ^ , siis 
II 3*C^)|| - II ^i0^o)|| -
= (».,a.))lk 
s II rn llf|-C»,-j)-
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Nimetatud keskväärtushinnangu järelduse kohaselt saame nriud, 
et kui xe ja B(^0,t>)j siis 
^e&O^V) 
millega oleks näidatud operaatori ^^ ahendavus keras 
"0, fcui me teaksime, et ^x: . 
Olgu ^ e B ( ^ o ,  t > ) .  Kui dc€ E>(x„^)# siis 
ll3~0aMell* = 
= II 3x(^)- 3^(^0)1H r 
* r l l r ) - , " H l r "  - < 2 >  
Tuginedes operaatori V pidevusele, leiame a > O nii, et 
rt ^  ^  ja || —p^  > kui || -*-*0\\ < n.. Seega, kui 
oce B(*oA) ja B(^o^)j siis tingimuse (2) kohaselt 
\| ^ *(^ ) ~ II* ^  j millega on näidatud, et 
2) Näitame, et lahendipaaride poolt defineeritud operaa­
tor  ^: &(x0 A)~^  B C^ O,-\) on pidev punktis xö ja •fC*»)* 
= v-
Et F(^Co/,^.)=0J siis . Olgu te e B(x„,t) 
ja  ^ O). Siis FC*,^ ) ~ O ehk  ^on operaatori  ^*_ 
püsipunkt. Seetõttu saame vorratusest (2), et 
Ih-^H 2. Iirlt II FO,3o)ll 
ehk 
11 ^ HTll 1|FC*^.)1. 
Kui nüüd x,, oc0y siis F pidevuse kohaselt 
F(3cov^ „)=0y millest viimase võrratuse tõttu järeldub, 
et ^ ~)—* 
Teoreem on tõestatud. 
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Teoreem (teoreem ilmutamata operaatori diferentseeruvu­
sest) . Kui operaator FX * N2? rahuldab eelmise teoree­
mi eeldusi ja iga (at.y^ )eE> korral eksisteerib C"*, *3), 
kusjuures kujutus ; % on pidev punktis 
(*o> ^ o), eelmise teoreemi operaator jj? on diferentsee-
ruv punktis =c„ ning Sf  ( , . )=-
Tõestus. On s,lg«, et 
Tähistades nagu eelmises teoreemis I~ = } too­
me sisse 
"C*.; «•)» ^ (».+*)- fC*-) •+ r 1. 
Teoreemi toestamiseks piisab näidata, et (| oi (BC0  ^ )| = 
= 0(1111). 
Olga l = + - ^(*«). Siis 
)t)= r  (§£0.,^  
mistõttu 
IK*.>«OII $ lir|| II§£-(=*.,*)*>. 
Teoreemi eeldustel on operaator F diferentseeruv punk­
tis 0*0; mistõttu 
F(3C„-|-6vy,^ »+fi-)- F0*ey^ =)=r -t-
-t o(|| H)K 1|£H). 
Arvestades, et F(* Q + •+ 8-) = F(x <,+ = o ja 
F^>:0,^0)= O, saame || U (x 0 -,l) || = o(\| l. )(-*- i| 11|). 
Paneme tähele, et kui £v—*0 y siis )Q (sest ^  on 
pidev punktis ocQ). Olgu nüüd £€(o,4) suvaline arv. Pida­
des silmas, et (| &. t| -t-1| ^  l|-» O protsessis valime 
<i>0 nii, et kui || 11) < £, siis IRC*.;, ^ )|)£ t(ll Ml -+ )| H||). 
Kasutades seejuures hinnangut 
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i ti - Iif(^  +r|£fr.,v)t -r|£ 
6ii *(*.>«-) II + ii r ^(».,^„)|| ii t k , 
saame || & || < korral võrratuse 
H<«.;t)|st(iit(+K».;t)|4 lir|£-(=.^.)|| iie, 11)^ 
millest järeldub, et 
II MU ^  T^rO "* " r ^ HH • 
Sellega on näidatud, et |) <k (>:„ ^ ^ ))| = o( U 0\ II). 
Teoreem on tõestatud* 
§ 8. Kõrgemat järku tuletised ja Taylori valem 
Olgu X ja y normeeritud ruumid üle IK^ IX CZ X lah­
tine hulk ning ^ : LI Eeldame, et ^ on diferentseeruv 
igas punktis xe U, . Siis võib vaadelda operaatorit 
jj!': U, mis igale elemendile x: e LL seab vas­
tavusse  ^C*) 
Kui operaator Jj? on pidev, siis nimetatakse operaatorit 
pidevalt diferentseeruvaks. 
Kui % on diferentseeruv punktis dc e Li ^  siis öeldak­
se, et ^ on kaks korda diferentseeruv punktis dc . Tuletiet 
C*} nimetatakse operaatori  ^ teiseks tuletiseks ja 
tähistatakse Jj! C*.)- Niisiis tähendab operaatori ^ kahe­
kordne diferentseeruvus punktis oc seda, et leidub 
^(X^(X^y)) nii, et 
+ (x^), (i) 
kus kui II ^ ° • 
Võrdus (l) tähendab, et 
-v e.)i - f t*)i - t») e. e. 1- p.(x > t) i ve&X. 
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Teoreem i. Kui operaator ^ : UL —* V on kaks korda di­
ferentseeruv punktis -sc ^ U. , siis ^ "(*) L H on sümmeetri­
line L ja i suhtes, s.t. 
VtyleX. 
Toestus. Eeldame, et ja £^0 , sest vastasel 
korral on smnmeetrilisuse võrdus triviaalselt täidetud. Hul­
ga UL lahtisuse tõttu leidub o, > O nii, et B(^a)c Li. 
Seejuures 3c -+• -t } sc-f -t£, x: •+ il) e B> , kui 
0<
'
t< liTiTiTiT * 01«u 
= ^ (oc+-t(e.+£_))-
Me tõestame, et 
1C
~- SS- (2) 
Kuna on sümmeetriline ^ ja £ suhtes, siis on -R. ja 
ü suhtes sümmeetriline ka piirväärtus ^ ^ 
mida väidabki teoreem. 
Vaadeldes parameetrist -t sõltuvat operaatorit 
+ näeme, 
et 
*W = 3(^)-3(0^ 
Operaator ^ on diferentseeruv ja tema tuletis avaldub kujul 
3ZC?> + 
Rakendades operaatorile ^ Lagrange1i keskväärtushinnangu 
järeldust 1, kus A = -t1 ^ tx) l , saame 
||^ (-t)-ACv|U Avxp H'(š)- AI|llMl = 
d 
- "b II ^ II ^  II + + + 
 ^€• c°j k) 1 
Kuna jj? ' on diferentseeruv punktis ^ siis 
\ '(*• +"fc( % + ~ ^ Cx0+'i (x) + + [3(ac ; + 
26 
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kus p»Cxi*(|^ ))= o(Hll). 
Neid võrdus1 arvestades saame hinnangu 
n 50)-Aili 5 Wll 
1 I <°>) I 
 ^-t^ H t)| ^  (!' + H 
£<<=» "t -fc /• 
Olguj t > o suvaline arv. Valime <5"> O nii, et kui 
K-Kš+i)ll>H*ll«^ siis ll(K~)Kš+l))N£ll-t(W)ll 3a 
J 
II (K^)-tDN £ Seetõttu kehtib -fc< ^ ||A korral 
hinnang 
II<rc+)-AIii« +xiiiii ^  (en$-aii+tuy)s 
t6OA) 
6 E^lllll (3. IltII + lilIIX 
millest järeldubki võrdus (2). 
Teoreem on tõestatud. 
Võttes teoreemi 1 eeldustes X = IR*" ja V = fR ning 
t=(q,...,0, 4,0, ... O) ja £ = (o,...,0, AjOj...jO), saame 
matemaatilisest analüüsist tuntud tulemuse, et punktis =c 
kahekordselt diferentseeruva n muutuja funktsiooni ^ puhul 
d O 
Analoogiliselt teist järku tuletisega defineeritakse 
operaatori ^ : U. , Li C X, kõrgemat järku tuletised 
^ Cx) e ja räägitakse operaatori ^ tv 
kordsest diferentseeruvusest. Kui vastavus ^ (x.) on 
pidev, siis nimetatakse operaatorit ^ vx, korda pidevalt 
diferentseeruvaks. 
Teoreem 2. Kui operaator bl-*V on w korda dife­
rentseeruv punktis xe LI, siis ^ X"^) on sümmeetriline 
oma argumentide suhtes, s.t. kui \,A }... ^ C ^  on indeksite 
A) .., w suvaline ümberjärjestus, siis 
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tu= vt,,..., Mx. 
Toestus» Teoreem on tõestatud teist järku tuletise 
jaoks • Olgu w, 3. Eeldame, et teoreem kehtib vv - ^ järku 
tuletiste korral. Näitame, et ta kehtib ka tv järku tuletis­
te korral* 
Vaatleme kõigepealt olukorda, kus L. = \ , s*t • esimene 
argument jääb paigale. Süs 
iga ^ korral punkti x. mingist ümbrusest. Tuginedes vordu-
eele 
=  *  t l , . . .  l „  - t  ( K ~ ;  * « • < )  l z . . .  
kus l| p»C*- ) ||~ ° (H^iH)> ila analoogilisele vordusele, 
kus ^a. - -• -fiv-w asemel on .. saame küllalt väikese 
-t ^  O korral, et 
... ^  + (K- >ti,) = 
mis piiril "t -»0 annab vorduse 
^ * = 
Seejärel paneme tähele, et tänu teoreemi 1 tõttu kehti­
vale vordusele 
(F--YM k T,=CF''*J;'W 
saame 
fWl.kt,;. lK= I»... 
, V £ 
s.t. kahte esimest argumenti võib omavahel vahetada-
Eeldame lõpuks, et ^ 4 . Jättes indeksi ^  (s.t. esi­
mese argumendi ) paigale, j arvestame indeksid 3. ^ ...^k 
nii, et asetuks teisele kohale. Seejärel vahetame kaks 
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26* 
esimest argumenti, mille tulemusena indeks asetub esi­
mesele kohale. Jättes lõpuks indeksi paigale, viime üle­
jäänud indeksid vajalikku jarjestusse 
Teoreem on tõestatud. 
Tähistame elementi ^ K sümboliga 
n  (y^)  " v  
Kasutades (x) sümmeetrilisust oma argumentide suhtes, 
pole raske kontrollida, et ^ ^* 
Teoreem 3 (Taylori valem jaakliikmega Peano kujul). Kui 
UL —> N on vv korda diferentseeruv punktis DceU^siis 
kus c<w(3c y <L) = o (|| Ml*) protsessis 5^—)0. 
Tõestus. Kui siis teoreem kehtib tuletise de­
finitsiooni põhjal. Olgu Vv ^  2.. Eeldame, et teoreem kehtib 
•v - 4 korda diferentseeruvate operaatorite korral ja näita­
me, et siis o(jl Ml"). 
Vaatleme operaatorit 
3 (t) = t)- ^(x)- f'(*)t = <(*;«.), ^  
kus > o on valitud nii väike, et x + le IX, kui 
^ fe B(oyi). Pansme tähele, et ^ (o) = O . Näitame, et on 
diferentseeruv. Selleks leiame operaatorite 2v —» ^  i. 
£v 6 &(oy n.) tuletise. Kuna 
- Ž cl - f%)V= 
= + o(nur) = 
= -0(11^ 11) 
protsessis 1 O , siis vc ^ ^ ongi otsitav 
tuletis. Nüüd on selge, et ^ on diferentseeruv ja 
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Et ^ on k - 1 korda diferentseeruv punktis x; siis 
Il Ml^) protsessis £v —> O . Lagrange'1 kesk-
väärtusteoreemi abil saame 
iNvxC^ ))!^  H^ WIl^ ll^ (^ )-^ (o;|| ^  HM = 
%:;ü) 11 *r"" mi 5 Ä ilW-" l »• 
|| qz(^ )|| 
Seejuures Wy=> —d- —. —^.Q protsessis 2v—3> O , sest 
, ' II t n J \ e (o, U) 11 ? « 
antud L > Q korral leidub d > O nii, et kui || ^  \\ < <§" 
siis ^ ^ < L , mistõttu || fc. || < <5~ korral Avus -ÜJL-^HÜ < 
< z  .  
Teoreem on tõestatud. 
Teoreem 4 (Taylori valem jaäkliikme Lagrange1i hinnangu­
ga). Kui operaator ^ : Lk. —) b* on rv korda pidevalt dife­
rentseeruv lõigus fxi } 3c+ ^ 3 ° LI ja korda diferent­
seeruv vahemikus x + 1.) ^ siis 
j{0-vi)= + £%£+. 
kus 1 
«*<•"•II nr" 
Tõestus. Märgime, et juhul lk = C vaatleme ruume X 
ja y reaalsete normeeritud ruumidena. Tõestada tuleb jaäk­
liikme hinnang. Valime vabalt ^ e IR) ja vaatleme 
funktsiooni (t) = ^  (^(*+t , -tr fc £o, 4} . Funktsioon vp 
on k korda pidevalt diferentseeruv ja vahemikus ( O, <\) 
k+ 4 korda diferentseeruv, kusjuures v^;(^) = 
_ . (Viimase valemi põhjendamisel läh­
tume võrdusest '-f '(t) = (x +t£>•_) ehk 
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F^t="t-U)etf(lR,IR), kas Fet{(if(X,V),N) 
on defineeritud tingimusega F(A)= A , A ^  ^0 • 
Kuna F^A)= F iga A£^(X,y) korral, siis 
•(% Ff(^ tt))W= |(F(fC*+tt)l» = 3(4"(*-«0 I*). 
Analoogiliselt jätkates leitakse ka vp kõrgemat järku tule­
tised. Funktsiooni v^> korral kehtib Taylori valem 
kus X^€(o,A) sõltub üldiselt funktsionaalist g. Arves­
tades, et ^^(o) = ^ Cf C*) ^  J ja (4) — ^  žv)), saami 
^ 
Valime nüüd funktsionaali ^ nii, et )t ^ )( = <1 ja ^ <*)}= 
= IHK(*-;®OII. Siis 
Teoreem on tõestatud. 
Järeldus. Kui funktsionaal ^ •- U. —> (R on korda pide­
valt diferentseeruv lõigus L] C LL ja w-+4 kore­
da diferentseeruv vahemikus + siis leidub 
nii, et 
+  f C "  
(KX -T- A ) ' 
Tõestus» Võtame teoreemi 4 toestuses ja ^=1'.\R-* (R 
Siis funktsioon ^(t)r |(x+tU) on h, korda pidevalt diferent­
seeruv lõigus [0,4] ja h + 4 korda diferentseeruv vahemikus 
(o,A). Teoreemi 4 tõestuses olev Taylori valem funktsiooni ^  
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jaoks ongi just see valem, mille kehtivust valdab järeldus. 
§ 9. Funktsionaalide ekstreemuaülesanded 
Olgu x normeeritud ruum üle ik ning ll C x lahtine 
hulk. Vaatleme funktsionaali : u.—» ir . 
Punkti li nimetatakse funktsionaali ^  ekstree-
mumpunktiks, kui leidub kera , s.) c u. nii, et 
korral või ^(x„} iga 
•XL e korral. Esimesel juhul räägitakse funktsionaa­
li ^  miinimumpunktist =c0 , teisel juhul maksimumpunktist. 
Teoreem. Kui funktsionaal ^  on punktis dc0 OSteauoc' 
mõttes diferentseeruv ja xQ on funktsionaali ^  ekstreemum-
punkt, siis c^^(ac0;l)=0 iga KeX korral. 
Tõestus. Olgu ac0 näiteks miinimumpunkt (maksimumpunkti 
puhul on arutelu analoogiline), kusjuures ^ ^(x=) iga 
x€rB>(x0^). korral. Vaatleme suvalist elementi ^G-X. Kui 
|-fc| on küllalt väike, siis dc0 •+ i €• &(*».,£), mistõttu 





Seega - L) - o . 
Teoreem on tõestatud* 
Kui X = (R, siis ^ diferentseeruvus GSteaux1 mõttes 
tähendab teatavasti tema tavalist diferentseeruvust. Ning 
äsjatõestatud teoreem on sellel erijuhul tuntud Fermat1 teo­
reemina. 
Järeldus. Kui funktsionaal ^ on punktis dc0 diferent­
seeruv ja 3co on tema ekstreemumpunkt, siis = 
Tõestus. Kui ^ on diferentseeruv, siis on ta diferent­
seeruv OSteaux' mõttes. Teoreemi põhjal cT^ (x0 • V)= 0 ehk 
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 ^0*=)^  = O iga e X korral, mis tähendabki, et 
f(^ ) = o. 
Teoreem. Olgu funktsionaal ^  punktis jcc kaks korda 
diferentseeruv. Kui xQ on selline, et ^tx=_)=0 ja lei­
dub > O nii, et ^ txo) y )| Exl!3- iga UX' korral 
(^ II Ml* iga 1 e X korral), siis dc0 on funkt­
sionaali ^ miinimumpunkt (maksimumpunkt). 
Tõestus. Tõestame väite miinimumpunkti kohta (maksimum­
punkt! korral on tõestus analoogiline). Oletame vastuväite-
liselt, et punktis ei ole miinimumi. Siis leidub jada 
3c0 nii> et ^(^) < ^(x„) . Olgu lK=x„-x0. Ar­
vestades, et > O ja kasutades Taylori valemit 
(LÄ) = ^(x„j4- (^ 0)1^  + -^  % (*o)C + °0' H*) 
ning tingimusi ^(xo^=0 ja jj (=*<> + ^*) < ^(=<o) j saame, et 
O > ~ ^ (xo)8x^ "+ 0 (il ^  ltZ)^ Il ^« li •+ 0 fll ^ )|*) 
ehk 
o> r  + ° ( A)  
protsessis Seega O > , mis on võimatu. 
Teoreem on tõestatud. 
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VII Kompaktsed operaatorid 
5 1• Kompaktse lineaarse operaatori mõiste 
ja omadused 
Meenutame, et hulka normeeritud ruumis nimetatakse suh­
teliselt kompaktseks, kui igast tema elementidest moodusta­
tud jadast saab eraldada koondava osajada. 
Definitsioon. Olgu X ja y normeeritud ruumid. Line­
aarset operaatorit A : X-»V nimetatakse kompaktseks, kui 
ta teisendab iga ruumis X tõkestatud hulga suhteliselt 
kompaktseks hulgaks ruumis y (s.t. kui E c X on tõkesta­
tud, siis A Ec^ on suhteliselt kompaktne). 
Lause. Lineaarse operaatori A kompaktsusega on sama­
väärsed järgmised tingimused: 
1) kui jada on tõkestatud, siis jadast A saab 
eraldada koonduva osajada, 
2) A B(o,\ )  on suhteliselt kompaktne, 
3) A B(o,1) on suhteliselt kompaktne. 
Toestus. On selge, et operaatori A kompaktsusest jä­
reldub tingimus 1). 
Näitame, et tingimusest 1) järeldub tingimus 2). Oletame 
vastuväiteliselt, et 2) ei kehti, s.t. hulgas AB(OJ) 
leidub jada millel ei ole ühtegi koonduvat osajada. 
Elementide originaalid moodustavad tõkes­
tatud jada. Seetõttu peab jada tingimuse 1) koha­
selt sisaldama koonduvat osajada, mis on võimatu. 
Tingimusest 2) järeldub kohe 3), sest AB(o,l)c: 
c A B (o, /t). 
Lõpuks tõestame, et tingimusest 3) järeldub operaatori 
A kompaktsus. Olgu hulk E tõkestatud. Siis leidub o. > G 
27 
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nii, et E <2 6 (°>rv). Näitame, et hulk AE on suhteliselt 
kompaktne. Vaatleme suvalist jada ^w€ÄE.01gu DcHeE. 
elementide originaalid. Kuna ^ t aii8 jadast 
y\ saab eraldada koonduva osajada ^>c . Kuid siis 
koondub ka . 
Lause on tõestatud. 
Lause. Kompaktne lineaarne operaator on pidev. 
Toestus. Me teame, et iga suhteliselt kompaktne hulk on 
tõkestatud. Niisiis teisendab kompaktne lineaarne operaator 
iga tõkestatud hulga tõkestatud hulgaks. Kompaktne lineaar­
ne operaator on seega tõkestatud ning järelikult ka pidev. 
Kompaktset lineaarset operaatorit nimetatakse ka täie­
likult pidevaks operaatoriks. 
Teoreem. Kompaktne lineaarne operaator teisendab nõr­
galt koonduva jada koonduvaks. 
Toestus. Olgu lineaarne operaator A kompaktne ning 
Me teame, et operaatori A pidevuse tõttu A * 
^Ax, Oletame vastuväiteliaelt, et jada A ei koondu 
elemendiks A x.. Siis leidub £ > O ja osajada N 1HJ 
nii, et 
Il A - A ic II ^ e V K e My. (1) 
Jada , k fe N/} koondub nõrgalt, järelikult on ta tõ­
kestatud. Seetõttu, toetudes operaatori A kompaktsusele, 
saame eraldada osajada N/Zc N' nii, et Ax^ > ^L. Arvea-
htyi" o 
tadea koondumist A :x *^Axnäeme , et ^ = Ax . Seega 
A x ^ > Ax, mis on aga vastuolus tingimusega (1). 
neW" 
Teoreem on tõeatatud. 
Lineaarne operaator, mis teisendab iga nõrgalt koonduva 
jada koonduvaks jadaks, ei tarvitse üldiselt kompaktne olla. 
Näiteks ruumi ühikoperaator teisendab nõrgalt koonduvad 
jadad koonduvateks, seat ruumis ^ jada nõrk koonduvus on 
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samaväarne tema normi Järgi koonduvusega. Kuid ruumi 
ühikoperaator ei ole kompaktne (vt. järgmise paragrahvi 
näidet 3). 
Teoreem. Teisend agu lineaarne operaator A * X-»V iga 
nõrgalt koonduva Jada koonduvaks. Kui X on refleksiivne, 
siis A on kompaktne. 
Tõestuseks näitame, et tõkestatud jada X korral 
saab jadast eraldada koonduva osajada. Ruumi X ref­
leksiivsus lubab jadast eraldada nõrgalt koonduva osa­
jada . Järelikult Jada A koondub. 
Teoreem on tõestatud. 
Teoreem (Schauderi teoreem). Olgu X ja V normeeri­
tud ruumid. Kui lineaarne operaator A : X-> V on kompaktne, 
siis tema kaas operaator A* on kompaktne. Kui A* on kom­
paktne ja y täielik, siis A on kompaktne. 
Toestus.* 1) Olgu lineaarne operaator A : X V kom­
paktne. Näitame, et A*; V*—'* X* teisendab kinnise ühik-
kera B = ^ ^  e )) *: suhteliselt kompaktseks. 
Hulk k - A B(oyA)c^l on kompaktne kui suhteliselt kom­
paktse hulga A B (0,4) sul und. Olgu = : ^ 6 B ^ 
kerasse B> kuuluvate funktsionaalide ahendite hulk. Siis 
<£ C C(k )lk). Hulk on ühtlaselt tõkestatud, sest mis­
tahes ^e B ja K korral 
h|KOa)|* \^\= h^)l = 
6^ AB(o,4) f^e AB(o,1) 
= | ^(Ax)| £ Il 3II || All Hx|| < II All. 
B(°/*) 11*11^ 4 
Ta on ka võrdpidev, sest mistahes ^ e B> korral 
^ 1U« = H ^-^ill, 
27* 
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Üldistatud Arzelä-Ascoli teoreemi põhjal on suhteliselt 
kompaktne ruumis C(Ktk ). 
Konstrueerime nüüd isomeetria F :  ^  — > A * B .  Defineerime 
F(3lK)=A^^eB' Kul 91k=3'|k "inglte ^,3'eB korral, 
siis =. sest 
(A*^)(x) = ^ (A»)= 3|k(A«) = 3'^ (A„) = 
= 9Z(A=)= (Ay)(*) V«eB(oy4). 
Niisiis on F  hulgal <£> määratud kujutus. Tema väärtuste 
hulk on definitsiooni põhjal A*B, seega F on aürjektiiv-
ne. Kuna iga <3 ; ^  'e g puhul 
s < 9 k ' f k ) =  i h k w - 3 ' i k m -
= r=£_Jfc-3')(a)l = l(3-3,)(3)l = 
^eAB(oy<) A^B(o/) 0 d 
= 
, Kv3'Xa-)I= *tlr lA*(3-3')WI = 
xeBiCo,^) 3cl€,BC0,^ 
- IIA*(3-a')ll = H A*3 - a*3'||< 
siis F  säilitab kauguse. Niisiis on F  isomeetria. 
Lõpuks näitame, et A*E> on suhteliselt kompaktne hulk 
ruumis X *. Vaatleme jada ^g-A^B. Siis F 
kus Kuna tf) on suhteliselt kompaktne, siis 
sisaldab fundamentaalse osajada Et F on isomeetria, 
siis ka Fvf^<= on fundamentaalne. Jada ^ koondub 
ruumi X* täielikkuse tõttu. 
2) Eeldame, et A* on kompaktne ja V täielik. Toes-
tatu põhjal on operaatori A* kaasoperaator A**: 
kompaktne. Vaatleme ruume X ja V alamruumidena 
vaatavalt ruumides X** ja V * *. Siia A = A**|x. Operaa­
tori A kompaktsuse tõestamiseks vaatleme suvalist tõkes­
tatud jada X . Operaatori A** kompaktsuse tõttu si-
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aaldab A A*xw ruumis V** koonduva osajada. Et aga V> 
olles täielik, on kinnine ruumis y**, siis see osajada 
koondub tegelikult ruumis V. 
Teoreem on tõestatud. 
Märgime, et Schauderi teoreemi teises osas on ruumi V 
täielikkuse eeldus oluline. Seda põhjendab järgmise para­
grahvi näide 5. 
5 2. Kompaktsete lineaarsete operaatorite näiteid 
Lineaarset operaatorit A - X y , kus X ja V on vek-
torruumid, nimetatakse lõplikumõõtmeliseks, kui alamruum 
Xw, A =[Ax-. TC&X] on lõplikumõõtmeline. 
Näide 1. Olgu X ja V normeeritud ruumid. Kui operaa­
tor Afc^(X,^0 on lõplikumõõtmeline, siis ta on kompakt­
ne. 
Põhjenduseks märgime, et kui hulk E ^  X on tõkestatud, 
siis on tõkestatud ka A E ^  IwA . Ruumi Iwx A lõplikumõõtme-
lisuse tõttu on aga AE suhteliselt kompaktne. 
Märgime, et juhul, kui <jUw X < ^ , on iga lineaarne ope­
raator A : X -> y pidev ja lõplikumõõtmeline ning seega 
kompaktne. 
Näitest 1 tuleneb vahetult 
Näide 2. Olgu X ja y normeeritud ruumid. Kui y on 
lõplikumõõtmeline, siis iga operaator A ^ V) on kom­
paktne. 
Näite 2 põhjal on kõik pidevad lineaarsed funktsionaa-
lid kompaktsed. 
Näide 3. Lõpmatumõõtmelise normeeritud ruumi ühikoperaa­
tor ei ole kompaktne. 
Põhjendus. Lõpmatumõõtmelise ruumi ühikoperaator teisen­
dab ühiksfääri, mis on tõkestatud hulk, ühiksfääriks, aga 
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eee pole suhteliselt kompaktne. 
Näide 4. Vaatleme lntegraaloperaatorlt mis definee­
ritakse võrdusega 
t o  
(«*.)(*) = S (1) 
Alljärgnevas teoreemis ja tema järeldustes esitatakse piisa­
vaid tingimusi selleks, et K : C£^ t}—oleks kompakt­
ne. 
Teoreem. Rahuldagu operaatori K tuum 3^: 
tingimusi 
1) leidub M nii, et [ | 3^(4,^)1 ^ M iga "te 
korral, 
2) iga £ >O korral leidub <5~>0 nii, et kui K-,— 
t> 
siis 5 I ^  I cL-S < € . 
CL 
Siis k ; C. t]—» CIX, t] on kompaktne lineaarne ope­
raator. 
Toes tus. Olgu ae C[<=-, *>]. Kuna 
| 3/ (-t, *>) -*(>>) j ^  | 3^  (-1, Il c^- H 
ja eksisteerib \ ) , siia on olemas k =c = 
<. , v 
=. [ 3^ (try»)x(i)A^  . Tingimuse 2) kohaselt 
|(K x.)(-t,)-(k x.)(-tx)l 5 S 
JU 
" 1 ' ^  ^  ^ ct^  )| =*. || ^  "L || x-H } (2) 
kui |-t, --bx ) < <5\ Järelikult kx e C£<\, <.] ja K on niisiis 
ruumis l,J tegutsev operaator. Tema lineaarsus on vahe­
tult kontrollitav. Tõestamaks, et K on kompaktne, vaatleme 
suvalist tõkestatud hulka E C- CC*3-,^3 ning näitame Arzelä-
Asooli teoreemi abil, et KE c C[°-/] on suhteliselt kom­
paktne hulk. 
Et E  o n  tõkestatud, siis leidub > O nii, et 
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n ^ l l ^  \  ^ ( ± ) \  <  rv V x f e E .  
cu*-fc< t, J 
Kuna 
I(K =*)(*)| ^  S^ l <. 
£ S I 0^^ )|cU || t>c|U Ha VxeE; \/4- e C% *•], 
siia K E on ühtlaselt tõkestatud. Tingimuse 2) kohaselt 
saane võrratust (2) kasutades, et mistahes xe- E korral 
|(K=c)(^ )~(K't)(^ )l<^  ^kul Järelikult on 
KE ka võrdpidev. 
Teoreem on tõestatud. 
Järeldus 1. Pideva tuumaga integraaloperaator on kom­
paktne . 
Tõestuseks veendume, et teoreemi tingimused 1) ja 2) on 
täidetud. Et pidev funktsioon on kinnisel hulgal fe., t,]x 
x ^J tõkestatud, siis leidub M 0 nii, et l 5. M „ 
kui t,^6[aA]. Seetõttu 
t. t, 
S |3^ (-t,A)|JL^  <: M0 c^U = M0(t-OL)= H. 
CL O-
Kuna on ühtlaselt pidev, siis antud Z > 0 korral leidub 
<5">0 nii, et kui |-k.A -< <T Ja t>3 > siis 
| 3^  0=1,\)~ • See8a, kui | -k, - | < <T, siis 
l  3/(X,A)id^< = *• 
Järeldus 1 on tõestatud. 
Tuuma 3<C kujul 
kus 0<°<< ^ ja 3<f0 on pidev, nimetatakse nõrgalt singu­
laarseks tuumaks ja temale vastavat integraaloperaatorit (1) 
nõrgalt singulaarseks integraaloperaatoriks. 
Järeldus 2. Nõrgalt singulaarne integraaloperaator on 
kompaktne. 
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ülesanne.* Toestada järeldus 2. 
Olgu funktsioon j/(4,a>) määratud hulgal A = 
Võrdus ega 
(K 3c)(-k) = ^  .^(*,'0 J a. £ + 
määratud integraaloperaatorit K nimetatakse Volterra in-
tegraaloperaatoriks. 
Järeldus 3. Pideva tuumaga Volterra integraaloperaator 
on kompaktne. 
Toestus. Vaatleme operaatorit K kui integraaloperaato­
rit (1) tuumaga 
5(4,->) = kul 
L O , kui ^ >-b. 
Tuum 3^ rahuldab teoreemi tingimust 1), sest funktsioon 3-^ 
olles pidev kinnisel tõkestatud hulgal A , on seal tõkes­
tatud. Funktsiooni 3-f ühtlase pidevuse tõttu hulgal A 
leidub antud Z > O korral <5~ > O nii, et kui |-t^--kz|<cT 
ja ^ >2. , aüe 
3^3-
Seejuures valime nii väikese, et <T^ —7— , kus 
X M„ 
j Zkf(-t^ )| ^ M0 ja M o > 0. Kui nüüd || <<T (olgu näi­
teks < t1)_> siis 
*0 
5 i^c (k,Vi- = 
•fc^  "tj. 
2-0 —+ + f" * 
c
-
Järeldus 3 on tõestatud. 
Markus. Järeldust 3 saab põhjendada ka järelduse 2 abil, 
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sest tuuma tJ-£ järelduse 3 toestusest saab esitada näiteks 
kujul 
•3Z (i *\ = ^°CV0 
kus 3<fo (k, ^ ) = | -fc - * | *3^(i, t) on pidev ruudus £0. 3 x 
X 0>]. 
Näide 5. Olgu C 4] ruumi C £-4, ^3 (teatavasti 
mittetäielik) alamruum, mis koosneb loigus £-4,43 pidevalt 
diferentseeruvatest funktsioonidest. Vaatleme integreerimis-
operaatorit 
(T oc )(-fc) = S >^ (^) cL<i , - A  ^  -t ^  A .  
- A  
Järelduse 3 põhjal on T: *CC-4,43 kompaktne line­
aarne operaator. Lisaks paneme tähele, et 
C^t-4 43), seat eksisteerib (Tx)(t)= x(+) iga 
x.€, C£-4,korral. Näitame, et T: C£- AJ A~[ —^ 3 ei 
ole kompaktne, kuid tema kaasoperaator T * on kompaktne. 
Vaatleme jada {O, kui — A ^  -t $ Vv t , kui o < -t < Vw , \ , kui < -b < 4 . 
Siis e C£—1, ja l|*«|l=M. Veendume, et Tr* ^  ei si­
salda ruumis 4 j koonduvat osajada. Kuna 
kui - 4 -t <; O 
CToO(V)=< kui o<-fe< X, 
2. 
k u i  K< -t  $  A  j  
siis jada Txh koondub ruumis C []-43 funktsiooniks 
O , kui - 4 $ -t $ o > 
-b , kui O < -fc < 4 , 
sest vvx-a-^L |(T* V-t)-xW| = -^--)0. Seetõttu koonduvad ruu-
—1 $• A 




aioon x. ei kuulu aga rutuni C 4 £-4,43, miatottu Tx:w 
ükski osajada ei koondu ruumis C^C-4,4]. 
Operaatori T": C £-4, 4]-* C A£-Av A3 kaas operaator on kom­
paktne, sest ta ühtib kompaktse lineaarse operaatori 
T: C.£-4,43-*C£-4,4] kaasoperaatoriga (kuna C 1[-\ 4] = C£-4,4j). 
Märgime lõpuka, et TC C-4,4]—> C.£-4, 4} on näide kompakt­
sest lineaarsest operaatorist, mille korral kinnise ühik-
kera kujutia T(E>(o,4)) ei ole kompaktne, aeat ta ei ole 
kinnine (eespool vaadeldud jada piirelement x. ei kuu­
lu T väärtuste hulka). 
§ 3. Kompaktsete lineaaraete operaatorite ruum 
Olgu lZ(Xy^) koigi normeeritud ruumiat X normeeritud 
ruumi tegutsevate kompaktsete lineaarsete operaatorite 
hulk. 
Lause. Hulk 3£(X, y) on vektoralamruum ruumis 
Toestus. Olgu A j B € V) ja xfteX tõkestatud jada. 
Näitame, et jadast saab eraldada koonduva osaja­
da. Selleks eraldame esmalt koonduva osajada A * ^N c |N 
Seejärel eraldame jadaat B koonduva osajada 
w e N'. Siis osajada (Ä 4 B) = A koon­
dub. 
Samasugune arutlus näitab, et kui Ae3^(X,\/^) ja XelK^ 
siis XAe 3^(X,Y). 
Lause on tõestatud. 
Teoreem. Kui V on Banaohi ruum ja jada Awe 3<f(X, y) 
koondub normi järgi operaatoriks A €• g. t. || A^-AIHO, 
siia A 6 (teisiti öeldes, kui Y on Ba-
nachi ruum, siis 3^(X,V) on ruumi °^(X, V) kinnine alam-
ruum). 
Tõestuseks veendume, et A B(o, on suhteliselt kom­
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paktne. Selleks leiame hulgale ABQo,4) suhteliselt kom­
paktse £. —võrgu, millest Hausdorffi teoreemile tuginedes 
Järeldubki tema suhteline kompaktsus. 
Olgu £ > o suvaline arv. Valime talle nii, et 
NA - Ayx0H<^ - Operaatori A ^  kompaktsuse tõttu on 
AKoB(o,4) suhteliselt kompaktne. Ta on (suhteliselt kom­
paktne) E.-võrk hulgale A B (o, sest kui  ^e A B(o, 
siis leidub DC & B(o,l) nii, et A * = ^  ) seejuures 
AKo=c e Ane ning 
11 ^ - A^o=c 1| = II (A-A^o)=c|| <: 
£ II A-ArveIM~ll<2. 
Teoreem on tõestatud. 
Teoreem. Kui A^ B e ^  (V, Ja C & ^  ("2, X), 
siis BA ^  Ja AC e(kui pidevate lineaarse­
te operaatorite korrutises vähemalt üks teguritest on kom­
paktne, siis on kompaktne ka korrutis). 
Tõestus. Näitame, et BA on kompaktne. Olgu jada *K&X 
tõkestatud. Siis jadal A leidub koonduv osajada AxKit< 
Järelikult koondub ka BA * ^. 
Näitame, et A C on kompaktne. Olgu jada ^6 2 tõ­
kestatud. Siis on tõkestatud ka jada C vx. Järelikult lei­
dub jadal AC "2^ koonduv osajada A C . 
Teoreem on tõestatud. 
Järeldus. Kui vähemalt üks normeeritud ruumidest X ja 
y on lõpmatumõõtmeline, siis operaatoril A G: 3-((X,^l) ei saa 
olla pidevat pöördoperaatorit. 
Tõestus. Kui eksisteeriks A 1 €: X), siis 1 = 
=  A _ , A G X )  J a  1  =  A Ä " ^ 3 ^ ( v , b > ) y  a g a  l õ p m a t u m õ õ t m e l i s e  r u u m i  
ühikoperaator ei ole mitte kunagi kompaktne. 
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§ 4. Fredholmi teoreemid kompaktse lineaarse 
operaatoriga teist liiki võrrandite jaoks 
Selles paragrahvis arendatavat operaatorvorrandite la­
henduvuse teooriat kutsutakse ka Riesz-Schauderi teooriaks. 
Olgu X Banachi ruum ja T e 3-( (XVXJ4 Vaatleme nn. teist 
liiki operaatorvõrrandit 
x  =  T x  +  ( 1 )  
kus ^ e- X on vabaliige ning xeX otsitav. Tähistades 
A = I-Tj võime võrrandi (1) esitada ka nn. esimest liiki 
võrrandina 
A x ^ -
Võrrandi (1) kaasvõrrandiks nimetatakse võrrandit 
( 2 >  
ehk 
kus T* ja A*= T-T* on operaatorite T ja A kaas ope­
raatorid . Järgneva teooria seisukohalt on oluline, et, nagu 
väidab Schauderi teoreem, T"*e 3-£QX*,X*). 
Vaatleme ka vastavaid homogeenseid võrrandeid DC =TXL 
ehk A  x  =  0  ja ehk A * ^  = 0 .  
Enne Fredholmi teoreemide juurde asumist tõestame mõned 
abitulemused. 
Lemma. Operaatori I -T tuum K e r (T~T) on lõpliku­
mõõtmeline. 
Toestus tugineb asjaolule, et ruum on lõplikumõõtmeline 
parajasti siis, kui iga tema tõkestatud osahulk on suhteli­
selt kompaktne. Olgu E tõkestatud hulk ruumis Ke r (T-T)= 
= [xeX : x=Tx.^. Siis E=TE on operaatori T kompaktsu­
se tõttu suhteliselt kompaktne. Seega ken (T -T)< OO. 
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Järeldus. Iga *. = 4,2,... korral on ^er> ((T-T)*) lõp­
likumõõtmeline. 
Tõestuseks paneme tähele, et (l -T)K= (-4)* C T *= 
vc =o 
= I -T(Ž T*~0 = 1 ~S •> kua" 5 e nin6 
rakendame lemmat. 
Lemma. 0p6raatori I ~T väärtuste hulk Tvw (T —~T) on 
kinnine. 
Toestus. 1) Tähistame nagu varemgi A - I ~T. Näitame 
kõigepealt, et mistahes elemendi A originaalide hul­
gas leidub selline, mille norm on minimaalne. Olgu A x = 
= ^. Paneme tähele, et siis iga 2.eker A korral ka 
A(x-t-2)-. Teiselt poolt, kui A ^  ^, siis DC7= :x+ "2, kus 
•2.- x-x e k! t r A . Niisiis on ^ xl4-2: ; 2ekerA^ elemendi ^ 
kõigi originaalide hulk. Tähistame cL = ||* + aH ning 
^ekerA 
valime 2.^ e Ker A nii, et |j x -+ 2.*. \\~» dl. Kuna jada ae-h 2. 
on tõkestatud, siis on tõkestatud ka jada 2 ^ , mis Ker A 
1 õpiikumõõtmelisuse tõttu sisaldab koonduva osajada 
2^ —>2 e Ker A. Järelikult l| x-v-2:^ l) —? Il x +2)1, mistõttu 
||x-k-2:ll=<i.y s.t. DC-v2 on elemendi ^ minimaalse normiga 
originaal. 
2) Näitame, et leidub arv M nii, et iga ^ e Twi A j 
tema minimaalse normiga originaali x. korral kehtib võrra­
tus || ae |( < M II^||. Oletame vastuväiteliselt, et see võrratus 
ei kehti. Siis leiduvad elemendid A^^ nii, et 
nende minimaalse normiga originaalide korral |
u ^  
(kuna ^ ; siis x^^O ). Me võime eeldada, et 
1| xsest vastasel korral võiksime elementide ase 
mel vaadelda elemente e Iw A ja nende originaale 
kusjuures pole raske kontrollida, et originaalide 
II * * Ii > 
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normi minimaalsus säilib. Et jada on tõkestatud ja T 
kompaktne, siis leidub osajada nii, et ~T~-3cw x. 
K u n a  ^ w s i i s  s a a m e  v õ r d u s t  =  T ^ k. arvestades 
koondumise DCw . Operaatori T pidevuse tõttu T:*Lk—»Tx. 
Järelikult -x. ehk * e  K e r  A  . Kuna ka - x  e  K e r  A ;  
siis - *)= iga Vv korral. Et aga x K  oli ele­
mendi <-j.w minimaalse normiga originaal, siis Il 
^ || DC ^ || = 4, mis on vastuolus koondumisega DC_k 
3) Hulga Iwx A kinnisuse tõestamiseks näitame, et mis­
tahes koonduva jada ^^eTv> A piirelement ^ ^ kuu­
lub hulka IVM. A. Olgu = A x,^ kus DCw on elemendi ^vv 
minimaalse normiga originaal. Kuna ^ on tõkestatud jada, 
siis osa 2) põhjal on selge, et ka jada xlk on tõkestatud. 
Operaatori T kompaktsuse tõttu sisaldab T DC w koonduva 
osajada Tx^^t^cW. Et xl»rAxkl + Txtv=^K+Txh ja 
u siis ka ,keNkoondub mingiks elemendiks x. See­
juures A pidevuse tõttu 
A  DC =  A  =  t Z v *  M  W =  4 
weNz k&KJ' Q 0 
Seega A  
Lemma on tõestatud. 
Eespool tõestasime, et Iw. A = (Ker A*)j_ ja täieliku 
I»w A puhul Iw, A*= (Ke r A) . Seega kehtivad viimase lemma 
tõttu kaks alljärgnevat teoreemi. 
Teoreem 1. (Fredholmi I teoreem). Võrrand x. =• "Tx-k-^ on 
antud vabaliikme ^ e X korral lahenduv parajasti siis,kui 
^(^)= ° homogeense kaasvõrrandi ^ =T*Jj iga lahendi ^ 
korral. Teisiti öeldes, 
y* Iv* ( l~T)<^ V f e K e h ( l - r )  
ehk 
IH.  ( l -T) =  ( K e r  ( l "T*))X. 
Järeldus. Võrrand ae—"Tx+vj. on iga ^ e X korral la­
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henduv parajasti siis, kui võrrandil ^ on ainult 
triviaalne lahend. Teisiti öeldes, 
Iwx (I -T) = X <^> Ker (T-T*) ={o] . 
Toestuseks märgime, et mistahes alamruumi \A/<Z X* kor­
ral 
Wj_ = X 4=> W - { o] . 
Teoreem 2. (Fredholmi I teoreem kaasvõrrandi jaoks). 
Võrrand ^ = + ^ on antud vabal ii kme e X * korral la­
henduv parajasti siis, kui ^(3C-) = O homogeense võrrandi 
x.=Tx. iga lahendi x. korral. Teisiti öeldes, 
|€lvw (l-T*)<^ ^ (^)=G VxeKer (I-T) 
ehk 
I v w  ( T - T * )  = ( K e r  
Järeldus. Võrrand ^ on iga e X * korral 
lahenduv parajasti siia, kui võrrandil oc =.Tx on ainult 
triviaalne lahend. Teisiti öeldes, 
Iv* (T-T*)- X*<s> Ker (I-T)-(oV 
Toestuseks märgime, et mistahes alamruumi 2 cX korral 
X*<s. H =[oV 
Siiani seostasime võrrandi lahenduvuse vastava homogeen­
se võrrandi kaasvõrrandi lahendite omadustega, järgnevalt 
uurime võrrandi ja vastava homogeense võrrandi lahenduvuse 
vahekorda. 
Teoreem 3 (Fredholmi II teoreem ehk Fredholmi alterna­
tiiv). Võrrand sc = Tx-k-^ on iga ^ e X korral lahenduv 
parajasti siis, kui homogeensel võrrandil x=Tx on ai­
nult triviaalne lahend. Teisiti öeldes, 
Ivw (T-T)= X^ Ker (l-T)=^ 
(ehk operaator I —T on sürjektiivne parajasti siis, kui 
ta on injektiivne). Sel juhul on võrrand = + iga 
t^e X korral üheselt lahenduv. 
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Märkua. Mõnikord aõnaatatakse Fredholmi alternatiiv ka 
järgmisel teoreemi väitega aamaväärael kujul. Eaineb kaks 
teineteist välistavat võimalust: 
1) võrrand ac ' on lahenduv iga vabaliikme ^ e X 
korral, sel juhul on lahend ka ühene; 
2) homogeensel võrrandil oc on olemas mittetrivi-
aalne lahend. 
Fredholmi alternatiivi tõestamisel kasutame alljärgne­
vat abitulemust. 
Lemma. Leidub we N nii, et Ker((T —T)K) — 
= Ker ((T-T)K+1). 
Toestus. Kasutame jällegi tähistust A = I~T. Olgu 
K K = Ker A^, K=4,2y.... Me teame, et Kvv.<°ö iga k 
korral. On aelge, et C Kk+<) sest kui A siis ka 
AK-H:x. = A(AVxx.) = 0. Oletame vastuväiteliselt, et Kk^ 
+ , , *• = 4,2.; Siis lemma peaaegu perpendikulaarist 
võimaldab iga tv korral leida niisuguse elemendi e KWi.v 
et || \\~ 4 ja C*^, -i-. Operaatori T kompaktsuse 
tõttu saab jadast ™Teraldada koonduva oaajada. Vastuolu 
saamiseks veendume, et jada TDC*, ükski osajada ei aaa olla 
fundamentaalne ning aeega ei aaa ka koonduda. Anname ette 
suvaliselt ind e ka id tw > n ja vaatleme avaldist 
II T DC^ — T acw || — || "sc>w—— A ") \|. 
Kuna + 1 ja , aiia 
A•*( A ^  ^  - A xK) = + A^_ - A^kK = O 
ehk A + mistõttu || T x ^  — T ^ * Il ^ 
> 3 , K ^  > ± . 
Lemma on tõestatud. 
Teoreemi 3 tõeatua. 1) Eeldame, et Ivw (I-T) =• X . Ka-
autadea eelmise lemma tahiatuai, oletame vastuvaiteliaelt, 
et K^ # 1 o"^ . Siis leidub acAfeK^ * O . Kuna I*v A = X, 
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siis leidub nii, et x.A = A x^. Seejuures x^e K ^ 
eest A ^ 2. = A aga A*j. — ^ o. Kuna I w A = X, 
siis leidub x.^ nii, et x:^= Ax2> kusjuures x-^e K ^ \ k^. 
Nii jätkates saab leida jada nii, et Kk+1 \ kK. 
Järelikult Kk^Kk-m iga k- korral, mis lemma tõttu on 
võimatu. 
2) Kui Ke r (I ~T ) = ^ siis teoreemi 2 järelduse 
põhjal Iwx (l-T*) = x* Sellest järeldub käesoleva teoree­
mi juba tõestatud osa 1) alusel, et Ker (I~T*)=^O^j 
millest omakorda saame teoreemi 1 järelduse abil, et 
Itvt (I -T) = x. 
3) Eeldame, et võrrand (1) on lahenduv iga ^e x kor­
ral, s.t. Ivw(I-T) — x. Siis, nagu juba on tõestatud, 
Ke r (l-T) = ^o\. Seega on operaator J —T bijektiivne, 
mistõttu eksisteerib pöördoperaator (T-Ty1e £P(X,X) ning 
võrrandil dc = tx on iga x korral ainus lahend 
Teoreem on tõestatud. 
Enne järgmise teoreemi juurde asumist tõestame paar ül­
disema iseloomuga abitulemust. 
Öeldakse, et vektorruumi X elemendid ja 
ruumil x määratud lineaarsed funktsionaalid ^ ^ 
moodustavad biortogonaalse süsteemi, kui 
fcC-i). *•: J"' kul : = 
1 ' 4 l o, kui u>j. 
Biortogonaalsesse süsteemi kuuluvad elemendid .-XL,, . XL N 
samuti funktsionaalid ^, } ^  ^  on lineaarselt sõltuma­
tud, sest kui näiteks X^x^-t-... -hX K * „= Q, siis funktsionaa-
li - rakendamine annab võrduse X; = 0^ mis tahendab 
elementide ^ x ^ lineaarset sõltumatust. Analoogili­




Lemma. Kui vektorruumil X  määratud lineaarsed funkt-
aionaalid ^4,...,-^ on lineaarselt sõltumatud, siis lei­
duvad elemendid ,dc^ nii, et moodustuks biortogonaal-
ne süsteem. 
Tõestus. Kui k=4, siis ^ #-0 ning leidub ^ e X 
nii, et Nüüd tarvitseb võtta — ja 
saamegi Jätkates induktsiooniga, eeldame, et 
iga k-A kus V\ "Z 2.; lineaarselt sõltumatu funktsio-
naali korral saab leida w-\ elementi nii, et moodustuks 
biortogonaalne süsteem. Olgu antud lineaarselt sõltumatud 
funktsionaalid ,...} -2.^ . Fikseerime suvaliselt vc€=^,...^k^ 
ja konstrueerime elemendi nii, et ^ ^ C"*-0 ~ 
= 5^ , ^ = Leiame kõigepealt j 
nii, et jc(x-)=: = 4,+ 
Vaatleme suvalise t>o«rX korral elementi ^ •= ae — 
- Ž Slla iga korral ^(3) = 
1 4  
— ^-cC*-) ~ ^(3C)^(x:^) = ^c(:x)—o . Samal ajal pole 
Ä = A  
võimalik, et = 0 iga dce- X  korral, sest siis oleks 
4«C>0 - Ž 0 iga *** korral, s.t. 
— 53 ~ °i3 räägiks vastu funktsionaalide 
lineaarsele sõltumatusele. Järelikult leidub xe-X 
nii, et ^ = korral 
4** 
/ 
Võttes nüüd x c =  P ^ , saame ^0**0 — \ . Ühtlasi on 
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meil eespool näidatud, et seega ka 0, 
kui u = \ , ... «.-AJ k + A J ... 3 *.. 
Lemma on tõestatud, 
Lemma. Kui normeeritud ruumi X elemendid dca , - •> 
on lineaarselt sõltumatud, siis leiduvad funktsionaalid 
6 X* nii,- et moodustuks biortogonaalne süsteem. 
Toestus. Kasutades loomulikku sisestust X  ^X * vaat­
leme elemente x.,,,lineaarsete funktsionaalid ena 
ruumil X*. Eelmise lemma põhjal leiduvad ruumi X* ele­
mendid ^4 j yv nii, et nad koos elementidega 
moodustavad biortogonaalse süsteemi. 
Jätkame kompaktse lineaarse operaatoriga võrrandite la­
hendite omaduste uurimist. Me oleme juba tõestanud, et 
JLvw Ker (I~T)<^. Et T* on kompaktne lineaarne operaator, 
siis ka c&CrWi Ke r (1-T *) < <*> . 
Teoreem 4 (Fredholmi III teoreem). Võrranditel :x. =Tx. 
ja |= T*Jf on võrdne arv lineaarselt sõltumatuid lahen­
deid , teisiti öeldes 
dUw ker (T-T) = dvvv< ker (l -T*). 
Tõestus. Tähistame w = dUw. k e r (l ~T) 3a H.* = 
= c5L:w. ker (T-T*). Olgu x.A, baas ruumis ker (T-T) 
ja ,4*-* baas ruumis Ker (T ~T*) . Valime äsjatões-
tatud lemmadele toetudes ,--. ja ^ X * 
nii, et da • 
1) Tõestame, et k,* < w. Oletame vastuväiteliselt, et 
k < k*. Vaatleme operaatorit S : X —* X 
S  x  =  T x  +  Z  ,  x f c X .  
Operaator S on lineaarne ja kompaktne, sest esimene lii­
detav T on kompaktne lineaarne operaator ning teine lii­
detav on lõplikumõõtmeline pidev lineaarne operaator, kuna 
tema väärtused kuuluvad ruumi }...} 2^"^ ja 
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29* 
II Z iu ( Ž ll^ll Ila; II) II-II V^eX . 
C = A v- * ' 
Näitame, et Ker (l ~ S) =^o^. Olgu :xl€> Ker (i - S), s. t. 
(l-S)*.=0. Siis ^ = A,... ;w. korral 
O = ^  ((l-S)=c) = f, (( I-T) =)- £ vf^  <>;) = 
= (0-T*)ft)W-^iW = o-^W. 
Kuna ^^(ac) = o , ^ = alls Sx_ =Tx ja seega ka 
(T-t)x~0 ehk xe Ker(T-T). Järelikult esitub ac kujul 
3 c = _ Ž ^ c x c -  S e e j u u r e s  =  Ž .  = 0 ,  
£ = A,...,Vv, tõttu DC-= o . 
Kuna Ker (l-S) = { ö\, siis teoreemi 3 põhjal 
Twt(l-S)=X. Seega leidub aeX nii, et =(T-S)ž. Jä­
relikult 
* = ?w»(=K»)= ^ »Ce-Se) = 
= ^ .((I-T)e - £ M>c(V>*c)= 
= Ž ^0)^.00=0-0 = o, 
mis on võimatu. 
2) Tähistame veel k**= cS-Cvw Ker^T-T**) (ka 
seat T** on kompaktne). Tõestuse esimese osa põhjal või­
me öelda, et k*w*£ vv . Teiselt poolt, vaadeldes ruumi 
X oma teise kaasruumi X *v alamruumina ja arvestades, et 
(l-T**)x: = (T -T)^c iga scex korral, näeme, et Ker(T-"T)c 
C Ker miatottu Järelikult k = K > * 
ja Vv^ =; Vv . 
Teoreem on tõestatud. 
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§ 5. Schauderi püsipunkti printsiip ja tema 
kasutamine Peano teoreemi toestamisel 
Olgu X  Ja V  normeeritud ruumid ning K ^ X  mittetü-
hi hulk. 
Definitsioon. Operaatorit A : Is-nimetatakse kom­
paktseks, kui ta hulga K iga tõkestatud osahulga teisen­
dab suhteliselt kompaktseks hulgaks ruumis V. 
Märgime, et operaator A  ei tarvitse olla lineaarne. 
Definitsioon. Kompaktset operaatorit, mis on pidev, ni­
metatakse täielikult pidevaks operaatoriks. 
Me teame, et kompaktne lineaarne operaator on pidev, 
mittelineaarsete operaatorite korral see nii ei tarvitse 
olla. 
Teoreem (Schauderi püsipunkti printsiip). Kui K on tõ­
kestatud kinnine kumer hulk Banachi ruumis ja operaator 
A:K-»Kon täielikult pidev, siis operaatoril A leidub pü-
sipunkt hulgas kf. 
Teoreemi me ei tõesta, sest tema toestamiseks vajamine­
vad ideed valjuvad funktsionaalanalüüsi traditsioonilise põ­
hikursuse raamidest. 
Schauderi püsipunkti printsiip üldistab temast marksa 
varem tõestatud Bohl-Brouweri püsipunkti printsiipi: kui K 
on tõkestatud kinnine kumer hulk ruumis (R"" ja operaator 
A . K-iK on pidev, siis operaatoril A leidub püsipunkt 
hulgas K . 
Schauderi püsipunkti printsiibi rakendusena tõestame di­
ferentsiaalvõrrandite teooria kursusest tuntud Peano teoree­
mi: kui piirkonnas (s.t. lahtises sidusas hulgas) DclR3-




on iga (x„^0)eD korral vähemalt üks lahend. 
Vaadeldav algtingimusega ülesanne on aamavaärne inte-
graalvorrandiga. 
+ ^ f . O) 
Olgu Pc D niisugune kinnine ristkülik, mille keskpunkt on 
da olgu Valime d>0 nii, 
et kui | ae - <L ja siis Ba-
nachi ruumi ^ = C :*„><£} kinnine kera B> = M d)= 
s f e )) Mdl^ on tõkestatud kinnine kumer 
|X-=r0|4<l 
hulk. Vaatleme vordusega 
määratud operaatorit . Cauchy teoreemi toestamisel (vt. 
Banachi püsipunkti printaiibi rakendusi) nägime, et 
Feano teoreemi toeatamiseks piisab näidata, et on 
täielikult pidev, seat püaipunkt ^ on võrrandi (1) 
ning seega ka algtingimusega ülesande lahend. 
Operaatori ^ kompaktsuse näitamiseks veendume Arzela-
Ascoli teoreemile tuginedes, et hulk <^(B) on suhteliselt 
kompaktne. Kui m e B> ja j =c - 3c0| ^  siis 
h ° i + 1  j  I $  l ^ = !  M d ,  
sest integraalialuaea avaldises ^ (o)) € R . Hulk ^(&) 
on seega ühtlaselt tõkestatud. Kui E> ja x 
•xia-+ ckJ, aiis 
millest järeldub võrdpidevus. 
Tõestame, et operaator ^ on pidev. Eeldame, et , 
u ^ ^ e 6 . Kuna V^^-XL I ~ mC*)| > O, siis funkt-
o •> d \ XL- y„t*dL 0 Q 
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siooni ^ uhtlaoe pidevuse tõttu ristkülikus R saame 
mistahes £>o korral leida N nii, et kui v\/>N , siis 
I ^ ^ ~  £ -  V x  e  £ n c „ - < j L ^  3 c 0  +  J L 3  .  
Seega 
1^)1! = iS (^(^kC^))-^3C\))cU)< zd j |x-3r0|<.dL ° 
kui w > N . Järelikult ^ (,^K) —) ^ . 
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VIII Hilberti ruumid 
Hilberti ruumid moodustavad Banachi ruumide ühe kullalt 
olulise spetsiifiliste mõistete ja meetoditega alamklassi. 
Hilberti ruume eraldab Banachi ruumide seast välja asjaolu, 
et seal on defineeritud elementide skalaarkorrutis. 
§ 1. Skalaarkorrutisega ruumid 
Definitsioon. Vektorruumi H üle korpuse IK nimeta­
takse skalaarkorrutisega ruumiks, kui igale elemendipaarile 
H on vastavusse seatud kindel arv (3c,^)e|K^ mida 
nimetatakse elementide x ja skalaarkorrutiseks, nii, et 
on täidetud järgmised tingimused: 
1° (x. > dc) ^  o^ (dc^dc) = 0 =^> x. = 0, 
2° 0>•*) = ()»*), 
3« (*, + = (aditllvsus 1. tegu-
ri suhtes), 
4° (Xdc>,^)= X (x.; ^  ) (homogeensus 1.teguri suhtes). 
Kui H on vektorruum üle [R, , siis definitsiooni põhjal 
IR ning tingimus 2° omandab seetõttu kuju = 
= Reaalne skalaarkorrutis on niisiis kommutatiivne. 
Kui ülaltoodud definitsioonis aksioom 1° on kujul 
(x, oc) ^  O, siis räägitakse poolskalaarkorrutisest (DC,^) ja 
poolskalaarkorrutisega ruumist H . 
On selge, et (pool-)skalaarkorrutisega ruumi vektoralam-
ruum on samuti (pool-)skalaarkorrutisega ruum. 
Selle paragrahvi ülejäänud osas tuletame aksioomidest 
1° - 4° lähtudes rea skalaarkorrutise omadinsi. Märgime, et 
kõik need omadused on olemas ka poolskalaarkorrutisel. 
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Laane 1. Skalaarkorrutisel on järgmised omadused: 
1) ^ •ja.) = 0,3.) +(=S j (adltiivsus 
2. teguri suhtes), 
2) ( ae, X ) = X ( x, (kaashomogeensus 
2. teguri suhtes), 
3) (*>°) = C°y ® O 
4) (Ax^X^^IXI^x^). 
Toestuseks on järgmised võrduste ahelad: 
1} 
2) (V,X^) = (x^>i3C)= =-x (3;*) = X 
3) (^s°) = O, 03s) = O 0,x) = o, 
C °^) = (^7õ3 =  o  =  o 3 ^  
4) Cx=c<,x^) = x(*^x^) = xxc*^^) = ixl*(*,<a). 
Lause 2 (Cauchy-Bunjakovski-SchwarT\ võrratus). Kehtib 
võrratus 
vx,^h. 
Tõestus tugineb tuntud tõsiasjale, et kui aX1+ l^X-t-
+ C^O (kus <x,fc,c.e (R ) iga X 6 !R korral, siis 
fc1" — O.C. < O . 
Olgu x^eH. Kui C*v^) = 0, siis C auchy-Bun j akovski-
-Schwarvõrratus kehtib poolskalaarkorrutise omaduse 1° 
tõttu. Eeldame, et C2*-, ^ O , ja vaatleme ruutfunktsiooni 
vf(X) =(x-hX(x,^)y, oc-+ X O,^)^), Xe |R . 
Poolskalaarkorrutise omaduse 1° tõttu ^p(x) iga 
X € (R korral. Et 
vf (X) = (x,:>c).+ XO,^ )(^ y 3t)-+X(*>^ )(^ )^ + 
+ X2 10*; 3)1X3; 3) = 
= x2 K^^)r(3^)+2Jxi(x/«3))^-+-(^Dc)^0, 




Kuna |(x, * > O ^ siis viimane võrratus on samaväärne 
vorratusega 
mis aga omakorda on samavaarne Cattohy—Bunjakovski—Sohwartzi 
vorratusega. 
Lause on tõestatud. 
ülesanne. Toestada, et skalaarkorrutisega ruumis 
Cauchy-Bun jakovski-Schirarjfi vorratuses leiab aset võrdus 
parajasti siis, kui skalaarkorrutises esinevad elemendid on 
lineaarselt sõltuvad. 
§ 2. Skalaarkorrutisega ruum kui normeeritud ruunt? 
Hilberti ruumi mõiste 
Olgu h skalaarkorrutisega ruum. 
Teoreem. Skalaarkorrutisega ruum H on normeeritud 
ruum normiga H ^ \\ = VCxy; xe H. 
Toestus* Normi aksioomide taidetust põhjendavad järgmi­
sed samaväärsused, võrdused ja võrratused: 
1° tl x-h = O 4^. o<g^, x.) =o O x = 
2° fixxH = AT(X^>^' = = 
= ixiatf^ 3 
3° II ^  •+  ^|| = "V _ 
- "V II x v2- -+ 2. Re (>Ly + I) ^  ||ix ^ 
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^ + II «c 
= ||x}| + II ^ H . 
Teoreem on tõestatud-» 
Toestusest on naha, et poolskalaarkorrutlsega ruumi® ku­
jutab YOseadast poolnormi-
Mlrglme, et teoreemi toestamise kaigus tuletasime me 
muuhulgas võrduse 
lat-*-^Na,=tll?e-lav+2R« +II ^  II2" V^,^6, H . 
Teoreemi arvestades võib Cauchy-BunJakovski-Sehwar ii 
vSrratuse kirjutada kujul 
)^l ^  11^ )1 II*3II 
Lause. Kehtib rööpküliku võrdus 
(J st + ^II1-* M 3^-^II1- 2(ilXHa-+ n^f) Vx^&H. 
Tõestuseks on võrduste ahel 
tt II x||S2Re(~, ^)+ 
^ = 2(11x6^11^11=-). 
Rööpküliku võrdus üldistab tasandi geomeetriast tuntud 
fakti, mille kohaselt rööpküliku diagonaalide pikkuste ruu­
tude summa võrdub selle rööpküliku kõigi külgede pikkuste 
ruutude summaga* 
ülesanne . Näidata, et kui normeeritud ruumis X keh­
tib rööpküliku võrdus, siis saab selles ruumis defineerida 
skalaarkorrutise vordusega 
(^•a)=4-0i"*aii1'-ii''-'ä11''), Ä-3eX-
kui X on reaalne ruum, või vordusega 
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kui X on kompleksne ruum. Veenduda, et ruumi x esialgne 
norm ja tema abil saadud skalaarkorrutis on seotud vorduse­
ga ii *• ii = * & x . 
Lause ja ülesande väidete kokkuvõttena võib öelda, et 
normeeritud ruum osutub skalaarkorrutisega ruumiks parajasti 
siis, kui temas kehtib rööpküliku tõrdus. 
Lause (skalaarkorrutise pidevus). Kui > 3c ja 
slis O^)-
Toestus. Kuna 
^ il ii li >-3 ii+ 11^-^ ii u ^  11 —> 
II *11-0 -+ O- II ^11 = O, 
siis 
Et skalaarkorrutisega ruum on normeeritud ruum, siis 
saab rääkida tema täielikkusest. 
Definitsioon. Täielikku skalaarkorrutisega ruumi nime­
tatakse Hilberti ruumiks. 
Niisiis moodustavad Hilberti ruumid Banachi ruumide alam-
klassi. Eespool nägime, et Banaohi ruumi vektoralamruum on 
täielik parajasti siis, kui ta on kinnine. Seega kehtib 
Lause. Hilberti ruumi vektoralamruum on täielik pa­
rajasti siis, kui ta on kinnine. 
Märgime, et paljud autorid, rääkides Hilberti ruumi 
alamruumist, mõtlevad selle all kinnist vektoralamruum!. 
Eespool vaadeldud konkreetsetest ruumidest on Hilberti 
ruumid üksnes alljärgnevad: 
||^^= skalaarkorrutisega 




= V=U, ~=OR.), 
skalaarkorrutisega 
k 
C^V^) = ^ ^ = ^0t),3 = 3&> 
W^(a/) skalaarkorrutisega 
( ^ - ŽM ^CV) oUr ^  W~0, *>). 
Reaalsetes ruumides omandavad need skalaarkorrutised vasta­
valt kuju , (x^) = 
= S^)3(i)dt ja (*,3) = 2^ Juhime lu-
O- vc =? O o. 0 
geja tähelepanu asjaolule, et kõigis neis ruumides skalaar­
korrutise poolt defineeritud norm ~\/(• ) ühtib ruumi esi­
algse normiga* 
Alates järgmisest paragrahvist arendame Hilberti ruumide 
teooriat, pööramata seejuures tähelepanu asjaolule, et nii 
mõnigi selle teooria väide kehtib ka ilma ruumi täielikkuse 
eelduseta, s.t. skalaarkorrutisega ruumis. Mis puutub aga 
teooria tähtsamatesse väidetesse, siis nende toestamisel on 
ruumi täielikkus juba oluline. 
§ 3. Ortogonaalsus ja ortogonaalne täiend. Paarikaupa 
ortogonaalsete liikmetega rida 
Olgu H Hilberti ruum, x;^eH ja H . 
öeldakse, et elemendid -x ja m on ortogonaalsed, ning 
kirjutatakse oc _L ^  ^ kui(^,*£) = 0. öeldakse, et ele­
ment ae on ortogonaalne hulgaga A , ja kirjutatakse -LA, 
kui :xl _L ^  iga ^ e A korral, öeldakse, et hulgad A ja 
R> on ortogonaalsed, ning kirjutatakse AlB, kui dc _L ^  
iga xfeA ja <3 B korral. 
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Skalaarkorrutise aksioomidest on selge, et 
1) :xl _L x x = o , 
2) ^ > 
3) +  
4) x 1  ^  ^ xl VX e \K .  
Skalaarkorrutise pidevusest järeldub lihtsalt, et 
5 )  *  J -  ^  ^  ^ 3 -
Lause 1. Kui *1 Aj siis sc _L ^ (A). 
Toestus. Kui xl Aj siis oc J_ (A)_, sest tingimus 
test 3) ja 4) järeldub, et x on ortogonaalne hulga A ele 
mentide mistahes lineaarse kombinatsiooniga. Vaatleme suva­
list elementi ^.e ^ £(A_) ja valime ^ e ^ £(A) nii, et 
^ . Arvestades ortogonaalsusi ^ _L saame tingi­
muse 5) kohaselt, et _L . Seega ^ _L (A) .  
Järeldus. Kui nc on ortogonaalne ruumi H pohihulgaga 
siis -ae = O . 
Toestus* Olgu A ruumi H põhihulk, s.t. ^£(A) = H. 
Kui x: JL A , siis xlH. Et aga -x & H y siis x J. x ^ 
s.t. x. = O. 
Definitsioon. Hulga A ortogonaalseks täiendiks A~^~ 
nimetatakse kõigi hulgaga A ortogonaalsete elementide hui 
ka, s.t. 
rx.e A - 1" 4=> xlA. 
Järeldus. Kehtib võrdus A -^ = ( A ) 
Tõestuseks märgime, et ilmselt kehtib lause 1 väitele 
vastupidine väide. Seega 
xlA <£r> -i- (  A ) .  
. I 
Lause 2. Ortogonaalne täiend A on kinnine alam-
ruum. 
Tõestus. Kuna Q _L A , siis 0 €- A ja A - 1 -  # 0. 
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r 1,1 
Tingimustest 3) ja 4) järeldub, et on kinnine liitmi­
se ja arvuga korrutamise suhtes, ning tingimusest 5)» et 
A sisaldab oma koonduvate jadade piir elemendid, s»t* 
on kinnine. 
Olgu paarikaupa ortogonaalsed elemendid, 
s.t. lx<) kui ^ ^  k . Siis 
kehtib lythagorase teoreemi üldistav 
võrdus 
ii ž -«r. ± 
=llx1Hl+HaiaHa' «""i 
Toepoolest, 
'=C E ^ Oj^~) = 
= žr (^v.^vc) = ž II 
x V 1C=1 
Järgmine tulemus kujutab endast samuti lythag orase teoreemi 
üldistust. 
Teoreem. Paarikaupa ortogonaalsete liikmetega rida 
y~ koondub Hilberti ruumis H parajasti siis, kui 
\c = 4 
Seejuures kehtib võrdus 
\C *4 
il f: = s li^„u\ (1) 
Toestus. Eeldame, et rida ŽZ koondub. Siis 
vc^A 
il £ f = li ic~ ± iil= (t-c^ ii it ^  ii )"•= 
K.=r>t irv VC.^» 1 tv KL = A V 
= 5Uw ii ^ ||2 = (Uvw iz h~*h* = 5 
w vc = a ^ ^--1 ic 
Seega £ l| *• «. ||Z< ning võrdus (l) kehtib. 
VC= 4 
Eeldame, et Ž II *«c||Z< 00• Olgu £ > O suvaline 
*L - 4 
arv. Valime arvu N nii, et kui K > N ja jp = 4,2., ..., 
siis 
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»- + p 
> 11 *-« wz< 
K = Vv-M 
Seega mistahes k > N ja |= = 4,2,... korral 
* = w-t-A 
ehk 
rv-h p 
II >. - I! < £ , 
« = W+4 
millest ruumi H täielikkuse tõttu tuleneb rea :XLk 
< = a 
koonduvus. 
Teoreem on tõestatud. 
§ 4. Parima lahendi olemasolu kinnises alamruumis 
Meenutame, et elemendi DC e H kaugus alamruumist 
1__ C. H defineeritakse vordusega 
§(=, L) = CvJ II gl . 
•46L 
Teoreem. Olgu 1_ Hilberti ruumi H kinnine alamruum 
ja -x: € H . Siis leidub ^ e L nii, et || DC - ^ V = 
Definitsioon. Elementi nimetatakse elemendi dc pa­
rimaks lahendiks alamruumis L. 
Teoreemi tõestus. Tähistame d •= g> (x,L). Infiimumi 
m õ i s t e  k o h a s e l t  l e i d u b  j a d a  e  L  n i i ,  e t  | |  - = c —  
Näitame, et on Cauchy jada. Rööpküliku võrduse põhjal 
fl ^ liX= l|(^Vv-^)-(^^-3c)l|:i = 
= 2.(11 ^ K-^ II11^^- x)I2')-I1(<5k-^)-+(^K1- ^ )ll\ 
Arvestades, et 
ll(>- »)+(> - =)f= H I! - » f > M JS, 
sest ^ € -  L ,  s a a m e  
II 2(ll^ W-Dc)tV||^w1-Dc||1)-^ <i2 
 ^2. (JLZ^  JL1) - ^1 cL1 = o . 
2 4 0  
Buumi H täielikkuse tõttu jada koondub. Olgu 
^ . Kuna L on kinnine, siis ^ e- L . Seejuures 
II ^  ~ ^ 11 - II  ^  ^w l| - II II = ci. . 
Teoreem on tõestatud* 
Ülesanne. Näidata, et parim lahend on üheselt määratud-
Soovitus: kasutada rööpküliku võrdust* 
Markus. Teoreem parima lahendi olemasolust ja ülesandes 
toodud viide tema ühesusest jäävad kehtima, kusjuures ei 
muutu ka tõestused, kui kinnine alamruum asendada suvalise 
kinnise kumera hulgaga* 
§ 5* Teoreem projektsioonidest 
Teoreem projektsioonidest on Hilberti ruumide teooria 
uks pohitulemusi. 
Teoreem_(projektsioonide teoreem). Kui L  on Hilberti 
ruumi H kinnine alamruum, siis iga element >: e H esitub 
ühesel viisil summana 
^ e L , 2, e L> . (1) 
Tõestus. Valime vabalt x e H. 
Näitame kõigepealt esituse (l) 
olemasolu. Olgu L elemen­
di x parim lahend. Tähistame 
•£ = . Siis ^ -t- ih ning 
piisab näidata, et 2. e 
s.t. ("2.^ uu) = O iga me L 
korral. Kuna (2, 0 ) = O , siis eeldame, et u_e L \{o^. Et 
uurida skalaarkorrutist (ž, u.) , vaatleme suvalise X £ IK 
korral avaldist 
|| 2 - X VJOI = || 2 IIz - 2. R e (e, Xn) 4- 1 Xl2-1| u lj2- = 
= W^\\x- 2. Re IXt2- Il all1 
H=(RÄ 
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2 4 1  
Paneme tähele, et 
Iii»- Xall9^ II *- ^ -Xvx Ha'= 
> II X - ^ II2" = H 2: H2" , 
sest ^ + Au 6 L . Järelikult 
1X|A|| ALL1 ^ ZZE \ 0,VL). 
Püüame valida X nii, et X (ž, vi) = IX|Z|| u. ||*; Meile sobib 
X = (B,U.)/||V<.Hz sest siis (z,u-) = X Hall2- ja X (B., U.) = 
ss XX II ^  = l X\z || a(|z Nii valitud X korral 
I X L Z  I I  U - U 2 - ^  2  \ X \ Z  | |  U .  \ \ Z  
ehk X = O ; mistõttu (ky u.) = X || u. ||z=r o 
Naitame lõpuks esituse (l) ühesust. Oletame, et võrduse-
le (l) lisaks kehtib võrdus DC = kus ^ e L ja 
•ž/e LfS Kuna 
o -  * - *  =  +  
siis w-^' = zlz--2: = 'vj. Et aga /ur=^-^/eL ja a-j = 
= -z.'- "Z-ei^ siis <r ? s.t. ~r=o. Seega ^ ^ ja 2y= "2 
Teoreem on tõestatud. 
Järeldus. Kui L on Hilberti ruumi H kinnine alam­
ruum, siis elemendi xe H parim lahend alamruumis L on 
üheselt määratud. 
Põhjenduseks märgime, et kui elemendil DC H oleks 
lisaks parimale lahendile e L olemas veel parim lahend 
^eLj siis DC = ^  } kus ^ e L ja teoreemi 
tõestuse põhjal D= L"1" ning elemendi X. esitus (l) 
ei oleks enam ühene. 
Definitsioon. Elementi ^ esituses (l) nimetatakse ele­
mendi :x ortogonaalseks projektsiooniks alamruumile L; ele­
menti "2 aga elemendi DC ortogonaalseks projektsiooniks 
alamruumi L ortogonaalsele täiendile L~*~. 
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Definitsioon. Olgu X vektorruum ning V ja 1? "tema 
alamruumid. Kui iga element xe X esitub ühesel viisil 
summana 
V * '  
sile öeldakse, et ruum V on alamruumide V ja ^ ata*-
summa. 
Definitsioon. Olgu H Hilberti ruum ning j_ ja M te­
ma kinnised alamruumid. Kui Iga element xe H esitub kujml 
7X1 = + L>(z) 
ning 1—L M, siia öeldakse, et ruum H on alamruumide L 
ja M ortogonaalsumma, ning kirjutatakse H= L® M. 
Lause. Hilberti ruumi alamruumide ortogonaalsumma on 
ühtlasi nende otsesumma. 
Toestuseks tuleb näidata esituse (2) ühesust. Seda tehak** 
se aga täpselt nii nagu esituse (1) puhul (vt* teoreemi 
toestuse lapuoata). 
Ortogonaalsumma mõistet kasutades võib projektsioonide 
teoreemi sõnastada ka järgmiselt: kui L on Hilberti ruumi 
H kinnine alamruum, siis H = L ® L . 
Ülesanne (ortogonaalsumma ühesus). Näidata, et kui 
H  =  L  e  M  j a  H  -  L  <£ >  M  '  sii s  M ' = M .  
Lause. Mistahes osahulga A c H korral (A-1-)-1- = 
- ^ (A). 
Toestus. Kui L on ruumi H kinnine alamruum, siis 
liitmise kommutatiivsuse tõttu H = L ® = L"^  ® L . 
Kuna samal ajal H = \~± © (L*1)-1-^ siis ortogonaalsumma 
ühesuse tõttu = Eespool me tõestasime, et 
A-*-= ^ (A) ~L. Seepärast (A^)^ = 5(A). 
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§ 6. Pideva lineaarse funktsionaali 
üldkuju Hilberti ruumis 
Kaesolevas paragrahvis tõestame F. Rieszi teoreemi pide­
va lineaarse funktsionaali üldkujust. See teoreem on pro­
jektsioonide teoreemi kõrval Hilberti ruumide teooria teine 
põhitulemus. 
Olgu H Hilberti ruum. Valime vabalt elemendi H 
ja vaatleme funktsionaali ^ : H —* IK } mis defineeritakse 
seosega 
iO) =• O,H. 
Skalaarkorrutise lineaarsusest esimese teguri järgi järeldub 
funktsionaali ^ lineaarsus. Funktsionaal ^ on ka tõkesta­
tud, sest 
~ Kx^)| £ II ^ Il II 311 = II 3-1111 x \\ Vx e H . 
Seega ^ £ H * ja ||^K $11^11. Kuna H ^1^= = 
^ C ^ M H ^ t l ,  s i i a  J ä r e l i k u l t  | | J f | |  =  
- 11*1. 
Teoreem (P. Rieszi teoreem). Iga pideva lineaarse 
funktsionaali H* korral leidub parajasti üks element 
^ e H nii, et 
1f(3C)= C Vxe H . 
Seejuures || jj |( - II ^ 11. 
Tõestus. Teoreemi viimane väide on meil juba tõestatud* 
Näitame elemendi ^ olemasolu. Olgu hV = Ke r ^ ^ oc e H : 
: ^  (V ) = 0^ • Eelnevast teame, et N on ruumi H kinnine 
alamruum. Kui N = H siis = o iga xt H korral 
ning tarvitseb võtta ^ ^  O . Olgu N f- H . Kuna H = 
_ )sj ^  siis N -1 # { O*^  . Valime vabalt  ^0 g NJ -1- \ { o]. 
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Paneme tähele, et sest vastasel korral saaksime 
tõttu ^0_L^o ehk = O. Järelikult (^o)^0. 
Mistahes elemendi >: <& H korral 
<<->-(« fS. Kfeo 
ehk 
- iW u.e N 
|C>) IV {(» 
Seega 
ITIO* 




6(^)-S±l(x h )  =  ( ^ C  IhiUc) 
1  1  « • a . « t V K  ' ii>ir ; 
Siit on näha, et elemendiks ^ sobib 
» ii ^ r • 
Näitame elemendi ^ ühesust. Kui veel 
iga xeH korral, siis (ae., = (x, ^) ehk (xy,^/_^) = 0 
iga x: e H korral. Kuid viimane on võimalik vaid siis, kui 
Teoreem on tõestatud. 
Rieszi teoreemist saab Hilberti ruumide juhul lihtsalt 
järeldada Hahn-Banachi teoreemi. Näitame seda. 
Olgu L ruumi H alamruum ja L*. Me võime eel­
dada, et L on kinnine, sest kui L ei ole kinnine, siis 
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saab funktsionaali ^ üheselt jätkata kinnisele alamruumile 
L nii, et tema norm ei muutu. Kinnise (ja seetõttu taieli* 
ku) alamruumi L korral leidub Rieszi teoreemi pohjjal 
L nii, et ^(*) = (DC,^ ), xeL ;  kusjuures || ^  \\ — 
e || ^ )|. Defineerime funktsionaali F 6 H * seosega F (x)= 
* Funktsionaal F on funktsionaali ^ jätk 
ja || F |l = ll^ H-^ ll. 
Märgime, et Hilberti ruumide juhul ei ole Hahn-Banachi 
teoreem kaugeltki nii oluline tulemus kui normeeritud ruumi­
de korral. 
Paragrahvi alguses nägime, et iga ^ e t-) korral määrab 
seos xeH ; pideva lineaarse funktsio­
naali H*. Vaatleme operaatorit ^ : (-|—^ |_j mis 
defineeritakse vordusega ^ ^ ehk 
3 c e H
-
Operaator on nn. kaas lineaarne, sest 






Reaalse ruumi H juhul on lineaarne • Rieszi teoreem 
väidab, et operaator on bijektiivne (igal funktsionaalil 
^ ^ leidub parajasti üks originaal ) ja iso -
meetriline (iQ^ll — il ^ II ) . Operaatorit "J nimetatakse ka­
nooniliseks isomorfismiks Hilberti ruumi ja tema kaasruumi 
vahel. Operaator 
: J-j ^ on samuti kaaslineaarne 
(juhul 1K=1R lineaarne) ja isomeetriline. 
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Järeldus 1» Elemendi oe&H norm avaldub kujul 
H *11 - \ C1*-j H ) | 
Toestus. Haho-Banaohi teoreemi ühe järelduse põhjal saa­
me 
ho*. k^)wi = ^ k^m. 
Järeldus 2. Operaatori A e ( H,,, W z) (kus H 1  ja 
H x on Hilberti ruumid) norm avaldub kujul 
I I A  l |  =  l ( A ^ ^ ) | .  
Toestus» Arvestades järeldust 1, saame 
II A | |  = )|  A * II = l(A=c^)). 
Hat ||6 A llxll^ U-jVSA 
§ 7. Hilberti ruumi kaasruum ja refleksiivsus 
Kuna Hilberti ruum on normeeritud ruum, siis tema kaas­
ruum on Banachi ruum. 
Teoreem. Hilberti ruumi kaasruum on Hilberti ruum. 
Toestus. Olgu H Hilberti ruum. Näitame, et ruumi H * 
norm on määratud mingi skalaarkorrutise poolt» Olgu ^ •_ H->H* 
kanooniline isomorfism. Defineerime ruumis H* skalaarkorru­
tise vordusega 
C^9)=CRA,RF), 4,3-H-. 
Võib vahetult kontrollida, et skalaarkorrutise aksioomid 
kehtivad; näiteks 
(M • a)«(Vn> 3"XM))= (r 3 > Vi)= 
Seejuures 
=VCRFR?) -»vt» = H  « ,  
s.t. skalaarkorrutis määrab ruumi H esialgse normi. 
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Teoreem om tõestatud* 
Teoreem» Hilberti ruum on refleksiivne-
Toestuseks tuleb näidata, et loomulik sisestus 
IT : H—>H**on sürjektiivne, s-t* iga Fe H ** korral lei­
dub nii, et Tr>l = F ehk Fx = F^ kus F^^H^on de­
fineeritud vordusega 
FÄ(f)-fC">, f6H*. 
Valime vabalt F H * *= (H *)*. Rieszi teoreemi põhjal 
leidub H* nii, et 
Tähistades saame 
< I' A > - (3> N) • ("> RI) - (} AI))H - K-J . 
Seega 
F(^)=f(=) V & H 
s . t .  F = F ,  .  
Teoreem on tõestatud-
§ 8. Ortonormeeritud süsteemid 
Hilberti ruumi elementide süsteemi nimetatakse 
ortogonaalseks, kui tema elemendid on paarikaupa ortogonaal­
sed, s*t« , ^(i.) "= O ^ kui «*< ^ . Süsteemi 
nimetatakse ortonormeerituke, kui ta on ortogonaalne ning 
|| - \ iga =< korral. 
Arvestades, et 4 parajasti siis, kui 
(x:^  , II =võime öelda, et süsteemi nime­
tatakse ortonormeerituks, kui 
kul 
L O ,  k u i  ^  
Vaatleme ortonormeeritud süsteemide näiteid-
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Kaide 1. Ruumis |KW on = = 
Ä (°; •- j ortonormeeritud süsteem. 
Näide 2. Ruumis on ^i-C0; 0^;--).> 
ortonormeeritud süsteem. 
Näide 3. Ruumis (-TE^jc) on trigononiBBtriline süs­
teem 
 ^j "t ; -YC kx t ^ cioo 2.-t -v^  .2 -fc^  ... 
ortogonaalne, sest 
r 7r ( * ) Co^  w t ) = S W -fc JL-t = O , 
-Tr 
tt 
C / ^ 4 vw kvt ) - ^ ACk vv"t oL-fc- = O, 
—TT 
TT 
(Co"> to«, wv "b) =. S cLt- = O ) kui irv ^ yw) 
TT 
( Avw kvt ^ <-V\ Vw "fc) — ^ ^ ikv Vvt ^rCvx. "fc öL"t ~ kui |r"U ^  Wv f 
— K 
, Tt" 
( Vx^ r, 'V^  t^ -t) = s v^ -\r JL"fc = o 
-Tt 
Seejuures 
|| 4 11*"= S oL-t = 2.-3T  ^\ 
-ir 
TT 
H K-fcll^ \ JL-fc = ir 
-Tr ' 
2- Tr 
I)  ^"t II =5 co^ K^z-fc JUfc = TT 
-Tr v 
mistõttu vaadeldav süsteem ei ole ortonormeeritud. Ortonor­
meeritud on aga ruumis L z (-"u ,ir) süsteem 
\ do/S "tr Avvx "fc to-j 2.t 'bvvx 2,-fc 
VÕ7 ; ' "nT^  ; \fiF '"*• • 
Näide 4. Kompleksses ruumis Lj_(o, 4) on 
v 2.1T w -fc j K= 0^4, + a, ..., 
ortonormeeritud süsteem, sest kui siis 
A A 
r v 2.TT w "fc C 2.7T ^  -fc r> <- 2.TT f w - k, ) ^ 
\ Ä- Ä. d± = S t JL-fc ~ 
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— S ( TT (k - V 2TT (w- V*\A-fc\ oVt =. 
o 
= *7tc1--Õ ^ O - ^ - c  c o *  2 i r C w — > ) | ^ _ o  =  o  
ning 
f v lITwk C iTTwt , . f o . j -«- e, «L-fe = ) <- oVfc = A 
o o 
ülesanne. Na Idata, et süsteem 4 ei ole 
ortogonaalne ruumis t). 
Lause» Ortogonaalne süsteem, mis ei sisalda nullelemen 
ti, on lineaarselt sõltumatu* 
Toestus. Valime ortogonaalsest süsteemist vabalt lopli 
ku hulga elemente ...} x*,. Kui 
2T X: =c: =o, 
C =4 
siis 
^ S xc ~ : > x 0  = X l  (*^*1*)= o, j = t,--
millest tõttu X^ = 0, ^ = 4, ..., w. 
Lause on tõestatud* 
Jäireldus. Ortonormeeritud süsteem on lineaarselt sõltu 
matu-
Teoreem (ortogonaliseerimisteoreem)* Olgu ^e 
kus 1= või I — 1W lineaarselt sõltumatu süs 
teem Hilberti ruumis. Siis leidub selline ortonormeeritud 
süsteem SL - } v e et 
= ^ (X Veel. 
Tõestus. Olgu fi-A - / II 3=-^ || . Siis ([ = 
= Teeme induktsioonieelduse, et on leitud orto­
normeeritud süsteem 2-c—, nii, et 
— ; x Püüame leida elementi ^ kujul 
= X1 •+ ... -t X:_, ^  :-A -+• x v 
*  "  2 5 0  
nii, et ij ; A,..., C-A. Ortogenaalsuse nõuded 
C^:,£-^)=0 on samavaarsed võrdustega = -(^C,1 , 
£ = 4,-. v-4 . Seega 
= CD 
Element ^ ^  q, sest vaetasel juhul oc: e 
* ®C(f ®ie on võimatu. Olgu jl: = mc/||^; II. Siis 
SL  ^ ..., JLc on ortonormeeritud süsteem-
luna siis võrduv 
se (1) põhjal on SLZ elementide x1;..vxt- lineaarne kombi­
natsioon. Seega ({«-i,}) C ^6 ({ xi, - - -, ^  . Võrdu-
se (1) põhjal on elementide lineaarne kombi­
natsioon, seega (( x1yc ^ >-• -j -C-:"!). Järeli­
kult ({*-,, ,...^ SL:}) = 
Teoreem on tõestatud* 
Teoreemi tõestuses esitatud uleminekut lineaarselt sõl­
tumatult süsteemilt ortonormeeritud süsteemile nimetatakse 
Graa-Sohmidti ortogonaliseerimisprotseseiks• 
§ 9. Taielikud ortonormeeritud süsteemid 
Olgu H Hilberti ruum ja (^o<) = a > (k«e A on 
indeksite hulk) tema elementide süsteem. Selle süsteemi kõi­
gi elementide hulka f : o<^ A*^ tühistame lühidalt \ 
Definitsioon. Süsteemi (x.=<.) nimetatakse taielikuks, 
kui tema elemendid moodustavad pohihulga ruumis H_, s.t. 
*-*1) = H. 
Lause. Süsteem 011 taielik parajasti siis, kui 
sellest, et iga 06 korral, järeldub võrdus =c = o. 
Toestus. Kui (^x) on taielik ja iga °<. 
korral, siis x: on ortogonaalne ruumi H põhihulgaga. Jä­
relikult oc = 0. 
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Eeldame nüüd, et kui :>c _L x iga ^  korral, siis 
3c = 0. Olgu L = . Projektsioonide teoreemi 
põhjal H = L©L"L. Kui oletada, et L^HJ siis L 
Seega leiduks DC ^  O nii, et x l L ,  Kuid sel juhul 
DC iga korral, mistõttu DC = O . Saadud vastuolu 
toestab, et L= H, s»t • süsteem (^c*) on taielik. 
Lause on tõestatud. 
Saab toestada, et kõik eelaise paragrahvi näidetes vaa­
deldud ortonoraeeritud süsteemid on taielikud. Nendes näi­
detes kogetut üldistab 
Teoreem. Igas separaablis Hilberti ruumis on oleaas 
ülimalt loenduv taielik ortonoraeeritud süsteea. 
Toestus. Olgu H separaabel Hilberti ruua ja 
^ dc: ice 1W} ruumi H kõikjal tihe osahulk (s.t. 
[ ^ : vc €r \H\ — H ) . Viskame hulgast j DC*. : vee vil­
ja nullelemendi ning kõik elemendid ^e;sis avalduvad talle 
eelnevate elementide DC^ } lineaarse kombinatsi­
oonina. Järelejäänud süsteem DCkjIS6I ;  kus I  ^  IM }  on 
lineaarselt sõltumatu ning ^ : <e|N] C o£({x„. : 
Järelikult ^({DC^ : I^)=H. Bakendades süsteemile 
ortogonaliseerimisteoreemi, leiame ortonoraeeri­
tud süsteemi , < e- I, nii, et 1^) = 
= : icel"^ mistõttu ka : vc ei"^) = H , 
s.t. (s-v<) on taielik. 
Teoreem on tõestatud. 
§ 10. Fourier1 read 
Olgu H  Hilberti ruum ja loenduv or­
tonormeeritud süsteem ruumis H . 
Definitsioon. Elemendi DC E H Fourier' kordajateks 
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(süsteemi (x-*) järgi) nimetatakse arve =. x<)J 
k.= 4,2.,... , ning elemendi x. Fourier' reaks (süsteemi 
järgi) nimetatakse rida 
-
VC =1 
Alljärgnevas veendume, et Fourier' rida koondub alati. 
Uurime ka, millal elemendi sc Fourier* rida koondub selleks 
elemendiks DC. Tulemuste sõnastamisel kasutame definitsioon 
nis toodud tähistusi-
Lemma. Olgu ^ (Fourier'rea osasumma). 
e = 4 
Siis (3t-S^)_L SH ja 
I I  = -  S J ' +  Ž  l< ^ | l  =  II » f .  
Toestus. Et S ^ on elementide , vc = A ... kI line­
aarne kombinatsioon, siis ortogonaalsuseks (x - Skv)X 
piisab näidata, et 
— 
-L Xe } vc = /t,; . w. 
Kuid 
C ^  j X- k. ) ~ ^ ^  ic) C ^ K' ) ic ) — 
= C^-(Ž cc x:, Xe) = = O. 
v = A 
Kuna rae = (x-S^) + S^ ja on paa­
rikaupa ortogonaalsete liikmetega summa, siis 
llocll2-, lix. - + 2T II 
vc =A 
= II *- ||x-f 
Lemma on tõestatud. 
Järeldus 1 (Besseli võrratus). Kehtib võrratus 
Põhjenduseks märgime, et lemma põhjal ZT l \\ ac||4 
oo ~ 1 
iga k korral, millest järeldub rea lc<|j- koonduvus ja 
K - 1  
Besseli võrratus. 
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Järeldas 2. Ortonormeeritud süsteemi (x-*.) puhul 
O. 
Toestus. Nork koondumine x.^^» o tähendab, et 
>0 iga korral. See on aga Rieszi teoreemi 
põhjal samaväärne koondumisega (x k;>l)~) o iga x e- H kor­
ral. Kuid koondumine cK->0 järeldub rea 
koondumisest* VC 
Teoreem 1. Iga elemendi x e-H Fourier' rida koondub 
ja o» 
s: <-1  ^, 
vc =4 
kus ^ on elemendi x ortogonaalne projektsioon alamruumile 
^ u -
Toestus* Kuna on paarikaupa ortogonaalsete 
ic = 1 
liikmetega rida ja 2Z \\ xte )lx= |c.„ siis see ri­
da koondub. Tähistame tema summa ^ = 23 ning näitame^ 
et on elemendi x ortogonaalne projektsioon alamruumile 
L = • Kuna ja x = ^ ^ siis pro­
jektsioonide teoreemi arvestades piisab näidata ortogonaal-
sust (x-v^)_LL. Selleks piisab veenduda, et (x-<^JJLx.k 
iga vc korral. Kuid kasutades skalaarkorrutise pidevust, saa­
me 
= ~ X c.; O w ^ = O. 
*"-i * * 
Teoreem on tõestatud. 
Teoreem 2. Elemendi x Fourier' rida koondub elemendiks 
x parajasti siis, kui selle elemendi korral kehtib nn* 
Parsevali võrdus 
ST 
K = 4 
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ehk teisiti väljendades, parajasti siis, kui selle elemendi 
korral Besseli vorratuses 1 elati aset võrdus. 
Tõestuseks paneme tähele, et 
X C* Xvc = ^ 
kuid lemma põhjal 
II =c-SK 4$ Ž Ic^l^Hxll*. 
IC =1 
Teoreem on tõestatud. 
Teoreem 3. Mistahes elemendi xeH Fourier' rida or­
tonormeeritud süsteemi (^tc) järgi koondub elemendiks -x. pa­
rajasti siis, kui süsteemi ( on täielik. 
Tõestus. Me nägime, et 51 c-<tXLtc='^> kus ^ on elemendi 
dc ortogonaalne projektsioon alamruumile L = 
Seetõttu 2EI = x. ehk * ühtib oma projektsiooniga 
tc=1 
^ e L iga 3cg H korral parajasti siis, kui L = H , mia 
tahendab süsteemi täielikkust. 
Teoreem on tõestatud* 
Näide. Trigonomeetriline süsteem -q==, , ^^2-^ , 
^Cw "t c-o-s 2.t >iCw. 2_ \ 
—r=r- , —•, - , —rf=— .> — on ortonormeeritud ruumis vjrr vw Vir 
L x  (-lv,) • Elemendi xe L z  Fourier* kordajad 
selle süsteemi järgi ccn 
c« = ^ 
tema Fourier' rida on 
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I J> <7 -y- A 
S^O) <M 4- ^ ~( Coi-t + 
3^  C ^  *(+) "t <Ai ) + . — 
-TT Y 
2,  ^•+ ^ KL ^ <A K."t^  ^  
< = 1 
ir Tr 
kus = -±- ^  *(*) *-t JL-t £<s= X $ *0)*^ .c+oL-t. 
-TT J -^ir 
Vaadeldava trigonomeetrilise süsteemi täielikkus tõestatakse 
trigonomeetriliste ridade teoorias. Seega iga elemendi 
tsc e L^C-Tr^Tr) Fourier1 rida koondub ruumis L ^  (-TT^Tr) 
selleks elemendiks DC. . 
§ 11. Separaablite Hilberti ruumide 
samastamine ruumiga 
Me nägime, et kui on ortonormeeritud 
süsteem Hilberti rummis H siis iga elemendi DC e H 
Fourier' kordajad = (*•,dc^ rahuldavad Besseli võrratust 
1EI I C-vl I* )) ^  ||Z, mistõttu (c-ic) € . Olukorda täpsustab 
v t  - 1  \  J <  
Teoreem (Riesz-Flsoherlteoreem). Olgu (dc^ ortonormee­
ritud süsteem ruumis H ja arvud Q-^ f vc = 4, 2^ ... ^  selli-
sed, et !> l^-^i <00 (s.t., ) • Siis leidub para-
«- = 4 
jasti üks element xe H nii, et cx-*. ~ >:x^) ja 
, 1^-11 * II2" (ning seega ZZ ^ ) .
H=A y 
Tõestus. Kuna žL on paarikaupa ortogonaalaete 
liikmetega rida ja 51 II^^ il^ = ŽI siis see rida 
< - A 
koondub. Olgu 5Ü = ^ • £t seejuures ( ^ , :x K ) = 
— d.• ^x^.) =: siis eelmise paragrahvi teoreemi 2 
J 1' " "C'> Y 
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põhjal kehtib Parsevali võrdus 5EI — 11*11 • 
tc = 4 
Veendume elemendi x ühesuses. Kui leidub veel element 
^ e H nii, et iga vc = 4,2,... korral ning 
ee 2. 2 v 
21 I 1 = H ^  II , siis sama teoreemi 2 põhjal M ^, 
*. *. 4 U * Q v< xr 5 
mistõttu ^ ^ • 
Teoreem on tõestatud. 
Definitsioon. Olgu H 3a H' Hilberti ruumid üle IK 
Lineaarset sürjektsioonl : H —* H', mis säilitab skalaar­
korrutise, s.t. (^ *_> f 3) = (-x., ^  ) iga korral, 
nimetatakse (Hilberti ruumide) isomorfismiks. Buume H ja H' 
nimetatakse isomorfseteks, kui leidub isomorfism R-* H'. 
Märgime, et isomorfism on tegelikult bijektsioon, 
kuna sellest, et -x. - O ehk = x) = o, 
järeldub, et x = o . 
Teoreem. Iga separaabel lopmatumõõtmeline Hilberti ruum 
üle ik on isomorfne ruumiga üle ik . 
Tõestus. Olgu H separaabel lopmatumõõtmeline Hilberti 
ruum üle ik • Tänu ruumi h separaablusele leidub temas 
ülimalt loenduv täielik ortonormeeritud süsteem, mis aga ei 
saa olla lõplik, sest H on lopmatumõõtmeline. Olgu see 
süsteem (x . Seega iga =ce H korral || ot H2- = 
* 21 | c*. I *<<=*>, kus c.^  ning me võime defi-
neerida operaatori • H —» võrdusega ^ ^ = (c>^). On 
kerge vahetult kontrollida, et ^ on lineaarne* Biesz-
Pischerl teoreemi kohaselt on ^ ka bijektiivne. Lõpuks, 
kui x,^e H ja c-vc - x«), ^  siis 
(»» ~I > = ( *  -  >"Š, <*•« *«)=Š,c-=Of *^a)-
mistõttu vf säilitab skalaarkorrutise* 
Teoreem on tõestatud• 
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Järeldus* Kolk separaablid lopmatumootmelised reaalsed 
Hilberti ruumid on omavahel isomorfsed ning kõik separaablid 
lopmatumõõtmelised komplekssed Hilberti ruumid on omavahel 
isomorfsed. 
Niisiis on reaalne ruum L^ 5.) isomorfne reaalse 
ruumiga ja kompleksne ruum L^ ^ isomorfne kom­
pleksse ruumiga . 
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IX Lineaarsed operaatorid Hilberti ruumides 
Banachi ruumides tegutsevate lineaarsete operaatorite 
kohta käivad tulemused on olulised ka Hilberti ruumide ju­
hul. Kaesolevas peatükis käsitleme aga mõningaid küsimusi, 
mis on iseloomulikud just Hilberti ruumides tegutsevatele 
operaatoritele. 
f 1. Ortoprojektor kinnisele alamruumile 
Kõigepealt olgu X vektorruum. 
Definitsioon. Lineaarset operaatorit P: X —>X nime­
tatakse projektoriks, kui P2, = R. 
Olgu P X —projektor. Eelnevast teame, et Itw P 
on ruumi X alamruum. Näitame, et 
Iv>v P = ^ x; e X : P^c=3c."^. (1 ^  
Ühelt poolt on selge, et kui PX_ = :XL^ siis DC eIwx P. Tei­
selt poolt, kui x e Tfw P^ siis leidub ^e X nii, et P^ = 
= x:. Kuid siis Pdc = P3-^ = P^ = . 
Lause 1. Olgu V ruumi X alamruum. Lineaarne operaa­
tor P : X-*X on projektor ja IvwP=V parajasti siis,kui 
Iwr P <2 ^  ja P^ = ^ iga ^e\/ korral. 
Toestus. Vorduse (1) tõttu on tarvilikkus ilmne. Pii­
savuse näitamiseks vaatleme suvalist elementi *&X. Kuna 
XW\ siis Px = ^eV. Seega PZx. = P^ = ^  = P=c, mis­
tõttu P3^ P. VÕrdusest (1) saame nüüd, et M CL Ih* P, mis­
tõttu I VVN P = N/. 
Lause 2. Kui X on normeeritud ruum ja projektor 
p: X -> X on pidev, siis Iv* P on kinnine ja P^O korral 
1  p  H  ^  4 .  
Tõestus. Vaatleme jada P, kus > x. Operaa­
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33* 
tori P pidevuse tõttu P x-^—*Px.. Kuna P ac^alls ka 
x.v%-»P,x.) mistõttu Px = x. Seega x-elw» P ning sellega on 
I»* P kinnisus tõestatud. 
Kuna | Pll-ÄP1))* 1P|X, siis I PII ¥ (O, 4), sest vas­
tasel juhul oleks || p H*< l\ PII . 
Lause on tõestatud. 
Olgu M Hilberti ruum Ja L tema kinnine alamruum. Tu­
ginedes teoreemile projektsioonidest, saame iga elemendi 
xfcH avaldada üheselt kujul kus Ja ifeL1. 
Defineerime operaatori seosega P^*- - ^ • Tule-
tame meelde, et elementi nimetatakse elemendi x orto-
gonaalseks projektsiooniks alamruumile L. 
Definitsioon. Operaatorit Pj_ , mis Hilberti reeuri H 
Igale elemendile seab vastavusse tema ortogonae4.ee projekt­
siooni kinnisele alamruumile L nimetatakse ortoprojekto-
riks (alamruumile L ). 
Teoreem. Ortoprojektoril P^_:H~>H on Järgmised omado-
sed: 
1) P|_ on projektor Ja Iv* P^ = L} 
2) kui L^(o], siis U PL 11 =K ^ ) 
3) PL on sümmeetriline, s.t. 
(PL^>^) = (*> PL^) Vx^tH. 
Tõestus. 1) Näitame, et P^ on lineaarne operaator. Kui 
+  = +  ^4, kus 
siis + -+ (Vt + k« 
ja + L1-, mistõttu PL^-t-PL 
Analoogiliselt näidatakse, et P|_ on homogeenne. 
Veendume nüüd, kasutades lauset 1, et PL on projektor 
ja Iv* P^_ = L. Operaatori Pj_ definitsiooni põhjal T^P^cL. 
Vaatleme suvalist elementi Vj,eL-. Kuna ^ + O , 
kusjuures ^ e L ja Oe L"1", siis Pj_ ^  ^ 
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2) Et mistahes acfeH korral ae* L, siis 
I ~H* = H II ^ 1% millest l\ *11 ehk llPL**<ll*H. 
Seega PLe ^(H,H) ja H PL11 ^  A . Kui L->{o] ^ a.t. 
I»* PL^{ol, siis Pj_.^0 ehk II PLll#0 ning lause 2 põhjal 
HPLll >4. Järelikult || PL K = 1. 




(* > PL ^)= (*< xz> ^i)= (X1 ' • 
Teoreem on tõestatud. 
ülesanne 1. Toestada, et kui P2^ P ja II PII = ^  siis 
P on ortoprojektor (ruumi H kinnisele alamruumile It* P). 
ülesanne 2, Toestada, et kui lineaarse operaatori P:H-»H 
puhul Px = P ja (P*} = P^) iga korral, 
siis P on ortoprojektor. 
Kinnise alamruumi L ortogonaalne täiend L"^" on samuti 
kinnine alamruum, mistõttu saame rääkida ka ortoprojekto-
rist P^l (alamruumile ). On selge, et Pj_+ P^±=T. Ope­
raatorit P^i nimetatakse projektori P^ täiendprojekto­
riks. 
§ 2. Kaasoperaator Hilberti ruumis 
Olgu H Hilberti ruum ja A^^C(H,H). Valime vabalt 
ning vaatleme funktsionaali x~?(Ax/^); xtH, Ope­
raatori a lineaarsus ja skalaarkorrutise lineaarsus esimese 
teguri suhtes tagavad selle funktsionaali lineaarsuse; ta on 
ka tõkestatud , sest | (A < U A ^  || || ^ ||«(llAII Hjjll)ll=t|l. Niisiis 
on meil tegemist pideva lineaarse funktsionaaliga. Me teame, 
et Rieszi teoreemi põhjal võib selle funktsionaali realisee­
rida parajasti ühe elemendi H abil kujul (x,a),xe H. 
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Seega leidub parajasti üka element ieH nii, et 
(Ax^)=(x;ž) VxtH. 
Operaatorit A*: H -* H mis elemendile ^ E H seab vaadeldud 
viisil vastavusse elemendi H , nimetatakse operaatori 
A kaasoperaatoriks (Hilberti ruumide mõttes). 
Niisiis on kaasoperaator A* defineeritud mistahes 
A e korral, kusjuures 
(Ax^) = A^) Vx^eH. 
Antud operaatorile kaasoperaator! leidmine tugineb ena­
masti järgmisele lihtsale tulemusele. 
Lause 1. Kui operaatorid ja B-H-*H rahul­
davad tingimust 
(A*S^)=0, Vx^feH; 
siis B = A*. 
Toestus. Kuna (A X,  = (TX,  siis (^sA*^-
— 8^) = 0 iga H korral, s.t. (A*^ - B^)-L H iga 
^eH korral. Seega A*^ - B ^ = O, H , ehk A*—B. 
Meenutame, et normeeritud ruumide mõttes oli kaasope­
raator AZ€ ££(H* H*) (tähistust A/ kasutame ainult käes­
olevas paragrahvis) defineeritud seosega 
f (Ax) = (A';f)(x) , 
Selgitame, kuidas on omavahel seotud operaatorid A* ja 
A . Kasutame seejuures kanoonilist isomorfismi "J- : H —> H* 
mis teatavasti defineeritakse vordusega 
(> 3)(") = (*,3) , 
Kuna 
(A'3 a)(") = Qa)0 *) =(Af,j)=(*, A*y)-








A *=R A > ( 1 )  
Lause 2. Kui A e ^  (H, H), siis A\ ja ||A*|| = 
= K AI  .  
Toestus. Operaator A*=^j aA^., olles aditiivsete ope­
raatorite korrutis, on ise ka aditiivne. Ta on ka homogeen­
ne , sest 
A*(Ax) = jw-i Ox> 3-axx^) - a'3 X) = 
= X 1A DC. = X A*-x.. 
Kuna 
Avxr 13'Vix.ii-liA'i* 11 = ^ \\A'X\\ = 
H * II« 4 u ö ll*li«1 c ||i||^ 1 
= II Az|| = Il A II, 
siis A*^ ž£(H, N) ja II A* || - || A II. 
Markus. Vorduse || A*II - || AII võib toestada ka näiteks 
järgmiselt: 
Il A*H = /^u-)o | (A^oc^)| = |(^ AH)| 
= 
llxy;||^ ||5.1 || * H, II 3 |K 4 
y^= l(A^ )^( - II A ||. 
11^11,11^11^1 
Lause 3. Kui A, B> 6 ^6 ( H, Hj ja X 6 lk ^  siis 
1) A* * = A > 
2) (A+&)*= A*+ B>* ; 
3) (X A)* = X  A *  
4) (A E>)* - B*A*) 
5) kui eksisteerib A"*". H-» H,büs (A 1)*= (A*) "e ž£,(HyH); 
6) \\ AA* II = II Al^ 
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Tõestus. Kui nc, H, siia 
( A*ac^) = = = 
ning laus* 1 põhjal kehtib võrdus 1). Võrduaed 2) - 4) saa­
dakse vahetult seose (1) J-a operaatorite A', B' vaatavate 
osaduste abil. Omaduse 5) tõeatamiaeka eeldame, et eksia-
teerib A 5: H -> H. Siis Banachi teoreemi põhjal 
A"*16of(H,H) ning lause 2 tõttu (A-1)*e (H,H) . Seejuures 
<A"T= rw} - R" (AT (rr- cr A'AR- (AT. 
Lõpuks, kui ac. e H , siis 
tl A%c ||* = (A% A**3 = (AA*x, $ || AA* || || * U* 
mistõttu 
M A M x =  I I  A * ! ! 1 ^  l A M l ^  4 u b  I I A A * | |  | l * H * s r  
l»ltl || * Kl 
= IIAA'114 II  Al l  HA*K -  HA» 1 .  
Seega kehtib ka võrdus 6). 
Lause oa tõestatud. 
Haide 1, Meenutame, et Hilberti ruumis lkK on skalaar­
korrutis defineeritud võrdus ega (x.y kus 
v 
~ = (Š0...,$,v) Ja 3 = *v). Vaatleme operaato­
rit A e£(lK* Me teame, et A on maatrikeoperaator, 
s.t. A-C^Cj) ehk, täpsemalt, 
fA*)J  =  Ž  "-Cj  > 
kua o.^ €r lk, C,j = 4,..., w. Kuna 
-ž  ^(T^ õ - ž i, (Z^ wT)=(^ a%X 
* — kua <x:; ~ a c; ^ siis 
4 ö vv 3fr 
s.t.  A*= ( a C^ )= • Seega tuleb maatr iksi  A*  saami­
seks transponeerida maatriks A } minnes seejuures üle ele­
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mentide kaae komple ka id eie. 
Näide 2. Vaatleme Hilberti ruumis Lintegraal-
operaatorit K tuumaga 3^(-k,-<,), s.t. 
(K x.)(^) = S 3-£ (4;, i) x. (^)cA 4 } -b e C»y } . 
4. 
Eeldame, et K e ^  (i.2(4^<*)<,lzC,:ay<')) (aee on nii näiteka, 
kui 3^" on pidev funktsioon või, üldisemalt, tõkestatud 
mõõtuv funktsioon). Siis 
, 1° 
vK * \ ( K x) (-t) ^  (-t) c&t = 
= H S (-M) <•>)=*.») 
= 
«. t, 
t, t — 
= J ^("0 ( J 3C ^ (t) obk ) cLb -
*• — 
= l <^r*(*A) 3 (*)<=&)<£.* = 0, 
kus 3<£ = 3/(-t,-s) . Seega K * on integraal operaator 
tuumaga 3-£ *(-t, i>) = 3^ (-\y-V). 
Ülesanne. Olgu H1 ja H x Hilberti ruumid ja 
Afc ^ (H1 N2). Analoogiliselt juhuga a €r ( H, H) defineerida 
kaasoperaator A*e H5) ning näidata, et tema korral 
jäävad kehtima selle paragrahvi tulemused. 
£ 3. Enesekaassed operaatorid 
Olgu H Hilberti ruum. 
Definitsioon. Operaatorit Afc^ (^ ,H) nimetatakse ene-
sekaasseks , kui a* — a . 
Eelneva põhjal võime öelda, et operaator A e ^(n,H) on 
enesekaasne parajasti siis, kui 
( A  A  .  
Viimast tingimust rahuldavat lineaarset operaatorit AH->H 
nimetatakse sümmeetriliseks operaatoriks. 
Operaatori enesekaassuse kindlakstegemisel tuginetakse 
enamasti järgmisele olulisele tulemusele. 
Teoreem (Hellinger-Toeplitzi teoreem). Kui A : on 
sümmeetriline operaator, siis Afe ning seega on A 
enesekaasne operaator. 
Toestuseks piisab näidata, et operaator A on tõkes­
tatud. Oletame vastuväiteliselt, et ta seda ei ole. Siis 
leidub jada -ac^O nii, et —>«, Võttes ui ^ 
II 11 O 
x iržnr' aaame II ^" II=^ nins IIA^i* nr5rif 01gu 
H11 funktsionaal, mis määratakse elemendi A poolt 
seosega 
A^w) , xeH 
Kuna || Jj~||= II A^ vxl, siis || ^ ^ ||—* 00 . Teiselt poolt, iga 
DceH korral 
l^ (*)l = KÄ, A^ „)| = äi Ax|| 11^ -11= IIA*II, 
s.t. funktsionaalide jada on punktiviisi tõkestatud. 
Ühtlase tSkestatuse printsiibi põhjal on siis ka jada H^*J| 
tõkestatud, mis on vastuolus sellega, et il ^  || — 
Teoreem on tõestatud. 
Hellinger-Toeplitzi teoreemi abil põhjendatakse 
Näide 1. Olgu operaator A : (<*.y <-)—> defineeri­
tud võrdusega (Ax)(t)= b >:(>),-b^C^ . On selge, et A 
on lineaarne. Kuna ka 
K L 
(A^v ) = J) (A x)(-t) oU: = x(-fc) ^  (.-tr) JLi: -
K -
= S * (t) -b 3 (i) = (*, A ^ ), 
siis A on enesekaasne operaator. 
Pidades silmas eelmises paragrahvis vaadeldud kaasope— 
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reetorite neiteid, seeme kohe keks alljärgnevat näidet ene-
sekeessete operaetorite kohte. 
Neide 2. Operaator A = («-c^^£(lk^lk''*) on enesekeesne 
parajasti siis, kui õy"c ^  =4,..., w. Reaalsete ele-
mentidege meetriks! korral tähendab see tingimus maatriksi 
sümmeetrilisust. 
Neide 3« Tuume poolt meeretud integraalopereetor 
kon enesekeasne parajasti siis, kui 
('S/"t) =• 3^ .(i,4,-fceO^  <-J . Reaalsete väartustega tuuma pu­
hul tähendab see tingimus tuuma sümmeetrilisust. 
Tuginedes ortoprojektorite kohta käivatele teadmistele, 
võime öelda, et on põhjendatud 
Näide 4. Hilberti ruumis tegutsev projektor on enese­
kaasne parajasti siis, kui ta on ortoprojektor. 
Kompleksse Hilberti ruumi puhul kasutatakse operaatori 
enesekaassuse kindlakstegemiseks Hellinger-Toeplitzi teo­
reemi asemel järgmist sellele teoreemile põhinevat tulemust. 
Teoreem. Olgu H  kompleksne Hilberti ruum ja A : H - » H  
lineaarne operaator. Siis järgmised tingimused on sama-
väarsed: 
1) A on enesekaasne, 
2) (Ax;x) = (X^AX) VxeH; 
3 )  ( A  V x e H .  
Toestus. Tingimused 2) ja 3) on samaväärsed, sest 
( A 3C X ) = (:x^  A >.) 4^  (A x, x) - (A  ^(A e , 
Implikatsioon 1)^ 2) on ilmne. Näitame lõpuks, et 2) =%> 1). 
Paneme tähele, et iga x^eH korral (nagu vahetult kont­
rollida võib) 
(A*v3)= (AO-3), ^-3) + 
-+v (A(* + c^);* + ijj)-i: (AC*--^),*--^)). 
Seega eelduse 2) kohaselt 
34* 
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= "^c( *•+ 'ä i a(*"^  - c* - ^  > a c^ c - )^) + 
-+ «-(=C+A(x- C^ ))) = 
=  0 , A 3 )  V x ^ e H .  
Hellinger-Toeplitzi teoreemi põhjal on operaator A enese­
kaasne. 
Teoreem on tõestatud. 
Teoreem. Enesekaasse operaatori A norm avaldub kujul 
II AII = 4up |(A* x)| 
H 4 * 
Toestus. Kui 1| * 11 = \j siis 
l(A*,*)|$ HA*\| || =cII ^ \1 AIIj 
mistõttu 
l(A )| $ II A II. 
Tähistame yu. = |(Aacy5t)| ja näitame, et || AII < /*. 
Kui A ~ 0 J  siis see võrratus kehtib triviaalselt. Kui 
A ^ 0, siis 
II A II = II A ^  || . 
Moc-KS 4 
A ac^o 
Seepärast eeldame alljärgnevas, et )l *-II ^  Ja A*^0. 
Olgu m = ———. Arvestades, et tänu operaatori A enese-
Q  K  A x  i i  
kaassusele ( A )e |R iga ?eH korral, saame võrdust 
(1) kasutades, et 
«A ^  H = , _A*_ n 
= (a x 
I I  AX11 x  '  I l A x V  ;  x  '  d' 
= R«-(A = ^-((A(x +3),^)-(A(*-^X*-3)). 
Paneme tähele, et kui siis 
l(Aa,i)| = |(A »*»\ (2)  
kusjuures see võrratus kehtib triviaalselt ka "Z.-0 kor­
ral. Võrratust (2) ning rööpküliku võrdust kasutades saame, 
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et 
HA*. II . KACx-^), X.-9M) < 
$ 
-^ -(ll at + ^|S || ^ -^ ll2-)^  ^ (11^ )1%. II g II3-) 4 yuk, 
mistõttu II A II $ yUL . 
Teoreem on tõestatud. 
Järeldus 1. Olgu operaatorid A,B - H—*H lineaarsed. Kui 
on täidetud üks tingimustest: 1) H on kompleksne ruum, 2) 
H on reaalne ruum ning A ja B sümmeetrilised operaato­
rid, siis vordusest 
(AX.,:XL) = (E>:XV X) V 3c 6- V| 
järeldub, et A = B. 
Toestus. Vaatleme lineaarset operaatorit A — B . Kuna 
CC A — B>) x,x) = (AxJx)-(BXyx) = 06 (R VxeH; 
siis juhul 1) on operaator A—B enesekaasne. Ta on seda 
ka juhul 2) kui enesekaassete operaatorite A ja B vahe. 
Seega 
II A ~ B11 = |((a-b) x, x)| = o, 
Il ^ II=1 
mistõttu A — B. 
Järeldus 2. Enesekaasse operaatori A norm avaldub ku­
jul 
HAU - Hv<a .oc. ^  ,  
kus m = Avip (aja kv\ = vw$ (Ax;x). 
II *• H = 1 IL X II - 4 
Toestus. Kuna - wx = - (Ax^x)= 4vxp {-(Axvx)|, siis 
Il x || = 1 tl *- Il = 1 
^ m t — vw^ = ^ (a Xy"X ) > — (a X, x — 
llx||=1 
= l(Ax^x)) = Il All 
»xh=i 
sest |(Ax.,x)| = (A<^) või KAx/x)|s-CAx )^> 
Definitsioon. Lineaarset operaatorit a: h -> h nimeta­
takse mittenegatiivseks, kui (Ax,*)^0 iga xt H korral. 
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Kompleksse ruumi H juhul järeldub operaatori A mit-
tenegatiivsusest tema enesekaassus, sest siis (AX,X)6|R 
iga xeH korral. 
Näide 5. Ortoprojektor on mittenegatiivne enesekaasne 
operaator. 
Järeldus 3. Mittenegatiivse enesekaasse operaatori A 
norm avaldub kujul 
II A II = CA . 
11*11=1 
Põhjenduseks märgime, et tehtud eeldustel 
rw = (Ax^^Oj mistõttu - vw $ O ja vw^ f M^- M. 
II* II=4 
§ 4. Kompaktsete enesekaassete operaatorite 
omaväärtused ja omavektorid 
Olgu X vektorruum üle IK ja A : X -> X lineaarne operaa­
tor. Arvu Xe||< nimetatakse operaatori A omaväärtuseks, 
kui leidub e X , * 0} nii, et A>l=Ax. Elementi oc ni­
metatakse sel juhul operaatori A omaväärtusele X vasta­
vaks omavektoriks ehk omaelemendiks. 
Üldiselt on omaväartuste olemasolu tõestamine ja nende 
leidmine raske ülesanne. Vähemalt teoreetiliselt on see la­
hendatud näiteks maatriksite korral. Nimelt on lineaaral­
gebrast teada, et Vv x w maatriksil A , vaadelduna line­
aarse operaatorina ruumis C^ on kordsusi arvestades 
täpselt K omaväartust: need on karakteristliku võrrandi 
dLeJt (A-A I ) = O juured . Suhteliselt tervikliku pildi oma-
väärtustest saab anda Hilberti ruumis tegutseva kompaktse 
enesekaasse operaatori korral. 
Tähistagu alljärgnevas A Hilberti ruumis H tegutse­
v a t  o p e r a a t o r i t .  K u i  A  < 6  H )  ,  s i i s  ^  x . A  x .  =  X  ~  
— Ker(A-^l) on iga Xtl^ korral kinnine alamruum ruumis 
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H. iahistame seda alamruum! sümboliga H ^. Kui X on 
operaatori A omavaartus, siis nimetatakse alamruum! 
omaväärtusele X vastavaks omaalamruumiks. On selge, et 
omaalamruum koosneb nullelemendist ning kõigist oma­
väärtusele X vastavatest omavektoritest. Muuhulgas võib 
tähele panna, et iga omavektori xe puhul 
kusjuures ]| 11 = ^. Seega võiks A omaväartuse X defi­
neerida ka tingimusega: leidub xeH ^11*11=4, nii, et Ax=. 
= Xx . 
Kui A on kompaktne lineaarne operaator ja X^O, 
siis on ka kompaktne lineaarne operaator ja =• 
= ke r (A-XI)= Ke h (l-mistõttu, nagu nägime Fredhol-
mi teoreemide juures, <A-Cw< Järelikult saab ruumis 
olla ainult lõplik arv lineaarselt sõltumatuid elemen­
te, seega saab seal olla ka üksnes lõplik arv ortonormeeri­
tud elemente. Sellega oleme toestanud 
Lause 1. Kompaktse lineaarse operaatori nullist erine­
vale omaväärtusele vastab ainult lõplik arv ortonormee­
ritud omavektoreid. 
Lause 2. Enesekaasse operaatori kõik omaväärtused on 
reaalsed. 
Toestus. Olgu Ax = Xx; kus II * II = 4 . Kuna enesekaasse 
operaatori A korral aiis X= X(>^3c) = 
- (Xdc, DC) = (~A DC) €• IR . 
Lause 2 järeldusena märgime, et reaalsete elementide­
ga sümmeetrilise maatriksi omaväärtused on reaalsed. 
Lause 3. Enesekaasse operaatori omavektorid, mis vas­
tavad erinevatele omavaartustele, on ortogonaalsed. 
Toestus. Olgu Adc =X=t ja A^=^^.> kus Kuna 
enesekaasse operaatori A korral 
(X-r)(^ )^ = X(x^ )-yM(x^ )= (U^ )-(v^ ) = 
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= A ^ ) = O 
ja X # O, siis Oj ^) = O . 
ülesanne. Olgu x vektorruum ja a: x-*x lineaarne ope­
raator. Naidata, et kui. x1y,..x* on operaatori a paari­
k a u p a  e r i n e v a d  o m a v ä ä r t u s e d  ( s . t .  x  -  ^  x k u i  c  ^  j -  )  j a  
neile vastavad omavektorid, siis x1r..;x^ on 
lineaarselt sõltumatud. 
Lause 4. Kompaktsel enesekaaesel operaatoril saab Iga 
S>0 korral olla vaid lõplik hulk niisuguseid omaväärtust 
x , mis rahuldavad tingimust | x | > <5~. 
Tõestus. Oletame vastuväiteliselt, et kompaktsel enese-
kaassel operaatoril A leiduvad mingi <J>0 korral oma­
väärtused X^ , vv = 4,2.,kus X^^X^,kui Vv ^  ^vi. > nii, et 
IXJxT. Olgu A ac w - X^>l^ kus \l^^H = 1 • Lause 3 tõttu 
kui vv . Kuna jada on tõkestatud ja operaa­
tor A kompaktne, siis saab jadast A^^  eraldada koonduva 
osa jada. Teiselt poolt aga ei saa jada Atx^ ükski osajada 
koonduda, sest iga hv^wx korral 
II Adc^-A*nv W Z~ II X^  -X^ )\ z  = 
— Il X w II -+ II Xw H = X^  + > 2, cj 
Saadud vastuolu lõpetab lause tõestuse. 
Lause 5. Kompaktse enesekaasse operaatori kõigi oma-
väärtuste hulk on ülimalt loenduv. 
Tõestus. Olgu A0 vaadeldava kompaktse enesekaasse ope­
raatori kõigi nullist erinevate omaväärtuste hulk. Lause 4 
põhjal cn hulgad A^ = [X^A 0 : | X | > ~ ,w = lõplikud 
(nende seas võib olla ka tühjasid hulkasid). Kuna ilmselt 
A = U siis A 0  on ülimalt loenduv hulk. Seega kõigi 
K =1 ' 
omaväärtuste hulk, mis võib lisaks hulgale A <, sisaldada 
veel arvu O, on samuti ülimalt loenduv. 
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Järgmisest tulemusest selgub, et kompaktse enesekaas­
se operaatori koigi omaväärtuste hulk, mis on ülimalt loen­
duv, ei ole tühi. 
Teoreem. Kompaktsel enesekaassel operaatoril A leidub 
n i i s u g u n e  o m a v ä ä r t u s  X ,  e t  ( X |  =  H A H  .  
Toestus. Me võime eeldada, et sest kui A = O, 
siis X = 0 on selle operaatori omaväärtus ning |X| = |IA|( = 
= O. 
Eespool nägime, et || A || = w\<i.:<rMkus M = (A^ 
II ^  11=4 
ja Vvx = Cvx*(A. Tähistame 
11*11=4 r k 
^ __ 1 M j kui M ^  , 
L tw , kui M < - wx. 
Siis || A || = | X| > 0. Jääb näidata, et X on operaatori A 
omaväärtus , s.t. leida ac ^  0 nii, et A x — X = O. 
Supreemumi voi infiimumi mõiste kohaselt leidub jada 
nii, et H*-w.H=4 ja (A Näitame kõigepealt, et 
A — X —* O . (1) 
Kuna X, (A siis 
II A - Xac^ II3, = || A II3-2. X (A3e^ txw)-«-1|X < 
* II A IIx II xwll1- UlAx^x^+x11| ||l= 
= X - 2.X (A + xx 
Xx — z x2" -+ x2" — o} 
mistõttu tingimus (1) kehtib. Jada oc^ tõkestatus ja ope­
raatori A kompaktsus lubavad eraldada koonduva osajada 
ADC^ weNZ, NZc:N. Tingimuse (1) kohaselt koondub aga siis ka 
jada X:x*,w €N', seega ka jada A. K/'. Olgu x-
= 2.Cwv -x. w. Paneme* tähele, et täpsemalt, || ac || ^  \ 
welsl' 
sest )(x^  1| = >1 iga tv korral. Seejuures koondumise (1) tõttu 
A ae — X x- = A ( x ) — X x vv •= 
v\ e Nz weN' 
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= 2-^ wi A C Wi X _ 
Vx e Nz w e Nz 
= ^Cv^y (A -X ^ - XxÄ)=o, 
w <=N/Z v 
Teoreem on tõestatud. 
Järeldus 1. Kompaktsel enesekaassel nullist erineval 
operaatoril leidub vähemalt üks nullist erinev omaväärtus. 
Märgime, et kui X on operaatori A €r ^(X^X) (kus X 
on normeeritud ruum) omaväärtus ja Ax = siis 
\X| II ~ll = Il X ae- Il =11A 3t)|< || Al| ||ac )| ehk |XI<HA|J. 
Järelikult saame teoreemist, et || A II on kompaktse ene­
sekaasse operaatori A omaväärtuste absoluutväärtuste seas 
kõige suurem arv, s.t. kehtib 
Järeldus 2. Olgu A kompaktse enesekaasse operaatori 
A kõigi omaväärtuste hulk. Siis II A l| vw<x-3c. j |X| :'Xe A^. 
5 5. Hilbert-Schmidti teoreem 
Üheks olulisemaks tulemuseks Hilberti ruumides tegutse­
vate operaatorite teoorias on alljärgnev 
Teoreem (Hilbert-Schmidtl teoreem). Kompaktsel enese­
kaassel operaatoril A^O Hilberti ruumis H leidub üli­
malt loenduv ortonormeeritud omavektorite süsteem 
txL^ _L Ker A, nii, et iga sceH esitub kujul 
* = ker A. (1) 
Kui seejuures iga v< korral X^ on omavaartus, millele 
vastab omavektor 30 ^  siis 
A dc = 
kusjuures loenduva süsteemi puhul X^—*0. 
'Toes tus. Olgu A0 operaatori A kõigi nullist erine­
v a t e  o m a v ä ä r t u s t e  h u l k .  M e  t e a m e ,  e t  A j a  A 0  o n  
ülimalt loenduv, s.t. A 0või A0 = |. 
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Me teame ka, et k<=JUWI iga vc korral. Olgu 
ruumi Hyu . ortonormeerltud baas (tema saamiseks 
piisab rakendada Gram-Schmid tl ortogonaliseerimlsprotses­
si suvalisele baasile). Tähistame p... ,  ^
ruumi i~lyu.x ortonormeerltud baasi. Nii jätkates jõuame oma-
vektorlte süsteemini mis on lõplik või loenduv ole­
nevalt sellest, kas A0 on lõplik või loend uv hulk. Kuna 
erinevatele omaväärtustele vastavad omavektorid on ortogo-
naalsed , siis JL , kui Järelikult on 
ortonormeerltud süsteem. Seejuures kfer A, sest kui 
u. e ker A,vi*o, siis A u. = 0 u. s. t. uu on omaväärtusele 
O vastav omavektor, ning ja u- on ortogonaalsed kui 
erinevatele omaväärtustele vastavad omavektorid. 
Vaatleme ruumi L = Kuna L on Hilberti ruumi 
H kinnine alamruum, siis on ta ka ise Hilberti ruum, kus­
juures (^we.) on ruumis L täielik ortonormeerltud süs­
teem. Olgu 3c<=rH suvaline element. Teoreem projektsiooni­
dest väidab, et leidub ühene lahutus 
^  +  L ^ e L ± -
Element ^eL on esitatav lõpliku summana või Fourier' rea­
na kujul 
•j = 2; C >j, 
Seejuures 
C ^ , 
sest >v)=0 siaalduvuste L1" ja ac^eL tõttu.Võr-
duse (1) tõestamiseks jääb näida ta veel, et £ e Ke r A, s. t. 
A^ = 0. Kuna -a. e L"1", siis piisab toestada, et A|lJu=0. 
Veendume kõigepealt, et A(Li)cL1. Selleks paneme tä­
hele, et A(L)c L , kuna mistahes ^ = 21 dl^^L korral Asj= 
- 2T l A x =2rdL^ (kus on omaväartus, millele 
vastab :*-*). Kui nüüd u, e L- , siis (As«j)=(w,A^O 
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iga eL korral, a.t. Au.e L1, 
Vaatleme operaatorit A | ^ tegutsevana Hilberti ruumie 
L±. On selge, et operaatori A enesekaassuse ja kompakt­
suse tõttu ka operaator A j on samade omadustega. Kui 
A j x ei oleks nulloperaator, siis leiduksid X^O ja 
u, *0 j u. eL1, nii, et u =Xu. ehk A u- = >u^ mistõttu 
XeA0. Järelikult X = f^K mingi < korral ning ueHyu^dL. 
Seega U.J.U. ehk Li—O. Saadud vastuolu tõestab, et 
A IL- = °-
Olgu xk omaväärtus, millele vastab omavektor 3cw> s.t. 
Axk = ^ä iga vc korral. (Omaväärtuste süsteemi (X*} 
täpne kirjeldus on järgmine: X1 = ... - X^ = yM-1, Xni+1 =... = 
= Xys.-+n.z=f*z see kirjeldus pole teoreemi tõestuse 
jaoks oluline.) Rakendades võrduse (1) mõlemale poolele ope­
raatorit Ap saame kohe võrduse (2). 
Kui süsteem 0*-*) on loend uv, siis tema ortonorme eri tü­
se tõttu 0. Operaatori A kompaktsus annab seega 
koondumise Kuid siis |XK \ = || XK xK IMIA^tho^s. t. 
x< —* o . 
Teoreem on tõestatud. 
Rakendame Hilbert-Schmidti teoreemi operaatorvõrrandi 
lahendi valemi tuletamisel. Vaatleme teist liiki operaator­
võrr andi t 
a t
= ^ A x  +  ^  ( 3 )  
kus O on arvuline parameeter ja Ai= O on kompaktne 
enesekaasne operaator Hilberti ruumis H. Alljärgnevas teo­
reemis tähistab (^c) Hilbert-Schmidti teoreemiga antud 
omavektorite ortonormeerltud süsteemi, X* omaväärtust.mil­
lele vastab omavektor ^ ning A Q operaatori A kõigi 
nullist erinevate omaväärtuste hulka. 
Teoreem. Võrrand (3) on lahenduv iga vabaliikme u & H 
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korral parajasti aiia, kui : XeA0^ . Kui võrrand (3) 
on lahenduv iga vabaliikme <-jeH korral, aiia tema lahend 
on ühene ja avaldub kujul 
^  = * « - > - * •  ( 4 )  
TSeatua. Fredholmi alternatiivi kohaselt eaineb kaka 
teineteiat valiatavat võimalust: 
1) võrrand (3) on lahenduv iga vabaliikme H korral, 
kusjuures sel juhul on lahend ka ühene; 
2) võrrandil x=^.Ax on olemas mittetriviaalne lahend. 
Kuna võimalus 2) on samaväärne sellega, et leidub 
x.^ o nii, et A ac = s. t. e A0 ehk ^ 6 : Xe 
siis teoreemi esimene väide on põhjendatud. On põhjendatud 
ka lahendi uhesus eeldusel, et võrrand (3) on lahenduv iga 
korral. Vaatleme sel juhul võrrandi (3) lahendit 
Tingimuse (2) tõttu kehtib võrdus 
mille Skalaarsel korrutamisel omavektoriga näeme, et 
iga ^ korral 
" I '  H  xj ci c :  x a  c A +  
ehk 
c- = -lüli . 
' H X'T 
Asetades leitud kordajad võrdusesse (5), saamegi valemi (4). 
Teoreem on tõestatud. 
Ülesanne 1. Olgu : Xe Aj^ ning I = : yu<_ X*= 
Tõestada, et võrrand (3) on lahenduv parajasti siis, kui 
O iga korral. Naidata, et kui see tingimus 
on täidetud, siis võrrandi (3) kõik lahendid avalduvad ku­
jul 
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kus o<K 6 lk on suvalised arvud. 
Kui Hilbert-Schmidti teoreemis loobuda operaatori A 
enesekaassusest, siis kehtib selle teoreemiga analoogiline 
Teoreem (Schmldti lahutus)*. Olgu M^ ja H Hilberti 
ruumid ning lineaarne operaator, kusjuures 
A^O. Kui operaator A on kompaktne, siis leiduvad ortonor­
meerltud süsteemid ja arvud 
nii, et 
Vvcel, (6) 
iga esitub kujul (1) ning iga xe H, korral 
aac = E: **, <^=o>^vc). ( 7 )  
1C&I 0 
Kui seejuures hulk I on loenduv, siis ^^->0. 
Arvusid nimetatakse operaatori A singulaarseteks 
arvudeks ehk A -arvudeks. 
Ülesanne 2*. Toestada ülalsSnastatud teoreem järgmise 
Skeemi alusel. 
1) Näidata, et A*A on kompaktne enesekaasne operaator 
ja Ker A*A - Ker A, ning esituse (1) saamiseks rakendada 
operaatorile A*A Hilbert-Schmidti teoreemi. 
2) Näidata, et operaatori A*A omaväärtused XK (mil­
lele vastavad omavektorid *^5 on positiivsed. 
3) Olgu Näidata, et (^«) 
on ortonormeerltud süsteem, ning kehtib lahu­
tus (7). 
Ülesanne 3*"- Jareldada tingimusest (6), et 
* k l  K e r A ,  - L  K e r A  1  ^ 
järeldada lahutusest (7), et iga ^ e Hx korral 
A*<^  = Z_ cL^   > c8.^  = (*,*0 > 
viimasele lahutusele tuginedes toestada, et iga ^ e esi­
tub kujul 
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^ ^ =(^;^))^eKer A*. 
§6 . Kaas operaator, sümmeetrilised ja enesekaas-
sed operaatorid 
Eespool (IV ptk., § 12) tutvusime Banachi ruumides tegut­
sevate tõkestamata lineaarsete operaatoritega. Erilisel ko­
hal nende hulgas olid kinnised operaatorid, millele laiene­
sid mitmed tõkestatud operaatorite puhul kehtivad olulised 
tulemused. Järgnevas vaatleme tõkestamata operaatoreid, mis 
tegutsevad Hilberti ruumis. 
Kuna Hilberti ruum on loomulikul viisil isomorfne oma 
kaasruumiga, siis Hilberti ruumis tegutseva lineaarse ope­
raatori kaasoperaator on defineeritav samas ruumis tegutse­
va operaatorina. 
Olgu käesolevas paragrahvis H Hilberti ruum ja A •- D->H, 
0 a H , lineaarne operaator, kusjuures D = H . 
Definitsioon. Olgu 
D(A*) = {«äeH i 3-aeH , (Ax,^) = (x:,ü) VxeD]. 
Opez*aatori A kaas operaatoriks nimetatakse operaatorit 
A*: D(A*)->H^ , mis elemendile  ^e D(A*) seab vastavusse nii­
suguse elemendi ~i & H mille korral 
D . 
Kaasoperaatori A* definitsioon on korrektne, sest kui 
(AX,^) = (x^)= (x j %') iga SCFED korral, siis (Ü-V)_L D . 
Kuna D = H j siis "2. - "3. = O ehk "2 = ~2/. 
Definitsioonist on selge, et operaatorid A ja A* on 
seotud võrdusega 
V = C « D ,  V ^ e  D( A " ) .  ( 1 )  
Pole raske vahetult kontrollida, et A* on lineaarne 
operaator. 
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ülesanne. Näidata, et kui defineerida operaatori A-D-*H, 
DC H, kaae operaator A': D(A')-» H*, D(Az) H *, nagu 
Banachi ruumides tegutseva tõkestamata operaatori kaasope­
raator, siis A*= T^Akue on kanooniline iso­
morfism. 
Vaatleme otsekdrrutist 
H * H ={<^, 
Võib vahetult kontrollida, et HXH on Hilberti ruum ska­
laarkorrutisega 
Kasutame kõrvuti operaatori A graafikuga G»(A) = 
r{(x/x>: 3ceD}cHxH ka tema pöördgraafikut G~XA)= 
= [< A H x H . 
Lemma. Kehtivad võrdused G (A*)=(G X-A))Ja G~XA*)= 
= (GC-A))X. 
Toestus. Olgu e H x H . Siis 
<^> € (G"\-A))x o<^,a>-LG-X-A)<S. 
4* <(- A x,ac)> _L < ^, ^> V xe D <£> 
^(~Ax^)+(*^)sO VxeD<^> 
& (A^y 3) = O, a) VxeD, 
mis on samaväärne sellega, et ^ e D (A*) Ja A*^ = , s. t. 
e (A*). Esimene võrdus on tõestatud. Teise võr­
duse näitamiseks paneme tähele, et kõik ülaltoodud ekviva­
lentsed tingimused on samaväärsed ka tingimustega 
e£T1(X) ja <xrAx)l<^xt& ehk <*, JL Q (-A). 
Lemma on tõestatud. 
Kuna ortogonaalne täiend on kinnine hulk, siis kehtib 
Järeldus. Kaasoperaator A* on kinnine. 
ülesanne. Toestada kaas operaatori A* kinnisus, kasu­
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tades kaasoperaatori A'D(AZ)-^ H ^  D(A/)<2Hi", kinnisust. 
Järeldus lubab tuletada Hellinger-Toeplitzi teoreemi 
kinnise graafiku teoreemist, sest kui lineaarne operaator 
A: H rahuldab võrdust 
CAx,^ ) =0,A>3), 
siis A = A, miatõttu A on kinnine ning järelikult 
H). 
Kui D(A*)=}-|^ siis saab defineerida teise kaasoperaa-
tori A**^ (A*)*. 
Teoreem. Võrdus D(A>)=H kehtib parajasti siis, kui 
operaatoril A leidub kinnine laiend. Kui see tingimus on 
taidetud, siis A** kujutab endast operaatori A vahimat 
kinnist laiendit. 
Tõestus. Eeldame algul, et D (A*) = H . Siis saab defi­
neerida operaatori A*^ määramispiirkonnaga 
Et tingimuse (1) tõttu 
x )  =  A x )  V  ^  6  D ( A * )  f  V x t  D  
siis DC D(A**), kusjuures iga xe D korral A*1*. = A-x . 
Seega on A** operaatori A kinnine laiend. 
Eeldame nüüd, et operaatoril A leidub kinnine laiend. 
Oletame vastuväiteliselt, et D(A>)/ H. Siis leidub ž ^ O 
nii, et "ž _L D(A*). Vastuolu saamiseks näitame, et <(0, 2,)>e 
e G(A). Kuna G(Ä) = ((G(Ä))-L)-L= ((G, (A))^ ja lemma põh­
jal (G (A))J-= G"1(-A*)> siis G(A) = a*))X- Kuid 
<0/ž>1Cm(-A*), sest <O, e>_L<- A^, iga ^ e D(A*)= 
= D(rA*) korral. 
Veendume lõpuks, et A^* ühtib operaatori A vähima 
kinnise laiendiga. Kuna G (Ä) = G(A) — A*))1 Ja lemma 
tõttu ka G (A**) -(GT*(- A*)) -LJ siis G(A**) = G(A) ehk 
A** = Ä. 
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Teoreem on tõestatud. 
Järeldus. Kui A on kinnine, siis D(A*) = H ja 
= A. 
Ülesanne. Toestada, et Ker A*= (iw, A)"^ ning kui A 
on kinnine, siis Ker A = A*)-1-. 
Kui operaatoril A on pöördoperaator A 1: R —) H , kus 
R - Ivvx A , siis 
G (A ') - A R"^ = [<A^=c> : X 6  D^ = G-1(A). 
Seega vSrduse (TV)""^ A tõttu <5~'>(A~'1) = G(A) . 
Teoreem. Kui operaatoril A on olemas pöördoperaator 
A-1: R-» H ning R = H; siis eksisteerib ka (A*}~ ^ ning 
(A*)-= (A-1)". 
Toestus, Märgime kõigepealt, et kuna R = H , siis on 
olemas (A~1)*. Näitame, et A* on injektiivne. Kui 
Ä^=0, siis võrdusest (1) järeldub, et (A^^,^) = 0 iga D 
korral ehk ^-L R . Kuna aga R = H, siis ^ = O . Operaatori 
Ä* injektiivsuse tõttu eksisteerib (A*-)-1. Operaatorid 
(A~1)* ja ( A*)-1 on võrdsed, sest lemma tõttu 
G ((A-y) = (G-X-A-1))-1- = (G (- a))-L = 
= G""CA'') = G(CA*j-'). 
Teoreem on tõestatud. 
Kui lineaarne operaator on operaatori 
A laiend, s.t. DZ ja A :*- = E>x ehk, teisiti väl­
jendudes , G (A) C (3 (B>) , siis kirjutame ka /\c B. 
Lause. Kui A C B siis B^CA*. 
Toes tus . Kaasoperaatori maaramispiirkonna definitsioo­
nist on selge, et D(B*) c D(A*). Olgu ^ ^ 0(6*) ja 
Kuna 
Vxe D' =  (>,:&) V x e D# 
^  ( A * ; ^ )  =  ( x y l )  V x  6 r  D  =  ^ 2 .  ^  
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aiia = 
Lause on tõestatud. 
Definitsioon. Operaatorit A nimetatakse sümmeetrili­
seks, kui 
O, A^) D. 
Kaasoperaatori definitsiooni arvestades saame järgmise 
Lause. Operaator A on sümmeetriline parajasti siis, 
kui A CA*. 
Lause. Kui operaator A on sümmeetriline, siis D(A*) = 
= H ja operaator A** on sümmeetriline. 
Tõestus. Kuna Dc DCA*) ja'D=H, siis D(A*)= H. 
Seega operaator A** eksisteerib. Eespool nägime, et 
Ac A** mistõttu D(A**)=H. Järelikult eksisteerib ka 
A*** = (A**)*. Et AcA", siis A**C A* ja seega 
CA*** mis tähendabki operaatori A** sümmeetrilisust. 
Järeldus. Igal sümmeetrilisel operaatoril A on olemas 
vähim kinnine sümmeetriline laiend A>* 
Lause. Kui sümmeetrilise operaatori A puhul R = H, 
siis on olemas pöördoperaator A_1: R-> H ning A~1 on süm­
meetriline. 
Toestus. Näitame, et A on injektiivne. Kui A x=Oj 
siis (A Xy ^ ) = (*,A^)=0 iga D korral, mistõttu atJLR. 
Et R = H, aiia dc = O. Operaatori A injektiivsuse tõttu 
eksisteerib A 1: R -> H. Kuna 
C,(A)cG(A*)^ ^ (A)cGH(A^)^ 
<£> G(A-1)cq(A^j 
ja (A*)~1= (A-')*, aiis G(A-,)cQ((A-,y) ehk 
A-1c(A"1)>, mis tähendabki A"™1 sümmeetrilisust. 
Teoreem. Sümmeetriline operaator A on tõkestatud pa­
rajasti siis, kui D(A*)= H. 
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Toestus. Olgu sümmeetriline operaator A tõkestatud. 
Näitame, et D (A*) = H . Vaatleme suvalist elementi ^ H . 
Kuna D = H, siis leidub jada Dc D(/C)nii, et 'r®nu 
operaatori A tõkestatusele on jada A^,w fundamentaalne, 
mistõttu eksisteerib £c*v>. A v^ = '2- Kuna iga x€ D korral 
(A^,^)= (A-x,^) = t:w.(xyA^K)=^vi), siia ^D(A*) 
ning võrdus D(A*)-H on sellega tõestatud. 
Olgu D(A*)= H, Kuna A* on kinnine, siis kinnise 
graafiku teoreemi põhjal Seega ka 
iP(W,W). Et Ac A** siis A on tõkestatud. 
Teoreem on tõestatud. 
Definitsioon. Operaatorit A nimetatakse enesekaasseks, 
k u i  A * ^ A .  
Niisiis võib öelda, et A on enesekaasne parajasti 
siis, kui A on sümmeetriline (s.o. AcA*)  ja D(A*)cr D. 
Muuhulgas on siit selge, et tervel ruumil määratud operaa­
tori puhul on sümmeetrilisus ja enesekaassus samavaärsed 
mõisted. 
Kuna iga kaasoperaator on kinnine, siis kehtib 
Lause. Enesekaasne operaator on kinnine. 
Eelmisest teoreemist tuleneb vahetu 
Järeldus. Enesekaasne operaator on tõkestatud parajasti 
siis, kui ta on määratud tervel ruumil. 
Teoreem. Olgu operaatoril A olemas pöördoperaator 
A-1-. R->H, kusjuures R = H . Operaator A on enesekaasne 
parajasti siis, kui A 1 on enesekaasne. 
Tõestuseks on järgmine samaväärsuste ahel 
Q(A) = G(A*)<£> CV\A) =G-TA*)^> 
= Q((AT) <$> G (A^ ) = G((A-1)") . 
Järeldus. Kui sümmeetrilise operaatori A puhul R = 
= 
^ siis A on enesekaasne ja tal on olemas tõkestatud 
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pöördoperaator A-*. 
Toestus. Eespool nägime, et tehtud eeldustel eksisteerib 
pöördoperaator A S H H} mis on ka sümmeetriline. Operaa-
t°r A olles sümmeetriline ja tervel ruumil määratud, on 
enesekaasne ning ka tõkestatud. Operaatori A 1 enesekaassus 
toob endaga kaasa operaatori A enesekaassuse. 
Alljärgnevate näidete tarvis meenutame, et funktsioon oc. 
on absoluutselt pidev loigus *=3 parajasti siis, kui ta 
on esitatav määramata integraalina, s.t. leidub "2. & L.,0*^ *0 
"b 
nii, et ^c(-t)= :>c(a.)+S -beOsM. Absoluutselt pi­
dev funktsioon oc on diferentseeruv peaaegu kõikjal lõigus 
[•»-, <=] ning tema tuletis rx^e L,,(q.v *>) ja ühtib funktsioo­
niga "2 peaaegu kõikjal lõigus C"3-, M , s.t. . 
Näide 1, kus ühele diferentsiaaloperaatorile A leitak­
se kaasoperaator A* Vaatleme kompleksset ruumi 
H = L4) . Olgu D kõigi lõigul [a.^ ^  absoluutselt pide­
vate funktsioonide hulk, mille puhul oc/e- ^)- Kuna po­
lünoomid on absoluutselt pidevad ja moodustavad kõikjal ti­
heda hulga ruumis H ; siis D = H . Vaatleme diferentsiaal-
operaatorit A : D H . Ax = ix'xt D. On selge, et 1 w\ A = H 
z "t J 
aest iga "2 € H puhul 2. = > kus dc (» = $ . 
Kui dc m e D siis ositi integreerimise abil saame 
4 
( A - Wdc(V) ^(-b)A-t = 
= v [*-(<>)^(t)- *C+) : 
Vordusest (2) on selge, et D0 D ; ^(^3= ^ (**)~ O \ C D(A^ 
ja = ^ ^  Näitame, et tegelikult D(A*)=D0. 
Olgu DCA*) ning A Siis 
(Ax^)= HT) cU Vxe D (3) 
~ t, ' 
millest dc(*)->1 korral järeldub, et ^ dU = C ehk 
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t t 
^ = O . Olgu u-(tr) = S ^GO ', aÜ8 u,e, D , u-C*3-) = 
- u_(fc) = O, s.t. uep0j ning u/= "2. . Integreerides osi­
ti võrduse (3) paremat poolt, saame 
k  L  
C A ^ \ DC (t) 2 ("fc) d-t =r ^ Dc(_-fc)v- Z(>) cli = 
t 
~ - S *00 (*) = (A * Cu_} Vxe D; 
millest võrduse Iv>*A = H tõttu järeldub, et ^tCu. = 0. 
Et u. e D0y siis ka ^ - - Oa fe D0 • 
Niisiis oleme tõestanud, et D(A*)= Do - Võrdus (2) lu­
bab kaasoperaatorit A* kirjeldada järgmiselt: 
A> • °o -» H , A~^ = C^ ^eDo. 
Järgmise näite tarvis tähistame A0=A* 
Näide 2, millest selgub, et A*=A ehk A *= A. Vaat­
leme lineaarset operaatorit A 0 : Do-^H, Ao *. = £*.' xe Dar 
= D : -x(o.)— :x(t>)=o^. Punktsionaalruumide teoorias tões­
tatakse, et põhifunktsioonide hulk 3*>) on kõikjal tihe 
ruumis Kuna aga fc) <c aiig DQ = H . Mär­
gime , et iga 2 e H korral leiduvad xfcDa ja ce€ nii, 
/ / "» A <0 
et 2 = dc -t- c (võib võtta näiteks C = ^  &(V)dU ja :x (V) = 
= J - C ). Seega leiduvad iga 2 «= H korral ka 
scfcD0 ja c 6 C nii, et 2 - A 0^ - -t- c.. Järelikult võib öel­
da, et H = Iwx A -+• C . 
Kui x:e D0 ja M e D7 siis võrduse (2) põhjal 
z t (A 0 ^ ) = S *Gt) C ^O) oli: (2 1 ) 
Siit on selge, et D C D(A*) ja A<T ^  = A^ , ^6 D . 
Näitame, et D(A*)cD. Olgu ^ e D(A*) ja A*^ =2.. 
Siis 
fc 
(*A a dc ^  ^ ~ \ d<l (-t) e. (+) oli Vxe Dc . (3' ) 
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H -fc 
Tähistades u.(-t) = S ja pannes tähele, et icfcD, 
saame võrduse (31) paremat poolt ositi integreerides ning 
tingimusi x(<a.)=r x  (t)=o kasutades, et 
, <= 
 ^ > ^  = S *0^ ) v. /(\) <£k - (Aq XJ-Cu) v^ce D 0  . 
Valime xeD 0  ja ceC nii, et ^ + =A „^*-+C-. Arvestades, 
et võrduse (2') tõttu (A0x ;c) = 0 ;  saame 0 = (Ao:x, ^  •+ C 
= (A0>: yA0x)-i-(A ex>e}=(Ä0x vAox) ehk Aox = 0 ning seega 
^xC-Cvt.. Kuna ueD, siis ka 
Niisiis oleme tõestanud, et D(ÄT)=D ja A* = A . 
Näidete 1 ja 2 põhjal võime öelda, et operaatorid A0  
ja A on kinnised, sest nad on teineteise kaasoperaatorid. 
Kuna A0C A =A0  ja A^Ao — A*, siis A0  0 B  sümmeetriline^ 
A aga mitte, kusjuures kumbki neist pole enesekaasne.Ope­
raatorid Ao ja A on tõkestamata, sest nende tõkestatuse 
korral peaksid A0  ja A määramispiirkonnad olema kinni­
sed (kuna need operaatorid on kinnised) ja seega ühtima 
ruumiga H > mis on võimatu. 
Põhjus, miks A0  ja A pole enesekaassed, seisneb sel­
les, et operaatori AQ  mäaramispiirkond on liiga kitsas, 
operaatori A määramispiirkond aga liiga lai. Operaatori 
A0  laiendamiseks (või A ahendamiseks) enesekaassuseni on 
vaja leida rajatingimused, mis tagaksid operaatori ja tema 
kaasoperaatori määramispiirkondade kokkulangevuse. 
Näide 3 enesekaassete operaatorite süsteemist }  
|  o< |  - 4 , mille puhul A0c A =<cA . Olgu = [* e- D» : x (*>) = 
= =<x.(<a.)^, kus =<eC on selline, et Defineerime 
operaatori A<< - D*-»H võrdusega Ao (x= ix ;  xe 0^ . 
On selge, et D.CD^CD, mistõttu A^A^cA ja 
D^=H. Kui aü8  Ivv A^=H y  sest iga ifeH korral 
leidub ^ceD^ nii, et 2 = ae' (võib võtta näiteks dc(4)= 
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= ^ -t — S Kui °< = Aj aiia A 0a A^ ja 
a_ o<-^ ci 
Iw» A0 +C — H tõttu Xvv, = H . (Märgime , et Iw* AA 4 H, 
seat vottea näiteks "2.(-t)f=r C ^  -fe ~<x-) > pole raske veenduda, et 
^4 Iwx A< ). 
Paneme tähele, et 
* (* 5 - {) ac(») ^0,)=0 V^eD*, (4) 
sest c< °< = | «* |Z-4 . Seeparast saame võrdus es t (2) 
(A* *,3) = A=< <3) Vx^eD^, (5) 
mis tähendab, et operaator on sümmeetriline. Tema ene-
sekaassuse näitamiseks veendume, et D(A^) c t)^ • 
Olgu ^ e D(A^) ja A^=^. Siis 
ta 
(A«< x, ^  ) = S *(-t) -a=(-t) ^ Vx e- D< . (3") 
Vaatleme algul juhtu, kus << ^ 4 . Tähistades <m(-fc) = 
- C 2,(4 \JU .+ -A_^0>*^ ja Pannea tähele, et u 6 D* , saa-
me võrduse (3") paremat poolt ositi integreerides ning tin­
gimust (4) arvestades, et 
<= 
(Ao, ^ ) = ^ *(t) u/OOcii - (A^ x;-^) V*e j 
millest võrduse Ttw A^~ H tõttu järeldub, et ^ -t- ü u, = O. Et 
u- e ty* , siis ka ^ - -üu.6 . 
Olgu lõpuks =. 4 . Valides u. nii nagu näites 1, saa­
me sealset arutlust korrates, et u. €- D0 ja 
( An )  ~( Ai ~ C v x) V x t Dv 
Valime oceja ceC nii, et ^-t-i,u = Arvesta­
des , et võrduse (5) põhjal (A, x;c) = 0, näeme nagu näites 
2, et ij = c-ia. Kuna u e D0, siis ^ e D,, . 
Operaatorite A^ enesekaassus on tõestatud. 
Operaatorid A«* kujutavad endast sümmeetrilise operaa­
tori A0 enesekaasseid laiendeid. Vastukaaluks sellele mär­
gime, et on olemas näiteid mitteenesekaassetest kinnistest 
288 
sümmeetria, lg test operaatoritest, mida ei saa laiendada ene-
sekaasseks. 
u 
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