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ABSTRACT
Registration between an fMRI volume and a T1-weighted vol-
ume is challenging, since fMRI volumes contain geometric
distortions. Here we present preliminary results showing that
3D CycleGAN can be used to synthesize fMRI volumes from
T1-weighted volumes, and vice versa, which can facilitate
registration.
1. INTRODUCTION
Preprocessing of fMRI data is a difficult task, due to head
motion and geometric distortions. For example, to perform
registration between anatomical (T1) space and fMRI space
is difficult due to the contrast difference. The fact that fMRI
volumes contain geometric distortions further complicates the
registration, since these distortions are normally not present
in the anatomical volumes. It is also difficult to evaluate how
good a T1-fMRI registration is, mainly due to the distortions,
and thereby it is also difficult to compare different fMRI soft-
wares. If it would be possible to synthesize an fMRI volume
from a T1-weighted volume, the two volumes would be per-
fectly registered and can thereby be used as ground truth for
evaluating registration algorithms. If the synthetic fMRI im-
age does not contain distortions, it can be used for distortion
correction through non-linear registration [1].
Generative adversarial networks (GANs) [2] can today
produce very realistic synthetic images [3]. GANs use adver-
sarial training, where a generator creates an image from noise
and a discriminator classifies each image as synthetic or real.
During the training, the generator becomes better at generat-
ing realistic images, and the discriminator becomes better at
discriminating images as synthetic or real. GANs can broadly
be divided into noise-to-image GANs [2, 3], which produce
an image from a noise vector, and image-to-image GANs,
which produce an image from another image (image to image
translation) [4, 5]. In medical imaging, GANs have already
been used for a number of applications, such as segmentation,
synthesis, registration, reconstruction and detection [6]. For
image to image translation, CycleGAN [5] is one of the most
popular choices. It has previously been used to generate T2-
weighted images from T1-weighted images [7], and to gener-
ate diffusion MRI scalar maps from T1-weighted images [1],
but we are not aware of any application of CycleGAN for T1
- fMRI translation.
In this work, we evaluate if CycleGAN can be used to syn-
thesize realistic fMRI volumes from T1-weighted volumes.
Compared to our previous work [7, 1, 8] which used a 2D
CycleGAN, we here use a 3D CycleGAN to take advantage
of the 3D correlations present in the data.
2. THEORY
2.1. CycleGAN
CycleGAN [5] can be trained using two unpaired groups of
images or volumes, to translate data between domain A and
domain B (e.g. T1 and fMRI). CycleGAN consists of four
main components, two generators (GA2B , GB2A) and two
discriminators (DA and DB). The two generators generate
domain A/B images based on domain B/A images. The two
discriminators discriminate each image as synthetic or real.
The unsupervised training is regularized by the cycle consis-
tency
GB2A(GA2B(IA)) ≈ IA, (1)
GA2B(GB2A(IB)) ≈ IB , (2)
where IA and IB are two images from domain A and B.
2.2. 2D vs 3D
CycleGAN was initially proposed for 2D images, but condi-
tional GANs have also been applied in 3D. Nie et al. [9] used a
3D conditional GAN to synthesize CT from MR, and worked
on subvolumes of 32 x 32 x 32 voxels. Na¨ppi et al. [10] used
3D CycleGAN for virtual bowel cleansing in CT colonogra-
phy, and worked on volumes of 96 x 96 x 96 voxels. Yu et
al. [11] used a 3D conditional GAN to synthesize FLAIR im-
ages from T1-weighted images, to improve brain tumour seg-
mentation. The conditional GAN processed volumes of size
240 x 240 x 155 voxels using subvolumes of 128 x 128 x 128
voxels.
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For 3D volumes there are several different options. The
most straight forward approach is to train a 2D CycleGAN
and then apply it to every slice in a volume. Such an approach
will not take advantage of the available 3D information, and
can lead to discontinuities between the slices. Training a 3D
CycleGAN can be more computationally demanding, since
a (non-separable) 3D convolution involves more calculations
compared to a 2D convolution. Another challenge of a 3D
CycleGAN is the memory consumption, since training a Cy-
cleGAN involves training four convolutional neural networks
(CNNs) at the same time (two generators and two discrimi-
nators), and many filter responses need to be stored for every
layer of each CNN.
Training in 3D can be performed with full size volumes
(e.g. 128 x 128 x 128 or 256 x 256 x 256 voxels), or with
subvolumes (e.g. 32 x 32 x 32 voxels). Using full size vol-
umes means that only a single training example is available
for each subject, and to fit several hundred filter responses in
GPU memory can be difficult for large volumes. Using sub-
volumes can lead to a large number of training examples for
each subject (it is possible to extract a 32 x 32 x 32 subvol-
ume from a 128 x 128 x 128 volume in many different ways),
and the memory consumption is also substantially reduced.
The drawback of using subvolumes is that it becomes more
difficult to use the 3D CycleGAN to transform a volume, and
there may be discontinuities between the transformed subvol-
umes. Since it in our case is possible to use a minibatch of 2
for volumes of 76 x 88 x 60 voxels we focused on the full size
approach.
3. DATA
We used fMRI and T1-weighted volumes from the 1000 func-
tional connectomes project [12], and focused on the Beijing
and Cambridge datasets since they consist of data from 198
subjects each. For Beijing, the T1 volumes have a varying
size and voxel size of 1.3 x 1.0 x 1.0 mm3, while the fMRI
data have a size of 64 x 64 x 33 voxels and a voxel size of
3.125 x 3.125 x 3.6 mm3. For Cambridge, the T1 volumes
have a varying size and a voxel size of 1.2 x 1.2 x 1.2 mm3,
while the fMRI data have a size of 72 x 72 x 47 voxels and a
voxel size of 3 x 3 x 3 mm3. We trained the network with 160
subjects, and used the remaining 38 subjects for testing.
4. METHODS
CycleGAN can be trained using unpaired (and unregistered)
images, but we registered the fMRI and T1 data to the MNI
152 brain template to facilitate training and evaluation. We
first used the epi reg script in FSL, which uses boundary
based registration [13] for fMRI to T1 registration. We then
used flirt in FSL [14] to linearly register all T1 volumes to the
MNI 152 template, and finally combined the transformations
to transform the fMRI data to MNI space. To reduce training
time and memory consumption, we cropped the MNI 152 2
mm brain template from 91 x 109 x 91 to 76 x 88 x 60 voxels.
Processing scripts are available on Github1.
We based our 3D CycleGAN on the 2D Keras implemen-
tation provided in [7]. We replaced all 2D convolutions with
3D convolutions, and reduced the number of residual layers
from 9 to 5, as recommended for smaller images [5]. The ar-
chitecture for the generator is given in Table 1, and the archi-
tecture for the discriminator is given in Table 2. The volume
size for the patchGAN, which classifies each patch (subvol-
ume) as real or synthetic, was reduced from 70 x 70 x 70 to
46 x 46 x 46, since our volumes are rather small compared
to the images in the original CycleGAN paper [5]. Training
the 3D CycleGAN for 400 epochs, using a minibatch size of
2 volumes, took 24 hours on an Nvidia RTX 2080 Ti graphics
card with 11 GB of memory.
5. RESULTS
Figures 1 - 4 show results for Beijing data, and Figures 5
- 8 show results for Cambridge data. For slices in the upper
part of the brain the fMRI-T1 transformation is not so difficult
(mainly a change in contrast), while a rather non-liner trans-
formation must be learned for slices in the lower part of the
brain (due to severe distortions).
6. CONCLUSION
We have demonstrated that 3D CycleGAN can be used to
synthesize fMRI images from T1-weighted images, and vice
versa. We have here focused on transforming a full volume in
a single step, rather than working on subvolumes, but in future
work we will make a comparison between the two solutions.
We will also investigate if using traditional data augmentation
(e.g. applying random rotations or smooth non-linear defor-
mations) can be used to increase the number of training vol-
umes, to further improve performance. Using graphics hard-
ware with more memory (e.g. an Nvidia DGX station with
128 GB of graphics memory) will make it possible to work
on larger volumes, or to train a more advanced network.
In future work we will also investigate the performance of
T1-fMRI registration for different fMRI softwares, by gener-
ating a synthetic fMRI volume from the T1-weighted volume,
and then apply different transformations that should be found
by the registration algorithms.
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Fig. 1. fMRI to T1 image translation results for 5 test subjects, for Beijing data. First row: real fMRI images, second row: real
T1 images, third row: synthetic T1 images.
Fig. 2. T1 to fMRI image translation results for 5 test subjects, for Beijing data. First row: real T1 images, second row: real
fMRI images, third row: synthetic fMRI images.
Fig. 3. fMRI to T1 image translation results for 5 test subjects, for Beijing data. First row: real fMRI images, second row: real
T1 images, third row: synthetic T1 images.
Fig. 4. T1 to fMRI image translation results for 5 test subjects, for Beijing data. First row: real T1 images, second row: real
fMRI images, third row: synthetic fMRI images.
Fig. 5. fMRI to T1 image translation results for 5 test subjects, for Cambridge data. First row: real fMRI images, second row:
real T1 images, third row: synthetic T1 images.
Fig. 6. T1 to fMRI image translation results for 5 test subjects, for Cambridge data. First row: real T1 images, second row: real
fMRI images, third row: synthetic fMRI images.
Fig. 7. fMRI to T1 image translation results for 5 test subjects, for Cambridge data. First row: real fMRI images, second row:
real T1 images, third row: synthetic T1 images.
Fig. 8. T1 to fMRI image translation results for 5 test subjects, for Cambridge data. First row: real T1 images, second row: real
fMRI images, third row: synthetic fMRI images.
Table 1. Architecture used for the generator in our 3D CycleGAN.
Layer Layer type Number of filters Filter size Stride Activation function
1 3D Convolution 32 7 1 ReLU
2 Downsampling (3D Convolution) 64 3 2 ReLU
3 Downsampling (3D Convolution) 128 3 2 ReLU
4 - 8 Residual (3D Convolution) 128 3 1 None
9 Upsampling (3D Transpose Convolution) 64 3 2 ReLU
10 Upsampling (3D Transpose Convolution) 32 3 2 ReLU
11 3D Convolution 1 7 1 tanh
Table 2. Architecture used for the discriminator in our 3D CycleGAN.
Layer Layer type Number of filters Filter size Stride Activation function
1 3D Convolution 64 4 2 LeakyReLU (0.2)
2 3D Convolution 128 4 2 LeakyReLU (0.2)
3 3D Convolution 256 4 1 LeakyReLU (0.2)
4 3D Convolution 512 4 1 LeakyReLU (0.2)
5 3D Convolution (PatchGAN) 1 4 1 Sigmoid
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