Introduction
In this paper we show that incompressible, nonlinearly viscoelastic layers can undergo self-sustained periodic oscillations when suitable slip-stick frictional forces act on their faces. These forces have exactly the same character as those that arise in discrete mechanical systems having self-sustained oscillations (cf. Andronov, Vitt, and Khaikin (1966, Sec. I.6 ), Stoker (1950, Sec. V.2) , and especially Hassard, Kazarino , and Wan (1981) ). Our results are based on the use of a novel and very general version of the Hopf Bifurcation Theorem of Koch and Antman (1998) needed to handle the analytic di culties presented by our quasilinear evolution problems. The hypotheses on the spectrum supporting this generalization are standard. Our goals are to illuminate the e ects, both mathematical and mechanical, of nonlinear constitutive response of a general form, and to give a thorough treatment of an interesting, well-posed nonlinear problem of solid continuum mechanics. Our problem is akin to those of utter in uid-solid systems, of friction in machine parts and geological systems, and of bowing of violin strings. Deformable solids, like ours, with stick-slip frictional forces acting on their boundaries have been studied by several authors; see Ionescu and Paumier (1994) , and references cited therein.
Much of our e ort is devoted to analyzing the eigenvalue problem for our equations linearized about a uniform shear deformation. Our analysis, which devolves on the use of several elementary tricks, is complemented with some computations. We nd that the trajectories of the eigenvalues in the complex plane as a control parameter is varied can have quite an intricate pattern with interesting physical consequences when the viscosity of the layer is small. See Figure 5 .12.
Typeset by A M S-T E X 1
Formulation of the Governing Equations
We study motions of a viscoelastic layer with one surface xed and the other subjected to a stick-slip frictional force exerted by a belt moving with constant speed c. The frictional force is denoted ?f(s) where s is the speed of the boundary point of the layer relative to that of the belt. The function f is assumed to have the slip-stick form shown in Figure 2 .1. In particular, we require that (i) The restriction of f to (0; 1) is twice continuously di erentiable.
(ii) The restriction of f to (0; 1) has a single positive minimum, at s > 0.
(iii) f 00 (s) > 0 for 0 < s < s , so that f 0 (s) < 0 for 0 < s < s . (iv) f is odd on the real line and is discontinuous at 0.
We can have either f 0 (0) = ?1 or ?1 < f 0 (0) < 0. (Requirement (iv) is made only to simplify the exposition in the next paragraph.)
Figure 2.1. The function f de ning the slip-stick frictional force. The problem we treat is that illustrated in Figure 2 .2, in which the layer consists of the material points f(x; y; z) : 0 x 1g. We consider only motions in the z-direction in which the component of position in the z-direction at time t of the material point (x; y; z) has the form u(x; t). The material plane x = 0 is welded to a rigid plane. The material plane x = 1 is subjected to the frictional force described above, which is exerted on the layer by a belt moving on it with speed c. Thus the force exerted on any point on the boundary x = 0 has the form ?f(u t (1; t) ? c) = f(c ? u t (1; t)). We suppose that the material properties of the layer can vary at most in the x-direction. Let (x) be the mass density at any point with coordinate x. Let (x; t) be the component of the rst Piola-Kirchho shear stress on the plane of x in the z-direction at time t. If there are no applied body forces, then the motion is governed by the following equation and boundary conditions: (x)u tt = x ; (2.3) u(0; t) = 0; (1; t) = f(c ? u t (1; t)): (2.4a,b) We limit our attention here to the case of a material of strain-rate (di erential) type of complexity 1, in which the stress is given by the constitutive equation (2.5) (x; t) =^ (u x (x; t); u xt (x; t); x): We assume that^ is su ciently regular and that there is a positive number such that (2.6a,b)^ a (a; b; x);^ b (a; b; x) 8 a; b; x: The material described by (2.5) is said to be of Mooney-Rivlin type if^ ( ; ; x) is linear. (Here we extend the notion of a Mooney-Rivlin material from elasticity to viscoelasticity. The full three-dimensional constitutive equations for a MooneyRivlin material are nonlinear, but their shear components are linear. ) We assume that each variable appearing in (2.3){(2.5) is dimensionless. (In the absence of this assumption we may suppose that each variable has its usual dimension. Thus the dimension of the function^ giving the stress would have dimensions of force per area. We could then de ne a new dimensionless stress by~ (a; b; x) ^ (a; b; x)=^ a (0; 0; 0). Likewise, since^ b (0; 0; 0)=^ a (0; 0; 0) has the dimension of time, we could de ne a dimensionless timet ^ a (0; 0; 0)=^ b (0; 0; 0)]t. For the linear problems studied in Section 4, we nd it convenient to introduce other dimensionless parameters depending on the control parameter, but the use of such parameters in the nonlinear problem unduly complicates it.) Let (2.7a) = ?f 0 (c):
Property (iii) implies that ?f 0 has an inverse g on (0; s ), so that (2.7a) is equivalent to (2.7b) c = g( ):
3. The Steady State, the Linearization, and Hopf Bifurcation
We rst seek steady-state solutions x 7 ! u 0 (x), which we term trivial. From (2.3){(2.5), (2.7) we obtain (3.1)^ (u 0x (x); 0; x) = f(g( )):
By (2.6),^ ( ; 0; x) has an inverse"( ; x), so that
The linearization of (2.3){(2.5) about this trivial solution is 0 a ( ; x) ^ a ("(f(g( )); x); 0; x); 0 b ( ; x) ^ b ("(f(g( )); x); 0; x): Seeking solutions of (3.4){(3.6) in the form (of a linear combination of the real and imaginary parts of) (3.8) v(x; t) = w(x)e t ;
we obtain the eigenvalue problem For any xed , a (complex) value for which (3.9){(3.11) has a nontrivial (complex) C 2 solution w is called an eigenvalue of this problem and such a nontrivial solution is called a corresponding eigenfunction. An eigenvalue is simple if it is geometrically simple and algebraically simple. The geometric multiplicity of an eigenvalue is the dimension of the space of its eigenfunctions. An eigenvalue is geometrically simple if it has geometric multiplicity 1. The space of solutions to (3.9), (3.10) is one-dimensional because (3.10) and the prescription of w x (0) determine the solution to (3.9) uniquely. Hence all eigenvalues are geometrically simple.
Below we give two alternative characterizations of algebraic simplicity, and show that each leads to the criterion that an eigenvalue is algebraically simple if there is no solution y of (3.14) when w is an eigenfunction of (3.9){(3.11), It can readily be shown that solutions of the problem adjoint to (3.9){(3.11) are complex conjugates of solutions of (3.9){(3.11). Thus when this problem can be explicitly solved, the nonexistence of y can readily be demonstrated by an application of the Alternative Theorem to (3.12){(3.14). (Cf. Section 6.) Remarks on multiplicity of eigenvalues. (i) The characterization of the algebraic multiplicity of eigenvalues for a general eigenvalue problem L( )u = 0 in which the eigenvalue parameter appears nonlinearly is typically far more complicated than that for problems in which the parameter appears a nely. In the latter case, the algebraic multiplicity can be expressed in terms of the null spaces of powers of the L( ). Problem (3.9){(3.11) depends nonlinearly on , but by the simply device of setting w = z, we obtain the following equivalent problem for the pair (w; z) in which appears a nely: Let u denote the pair (w; z). Let n be the smallest non-negative integer n for which dim fu : (M ?~ I) n u = 0g = dim fu : (M ?~ I) n+1 u = 0g. Since appears a nely in (3.15) and does not appear in (3.16), the algebraic multiplicity of~ is dim fu : (M ?~ I) n u = 0g, whereas the geometric multiplicity is dim fu : (M ?~ I)u = 0g. (Here it is understood that u is in the domain of M.) An eigenvalue~ is algebraically simple if it has algebraic multiplicity 1. For problems of the form (3.15), (3.16) (and, more generally, for problems depending di erentiably on the eigenvalue parameter), an algebraically simple eigenvalue is geometrically simple. In particular, an eigenvaluẽ of (3.15), (3.16) is simple if there is no function pair u such that (M?~ I) 2 u = 0, (M?~ I)u 6 = 0. Let us set v = (M ?~ I)u and observe that (M ?~ I) 2 u = 0 is equivalent to (M ?~ I)v = 0. Thus, an eigenvalue~ of (3.15), (3.16) is simple if for any corresponding eigenvector v of (3.15), (3.16) there is no solution u of (M ?~ I)u = v. This condition is equivalent to that given in (3.12){(3.14).
(ii) By using the theory of ordinary di erential equations, we can directly obtain a natural justi cation for (3.12){(3.14), which does not rely on the special dependence of (3.9){(3.11) on , which supported method (i): Let ( ; ) be the unique solution of (3.9), (3.10) and the additional initial condition (3.17) 0 a ( ; 0) + 0 b ( ; 0)]w x (0) = 1: Then ( ;~ ) is a solution of the boundary-value problem (3.9){(3.11), i.e., is an eigenfunction, and~ is its corresponding eigenvalue if and only if~ satis es the characteristic equation corresponding to (3.11). Since~ has geometric multiplicity 1, its algebraic multiplicity is exactly the multiplicity of the root~ of (3.18a). In particular,~ is algebraically multiple if The theory of ordinary di erential equations tells us that , which appears in (3.18b,c), is the solution of the equation obtained by regarding w as depending on and di erentiating (3.9), (3.10), (3.17) with respect to . In particular, is a solution y of (3.12) when w is replaced with ( ; ). It follows that (3.18b) is equivalent to (3.14) with w replaced with ( ;~ ) and y replaced with ( ;~ ). (Thus (3.14) may be obtained by regarding w as depending on and by di erentiating (3.11) with respect to .) The characterization of the simplicity of~ as the nonexistence of a solution y of (3.12){(3.14) is equivalent to the incompatibility of (3.18a,b). Thus an eigenvalue~ , necessarily satisfying (3.18a), is algebraically simple if (3.18c) holds. These considerations arise naturally in our use of perturbation methods in Section 6. (iii) We could characterize simplicity of eigenvalues as the absence of resonant solutions of (3.4){(3.6). Such a characterization is quite natural in studies of stability like ours (cf. Koch and Antman (1998) ).
Let us now turn to the nonlinear problem(2.3){(2.5), the well-posedness of which is demonstrated by Koch and Antman (1998) . To study time-periodic solutions of this problem we employ 3.19. Hopf Bifurcation Theorem. Let^ 2 C k+3 (R 2 0; l]) for k 3 and let (2.6) hold. Let f 2 C k+4 (0; 1). Let 0 0. Let 0 be a simple nonzero eigenvalue of (3.9){(3.11) for = 0 with 0 lying on the imaginary axis. Then there is an interval ( ? ; + ) containing 0 and a unique function ( ? ; + ) 3 7 !^ ( ) such that^ ( 0 ) = 0 and^ ( ) is an isolated simple eigenvalue of (3.9){(3.11) for each 2 ( ? ; + ). Moreover,^ 2 C k ( ? ; + ).
Suppose that (i) If there is an integer n such that n 0 is an eigenvalue of (3.9){(3.11), then n = 1. (This is the weak non-resonance condition).
(ii) Re^ 0 ( 0 ) 6 = 0. (This is the transversality condition).
Then there is an interval 0; " 0 ) and C k maps Moreover, every small solution of (2.3){(2.5) having period close to T(0) is given by a time shift ofû( ; ; ").
There is a solution to (3.4){(3.6) of the form Suppose that (i) is replaced with the strong non-resonance condition: (iii) If there is a real number r such that r 0 is an eigenvalue of (3.9){(3.11), then r = 1. Let (ii) and (iii) hold. Then every small periodic solution of (2.3){(2.5) is given by a time shift ofû( ; ; "). If the trivial solution is stable for > 0 and if^ 00 (0) > 0 (i.e., if the bifurcation is supercritical), thenû( ; ; ") is unstable. If the trivial solution is stable for > 0 and if^ 00 (0) < 0 (i.e., if the bifurcation is subcritical), thenû( ; ; ") is stable. The remaining two cases are analogous.
The regularity hypotheses in this theorem can be weakened slightly. This theorem is a specialization of Theorem 3.17 in Koch and Antman (1998) , which is needed to handle the peculiarities of our problem: (i) The complicated form of boundary condition (2.4a) means that we cannot pose our problem conveniently in a linear space, but must instead formulate it in a Banach manifold. (ii) The linearized problem (3.4){(3.6) generates an analytic semigroup, but one that is not compact. (iii) Values of for which 0 a ( ; x) + 0 b ( ; x) can vanish at some x are not eigenvalues, but belong to the spectrum of (3.9){(3.11). (iv) A standard method for proving Hopf bifurcation theorems uses a center-manifold reduction, but such a reduction has not been demonstrated for systems of our form. These sources of di culty for the abstract theory (which are discussed in detail in Koch and Antman (1998) ) are likewise sources of technical di culties for our speci c problem, which are exacerbated by the arbitrariness of the constitutive function^ . For versions of the Hopf Bifurcation Theorem applicable to simpler partial di erential equations, see Chow and Hale (1982) , Marsden and McCracken (1976) , e.g. Equation (3.24) is not explicitly stated by Koch and Antman; it is an immediate consequence of their (7.13), their discussion following their (7.22), and the orthogonality of v and v t given by (3.23).
In the next section, we study (2.3){(2.5) for homogeneous materials, i.e., materials for which neither nor^ depends on x. For such materials, we can exploit explicit information on the spectrum to obtain reasonable restrictions on the constitutive functions^ and f that ensure that the hypotheses of the Hopf Bifurcation Theorem are met. In particular, we study the e ect of these constitutive functions on the disposition of the eigenvalues and the non-resonance condition in Section 4, on the transversality condition in Section 5, and on the question of stability in Section 6.
Our fundamental material parameters for homogeneous materials are
If we interpret our variables as having dimensions and accordingly replace the unit thickness of the layer with length l, then we would divide the right-hand side of (3.25a) by l to obtain a dimensionless parameter. It is interesting to note that an essential ingredient in Dafermos's (1969) nonlinear analysis of the existence of solutions to initial-boundary-value problems for (2.3), (2.5) is a constitutive bound on^ b = p^ a , which is the nonlinear analog of . Note also that if our variables have their natural dimensions, then 1=r, which would have the dimension of time, could be regarded as a relaxation time. If we scale time so that r = 1, then reduces to the reciprocal of the Reynolds number. In their re nement of Dafermos (1969) , Antman and Seidman (1996) use a constitutive bound on^ b =^ a , which is the nonlinear analog of 1=r.
We introduce (3.27) ( ) p 0 a ( ) :
We assume that if is unbounded, then ( ) ! 1 as ! 1. This means that 0 a has subquadratic growth for large (an assumption that is quite reasonable). Of course, is invertible if the right-hand side of (3.27) is a strictly increasing function of (which is certainly true for a Mooney-Rivlin material), and this condition immediately implies that 0 a is subquadratic for large .
The Problem for the Homogeneous Body. Disposition of the Eigenvalues
Seeking solutions of (3.4){(3.6) for a homogeneous material in the form (of a linear combination of the real and imaginary parts of) (4.1) v(x; t) = w(x)e t with = r( ) we obtain the eigenvalue problem ( ) 2 (1 + )w xx = 2 w; 0 < x < 1; (4.2) w ( (Since all eigenfunctions corresponding to an eigenvalue , i.e., to a solution of (4.6), must have the form (4.5), all eigenvalues are geometrically simple, as we observed in the remark following (3.14).) Note that = ?1 is not an eigenvalue of (4.2){(4.4) for any ( ) 2 ?1; 1] and that = 0 is not an eigenvalueof (4.2){(4.4) for any ( ) 2 (?1; 1). As we shall see, however, = 0 has some of the character of an eigenvalue in the limiting case that j ( )j ! 1 with ( ) ! const.
Note that if is invertible, as for Mooney-Rivlin materials, then we can set = ( ) and regard as depending on . We now discuss the algebraic simplicity of eigenvalues when is such that the eigenvalues lie on the imaginary axis. Let h( ; ) be the di erence between the left-and right-hand sides of the complex equation (4.6b), so that it can be written as h( ; ) = 0. Note that h( ; ) is an analytic function of the complex variable = + i away from a branch cut associated with the square root. Let ( ; ) = ( 0 ; i 0 ) be a solution pair of (4.6). From our de nition (3.18) of simplicity of eigenvalues, we obtain the natural characterization that for = 0 , the eigenvalue i 0 is simple if h ( 0 ; i 0 ) 6 = 0. In this case, since h( ; ) is twice continuously di erentiable, the Implicit-Function Theorem implies that solutions 7 ! ( ) of (4.6) with ( ; ( )) near ( 0 ; i 0 ) locally lie on a C 2 curve through this point.
We now prove that h ( 0 ; i 0 ) 6 = 0 for any solution pair ( 0 ; i 0 ) of (4.6b) by nding out where h vanishes at any solution pair of (4.6b). By setting thederivative of (4.6b) equal to 0, we obtain (4.7) 2 + 1 + exp 2 ( )
We replace the exponential in (4.7) with that from (4.6b) and manipulate the resulting expression to obtain (4.8) (2 + ) 2 ? (1 + )( + 2 + ) = 0; so that (4.9) 2(1 + ) = 2 ? ? 1 p ( 2 ? ? 1) 2 + 4 2 ; and these values of are real. Thus for a solution of (4.6), h ( 0 ; ) 6 = 0 unless is real, so that only real eigenvalues can be multiple. (To prove simplicity by applying the Alternative Theorem to the specialization of (3.12){(3.14) is a simple matter because the null space of the adjoint homogeneous operator is just the complex conjugate of (4.5). But this approach does not immediately support our use of the Implicit-Function Theorem to show that solutions 7 ! ( ) of (4.6) with ( ; ( )) near ( 0 ; i 0 ) locally lie on a C 2 curve through this point.)
Let us set Observe that it does not matter which branch of p 1 + we take and that if satis es (4.6a), then so does its complex conjugate . Thus we may limit our attention to the case 0 and 0. Let For each given , (4.14) is an implicit equation for a family of curves in the ( ; )-plane. A graph of this family, which is particularly useful in the study of Mooney-Rivlin materials, is plotted in Figure 5 .12. For any ( ; ; ) satisfying (4.14), equation (4.15) gives the corresponding . It follows from (4.15) that those points ( ; ) for which j j = 1 satisfy (4.14).
The solutions of (4.6), which is equivalent to (4.12) and to (4.14), (4.15), regarded as functions of de ne a family of curve-like sets in the complex -plane parametrized by . We want to determine the disposition of the nonzero roots of (4.6) and how they depend on , and in particular, how they cross the imaginary axis of the -plane as varies.
Eigenvalues on the imaginary axis. Before facing the full complications of tracing the trajectories of the eigenvalues as functions of (and thereby dealing with the dependence of the constitutive functions and on ), it is rst convenient to determine for xed the number of crossings of the imaginary axis by eigenvalues and then later determine the 's at which they do. Thus, we nd the number of intersections with the imaginary axis of the curves in -space de ned by (4.14). Let us accordingly set = 0 in (4.10b), (4.14), (4.15). From (4.10b) we obtain (4.16) 2 = 2 (1 + 2 ); 2 = : Representations (4.19b, c) are obtained from (4.19a) by the use of (4.18). Note that for small, the right-hand side of (4.18) behaves like 3 whereas the left-hand side behaves like . Note that (4.19b) implies that 0. We use (4.19) to nd in terms of solutions of (4.18). When is bounded above, however, we encounter the di culty that the solutions of (4.18) are subject to the unilateral constraint that the right-hand side of (4.18) respect the upper bound on . For the time being, we assume that is unbounded above; later we show how to use results found in this case to treat the case that is bounded above.
By sketching the left-and right-hand sides of (4.18) for di erent values of in light of their behavior for small , we readily nd that (i) Equation (4.18) has at least one solution for each value of > 0.
(ii) Equation (4.18) has an odd number of solutions counted algebraically.
(iii) Equation (4.18) has exactly one solution for su ciently large.
(iv) Equation (4.18) has multiple solutions for su ciently small. (v) The critical value of above which the solutions are unique is crit = 0.1375. Statement (v) is obtained from computer plots of (4.18).
It is useful to get some bounds on the solutions of (4.18). Clearly the smallest solution of this equation is less than the solution 1 ( ) of 2Q( ; ) = . Let us set 1 ( ) 1 ( ). Then In the (nonuniform) limit as ! 0, (4.25) reduces to sin 4 = 0. Thus we conclude that as ! 0, the solutions of (4.18) satisfy = ! j 4 , j = 1; 2; : : :. The Implicit-Function Theorem enables us to nd solutions of (4.25) in terms of for ( ; ) near (0; j 4 ) by a perturbation series, which we do not pause to exhibit. We thus nd that Since there is only one solution of (4.18) for large, it must satisfy (4.22), whence 2Q < . Consequently, (4.27c) implies that ! 1 as ! 1. Note that (4.28), regarded as an equation for solution pairs (Q; ) in 0; 2 ] 0; 1], admits the trivial solution Q = 0 for all and that for = 1, (4.28) has the unique solution Q = 0. We now prove that a unique nontrivial branch of solutions of (4.28) bifurcates from (Q; ) = (0; 1). (Even though we have not shown that ! 1 as ! 1, the uniqueness of solutions of (4.18) for large ensures that such solutions must lie on this branch.) We can use bifurcation theory (or singularity theory) to study (4.28), which involves real-analytic functions, in a neighborhood of (Q; ) = (0; 1). This theory, just a fancy version of the Implicit Function Theorem, justi es the study of the equation by a perturbation method, in which we seek a nontrivial branch of solutions in the form
where " is a small parameter and the coe cients Q k ; k are to be found. We substitute (4.29) into (4.28), di erentiate the resulting equation repeatedly with respect to ", and then set " = 0 to obtain a sequence of equations for these coe cients.
For nontrivial solutions, we nd that 1 = 0, 2 = ? 4 3 Q 1 2 , which corresponds to a pitchfork bifurcation from (Q; ) = (0; 1) of a locally unique nontrivial branch into the region f(Q; as ! 1:
Thus if is bounded above, then (4.32b) is violated for su ciently large, so that (4.18) cannot have a solution for su ciently large. Thus, in this case, there can be no Hopf bifurcation, and, as we shall see in the next section, the eigenvalues stay in the left half plane as is varied. In physical terms, the viscous friction dominates the energy supplied through the boundary, causing motions to be damped out.
These results do not tell us the critical values of for which the eigenvalues are on the imaginary axis, and thus do not give us direct information about the nonresonance condition. It is easy to nd these critical values: For each , (4.18) has a family of solutions, which we denote by f~ ( )g. For each~ ( ) in this family, there is a unique given by (4.19), which we denote by~ ( ). Now is a unique function of with values ( ). Then (4.19) gives the desired equation for the critical corresponding to~ ( ): (4.33) 2 ( ) = 2~ ( ( )) 1 + 2~ ( ( )) 2 ] sin 2Q(~ ( ( )); ( )) ( ( )) sin 2 Q(~ ( ( )); ( )) + sinh 2 P(~ ( ( )); ( ))] :
For each~ ( ), there is a di erent version of (4.33). Even when (4.18) has unique solutions~ ( ), equation (4.33) could still have multiple solutions for . (Below we show that this fact causes no di culty). It is not di cult to contrive su cient conditions for which (4.33) has at most one solution. E.g., in a Mooney-Rivlin material, a and b are independent of , so that is also. Then the reasonable requirement that 00 ( ) < 0 gives uniqueness of a critical . If 0 is not bounded above, then there always exists a unique solution.
Now suppose that we have a for which (4.33) has a solution, i.e., a critical value of , unique or not. We then compute ( ). If it is large enough, then~ ( ( )) is unique, so that the imaginary part of at which it crosses the imaginary axis is uniquely given by (4.16): In view of the discussion centered on (4.7){(4.9), and are C 2 functions for near 0 . We want to determine when 0 ( 0 ) 6 = 0. We substitute ( ) into (4.6b), di erentiate the resulting expression with respect to , replace the exponential with (4.6b), and rearrange the resulting expression to obtain ( 0 )), which appears in the rst bracketed expression, is positive. The rst bracketed expression, however, has no obvious sign, and we have no physical doctrine for restricting the sign of the coe cient 0 ( 0 ) of the second bracketed expression. Indeed, 0 ( ) involves the second derivatives^ aa ( ( ); 0),^ ab ( ( ); 0). By varying^ a su cient amount, we can therefore give 0 ( 0 ) any sign we wish. Generically this sign is not zero, in which case the transversality condition holds, and Hopf bifurcation occurs.
The arbitrariness of 0 ( 0 ) is slightly misleading: It says that given an eigenvalue i ( 0 ), there is no general rule giving a sign to 0 ( 0 ); it varies according to the material. On the other hand, if 7 ! ( ) is given (for a given material) and if this curve have several transversal intersections with the imaginary axis, then the signs of 0 switch at each crossing.
The most illuminating information on the crossings is obtained by studying the full trajectories of the eigenvalues as functions of as increases over its range. The behavior of these trajectories when has an upper bound can be read o from the behavior when is unbounded, so we treat the latter. Below we get a detailed picture of these trajectories for Mooney-Rivlin materials. Here we content ourselves with determining the crude but very useful disposition of eigenvalues for = 0 and = 1. For = 0 (so that ( ) = 0), equation (4.6a) implies that either = ?1, which is not an eigenvalue, or that the cosine term vanishes, from which it follows that the eigenvalues have the form ; n = (2n + 1) 2 (0); n = 0; 1; 2; : : ::
Note that Re n (0) < 0 and that n (0) is real if and only if n 2. Therefore, all except a nite number of these eigenvalues are real; there are complex eigenvalues for = 0 if and only if (0) < 4= . The real eigenvalues are each ?1. Since all complex eigenvalues must lie on the curves de ned by (4.14), the same is true of the complex eigenvalues of the form (5.3a).
As is increased to 1, at least some of these eigenvalues migrate across the imaginary axis. If is large, there is a single crossing, transversally from left to right. There is a more complicated crossing pattern for small , which we shall shortly determine.
In the limiting case that = 1 (and (1) = 1), we nd that the sine term in (4.6a) must vanish, so that the corresponding solutions are the limiting cases of the eigenvalues: ; n = n (1); n = 1; 2; : : ::
For n 1, these values all have negative real parts, with those that are real being ?1.
Thus all the eigenvalues start in the left half plane for = 0, there are an odd number of crossings of the imaginary axis (by statement (ii) of Section 4), and yet for = 1 all the eigenvalues are again in the left half plane. As we shall soon see, the eigenvalue trajectories for Mooney-Rivlin materials are consonant with these ndings: As increases from 0 to 1, the leading eigenvalues 0 cross the imaginary axis from left to right, join on the positive real axis, and then immediately split, with one eigenvalue moving out to 1 on this axis, and the other moving to the origin on this axis. Any other eigenvalues that cross the imaginary axis from left to right subsequently recross it from right to left and thereafter remain in the left half plane.
To get some insight into the physical basis for the sign of 0 ( 0 ) and into the nature of the eigenvalue trajectories we now consider Mooney-Rivlin materials. Since 0 = 0 and 0 > 0, it follows that 0 ( 0 ) has the same sign as Let us rst study (5.4) when is large. We substitute (4.31) into (5.6), and nd that its left-hand side is of order Q ?1 whereas its right-hand side is of order Q ?5 as Q ! 0. Thus we conclude that if 0 = 0 and if is large, then 0 ( 0 ) is positive.
From Section 4, we know that there is exactly one eigenvalue on the imaginary axis in this case.
When is small, the substitution of (4.26) into (5.4) shows that m > 0 for j odd, and that m < 0 for j even. Thus we conclude that if 0 = 0 and if is small, then there is a complicated crossing pattern, which we illustrate below.
Note that these results for Mooney-Rivlin materials immediately extend to materials for which 0 0. These results are in complete accord with Statements (i){(iv) of Section 4. The positivity of 0 ( 0 ), which holds for large , is consistent with what is found for the discrete problem; see Hassard et al. (1981) . It says that as c decreases from the value at which f 0 = 0, eigenvalues cross the imaginary axis from left to right. Now we study the eigenvalue trajectories for Mooney-Rivlin materials. For this purpose it is illuminating to allow to range over the whole real line, rather than merely over 0; 1), which is the interval of physical interest. We rst treat real solutions of (4.6) or of (4.14). Now = 0 if and only if = 0. Recall that = ?1 is not an eigenvalue, so we are not concerned with the solution = 0 = of (4.14). In Figure 5 .8 we illustrate the intersection of the left-and right-hand sides of (5.7).
Figure 5.8. The left-and right-hand sides of (5.7). The actual graph of the right-hand side of (5.7) is that for = 8=5 , = 1=4, in which case j = 1.
First we study the case that (5.9a) 2j 2 < 2 < (2j + 1) 2 where j is a non-negative integer. The obvious limiting case of Figure 5 .8 when & ?1 implies that (5.7) for = ?1 has solutions (5.9b) q n (?1) = (2n + 2) 2 ; n j:
Corresponding to each such q n (?1) are two positive values of given by the second equation of (5.7), which in turn yield the limits of eigenvalues As soon as increases above ?1, the solutions of (5.7) bifurcate into a pair of solutions q n ( ) to each of which corresponds a real eigenvalue. For each xed n j, as increases from ?1 to 0, the q n ( ) strictly decrease to the obvious (nonuniform) limits (5.9d) q n (0) = (2n + 1) 2 ; n j; at which they coalesce. Corresponding to each such q n (0) are two real eigenvalues n (0), which are found by the process yielding (5.9c) and are given by the real expressions of (5.3a). Observe that (5.9d) are also the solutions of (5.7) in the limiting case when approaches 0 from above. As soon exceeds 0, the solutions (5.9d) of (5.7) again bifurcate into a pair of solutions q n ( ) to each of which corresponds a real eigenvalue. For n j + 1, as increases from 0 to 1, the q n ( ) each decrease to (5.9e) q n (1) = 2n 2 ; n j + 1:
(Note that q n (?1) = q n+1 (1).) Corresponding to each such q n (1) are two real eigenvalues n (1), which are given by the real expressions of (5.3b). For n = j, as begins its ascent to 1, the solution (5.9d) of (5.7) also bifurcates into a pair of solutions, but this pair coalesces and is then instantaneously extinguished before reaches 1, i.e., the solution of (4.6) becomes complex. (Extinction occurs when the graph of the right-hand side of (5.7) is tangent to the appropriate branch of tan. The larger solution q + j (f) decreases until extinction, but the smaller solution q + j ( ) undergoes a small increase right before extinction.) When (5.9a) holds, there are no other real solutions of (5.7) besides those we have just described.
Other cases are treated the same way. E.g., if 2 = (2j + 1) 2 , then for = ?1, the solution q j+1 (?1) = (2j + 2) 2 of (5.7) (cf. (5.9b)) bifurcates as soon as exceeds ?1, the resulting two solutions coalesce to the value q j+1 (0) Under mild constitutive restrictions, our treatment of real eigenvalues carries over to constitutive functions more general than those for a Mooney-Rivlin material. > 0g and that bifurcates from the real axis. The curve C( ) has no bifurcation points on it in U. We further show that there can be no other solutions of (4.14) in U. Since (4.15) de nes a unique for each 2 U, we can immediately determine the salient features of the motion of the eigenvalues as goes from 0 to 1: We have shown that there are several eigenvalues + n (0), with negative real parts, on C( ) for = 0. If there is an eigenvalue + j (0) on C( ) lying between + n (0) and the imaginary axis, then the uniqueness of prevents the trajectory 7 ! + n ( ) from ever reaching the imaginary axis as increases. These e ects are illustrated in Figure 5 .12, where we plot the graphs of (4.14) for two small values of . Here the trajectory of + 0 crosses the imaginary axis just once, whereas that for + 1 crosses from the left and then returns. This fact, in consonance with our discussion of the crossing pattern for small , tempts us to suggest a global scenario for small: The crossing of + 0 corresponds to the creation of a Hopf bifurcation of a periodic solution that persists as ! 1, whereas the crossings of + n for n 1 correspond to the creation and extinction of Hopf bifurcations. (We brie y comment on this matter in Section 7.)
It can be illuminating to replace (4.14) with a di erential equation governing the evolution of as a function of with initial data given by (5.3a). Since we are assuming that 0 = 0, we get this di erential equation from (5.1):
This equation holds except where (4.8) is satis ed, i.e., except at the real values of given by (4.9). Observe that if is real, then the right-hand side of (5.13) is real. Therefore the real axis is an invariant set for (5.13). Note that (5.13) admits the constant solution = ?1.
To convert (5.13) to an equivalent autonomous equation, we merely replace on the right-hand side with it expression given by (4.13b) or (4.15). Alternatively, we could write these equations in the Hamiltonian form whereĤ( ; ; ) denotes the di erence between the left-and right-hand sides of (4.14) and where s is any convenient independent variable, e.g., . We know that (5.14) admits the integralĤ = Figure 5 .12a. Plot of (4.14) for = 2=5 together with the evolution of the eigenvalues for a Mooney-Rivlin material. The values of (0) and n (1) are given by (5.3). The arrows show the evolution from = 0 to = 1. The complementary segments correspond to the evolution from = ?1 to = 0. Note that n (?1) = n+1 (1). Figure 5 .12b. Plot of (4.14) for = 2=21 together with the evolution of the eigenvalues for a Mooney-Rivlin material.
const. In constructing appropriate solutions, we just need to take initial conditions for whicĥ H = 0. We shall soon show that the constant solution = ?1 corresponds to the place whereĤ is discontinuous.
For numerical studies of (5.13) in its nonautonomous form, it is feasible to introduce another independent variable s that varies from ?1 to 1 as varies from ?1 to 1 by for ?1 < s < 1. A virtue of (5.15) is that in producing (5.16) it introduces no new singularities into (5.13) while shrinking the in nite domain of the independent variable to ?1;1]. Numerical studies of (5.16a) (which we do not exhibit) agree with Figure 5 .12. As (5.3), (5.9), and Figure   5 .12 show, a trajectory of (5.13) as ranges from ?1 to 1 or a trajectory of (5.16) as s ranges from ?1 to 1 (with suitable initial conditions) merely cover a segment of the graph of Figure 5 .12.
In other words, in addition to the singular points of the vector eld of (5.14), which corresponds to (4.14), there are special parameter values = 1 at which the ow on the graph in Figure 12 has zero speed with respect to . Equation (5.16b) has the special virtue that we can extend our computations from a single segment by taking s values in an interval larger than ?1; 1].
Properties of C( ). We rst show that C( ) is con ned to a bounded region (depending on ) in U. For this purpose we take 6 = 0 6 = . From (4.11b) we nd that (5.17a) sinh 2p 2 2 + 2 2 ? 2 ] 2 + 2 2 ] :
Then (4.14) cannot be satis ed if the right-hand side of (5.17a) exceeds 1, i.e., if (5.17b) (2 ? ) 2 + 2 2 3 ? 3 2 ? 2 2 > 0:
Clearly there is a positive number B, depending only on , such that this inequality holds for B. From (4.10d) it then follows that non-real solutions of (4.14) must lie in the parabolic region Now x = M, so that 2 = 2 (M + 1 + 2 ). Substituting this relation into (4.14), we can make the sinh term dominate the sin term simply by taking M to be su ciently large and positive. Thus there is an M such that non-real solutions of (4.14) must satisfy (5.18b) M:
The singular points ofĤ, which is de ned after (5.14), are points at whicĥ H = 0 =Ĥ .Ĥ( ; ; ) has exactly two singular points on the real axis at = ?1 + 2 where sin 2 + 1 = 2 ? 1 ; Note thatĤ( ; ; ) is analytic away from ( ; ) = (?1; 0). A straightforward computation shows that at the singular points (5.19),Ĥ = 0 =Ĥ , whileĤ 6 = 0. By applying the Local Implicit-Function Theorem to ( ; ) 7 !Ĥ( ; ; )= , or, equivalently, by employing elementary bifurcation theory, we nd that there are neighborhoods of these singular points in which the only solutions of (4.14) with 6 = 0 lie on unique smooth curves bifurcating from the -axis at these singular points. From the viewpoint of bifurcation theory, the eigenvalue parameter is , and the values of given by (5.19) are simple eigenvalues of the linearization of (4.14) about = 0.
Let us now examine the behavior ofĤ near ( ; ) = (?1; 0), where it is discontinuous. This point corresponds via (4.10a) to ( ; ) = (0; 0). We introduce polar coordinates r; by = r cos , = r sin . Then (4.14) reduces to Then there could be no sequence of (r; ) with r 6 = 0 and 6 = 0 going to (0; 0) that satis es (5.20b) because in that limit the left-hand side of (5.20a) would approach 1 and the right-hand side would approach ?1. There could be no sequence of (r; ) with r 6 = 0 and 6 = 2 going to (0; 2 ) that satisfy (5.20b) because in that limit the left-hand side of (5.20b) would be bounded while the right-hand side would approach ?1. (Analogous results hold for approaching other integral multiples of 2 .) There could be no sequence of (r; ) with r 6 = 0 and with bounded away from integral multiples of 2 that satisfy (5.20b) because in that limit the left-hand side of (5.20b) would be bounded while the right-hand side would approach ?1. Thus there can be no non-real solutions of (4.14) near = ?1. This means that ( ; ) = (?1; 0) is not a bifurcation point, and that the only bifurcation points on the -axis are those given by (5.19). In view of the bounds (5.18), the simplicity of (5.19) as eigenvalues of the linearization of (4.14) about = 0, and the failure of ( ; ) = (?1; 0) to be a bifurcation point, we can invoke the Global Bifurcation Theorem of Rabinowitz (1971) to conclude that the bifurcation points given by (5.19) are connected by two branches (connected sets) of non-real solutions of (4.14), which are mirror images of each other. We now show that these branches are in fact curves, the uppermost being denoted by C( ).
Let us set H( ; ; ) sin 2q( ; ; ) ? sinh 2p( ; ; ) so that (4.14) has the form H = 0. The two branches just mentioned are curves devoid of (secondary) bifurcation points if they contain no singular points, i.e., if there are no ( ; ) with 6 = 0 6 = satisfying H = 0, H = 0, H = 0. But in the argument culminating in (4.9), we showed that there are no non-real singular points satisfying H = 0. Thus C( ) is a curve.
To construct a direct proof that there are no ( ; ) with 6 = 0 6 = satisfying H = 0, H = 0, H = 0, we use the identities p = ? q and q = p to write these three equations as Since the determinant of the 3 3 matrix does not vanish, we use Cramer's Rule to obtain (5.21b) cosh 2p = 4 ? 2 2 + 2 2 2 2 + 4 ( 4 ? 2 ) 4 + 2 2 + 2 2 2 2 + 4 ( 4 + 2 ) cos 2q:
Since the right-hand side of (5.21b) is less than 1, this equation has no solutions.
Can there be other non-real solutions of (4.14) besides those lying on C( ) and its mirror image? In view of the result just proved, no such solutions can be singular points. Therefore, by the Local Implicit-Function Theorem, such solutions in U would have to lie on curves of solutions that do not intersect C( ). The bounds (5.18) enable us to invoke continuation results of Leray-Schauder type (cf. Alexander and Yorke (1976) and Rabinowitz (1971) ) that say such solutions lie on closed connected loops. By the same arguments we used to determine the properties of C( ), these loops must be simple closed curves lacking bifurcation points. Were such loops to exist, they would have to enclose singular points, so that there would have to be singular points in the intersection of U with the set de ned by (5.18).
(The converse need not be true: Since the union of C( ) with the segment of theaxis joining its termini is a closed loop, this union itself could surround a singular point. This loop, which is a zero-level set ofĤ, however need not surround a singular point becauseĤ is not continuous on the closure of the inside.) Thus we can prove that there are no other solutions by showing that there are no singular points in the intersection of U with the set de ned by (5.18). We rst prove that there are no isolated solutions for 1 by showing that there are no non-real singular points for 1: We write H = 0 in the form (5.22a) 2 2 q cosh 2p ? sinh 2p = ?2 q cos 2q; replace sinh 2p with p cosh 2 2p ? 1, square both sides of (5.22), isolate the remaining radical on one side of the resulting equation, and square both sides of this form of the equation to get (5.22b) (4 2 2 q 2 ? 1) 2 4 cosh 4 2p + 16 4 2 q 2 2 cosh 2 2p + 16( 2 q 2 cos 2 2q ? 2 2 q 2 ) 2 = (4 2 2 q 2 + 2 ) 2 :
Since cosh 1, the rst two terms on the left-hand side of (5.22b) exceed the right-hand side when > 1, in which case there can be no singular points in U and there can be no isolated solution loops. For = 1 and p 6 = 0, the left-hand side of (5.22b) exceeds the right-hand side. To treat the case = 1, we therefore take p = 0, whence 2 + 2 = 1 and 2 < 1. Then the equations H = 0 = H yield (To see this, note that the left-and right-hand sides of (5.23c) agree at = 0. The slope of the left-hand side is 2 cos 2 which exceeds 2 ? 4 2 , and the slope of the right-hand side is 1 ? 3 2 . Thus the slope of the left-hand side exceeds that of the right-hand side for 2 < 1, which must satisfy.) Therefore there can be no isolated solutions for = 1.
To treat the case that 0 < < 1 we take " to be any number in (0; 1) and let A be a closed circular annulus in the ( ; )-plane centered at ( ; ) = (?1; 0) with the inner radius so small and the outer radius so large that (4.14) has no non-real . Thus for the Mooney-Rivlin material, the only non-real solutions of (4.14) lie on C( ) or its mirror image.
The Local Behavior and Stability of Solutions
We now use perturbation methods, justi ed by the Hopf Bifurcation Theorem, to study how the amplitude and period of the bifurcating solutions to (2.3){(2.5) for homogeneous materials depend on the control parameter .
Let T denote the period of a bifurcating solution, which we seek, so that (2.3){ (2.5) is supplemented by (6.1) u(x; t + T) = u(x; t): This problem in ( ; !; u ] )-space admits the trivial plane of solutions u ] = 0 for all ; !. We seek a branch of nontrivial solutions bifurcating from this plane. The Hopf Bifurcation Theorem 3.19 ensures that such bifurcating solutions near this plane lie on a curve in ( ; !; u ] )-space locally inheriting the smoothness of the constitutive functions. For our present purposes, we assume that~ and f are thrice continuously di erentiable.
Let a bifurcating branch be denoted " 7 ! ( ("); !("); u ] ( ; ; ")) with " = 0 at the trivial plane. Then Taylor's Theorem implies that this branch has the form (6.8) u ] (x; ; ") = 0 + "u 1 (x; ) + 1 2 " 2 u 2 (x; ) + ; (") = 0 + " 1 + 1 2 " 2 2 + ; !(") = ! 0 + "! 1 + 1 2 " 2 ! 2 + where u n (x; ) @ n @" n u ] (x; ; 0), n = 0; 1; 2; : : :, etc. We use the same notation for composite functions of ". Thus 1 = @ @" ( (")) "=0 = 0 ( 0 ) 1 . By (3.22) we know that (6.9) ! 1 = 0 = 1 : We refrain from the illuminating but tedious exercise of carrying out the perturbation process without assuming (6.9); the solvability of the second perturbation delivers (6.9) as a consequence of the simplicity of the eigenvalues satisfying (4.6). Now (6.10) " = 0 " ; "" = 00 ( " ) 2 + 0 "" ; """ = 000 ( " ) 3 + 3 00 " "" + 0 """ :
Since (3.26) implies that 0 = ?r g 0 , equation (6.9) implies that (6.11) 1 = 0; 2 = 0 2 = ? g 0 2 =r ; 3 = 0 3 = ? g 0 3 =r :
To get the equations satis ed by the coe cients in (6.8), we di erentiate (6.4){(6.7) one, two, three, : : : times with respect to " and then set " = 0. Using (6.9) and (6.11), we thus obtain where 0 aa ~ aa ( ( 0 ); 0), etc. In Section 4, we had to determine the spectrum of (4.2){(4.5). For this purpose we represented the solution in complex form in (4.5). The actual solutions, of course, are the real and imaginary parts of the complex solution. We could use the same ideas to solve (6.12), but 2 ; 2 involve products of the real-valued u 1 . Since the real part of the square of a complex function is not the square of the real part of that function, we encounter serious di culties in solely using complex notation. We accordingly combine complex methods with real methods in the treatment of (6.12).
We seek solutions of (6.12) for j = 1 in the form (6.13a)
This representation has the requisite periodicity (6.12d) in . (As we observe below, we gain no more generality by replacing e i in (6.13a) with e ik where k is a nonzero integer.) The real and imaginary parts of (6.13a) are (6.13b,c) u 1 (x; ) = F(x) cos + G(x) sin ; ?u 1 = F(x) sin ? G(x) cos :
(Note that the imaginary part di ers from the real part only in the temporal phase.) The substitution of (6.13a) into (6.12a) shows that (6.14)
(F ? iG) 00 + ! 2
If we apply (6.19) to (6.12) for j = 2 and take v to be each of the functions of (6.18), then we get an identity, which is a consequence of (6.9). Had we not used (6.9), then we would deduce it as a consequence of this compatibility condition and the algebraic simplicity of the eigenvalues. It also follows from (6.9) that (6.12) for j = 2 reduces to a nonhomogeneous linear system in which the nonhomogeneous terms are linear in 0 aa , 0 ab , 0 bb . We now adopt (3.24), which here has the form Condition (6.21) for j = 2 implies that u 2 has no terms proportional to u 1 or u 1 . Thus we readily nd that u 2 has the form (6.22) u 2 (x; ) = P 2 (x) + Q 2 (x) cos 2 + R 2 (x) sin 2 ; where P 2 , Q 2 , R 2 depend linearly on the parameters 0 aa , 0 ab , 0 bb . Hence, u 2 = 0 for Mooney-Rivlin materials. Now we turn to (6.12) for j = 3. The replacement of v in (6.19) with each function of (6.18) gives a pair of real nonhomogeneous linear equations for ! 2 and 2 . Equivalently, the replacement of v(x; ) in (6.19) with F(x)?iG(x)]e ?i gives a complex equation for ! 2 and 2 . This choice for v together with the representation for u 1 as the average of (6.13a) and its complex conjugate simpli es the evaluation of the integrals in (6.18). From these equations we readily determine conditions on the constitutive functions ensuring that ! 2 and 2 have any given signs. Thus, as usual, the dependence of frequency on amplitude, a characteristic feature of a nonlinear oscillator, is determined by the nonlinear material response.
Let us examine the Mooney-Rivlin material, for which (6.19) for j = 3 reduces to A computation shows that determinant of coe cients of the left-hand side of (6.24) with respect to the variables ! 2 ; 2 is not zero when is either large or small. (This determinant is not zero whenever the i! 0 is an eigenvalue at which the imaginary axis is crossed transversally.) Clearly the unique solution of (6.24) is Thus, for the Mooney-Rivlin material, the absence of nonlinearity in the constitutive equations for the layer implies the degenerate result that the frequency is constant to second order; the second-order correction 2 to at the bifurcation point is proportional to f 000 . We accordingly can read o the stability of bifurcating branches from the Hopf Bifurcation Theorem 3.19: Suppose that f 000 (s) < 0 for 0 < s < s , so that 2 > 0. This means that all bifurcations are supercritical. Consequently, at an eigenvalue = i! 0 = i 0 at which there is a transversal crossing from the left to the right half plane, the bifurcating branch is stable, whereas at a transversal crossing from the right to the left half plane, the bifurcating branch is unstable.
Conclusion
Note the crucial role played by the viscosity parameter . When it is large, there is but one eigenvalue pair that crosses the imaginary axis, typically producing a Hopf bifurcation.
Our methods can handle a number of related problems with di erent geometries. For example, we could study a viscoelastic material occupying an annular region, with one of its circular boundaries subject to a stick-slip frictional force. Alternatively, we could study the antiplane motion of of a viscoelastic material occupying the region between two (not necessarily circular) cylinders when one cylinder is xed and the other is subjected to a stick-slip frictional force. Finally, we could treat the problem described by Figure 2 .2, but with a compressible viscoelastic material. For this problem, there are two components of displacement.
We believe that our approach could handle problems in which we lift the requirements that f be convex and that^ ( ; b) be increasing. We would thereby lose the invertibility of two of our constitutive functions, and thereby encounter some technical di culties. We also believe that our methods could handle functions and f that depend on the past history of their arguments. Realistic frictional forces have this character (cf. Dankowicz (1998) , Rice and Ruina (1983), and Ruina (1983) ).
The phenomenon that an eigenvalue can cross the imaginary axis from left to right and then cross back suggests the possibility that a corresponding Hopf bifurcation is created and then extinguished. Such a process is a global, rather than a local phenomenon. The methods of Mallet-Paret and Yorke (1982) for ordinary di erential equations could presumably be extended to our partial di erential equations. This creation and extinction would then be a consequence of these methods provided the bifurcating solution branches satisfy suitable bounds.
