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UNIT GROUPS OF MAXIMAL ORDERS IN TOTALLY
DEFINITE QUATERNION ALGEBRAS OVER REAL
QUADRATIC FIELDS
QUN LI, JIANGWEI XUE, AND CHIA-FU YU
Abstract. We study a form of refined class number formula (resp. type num-
ber formula) for maximal orders in totally definite quaternion algebras over
real quadratic fields, by taking into consideration the automorphism groups
of right ideal classes (resp. unit groups of maximal orders). For each finite
noncyclic group G, we give an explicit formula for the number of conjugacy
classes of maximal orders whose unit groups modulo center are isomorphic to
G, and write down a representative for each conjugacy class. This leads to a
complete recipe (even explicit formulas in special cases) for the refined class
number formula for all finite groups. As an application, we prove the existence
of superspecial abelian surfaces whose endomorphism algebras coincide with
Q(
√
p ) in all positive characteristic p 6≡ 1 (mod 24).
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1. Introduction
Let F be a totally real number field with ring of integers OF , and H be a totally
definite quaternion F -algebra, that is, H ⊗F,σ R is isomorphic to the Hamilton
quaternion R-algebra H for every embedding σ : F →֒ R. Fix a maximal OF -order
O in H . The class number h(O), by definition, is the cardinality of the finite set
Cl(O) of right ideal classes of O. It depends only on H and is also denoted by h(H)
and called the class number of H . The type number t(H) is the cardinality of the
finite set Tp(H) of all H×-conjugacy classes of maximal OF -orders of H .
For any OF -order O in H , the quotient group O⋆ := O×/O×F of the unit group
O× by O×F is finite by [40, Theorem V.1.2] and called the reduced unit group of O.
For a (fractional) right ideal I ⊂ H of O, the reduced automorphism group of I is
defined to be Ol(I)⋆ , where Ol(I) := {x ∈ H | xI ⊆ I} is the left order of I. The
reduced unit group O⋆ can easily be regarded as a finite subgroup of SO3(R) (see
Section 3.1). By the well-known classification of finite subgroups of SO3(R), O⋆ is
isomorphic to either a cyclic group Cn of order n, a dihedral group Dn of order 2n,
or one of the groups A4, S4 and A5 (see [40, Theorem I.3.6]). For each group G in
this list, we define
Cl(O, G) := {[I] ∈ Cl(O) | Ol(I)⋆ ≃ G}, h(H,G) : = |Cl(O, G)|,(1.1)
Tp(H,G) := {JO′K ∈ Tp(H) | O′⋆ ≃ G}, t(H,G) : = |Tp(H,G)|,(1.2)
where [I] denotes the right ideal class of I, and JO′K denotes the H×-conjugacy class
of the maximal order O′. The quantity h(H,G) (resp. t(H,G)) can be regarded
as a refined class number (resp. refined type number) of H . The classical proof of
the independence of h(H) on the choice of the maximal order O can be adapted to
show that the same holds for h(H,G) as well (see [40, Lemma I.4.9(2)]). Indeed,
any two maximal orders O,O′ are linked, that is to say, there exists a full OF -lattice
J ⊂ H such that Ol(J) = O and Or(J) = O′, where Or(J) := {x ∈ H | Jx ⊆ J}.
The map [I] 7→ [IJ ] defines a bijection Cl(O)→ Cl(O′). Since Ol(I) = Ol(IJ) for
each I, it follows from the definition that h(H,G) does not depend on the choice
of O. If H is clear from the context, then we drop it from the notation and write
h(G) and t(G) instead.
The main tool for studying class numbers and type numbers is Eichler’s trace
formula ( [15,29], cf. [40]). This has been used to study various arithmetic problems
concerning totally definite quaternion algebras, including the analogous Gauss prob-
lem and the cancellation property by several people [8, 17, 21, 22, 35, 39]. Brzezin-
ski [8] obtains a complete list of all orders (including non-Gorenstein orders) in
definite quaternion Q-algebras with class number one. Kirschmer and Voight [22]
determine all Eichler OF -orders with class number ≤ 2. Kirschmer and Lorch [21]
determine all Eichler OF -orders with type number ≤ 2.
UNIT GROUPS 3
Vigne´ras [38, Theorem 3.1] gives an explicit formula for h(O) (including Eichler
orders O) when F is a real quadratic field. Explicit formulas for type numbers,
however, are comparably unknown. In [30] Pizer proves a general formula for type
numbers, and uses this to deduce an explicit type number formula for Eichler orders
in an arbitrary definite quaternion Q-algebra [30]. So far there is no known explicit
formula for t(H) in the literature when F is an arbitrary quadratic field. As far
as the authors are aware, the only known cases are due to Kitaoka [23, 1.12 and
3.11] and Ponomarev [31, Theorem part (c), p. 102] when F = Q(
√
p ) with a prime
number p, and H = H∞1,∞2 is the totally definite quaternion F -algebra unramified
at every finite place of F . Under the same hypothesis on H , we prove the following
result for more general totally real fields in [48, Section 3]. The idea of the proof is
sketched in Remark 3.6 for the convenience of the readers.
Proposition 1.1. Let H be a totally definite quaternion algebra over a totally
real number field F of even degree over Q. Assume that H is unramified at all
finite places of F and that h(F ) is odd. Then for any finite group G one has
h(H,G) = h(F )t(H,G). In particular, the equality h(H) = h(F )t(H) holds.
Thanks to Vigne´ras’s explicit formula [38, Theorem 3.1], we obtain an explicit
formula for t(H∞1,∞2) when F has odd class number. For a complete list of
quadratic fields with odd class numbers, see [11, Corollary 18.4]. In particular,
h(Q(
√
p )) is odd for every prime p.
The task of this paper is to determine explicitly the refined class number h(H,G)
for an arbitrary totally definite H over any real quadratic field F . A key step turns
out to be determining explicitly t(H,G) for all finite noncyclic G. Let d ∈ N be the
square-free positive integer such that F = Q(
√
d ), and ε ∈ O×F be the fundamental
unit of F . The cases d ∈ {2, 3, 5} will be treated separately. Suppose that d ≥ 6.
Up to isomorphism, the reduced unit group O⋆ of any OF -order O ⊂ H falls into
the following list as shown in Section 4:
(1.3) G = {C1, C2, C3, C4, C6, D†2, D‡2, D†3, D‡3, D4, D6, A4, S4}.
Recall that Cn denotes the cyclic group of order n, and Dn denotes the dihedral
group of order 2n, so D2 is just the Klein 4-group. The reduced unit groups isomor-
phic to Dn for n = 2, 3 are further distinguished into two different kinds (labeled
by D†n and D
‡
n respectively) according to the reduced norms of certain units (see
Definition 4.3.3). The cases D‡n with n ∈ {2, 3} occur only when NF/Q(ε) = 1 since
the reduced norm of every nonzero element in a totally definite quaternion algebra
is totally positive. For a noncyclic group G in G, we introduce in Definitions 4.3.1
and 4.4.1 the notion of minimal G-orders. Essentially, a minimal G-order is an
OF -order O in H such that O⋆ ≃ G and minimal with respect to inclusion. By
Proposition 4.3.5, a minimal G-order, if exists, is unique up to OF -isomorphism.
Since any maximal OF -order O with O⋆ ⊇ G contains a minimal G-order, the
calculation of t(H,G) reduces to counting and classifying the maximal orders con-
taining a fixed minimal G-order O. Let i(O) be the number of conjugacy classes
of maximal orders containing O.
We summarize our main results as the following two theorems. See Section 5
and Section 6.
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Theorem 1.2. Suppose that d ≥ 6. We have
t(D6) =
{
1 if H ≃ (−1,−3F ) and 3ε ∈ F×2;
0 otherwise;
(1.4)
t(S4) = t(D4) =
{
1 if H ≃ (−1,−1F ) and 2ε ∈ F×2;
0 otherwise;
(1.5)
t(A4) =
{
1 if H ≃ (−1,−1F ) and 2ε 6∈ F×2;
0 otherwise;
(1.6)
t(D†2) =
{
1 if H ≃ (−1,−1F ) , (F2 ) = 0 and 2ε 6∈ F×2;
0 otherwise;
(1.7)
t(D†3) =
{
1 if H ≃ (−1,−3F ) and 3ε 6∈ F×2;
0 otherwise.
(1.8)
Here the Artin symbol
(
F
2
)
= 0 if and only if 2 is ramified in F .
Theorem 1.3. Suppose that d ≥ 6. For n ∈ {2, 3}, let O‡n be a minimal D‡n-order,
which is unique up to OF -isomorphism if exists.
If NF/Q(ε) = 1 and H ≃
(−1,−ε
F
)
, then
(1.9) t(D‡2) + t(D4) + t(S4) + t(D6) = i(O
‡
2).
If NF/Q(ε) = 1 and H ≃
(−ε,−3
F
)
, then
(1.10) t(D‡3) + t(S4) + t(D6) = i(O
‡
3).
The numbers i(O‡n) for n = 2, 3 are determined explicitly in Propositions 6.1.2 and
6.2.2. In all the remaining cases, minimal D‡n-orders do not exist and t(D
‡
n) = 0.
Moreover, for each finite noncyclic group G ∈ G, if a maximal G-order (maxi-
mal OF -order with reduced unit group G) exists, then we write down explicitly a
representative O′ in each H×-conjugacy class and calculate its normalizer N (O′).
This leads to explicit formulas of h(G) for noncyclic groups G ∈ G in Section 5 and
Section 6.
The strategy for computing h(Cn) with n > 1 is described in Section 3.7. The
main idea is to apply the trace formula (3.4) (see [40, Theorem III.5.2]). According
to (3.19), the computations depend on the classification of maximal orders with
noncyclic reduced unit groups. Lastly, h(C1) is computed using the mass formula
(3.23) and the knowledge of h(G) for every nontrivial group G. In conclusion, we
obtain the following result:
Let F = Q(
√
d ) be a real quadratic field and H be an arbitrary totally definite
quaternion F -algebra. We have a complete recipe for writing down h(G) for each
finite group G.
In fact, the only obstacle between us and a complete formula for h(G) is the over-
whelming number of cases that the problem naturally divides into, rendering any
unified formula too cumbersome and unwieldy. However, for any class of quadratic
real fields that one has a good grasp on the fundamental units, the deduction of
explicit formulas for h(G) based on our recipe becomes entirely routine. One such
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example is when H = H∞1,∞2 and d = p is a prime; see Theorems 1.5 and 1.6.
This extends a result of Hashimoto [18] by a different method.
Remark 1.4. We emphasize that same as Vige´ras’s explicit formula [38, Theorem
3.1], our refined formula depends not only on the square-free integer d defining F
but also on a good understanding of the fundamental unit ε ∈ O×F . Our recipe for
h(G) refines the explicit formula for h(H) given by Vigne´ras, which in turn is an
application of the more general Eichler’s class number formula (3.25) [40, Corol-
laire V.2.5]. However, the equality h(H) =
∑
G∈G h(G) does not provide an alter-
native approach to her formula. Indeed, to compute h(Cn) with n ∈ {1, 2, 3, 4, 6},
we have to work out all the information required by Eichler’s formula, so summing
all h(G) together merely reproduces Vigne´ras’s result along the same route. See
Section 3.8 for more details.
For the following two theorems, let p ∈ N be a prime, F = Q(√p ), and H =
H∞1,∞2 be the totally definite quaternion F -algebra unramified at all the finite
places of F . We write ζF (s) for the Dedekind zeta function of F , whose special
value at s = −1 can be calculated using Siegel’s formula [49, Table 2, p. 70]:
(1.11) ζF (−1) = 1
60
∑
b2+4ac=dF
a,c>0
a,
where dF denotes the discriminant of F , and a, b, c ∈ Z. For simplicity, denote the
class number h(Q(
√
m )) by h(m) for any square-freem ∈ Z. We first recall a result
of Hashimoto [18].
Theorem 1.5 (Hashimoto). If p ≡ 1 (mod 4) and p > 5, then
t(C1) =
ζF (−1)
2
− h(−p)
8
− h(−3p)
12
− 1
4
(
p
3
)
− 1
4
(
2
p
)
+
1
2
,
t(C2) =
h(−p)
4
+
1
2
(
p
3
)
+
1
4
(
2
p
)
− 3
4
,
t(C3) =
h(−3p)
4
+
1
4
(
p
3
)
+
1
2
(
2
p
)
− 3
4
,
t(D3) =
1
2
(
1−
(
p
3
))
,
t(A4) =
1
2
(
1−
(
2
p
))
.
We get the results for the remaining primes p as a direct application of our recipe.
Theorem 1.6. If p ≡ 3 (mod 4) and p > 5, then
t(C1) =
ζF (−1)
2
+
(
−7 + 3
(
2
p
))
h(−p)
8
− h(−2p)
4
− h(−3p)
12
+
3
2
,
t(C2) =
(
2−
(
2
p
))
h(−p)
2
+
h(−2p)
2
− 5
2
,
t(C3) =
h(−3p)
4
− 1,
t(C4) =
(
3−
(
2
p
))
h(−p)
2
− 1,
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t(D3) = 1,
t(D4) = 1,
t(S4) = 1.
For p = 2, 3 and 5, we have
p 2 3 5
t(H) 1 2 1
t(G) t(S4) = 1 t(S4) = t(D12) = 1 t(A5) = 1
Lastly, we apply the above results to the study of superspecial abelian sur-
faces [24, Definition 1.7, Ch.1]. Indeed, one of our motivations is to count the
number of certain superspecial abelian surfaces with a fixed reduced automorphism
group G. This extends results of our earlier works [44,45,46,47] where we compute
explicitly the number of these abelian surfaces over finite fields. We also construct
superspecial abelian surfaces X over some field K of characteristic p with endomor-
phism algebra End0(X) = Q(
√
p ), provided that p 6≡ 1 (mod 24). The construction
makes use of results of Florian Pop [32] on embedding problems for large fields.
This paper is organized as follows. In Section 2, we recall some preliminary
results on orders in quaternion algebras. The general strategy for computing h(G)
for totally definite quaternion algebras over arbitrary totally real fields is explained
in Section 3. We restrict ourselves to the case of quadratic real fields F = Q(
√
d )
starting from Section 4, where we introduce the concept of minimal G-orders for
finite noncyclic groups G. Section 5 and Section 6 contain the case-by-case study
of the maximal orders containing the minimal G-orders for each G, and the results
are summarized in Theorems 1.2 and 1.3, respectively. In Section 7, we classify the
quadratic OF -orders with nontrivial reduced unit groups in CM-extensions of F .
The formulas in Theorem 1.6 are calculated in Section 8. We conclude with two
applications to superspecial abelian surfaces in Section 9.
2. Preliminaries on orders in quaternion algebras
Throughout this section, F is either a global field or a non-archimedean local
field, andH is a quaternion F -algebra. The algebraH admits a canonical involution
x 7→ x¯ such that Tr(x) = x + x¯ and Nr(x) = xx¯ are respectively the reduced trace
and reduced norm of x ∈ H . We always assume that char(F ) 6= 2. If H =
(
a,b
F
)
for a, b ∈ F×, then {1, i, j, k} denotes the standard F -basis of H subjected to the
following multiplication rules
(2.1) k = ij, i2 = a, j2 = b, and ij = −ji.
When F is local,
(
a,b
F
)
splits over F if and only if the Hilbert symbol (a, b) = 1.
Often, H is also presented asK+Kx, whereK is a separable F -algebra of dimension
2, and x ∈ H is an element such that
(2.2) x2 = c ∈ F×, and ∀ y ∈ K, xy = y¯x.
Here y 7→ y¯ is the unique nontrivial F -automorphism of K. Following [40, Sec-
tion I.1], we write H = {K, c} for the above presentation.
If F is local, then we fix a uniformizer π ∈ F×, and write ν : F× ։ Z for
the discrete valuation of F . Denote by OF , p, k respectively the valuation ring, the
maximal ideal and the residue field of ν. If F is global, we fix a finite set S of places
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of F containing all the archimedean ones, and write OF for the ring of S-integers
of F . In fact, when F is a number field, S will always be the set of archimedean
valuations (unless specified otherwise), so OF is just the usual ring of integers of F .
For a nonzero prime ideal p ⊂ OF , its corresponding discrete valuation is denoted
by νp, and the p-adic completion of F is denoted by Fp.
Let Λ be an OF -lattice in H , i.e. a finitely generated OF -submodule that spans
H over F . Its dual lattice is defined to be Λ∨ := {x ∈ H | Tr(xΛ) ⊆ OF }. An
order in H always refers to an OF -lattice that is at the same time a subring of H
containing OF . For an order O ⊂ H , any maximal order O containing O is a lattice
intermediate to O ⊆ O∨. There are only finitely many such lattices.
The discriminant of an order O ⊂ H is denoted by d(O). If O is a free OF -
module with basis {x1, . . . , x4} (e.g. when F is local), then d(O) is the square
root of the OF -ideal det(Tr(xsx¯t)1≤s,t≤4)OF . If O′ ⊆ O is a suborder of O, then
d(O′) = χ(O,O′)d(O), where χ(O,O′) is the ideal index of O′ ⊆ O as in [34,
Section III.1]. For any finite extension K/F , we have d(O ⊗OF OK) = d(O)OK .
An order O is maximal if and only if d(O) coincides with the discriminant d(H)
of H , defined as the product of all finite primes of F that are ramified in H [25,
Definition 2.7.4]. When F is global, Op denotes the p-adic completion of O at a
finite prime p.
2.1. Let N (O) = {x ∈ H× | xOx−1 = O} be the normalizer of O. First suppose
that F is local. Following [7, Section 2], we say that an element x ∈ H× is even
(resp. odd) if ν(Nr(x)) is even (resp. odd). The notion of parity applies to elements
of H×/F× as well. Clearly, any unit u ∈ O× is even. Let O be a maximal order
in a split quaternion algebra H ≃ M2(F ). Then O is H×-conjugate to M2(OF ),
and N (O) = F×O× by [40, Section II.2, p. 40] (see also [7, Proposition 2.1]). In
particular, if x is odd, then x 6∈ N (O).
If F is global and p is a finite prime of F , an element x ∈ H× is said to be even
(resp. odd) at p if νp(Nr(x)) is even (resp. odd).
Lemma 2.2. Let O be a maximal order in H, and u ∈ N (O) be an element of the
normalizer of O. If Nr(u) ∈ OF , then u ∈ O; if further Nr(u) ∈ O×F , then u ∈ O×.
Proof. Suppose that Nr(u) ∈ OF . We show that u ∈ Op for every finite prime p of
F . If H is ramified at p, then Op coincides with the unique maximal order {z ∈
Hp | Nr(z) ∈ OFp} in Hp; if H splits at p, then u ∈ Op because N (Op) = F×p O×p
as explained above. The second part of the lemma follows immediately. 
2.3. Given an orderO in H , we writeS(O) for the set of maximal orders containing
O, and ℵ(O) for the cardinality of S(O). The quotient group N (O)/O× acts
naturally on S(O) by conjugation. If F is global and p is a nonzero prime ideal
of OF , we set ℵp(O) := ℵ(Op). Note that Op is maximal (forcing ℵp(O) = 1) for
almost all p, and
(2.3) ℵ(O) =
∏
p
ℵp(O),
where the product runs over all finite primes of F . If further F is a number field
and p ∈ N is an integral prime, then we set ℵp(O) =
∏
p|(pOF ) ℵp(O).
Suppose that F is local. If H is division, then it has a unique maximal order,
so ℵ(O) = 1 for all O. Now suppose that H =M2(F ). The Bruhat-Tits tree T (of
PGL2(F )) is a homogeneous tree of degree |k| + 1 whose vertices are the maximal
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orders of M2(F ) and such that two vertices are connected by an edge if and only
if the two maximal orders have distance one [40, Section II.2]. Let T(O) be the
subtree whose set of vertices is S(O). For example, if O = O∩O′ is an Eichler order
of level πnOF , i.e. the intersection of two maximal orders O and O′ of distance n,
then by [6, Corollary 2.5], T(O) is the unique path connecting O and O′ on T, and
ℵ(O) = n+1. In general, Arenas-Carmona [3] has shown that T(O) is a thick line,
i.e. the maximal subtree whose vertices lie no further than a fixed distance (called
the depth) from a line segment, which is called the stem of the thick line. The stem
may have length 0, in which case it degenerates into a single vertex. A thick line
with stem length 0 and depth 1 is called a star, and its stem is called the center
of the star. Arenas-Carmona and Saavedra [4] provide concrete formulas for the
depth and stem length (and hence ℵ(O)) of T(O) when O is generated by a pair
of orthogonal pure quaternions. However, the present paper does not depend on
their formulas. It is also worthwhile to mention Fang-Ting Tu’s result [37] that the
intersection of any finite number of maximal orders coincides with the intersection
of three maximal orders.
2.4. Let J(O) be the Jacobson radical of O, and k′/k be the unique quadratic
extension of the finite field k. First, suppose that F is local. Using lifting of
idempotents, one shows that O ≃ M2(OF ) if and only if O/J(O) ≃ M2(k) (cf. [6,
Proposition 2.1]). When O 6≃M2(OF ), we have
(2.4) O/J(O) ≃ k, k× k, or k′,
and the Eichler invariant e(O) is defined to be 0, 1 or −1 accordingly [6, Defini-
tion 1.8]. The Eichler invariant of M2(OF ) is defined to be 2. By [14, Chapter 6,
Exercise 14], e(O) behaves under a finite field extension K/F in the following way:
if e(O) = −1 and k′ is contained in the residue field of K, then e(O ⊗OF OK) = 1,
otherwise e(O ⊗OF OK) = e(O). We refer to [6, Section 1] for the concepts of
Gorenstein, Bass, and hereditary orders. If e(O) = 1, then O is an Eichler order
and hence a Bass order. If e(O) = −1, then O is Bass as well. The Bass orders are
explicitly described in [7, Section 1]. The orders with Eichler invariant 0 are more
complicated, and the Gorenstein ones are discussed in [6, Section 4].
If F is global and p is a nonzero prime ideal of OF , we denote by ep(O) the
Eichler invariant of Op. An order O is Gorenstein (resp. Bass, resp. hereditary) if
and only if Op is Gorenstein (resp. Bass, resp. hereditary) for every p.
The Brandt invariant b(O) is defined to be d(O)Nr(O∨). By [6, Proposition 1.3],
b(O) is an integral ideal of OF , and O is Gorenstein if and only if b(O) = OF .
Lemma 2.5. Let H ≃ M2(F ) be a split quaternion algebra over a local field F ,
and O ⊆ H be a Bass order with Eichler invariant e(O) = 0. Then ℵ(O) = 2.
Proof. By [6, Corollary 4.3] and [7, Section 1], every maximal order containing
O necessarily contains its hereditary closure H(O), which has discriminant πOF .
Since H splits over F , H(O) is an Eichler order of level πOF . There are precisely
two maximal orders containing it. 
Lemma 2.6. Let F be a local field, and H = M2(F ). Up to H
×-conjugation,
O = OF + πM2(OF ) is the unique non-Gorenstein order with d(O) = π3OF . The
subtree T(O) is a star centered at the Gorenstein saturation1 M2(OF ) of O. In
particular, ℵ(O) = |k|+ 2.
1It is also called the Gorenstein closure in some literature.
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Proof. First, suppose that O = OF + πM2(OF ). Its discriminant is
d(O) = χ(M2(OF ),O)d(M2(OF )) = π3OF .
The dual lattice of O is
O∨ = 1
π
{[
a b
c d
]
∈M2(OF )
∣∣∣∣ a ≡ d (mod πOF )} ,
which has reduced norm Nr(O∨) = 1π2OF . Hence the Brandt invariant b(O) is
d(O)Nr(O∨) = πOF . By the criterion in [6, Proposition 1.3], O is non-Gorenstein.
In the notation of [4, Section 1.1], O = M2(OF )[1], so T(O) is a star centered at
M2(OF ). More concretely, a maximal order contains O = OF + πM2(OF ) if and
only if it has at most distance 1 from M2(OF ). The star has a unique center and
1 + |k| external vertices, so ℵ(O) = |k|+ 2.
Conversely, let O be an arbitrary non-Gorenstein order in H = M2(F ) with
d(O) = π3OF , and Gor(O) be its Gorenstein saturation. By [6, Propositon 1.4],
O = OF + b(O)Gor(O), where b(O) = πrOF with r > 1.
Hence d(Gor(O)) = χ(Gor(O),O)−1d(O) = b(O)−3d(O) = π3−3rOF . Since d(Gor(O))
is integral, r = 1 and Gor(O) is a maximal order in M2(F ). Thus O is conjugate
to OF + πM2(OF ). 
Lemma 2.7. Let H =
(
a,b
F
)
with a, b ∈ OF r {0}. The order O = OF [i, j]
is a Gorenstein order with discriminant d(O) = 4abOF . Suppose further that F
is a number field, and both a, b ∈ O×F . Then O is maximal at every nondyadic
prime of F , and ep(O) = 0 for every dyadic prime p. Moreover, if a = −1, then
(1 + i) ∈ N (O).
Proof. One calculates that d(O) = 4abOF , and the dual basis of {1, i, j, k} is{
1
2
,
i
2a
,
j
2b
,
−k
2ab
}
.
In particular, OF = d(O)Nr(−k/2ab) ⊆ d(O)Nr(O∨) = b(O). It follows from [6,
Proposition 1.3] that O is Gorenstein. Suppose that F is a number field and
a, b ∈ O×F . We have d(O) = 4OF , and the maximality of O at the nondyadic
primes of F follows directly. Let p be a dyadic prime of F with finite residue field
k. Then Op is not maximal since d(Op) is not square-free. By (2.4), an equation
of the form x2 = c ∈ k with x ∈ Op/J(Op) has a unique solution that lies in k.
It follows that the reductions of both i and j modulo J(Op) are in k, and hence
Op/J(Op) = k, i.e. ep(O) = 0. When a = −1, we have
(2.5) (1 + i)i(1 + i)−1 = i and (1 + i)j(1 + i)−1 = k.
Thus (1 + i) ∈ N (O). 
Lemma 2.8. Let H =
(
a,b
F
)
with a, b ∈ OF r {0}, and O = OF [i, j]. Suppose that
F is a local field, d(O) = 4abOF is divisible by π3OF , and e(O) = 0. Then O is a
Bass order if and only if at least one of the orders OF [i] or OF [j] is maximal in its
total quotient ring.
Proof. The sufficiency follows directly from [7, Proposition 1.11]. We prove the
converse. So assume that neither OF [i] nor OF [j] are maximal orders. Then there
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exists a unique overorder B ⊂ F (i) of OF [i] such that χ(B,OF [i]) = πOF . Sim-
ilarly, we find an overorder B′ ⊂ F (j) of OF [j] with χ(B′, OF [j]) = πOF . Now
let O = B + Bj, and O′ = B′ + iB′. These are distinct overorders of O since
O ∩ F (i) = B while O′ ∩ F (i) = OF [i] 6= B. The choices of B and B′ imply that
(2.6) χ(O,O) = χ(O′,O) = π2OF .
Hence d(O) = d(O′) = π−2d(O) 6= OF by the assumption on d(O). It follows from
[6, Corollary 4.3] that O cannot be Bass, otherwise the overorder of O satisfying
(2.6) is unique. 
Lemma 2.9. Let H =
(
a,b
F
)
with a, b ∈ OF r {0} and b ≡ 1 (mod 4OF ). Then
O := OF [i, (1 + j)/2] is a Gorenstein order with d(O) = abOF and j ∈ N (O).
Suppose further that F is a number field, a ∈ O×F and b = −3. Then O is maximal
at any nonzero prime of OF coprime to 3. Let p be a finite prime of F above 3 with
residue field k. If Hp is division and p is unramified above 3, then Op is maximal;
otherwise we have
ep(O) =
{
1 if (a mod p) ∈ (k×)2,
−1 if (a mod p) 6∈ (k×)2.
Proof. Note that (1 + j)/2 is integral over OF since b ≡ 1 (mod 4OF ), and one
easily verifies that j ∈ N (O). The order O is a free OF -module with basis {1, i, (1+
j)/2, (i+ k)/2}. Direct calculation shows that the dual basis is
(2.7)
{
b− j
2b
,
bi+ k
2ab
,
j
b
,
k
ab
}
,
and d(O) = abOF . By [6, Proposition 1.3(b)], O is Gorenstein since b(O) = OF .
Now suppose that F is a number field, a ∈ O×F and b = −3. Then d(O) = 3OF ,
and hence O is maximal at any nonzero prime of OF coprime to 3. If p is a prime
unramified above 3 and Hp is division, then d(Op) = pOFp = d(Hp), so Op is the
unique maximal order in Hp. In the remaining cases, Op is non-maximal. Since
(1 + j)/2 is a primitive third root of unity and char(k) = 3, we have (1 + j)/2 ≡ 1
(mod J(Op)) by (2.4). Let ı˘ denote the image of i in Op/J(Op). We then have
k[ ı˘ ] =
{
k⊕ k if (a mod p) ∈ (k×)2,
k′ if (a mod p) 6∈ (k×)2.
The formula for ep(O) follows. 
For the convenience of the reader, we state the following well-known lemma.
Lemma 2.10. Let Q be a non-archimedean local field with ring of integers R and
uniformizer π0, and H0 be a quaternion division algebra over Q with the unique
maximal R-order O0. Suppose that F/Q is an unramified quadratic extension. Then
O := O0 ⊗R OF is an Eichler order of level π0OF in H := H0 ⊗Q F ≃M2(F ).
Proof. As remarked in Section 2.4, O is an order with Eichler invariant 1 and
discriminant π0OF . The lemma follows from [6, Proposition 2.1]. 
We treat the case where F/Q is ramified next.
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Lemma 2.11. Let Q,R,H0,O0 and π0 be as in Lemma 2.10. Suppose that F/Q
is a ramified quadratic extension. Then there is a unique OF -order O in H :=
H0 ⊗Q F ≃ M2(F ) properly containing O := O0 ⊗R OF . The order O is neces-
sarily maximal, and O ≃ OL + πO, where L/F is the unique unramified quadratic
extension of F , identified with a subfield of H such that OL ⊂ O.
By [40, Theoreme 3.2], any two embeddings of OL into O are conjugate by an
element of O×. Thus the structure of OL + πO does not depend on the choice of
the embedding.
Proof. By Section 2.4, e(O) = e(O0) = −1. So according to [6, Proposition 3.1],
there is a unique minimal overorder O containing O with χ(O,O) = π2OF and
J(O) = πO. We have
d(O) = d(O0)χ(O,O)−1 = π0π−2OF = OF .
Therefore, O is a maximal order in H , and hence the unique order properly con-
taining O.
Let L0/Q be the unique unramified quadratic extension of Q, identified with a
subfield of H0 such that H0 = L0 + L0x with x
2 = π0 and xy = y¯x for all y ∈ L0.
Then by [40, Corollary II.1.7], O0 = OL0 + OL0x. Since F/Q is ramified, we have
L = L0 ⊗Q F and OL = OL0 ⊗R OF . Hence
(2.8) O = O0 ⊗R OF = OL + OLx.
In particular, O ⊇ OL+πO. On the other hand, χ(O, OL+πO) = π2OF = χ(O,O).
Thus O = OL + πO (see also [7, Proposition 1.12]). 
3. The General strategy
In this section, we assume that F is a totally real number field, and H is a totally
definite quaternion F -algebra. We keep the notation in the introduction and fill in
the details for the strategy of computing h(G) = h(H,G) in (1.1). Let O be an
arbitrary OF -order in H . We first study the general structure of the reduced unit
group O⋆ = O×/O×F .
3.1. Fix an embedding σ : F →֒ R. We have the following successive inclusions of
groups
O⋆ = O×/O×F →֒ H×/F×
σ−֒→ H×/R×.
The quotient H×/R× is isomorphic to the special orthogonal group SO3(R), whose
finite subgroups have been classified [40, Section I.3]. Thus O⋆ is isomorphic to one
of the following groups:
• a cyclic group Cn of order n ≥ 1;
• a dihedral group Dn of order 2n with n ≥ 2;
• an exceptional group A4, S4, or A5.
Since H is totally definite, the field F (x) generated by a non-central element
x ∈ H is a CM-extension (i.e. a totally imaginary quadratic extension) of F . AnOF -
order in a CM-extension of F is called a CM OF -order. If x ∈ O, then B := F (x)∩O
is a CM OF -order; if further x ∈ O×, then
(3.1) w(B) := [B× : O×F ] > 1
since x ∈ O× is non-central. Let B be the set of all CM OF -orders B (up to
isomorphism) with w(B) > 1. We recall the following two facts:
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(i) B is a finite set;
(ii) the reduced unit group B⋆ := B×/O×F is cyclic for every B ∈ B.
Indeed, Pizer denotes the set B by “C1” in [30, Remarks, p. 92] shows that it is a
subset of a larger finite set “C” (ibid.). Classically, the finiteness of B guarantees
that the summation in the Eichler’s class number formula (3.25) has only finitely
many terms. When F is a quadratic real field Q(
√
d ) with square-free d ≥ 6, the
set B is classified in Section 7. We will prove (ii) in Lemma 4.2.1 (see also [45,
Section 2.1]).
3.2. Let O be an arbitrary OF -order in H . Given an OF -order B inside a CM-
extension K/F , we write Emb(B,O) for the finite set of optimal OF -embeddings
of B into O. In other words,
Emb(B,O) := {ϕ ∈ HomF (K,H) | ϕ(K) ∩ O = ϕ(B)}.
The unit group O× acts on Emb(B,O) from the right by ϕ 7→ u−1ϕu for all
ϕ ∈ Emb(B,O) and u ∈ O×, and the action descends to O⋆ . We denote
(3.2) m(B,O,O×) := |Emb(B,O)/O×|.
For each finite prime p of F , we set
(3.3) mp(B) := m(Bp,Op,O×p ) = |Emb(Bp,Op)/O×p |.
Given a fractional locally principal right ideal I of O, we write [I] for its ideal
class, and Ol(I) for its associated left order {x ∈ H | xI ⊆ I}. Let Cl(O) be the
finite set of locally principal right ideal classes of O. By [40, Theorem 5.11, p. 92],
(3.4)
∑
[I]∈Cl(O)
m(B,Ol(I),Ol(I)×) = h(B)
∏
p
mp(B),
where the product on the right runs over all finite primes of F , and mp(B) = 1 for
all but finitely many p. A priori, [40, Theorem 5.11] is stated for Eichler orders, but
it applies in much more general settings. See [42, Lemma 3.2] and [44, Lemma 3.2.1].
When O is maximal, we have
(3.5) mp(B) :=
{
1−
(
B
p
)
if p|d(H),
1 otherwise,
where
(
B
p
)
is the Eichler symbol [40, p. 94 and Section II.3].
3.3. Suppose that O× 6= O×F . We explain the basic idea of counting m(B,O,O×)
for B ∈ B. A nontrivial cyclic subgroup of O⋆ is said to be maximal if it is not
properly contained in any other cyclic subgroup of O⋆ . For each CM OF -order
B ∈ B, an optimal OF -embedding ϕ : B → O identifies B⋆ with a maximal cyclic
subgroup of O⋆ . Conversely, let C be a maximal cyclic subgroup of O⋆ , and u ∈ O×
be a representative of an arbitrary nontrivial element of C. The CM-field F (u) ⊂ H
depends only on C and not on the choice of u, and the same holds true for the OF -
order BC := F (u) ∩ O. There is an optimal OF -embedding ϕ : B → O such that
ϕ(B⋆) = C if and only if B ≃ BC .
For each B ∈ B, let C (B,O) be the subset of maximal cyclic subgroups C ⊆ O⋆
such that BC ≃ B. It is clear that C (B,O) is invariant under the conjugation by
O⋆ from the right. We have an O⋆-equivariant surjective 2 : 1 map
Emb(B,O)։ C (B,O), ϕ, ϕ¯ 7→ ϕ(B⋆),
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where ϕ¯ denotes the complex conjugate of ϕ.
For each C ∈ C (B,O), let NO⋆ (C) be the normalizer of C in O⋆ . We claim that
the induced map
(3.6) Emb(B,O)/O⋆ ։ C (B,O)/O⋆
is a 2:1 cover ramified over the conjugacy classes [C] with NO⋆ (C) 6= C. In other
words, ϕ and ϕ¯ belong to the same O×-conjugacy class if and only if NO⋆ (ϕ(B⋆)) 6=
ϕ(B⋆). The necessity is obvious. For the sufficiency, suppose that v˜ ∈ NO⋆ (ϕ(B⋆))
and v˜ 6∈ ϕ(B⋆). Let v ∈ O× be a representative of v˜. Then v−1ϕ(B)v = ϕ(B)
since ϕ(B) is uniquely determined by the maximal cyclic subgroup ϕ(B⋆) ⊆ O⋆ . It
follows that v−1ϕv ∈ {ϕ, ϕ¯}. But v−1ϕv 6= ϕ, otherwise v lies in the centralizer of
ϕ(B) in O, which is ϕ(B) itself. Therefore, v−1ϕv = ϕ¯, and our claim is verified.
The dihedral group D2 is just the Klein 4-group. It is abelian and has 3 maximal
cyclic subgroups of order 2. IfO⋆ ≃ D2, then (3.6) is a bijection andm(B,O,O×) =
|C (B,O)/O⋆ | = |C (B,O)|.
Proposition 3.4. Assume that O× 6= O×F and O⋆ 6≃ D2. Then m(B,O,O×) ≤ 2
for every CM OF -order B ∈ B. More explicitly, we have the following cases.
(1) If B 6≃ BC for any maximal cyclic subgroup C of O⋆, then Emb(B,O) = ∅,
and hence m(B,O,O×) = 0.
(2) If O⋆ is cyclic, then there is a unique B′ ∈ B such that Emb(B′,O) 6= ∅.
Moreover, we have
(3.7) m(B′,O,O×) = 2.
Assume further that B ≃ BC for some maximal cyclic subgroup C of O⋆ .
(3) Suppose that O⋆ ≃ Dn with n ≥ 3. If n is even, then O⋆ has two conjugacy
classes of maximal cyclic subgroups of order 2, denoted by [C′] and [C′′].
m(B,O,O×) =

1 if |C| = n;
2 if |C| = 2 and n is odd;
1 if |C| = 2, n is even and BC′ 6≃ BC′′ ;
2 if |C| = 2, n is even and BC′ ≃ BC′′ .
(4) If O⋆ ≃ S4 or A5, then m(B,O,O×) = 1; if O⋆ ≃ A4, then
m(B,O,O×) =
{
1 if |C| = 2;
2 if |C| = 3.
Proof. Part (1) follows directly from Section 3.3. The remaining parts all reduce
to counting the conjugacy classes of maximal cyclic subgroups in O⋆ and working
out the normalizers. For example, if O⋆ ≃ Dn with n ≥ 3, then we present it as
(3.8) O⋆ = 〈η˜, u˜ ∈ O⋆ | ord(η˜) = n, ord(u˜) = 2, η˜u˜ = u˜η˜−1〉 .
It has a unique maximal cyclic subgroup of order n, namely 〈η˜〉, which is normal.
Let C be a maximal cyclic subgroup of O⋆ distinct from 〈η˜〉. Then |C| = 2 and
C = 〈u˜η˜r〉 for some 0 ≤ r < n. If n is odd, such subgroups form a single conjugacy
class, and NO⋆ (C) = C; if n is even, then they form two conjugacy classes according
to the parity of r (e.g. we may set C′ = 〈u˜〉 and C′′ = 〈u˜η˜〉), and NO⋆ (C) 6= C
since η˜n/2 lies in the center of O⋆ . This proves part (3). The proof of the remaining
parts are left to the interested reader. 
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For the rest of this section, we fix a maximal order O ⊂ H .
3.5. Denote the H×-conjugacy class of a maximal order O′ ⊂ H by JO′K. There is
a surjective map of finite sets
(3.9) Υ : Cl(O)→ Tp(H), [I] 7→ JOl(I)K .
The fibers of Υ is studied in [38, Section 1.7], whose result we briefly recall below.
By [33, Theorem 22.10], the set of nonzero two-sided fractional ideals of O forms
a commutative multiplicative group I (O), which is a free abelian group generated
by the nonzero prime two-sided ideals of O. Let P(O) ⊆ I (O) be the subgroup
of nonzero principal two-sided fractional ideals of O, and P(OF ) the group of
nonzero principal fractional OF -ideals, identified with a subgroup of P(O) via
xOF 7→ xO, ∀x ∈ F×. For any maximal order O′, there is a bijection (see [38,
Section 1.7], [40, Lemma III.5.6])
(3.10) Υ−1(JO′K)←→ I (O′)/P(O′).
The quotient groupI (O′)/P(O′) sits in a short exact sequence [13, Theorem 55.22]
(3.11) 1→ N (O′)/(F×O′×)→ Pic(O′)→ I (O′)/P(O′)→ 1.
Here Pic(O′) denotes the Picard group I (O′)/P(OF ), whose cardinality can be
calculated using the short exact sequence [13, Theorem 55.27]
(3.12) 1→ Cl(OF )→ Pic(O′)→
∏
p|d(H)
(Z/2Z)→ 0,
where Cl(OF ) denotes the ideal class group of OF . It follows that
(3.13) |Υ−1(JO′K)| = 2
ω(H)h(F )
|N (O′)/(F×O′×)| ,
where ω(H) is the number of finite primes of F that are ramified in H .
Remark 3.6. There is a natural action of Cl(OF ) on Cl(O) as follows:
(3.14) Cl(OF )× Cl(O)→ Cl(O), ([a], [I]) 7→ [aI].
Let Cl(O) := Cl(OF )\Cl(O) be the set of orbits of this action. Clearly, Υ([I]) =
Υ([aI]), so Υ factors through Cl(O). It is shown in [48, Section 3] that
• if H splits at all finite places of F , then the induced map Cl(O)→ Tp(H)
is bijective;
• if h(F ) is odd, then the action in (3.14) is free.
This is the gist of the proof of Proposition 1.1, and we refer to [48, Section 3] for
details.
3.7. We explain the strategy for calculating h(G) = h(H,G) when G = Cn is a
cyclic group of order n > 1. Let Bn ⊆ B be the finite subset of CM OF -orders B
such that B⋆ ≃ Cn. For each fixed B ∈ Bn, we define
(3.15) h(Cn, B) := #{[I] ∈ Cl(O) | Ol(I)⋆ ≃ Cn, and Emb(B,Ol(I)) 6= ∅}.
According to part (2) of Proposition 3.4,
(3.16) h(Cn) =
∑
B∈Bn
h(Cn, B).
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We divide the type set Tp(H) into two subsets:
Tp◦(H) := {JO′K ∈ Tp(H) | O′⋆ is cyclic}, and Tp♮(H) := Tp(H)r Tp◦(H).
In the trace formula (3.4), the summation
∑
[I]∈Cl(O)m(B,Ol(I),Ol(I)×) is de-
composed as two parts accordingly: one sums over all [I] ∈ Cl(O) with JOl(I)K ∈
Tp◦(H), and the other with JOl(I)K ∈ Tp♮(H). Thanks to (3.7),
(3.17)
∑
[I]∈Cl(O),
JOl(I)K∈Tp◦(H)
m(B,Ol(I),Ol(I)×) = 2h(Cn, B).
On the other hand, note that if Υ([I]) = Υ([J ]), then Ol(I) ≃ Ol(J), so
m(B,Ol(I),Ol(I)×) = m(B,Ol(J),Ol(J)×).
It follows that
(3.18) ∑
[I]∈Cl(O),
JOl(I)K∈Tp♮(H)
m(B,Ol(I),Ol(I)×) =
∑
JO′K∈Tp♮(H)
|Υ−1(JO′K)|m(B,O′,O′×).
Combining (3.4), (3.5), (3.13), (3.17) and (3.18), we obtain the following equation
for each fixed B ∈ Bn:
(3.19)
2h(Cn, B) + 2
ω(H)h(F )
∑
JO′K∈Tp♮(H)
m(B,O′,O′×)
|N (O′)/(F×O′×)| = h(B)
∏
p|d(H)
(
1−
(
B
p
))
Therefore, to compute h(Cn, B) (and hence h(Cn)), it is crucial to classify all
isomorphism classes of maximal orders with noncyclic reduced unit groups, and
ideally, to write them down as explicitly as possible. Sections 4–6 are devoted to
this task. Once this is done, then for any noncyclic group G,
(3.20) h(G) =
∑ 2ω(H)h(F )
|N (O′)/(F×O′×)| ,
where the summation runs over all JO′K ∈ Tp♮(H) with O′⋆ ≃ G.
3.8. Lastly, we compute h(C1) by the mass formula. Recall that the mass of an
arbitrary OF -order O ⊂ H is defined as
(3.21) Mass(O) :=
∑
[I]∈Cl(O)
1
|Ol(I)⋆ | .
The mass of a maximal order O can be calculated by the mass formula [40, Corol-
laire V.2.3]
(3.22) Mass(O) =
h(F )|ζF (−1)|
2([F :Q]−1)
∏
p|d(H)
(N(p)− 1).
See [44, Lemma 5.1.2] for the mass formula of an arbitrary OF -order in H . Once
h(G) is known for every nontrivial finite group G, then we have
(3.23) h(C1) = Mass(O)−
∑
G 6=C1
h(G)
|G| .
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Alternatively, one could compute h(C1) by
(3.24) h(C1) = h(O)−
∑
G 6=C1
h(G).
According to Eichler’s class number formula [40, Corollaire V.2.5],
(3.25) h(O) = Mass(O) + 1
2
∑
B∈B
h(B)(1 − w(B)−1)
∏
p
mp(B),
where w(B) = [B× : O×F ] as in (3.1), and mp(B) is the number of conjugacy classes
of local optimal embeddings at p as in (3.3). A similar formula [44, Theorem 1.5]
holds for arbitrary Z-orders of full rank in H . When O = O is maximal, we have
(3.26)
h(O) =
h(F )|ζF (−1)|
2([F :Q]−1)
∏
p|d(H)
(N(p)−1)+1
2
∑
B∈B
h(B)(1−w(B)−1)
∏
p|d(H)
(
1−
(
B
p
))
.
Applying (3.25) for real quadratic fields F , Vigne´ras obtains explicit class number
formulas for all Eichler orders of square free level in [38, Theorem 3.1].
Comparing (3.26) with (3.19), we see that (3.23) is more direct than (3.24) since
it avoid calculating the right hand side of (3.19) twice. However, the two approaches
share the same theoretical root (3.4), so the difference is merely superficial.
4. Minimal G-orders
Throughout this section, F is a totally real field, and H is a totally definite
quaternion F -algebra. We mainly focus on the case that F = Q(
√
d ) is a real
quadratic field with square-free d ≥ 6. The cases d ∈ {2, 3, 5} are treated separately
in Section 8.1. The fundamental unit of F = Q(
√
d ) is denoted by ε. By definition,
ε > 1 for the canonical embedding F →֒ R.
4.1. Vigne´ras unit index of O and the fundamental unit of F = Q(√d ).
For an OF -order O in H , we set O1 := {u ∈ O× | Nr(u) = 1}. It is known [40,
Section V.1] that O1 is a finite normal subgroup of O×. Vigne´ras shows in [39,
Theorem 6] that [O× : O×FO1] ∈ {1, 2, 4} for any arbitrary totally real field F , so
we call it the Vigne´ras unit index of O.
Lemma 4.1.1. If F = Q(
√
d ) is a real quadratic field, then [O× : O×FO1] ∈ {1, 2}.
Moreover, if NF/Q(ε) = −1, then O× = O×FO1.
Proof. Since H is totally definite, we have O×2F ⊆ Nr(O×) ⊆ O×F,+, the group of
totally positive units in O×F . This gives rise to an embedding
(4.1) O×/(O×FO1) →֒ O×F,+/O×2F .
When F is a real quadratic field, the fundamental unit ε ∈ O×F is totally positive if
and only if NF/Q(ε) = 1. We have
(4.2) O×F,+ =
{
〈ε〉 if NF/Q(ε) = 1,
〈ε2〉 if NF/Q(ε) = −1,
while O×2F =
〈
ε2
〉
.
The lemma follows directly from (4.1). 
We set S = {1, ε} if NF/Q(ε) = 1, and S = {1} otherwise. Thus S is a
complete set of representatives of O×F,+/O
×2
F for F = Q(
√
d ).
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Remark 4.1.2. It is well-known [1, Section 11.5] that for F = Q(
√
d ),
• NF/Q(ε) = 1 if d is divisible by a prime p ≡ 3 (mod 4);
• NF/Q(ε) = −1 if d = p with a prime p ≡ 1 (mod 4), or d = 2p with a
prime p ≡ 5 (mod 8), or d = p1p2 with primes p1, p2 ≡ 1 (mod 4) and(
p1
p2
)
=
(
p2
p1
)
= −1.
Before the discussion leads us too far astray, we refer to the classes of d with known
signs of NF/Q(ε) in Corollaries 21.10 and 24.5 of [11].
4.2. Structure of the reduced unit group of a CM-extension K/F . We
first return to the general case where F is an arbitrary totally real number field.
Let K/F be a CM-extension, and µ(K) be the group of roots of unity in K.
By [41, Theorem 4.12], the Hasse unit index
(4.3) QK/F := [O
×
K : O
×
Fµ(K)]
is either 1 or 2. Following [11, Section 13], we call K/F a CM-extension of type I if
QK/F = 1, and of type II if QK/F = 2. Recall that an OF -order in a CM-extension
of F is called a CM OF -order.
Lemma 4.2.1. The reduced unit group O⋆K := O
×
K/O
×
F is a cyclic group of order
QK/F |µ(K)|/2. In particular, B⋆ := B×/O×F is a cyclic subgroup of O⋆K for every
CM OF -order B.
Proof. Note that µ(K)/{±1} ⊆ O⋆K is a cyclic subgroup of index QK/F ∈ {1, 2}.
The lemma is true if one of the following conditions holds:
• K/F is of type I;
• K 6= F (√−1 ) so that µ(K)/{±1} has odd order.
Now suppose that K = F (
√−1 ) and QK/F = 2. If u ∈ O×K represents an element
of order 2 in O⋆K , then it is purely imaginary, i.e. u
√−1 ∈ O×F . Thus O⋆K contains
a unique element of order 2 represented by
√−1 , so it must be cyclic. 
Since [O⋆K : µ(K)/{±1}] ∈ {1, 2}, if u˜ ∈ O⋆K has odd order, then u˜ ∈ µ(K)/{±1}
and is represented by a root of unity.
From now on, we assume that F = Q(
√
d ) is a quadratic real field, where d ∈ N
is a positive square free integer. Since [K : Q] = 4, the possible orders of µ(K) are
2, 4, 6, 8, 10, 12 by [45, Section 2.3]. Moreover,
• |µ(K)| = 8 if and only if F = Q(√2 ) and K = Q(√2 ,√−1 );
• |µ(K)| = 10 if and only if F = Q(√5 ) and K = Q(ζ10);
• |µ(K)| = 12 if and only if F = Q(√3 ) and K = Q(√3 ,√−1 ).
Here ζn denotes the primitive n-th root of unity e
2πi/n for all positive n ∈ N.
Assume further that that d ≥ 6 for the rest of Section 4, so |µ(K)| ∈ {2, 4, 6}. Let
K/F be a CM-extension with [O×K : O
×
F ] > 1. If µ(K) = {±1}, then NF/Q(ε) = 1
and K = F (
√−ε ) by [45, Lemma 2.2]. It follows that [O×K : O×F ] > 1 if and only if
(4.4) K =
{
F (
√−1 ) or F (√−3 ) if NF/Q(ε) = −1;
F (
√−1 ), F (√−ε ), or F (√−3 ) if NF/Q(ε) = 1.
Clearly, F (
√−ε ) 6= F (√−1 ) for all F . On the other hand, F (√−ε ) = F (√−3 ) if
3ε ∈ F×2.
By Lemma 4.2.1, O⋆K := O
×
K/O
×
F is a cyclic group of order n ∈ {2, 3, 4, 6} and
n = 4 (resp. 6) ⇔ K = F (√−1 ) (resp. F (√−3 )) and QK/F = 2.
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According to [9, Lemma 2], F (
√−1 )/F (resp. F (√−3 )/F ) is of type II if and only
if 2ε ∈ F×2 (resp. 3ε ∈ F×2). For example, we have 2ε ∈ F×2 if d = cp with
c ∈ {1, 2} and p ≡ 3 (mod 4) by [27, Lemma 3] or [50, Lemma 3.2(1)]. Similarly,
3ε ∈ F×2 if d = 3p with p ≡ 3 (mod 4) by [9, Lemma 3]. We introduce the following
notation:
• if 2ε ∈ F×2, then we fix ϑ ∈ F× such that ε = 2ϑ2;
• if 3ε ∈ F×2, then we fix ς ∈ F× such that ε = 3ς2.
Note that in these two cases, 2 (resp. 3) is ramified in F/Q, and 2ϑ (resp. 3ς) gener-
ates the unique prime of F over 2 (resp. 3). Note that 2ε and 3ε are simultaneously
perfect squares in F× if and only if d = 6. Lastly, if {2ε, 3ε} ∩ F×2 = ∅, then
|O⋆K | ∈ {2, 3}. For instance, if NF/Q(ε) = −1, then {2ε, 3ε} ∩ F×2 = ∅, and every
CM-extension K/F is of type I by [11, Lemma 13.6].
We select a special set of representatives of O⋆K . The representative of the
identity element is always chosen to be 1. Let u˜ ∈ O⋆K be a nontrivial element.
After multiplying a representative u ∈ O×K by a suitable element of O×F , we may
assume that nu := NK/F (u) belongs to the set S ⊆ {1, ε}. This determines u
uniquely up to sign and we put NK/F (u˜) := nu. Let Pu(x) = x
2 − tux+ nu ∈ F [x]
be the minimal polynomial of u over F . Changing u to −u switches the sign of tu
and leaves nu invariant, so we put Pu˜(x) = x
2 ± tux+ nu. In Table 4.1, we list all
the possible Pu˜(x) for each u˜. The method is the same as that of [45, Lemma 2.2],
hence omitted.
Table 4.1. Minimal polynomials of u˜ when d ≥ 6
ord(u˜) Conditions Pu˜(x) ∈ F [x] roots of Pu˜(x)
2
NK/F (u˜) = 1 x
2 + 1 ±√−1
NF/Q(ε) = 1,NK/F (u˜) = ε x
2 + ε ±√−ε
3 x2 ± x+ 1 ±ζ±13
4 2ε ∈ F×2 x2 ± 2ϑx+ ε ±
√
±ε√−1 = ±ϑ(1±√−1 )
6 3ε ∈ F×2 x2 ± 3ςx+ ε ±
√
εζ±16 = ±ςζ±16
√−3
4.3. Finite noncyclic subgroups of H×/O×F . We keep the assumption that F =
Q(
√
d ) with d ≥ 6. For every OF -order O in H , the reduced unit group O⋆ =
O×/O×F is a finite subgroup ofH×/O×F , so we study the finite subgroups ofH×/O×F .
Let u˜ ∈ H×/O×F be a nontrivial element. For any u ∈ H× representing u˜, the
subfield F (u) ⊂ H depends only on u˜ and is denoted by F (u˜). Since H is totally
definite, F (u˜)/F is a CM-extension. Note that u˜ has finite order if and only if u is
a unit of OF (u˜).
Definition 4.3.1. Let G be a finite noncyclic subgroup of H×/O×F . The OF -
submodule O spanned by a complete set of representatives of G is an OF -order in
H and called the minimal OF -order attached to G, or minimal G-order for short.
UNIT GROUPS 19
Clearly, the minimal G-order O does not depend on the choice of representatives,
and G is naturally a subgroup of O⋆ . We will show that in fact G = O⋆ in
Corollary 4.4.4. For the moment, let us note that ord(u˜) ∈ {2, 3, 4, 6} for every
nontrivial u˜ ∈ G by Section 4.2. Applying the classification in Section 3.1, we
write down all possible finite noncyclic subgroups of H×/O×F up to isomorphism in
Table 4.2.
Table 4.2. Finite noncyclic subgroups of H×/O×F
F = Q(
√
d ), d ≥ 6 ord(u˜) > 1 possible noncyclic G
2ε ∈ F×2 2, 3, 4 D2, D3, D4, A4, S4
3ε ∈ F×2 2, 3, 6 D2, D3, D6, A4
{2ε, 3ε} ∩ F×2 = ∅ 2, 3 D2, D3, A4
Definition 4.3.2. For s ∈ {1, 2}, let Hs be a totally definite quaternion F -algebra,
and Gs be a finite noncyclic subgroup of H
×
s /O
×
F . We say G1 and G2 are strictly
isomorphic if there is an F -isomorphism of quaternion algebras
(4.5) ψ : H1 → H2 such that ψ˜(G1) = G2,
where ψ˜ : H×1 /O
×
F → H×2 /O×F denotes the induced isomorphism.
By transport of structure, strictly isomorphic groups have isomorphic minimal
OF -orders. We characterize strict isomorphisms using the reduced norm map.
For every finite subgroup G in H×/O×F , the reduced norm map induces a homo-
morphism
(4.6) Nr : G→ O×F,+/O×2F .
Recall that O×F,+/O
×2
F is represented by S , which is either {1, ε} or {1} depending
on whether NF/Q(ε) = 1 or not. Given u˜ ∈ G, we may always pick a representative
u ∈ O×F (u˜) of u˜ such that Nr(u) = NF (u˜)/F (u) ∈ S ⊆ {1, ε}. Subsequently,
representatives of u˜ refer exclusively to these ones. We set Nr(u˜) := Nr(u) and call
it the reduced norm of u˜. If ψ˜ : G1 → G2 is a strict isomorphism as in (4.5), then
clearly Nr ◦ψ˜ = Nr.
Definition 4.3.3. Let G be a finite noncyclic subgroup of H×/O×F isomorphic to
Dn with n ∈ {2, 3}. We say G is of the first kind and write G ≃ D†n if every element
of order 2 in G has reduced norm 1; otherwise, we say G is of the second kind and
write G ≃ D‡n.
Remark 4.3.4. We explain why Definition 4.3.3 applies only to D2 and D3 but
not to any other groups in Table 4.2. Clearly, the reduced norm map in (4.6) is
constant on each conjugacy class of G. If G contains an element of order 4 or 6,
then S = {1, ε} and Nr is surjective by Table 4.1. We separate the rest of the
discussion into cases:
(1) If G ≃ A4, then Nr(G) = {1} since A4 contains no subgroup of index 2.
(2) Suppose that G ≃ S4. Any two isomorphisms G ≃ S4 differ by a conju-
gation because all automorphisms of S4 are inner. In particular, it makes
sense to talk about cycle types [43, Section 2.3.1] of elements of G. There
are two conjugacy classes of elements of order 2 in S4:
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• the transpositions, and
• the permutations of type (2, 2).
The group G has a unique subgroup G′ of index 2 which corresponds to
A4 for every isomorphism G ≃ S4. We have ker(Nr) = G′ since Nr maps
surjectively onto O×F,+/O
×2
F ≃ Z/2Z and ker(Nr) ⊇ G′. It follows that
every transposition has reduced norm ε, and every permutation of type
(2, 2) has reduced norm 1.
(3) Suppose that G ≃ Dn with n ∈ {2, 3, 4, 6}. We present G as in (3.8):
(4.7) G =
〈
η˜, u˜ ∈ G | ord(η˜) = n, ord(u˜) = 2, η˜u˜ = u˜η˜−1〉 .
First consider the case n = 2m with m ∈ {2, 3}. There are 3 conjugacy
classes of elements of order 2 in G:
• {η˜m}, consisting of the unique nontrivial element of the center;
• {u˜η˜2t | 0 ≤ t ≤ m− 1};
• {u˜η˜2t+1 | 0 ≤ t ≤ m− 1}.
We have Nr(u˜) 6= Nr(u˜η˜) since Nr(η˜) = ε. Replacing u˜ by u˜η˜ if necessary,
we may and will assume that
(4.8) Nr(u˜) = 1 and Nr(u˜η˜) = ε.
If G ≃ D3, then there is a unique conjugacy class of elements of 2,
which has a uniform reduced norm (either 1 or ε). These two cases are
distinguished by the notation D†3 and D
‡
3.
Lastly, suppose that G ≃ D2, the Klein 4-group. We write G ≃ D†2 if
every element of G has reduced norm 1. If G 6≃ D†2, then there is an element
with reduced norm ε, which we choose as η˜. Once again Nr(u˜) 6= Nr(u˜η˜).
Replacing u˜ by u˜η˜ if necessary, we always assume that (4.8) holds true in
this case as well.
Proposition 4.3.5. For s ∈ {1, 2}, let Hs and Gs be as in Definition 4.3.2. Then
G1 and G2 are strictly isomorphic if and only if they are isomorphic as abstract
groups and are of the same kind (if applicable).
Proof. We first prove the proposition under the assumption that Gs ≃ Dn with
n ∈ {2, 3, 4, 6}. Presented Gs as in (4.7), and assume the generators {η˜s, u˜s}s=1,2
satisfy (4.8) if Gs ≃ D‡2 or Gs ≃ Dn with n ∈ {4, 6}. By the assumption, we have
ord(η˜1) = ord(η˜2) and Nr(η˜1) = Nr(η˜2). Let Ks := F (η˜s) for s = 1, 2. Thanks to
Table 4.1, there is an F -isomorphism of CM-fields
(4.9) ψ0 : K1 → K2 such that ψ˜0(η˜1) = η˜2.
Let us ∈ H×s be a representative of u˜s and put c := u21 = u22 ∈ {−1,−ε}. We
have usKsu
−1
s = Ks since u˜sη˜su˜
−1
s = η˜
−1
s . Hence conjugation by us induces the
unique nontrivial F -automorphism ys 7→ y¯s on Ks. It follows that Hs = Ks +
Ksus ≃ {Ks, c} (notation as in the start of Section 2). Thus ψ0 extends to an
F -isomorphism
(4.10) ψ : H1 → H2 such that ψ(u1) = u2.
Next, assume that G1 and G2 are both isomorphic to A4. By Remark 4.3.4, we
have A4 ⊃ D†2. Applying the preceding proof to D†2, we may identify both Hs with
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H := {F (√−1 ),−1} = (−1,−1F ) such that the unique Sylow 2-subgroup of Gs is
identified with V := {1˜, i˜, j˜, k˜} ⊆ H×/O×F . Put
(4.11) ξ := (1 + i+ j + k)/2 ∈
(−1,−1
Q
)
⊂
(−1,−1
F
)
.
The subgroup G0 :=
〈
i˜, j˜, ξ˜
〉
⊂ H×/O×F is isomorphic to A4. Let G ⊂ H×/O×F
be a subgroup such that G ⊃ V and G ≃ A4. We show that G = G0. The inner
automorphisms of G induce an embedding
G/V →֒ Aut(V ) ≃ S3,
which identifies G/V with A3 ⊂ S3. In particular, there exists an element ξ˜′ ∈ G of
order 3 such that conjugation by ξ˜′ induces the cyclic permutation (˜i, j˜, k˜). On the
other hand, conjugation by ξ˜ also acts as (˜i, j˜, k˜). It follows that ξ−1ξ′ commutes
with i, j, k up to sign, and hence ξ−1ξ′ ∈ F× 〈i, j, k〉, the subgroup of H× generated
by F× and {i, j, k}. By Table 4.1, Nr(ξ′) = 1 since ord(ξ˜′) = 3. We have ξ−1ξ′ ∈
{±1,±i,±j,±k} and hence ξ˜ ∈ G. This concludes the proof for A4.
Lastly, suppose that G1 and G2 are both isomorphic to S4. By Table 4.2, we
have 2ε ∈ F×2. Since S4 ⊃ A4, we may identify each Hs with H =
(−1,−1
F
)
in such
a way that the unique index 2 subgroup of Gs is identified with G0 ≃ A4 as above.
It remains to show that there is a unique subgroup of H×/O×F containing G0 and
isomorphic to S4. Let G be such a group. Then i˜ ∈ V ⊂ G is the square of an
element of order 4, say τ˜ ∈ G. We then have F (τ˜ ) = F (i) and τ˜ is represented by
either ϑ(1+ i) or ϑ(1− i) according to Table 4.1. These two elements are mutually
inverse to each other modulo O×F . Thus G is generated by G0 and ϑ(1 + i)O
×
F ,
hence uniquely determined. 
In the caseG ≃ S4 and G ⊃ G0, the same argument also shows that ϑ(1+j)O×F ∈
G as well. This will be used when we write down the minimal G-order in Section 4.4.
By Table 4.2 and Proposition 4.3.5, the strict isomorphism classes of all possible
finite noncyclic subgroups of H×/O×F for all H are
(4.12) G♮ := {D†2, D‡2, D†3, D‡3, D4, D6, A4, S4}.
Given two distinct groups G,G′ ∈ G♮, we write G < G′ if G is realizable as a
subgroup ofG′. The relationships between these groups are illustrated in Figure 4.1,
where every pair G < G′ is connected by a line.
Figure 4.1. Relationships between the groups in G♮
S4
A4 D4 D6
D†2 D
‡
2 D
†
3 D
‡
3
The diagram makes heavy use of Remark 4.3.4. For example, D†3 is not real-
izable as a subgroup of S4. Otherwise D
†
3 < A4, but A4 does not contain any
22 QUN LI, JIANGWEI XUE, AND CHIA-FU YU
subgroup of index 2. The group D6 has a unique conjugacy class of subgroups of
order 4, namely its Sylow 2-subgroups. Each Sylow 2-subgroup contains the unique
nontrivial element of the center, which has reduced norm ε. Hence D6 contains
subgroups strictly isomorphic to D‡2 but none to D
†
2. Lastly, let {u˜, η˜} be genera-
tors of D4 as in (4.7) with Nr(u˜) = 1. Since Nr(η˜
2) = 1, we have
〈
u˜, η˜2
〉 ≃ D†2 and〈
u˜η˜, η˜2
〉 ≃ D‡2. We leave the discussion of the remaining cases to the interested
readers.
Lemma 4.3.6. Let G be a finite noncyclic subgroup of H×/O×F , and G1, G2 be
two noncyclic subgroups of G. If G1 and G2 are strictly isomorphic, then they are
conjugate in G.
Proof. Suppose that G1 and G2 are strictly isomorphic. First, we have G1 = G2 in
the following cases:
• G ≃ A4, D4;
• G ≃ S4 and Gs ≃ A4 (or D†2) for s = 1, 2;
• G ≃ D6 and Gs ≃ D†3 (or D‡3) for s = 1, 2.
Next, if G ≃ S4 (resp. D6) and Gs ≃ D4 (resp. D‡2), then both Gs are Sylow 2-
subgroups of G, and hence conjugate. It remains to handle the cases that G ≃ S4,
and Gs ≃ D‡2 or D‡3. Note that a noncyclic order 4 subgroup of S4 is strictly
isomorphic to D‡2 if and only if it is not normal, and such subgroups form a single
conjugacy class. There is a single conjugacy class of subgroups of order 6 in S4,
and each such subgroup is strictly isomorphic to D‡3. 
4.4. Structure of the minimal G-orders for noncyclic finite groups G.
Definition 4.4.1. For each G ∈ G♮ as in (4.12), an OF -order O ⊂ H is called a
minimal G-order if there exists G′ ⊂ H×/O×F such that G′ ≃ G and O is a minimal
G′-order.
By Proposition 4.3.5, a minimal G-order is uniquely determined up to OF -
isomorphism. The proof of Proposition 4.3.5 also provides a method for writing
down a minimal G-order explicitly. For example, if G is dihedral of order 2n and
presented as in (4.7), then the OF -order
(4.13) On := OF +OFu+OF η +OFuη,
is a minimal G-order. Take n = 6. Then by (4.13) and Table 4.1,
(4.14) O6 = OF +OF i+OF ς(3 + j)/2 +OF ςi(3 + j)/2 ⊂
(−1,−3
F
)
,
where 3ς2 = ε. Since OF (j) = OF +OF ς(3 + j)/2 by Lemma 7.2.1, we may write
(4.15) O6 = OF (j) + iOF (j).
As before, we use superscripts † or ‡ to distinguish the two kinds, e.g. O†2 denotes
a minimal D†2-order. Let
(4.16) H2,∞ =
(−1,−1
Q
)
, H3,∞ =
(−1,−3
Q
)
,
and ξ ∈ H2,∞ be the element in (4.11). We define
o2 := Z[i, j] = Z+ Zi + Zj + Zk ⊂ H2,∞,(4.17)
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o2 := Z+ Zi+ Zj + Zξ ⊂ H2,∞,(4.18)
o3 := Z[i, (1 + j)/2] = Z+ Zi+ Z
1 + j
2
+ Z
i(1 + j)
2
⊂ H3,∞.(4.19)
Then O†n = on⊗ZOF for n = 2, 3, and O12 := o2⊗ZOF is a minimal A4-order. It is
well-known that both o2 and o3 are maximal orders in their respective quaternion
Q-algebras, and [o2 : o2] = 2.
By the proof of Proposition 4.3.5, if H×/O×F contains a subgroup isomorphic
to D4 or S4, then 2ε ∈ F×2 and H may be identified with
(−1,−1
F
)
. Fix ϑ ∈ F×
such that ε = 2ϑ2 as in Section 4.2. If α ∈ H satisfies α2 = −1, then we put√
εα = ϑ(1 + α) since (±ϑ(1 + α))2 = εα. Thus
(4.20) O4 = OF +OF i+ OF
√
εj +OF i
√
εj .
Straightforward calculation shows that
(4.21) O24 := OF +OF
√
εi +OF
√
εj +OF ξ
is closed under multiplication, and hence an OF -order. Note that
√
εk = (2ϑ −√
εj )ξ ∈ O24. Clearly, O24 contains the minimal A4-order O12. Thus it is a minimal
S4-order since
√
εi ∈ O24. See Definition-Lemma 5.4 for a simpler presentation of
O24.
The deduction of the explicit forms of minimal OF -orders attached to D
‡
2 or
D‡3 are left to the interested reader. In Table 4.3, we list for each G ∈ G♮ a
representative in the unique isomorphism class of minimal G-orders and calculate
its discriminant (see Lemmas 2.7 and 2.9). The existence of a minimal G-order
determines H uniquely up to isomorphism.
Table 4.3. Minimal G-orders for d ≥ 6
G condition on ε H minimal G-order d(O)
D†2
(−1,−1
F
)
O
†
2 := OF [i, j] 4OF
D‡2 NF/Q(ε) = 1
(−1,−ε
F
)
O
‡
2 := OF [i, j] 4OF
D†3
(−1,−3
F
)
O
†
3 := OF [i, (1 + j)/2] 3OF
D‡3 NF/Q(ε) = 1
(−ε,−3
F
)
O
‡
3 := OF [i, (1 + j)/2] 3OF
D4 2ε ∈ F×2
(−1,−1
F
)
O4 := OF +OF i +OF
√
εj +OF i
√
εj 2OF
D6 3ε ∈ F×2
(−1,−3
F
)
O6 := OF (j) + iOF (j) OF
A4
(−1,−1
F
) O12 := OF +OF i+OF j +OF ξ 2OF
S4 2ε ∈ F×2
(−1,−1
F
)
O24 := OF +OF
√
εi +OF
√
εj +OF ξ OF
We make a few observations based on Table 4.3.
Corollary 4.4.2. The minimal OF -orders attached to D6 and S4 are maximal.
Proof. LetO be either O6 orO24. We have d(O) = OF , and henceO is maximal. 
Corollary 4.4.3. If H is not isomorphic to any of the quaternion algebras in
Table 4.3, (e.g. d(H) ∤ 6OF ), then O⋆ is cyclic for every OF -order O ⊂ H.
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Proof. If G := O⋆ is noncyclic, then O contains a minimal G-order. Thus H is
necessarily isomorphic to one of the quaternion algebras listed in Table 4.3. 
Corollary 4.4.4. If O is the minimal OF -order attached to a finite noncyclic
subgroup G of H×/O×F , then O⋆ = G.
Proof. Let G′ := O⋆ . Clearly, G ⊆ G′, and O is also a minimal G′-order since
by definition O is spanned over OF by representatives of G ⊆ G′. In particular,
minimal OF -orders attached to G and G
′ have the same discriminants. Combining
Figure 4.1 and Table 4.3, we see that this is possible only if G = G′. 
By Corollary 4.4.4, if O is a minimal OF -order attached to a noncyclic group
G ∈ G♮, then the Vigne´ras unit index
(4.22) [O× : O×FO1] =
{
1 if G ∈ {D†2, D†3, A4},
2 if G ∈ {D‡2, D‡3, D4, S4, D6}.
4.5. Normalizers of minimal orders.
Lemma 4.5.1. Let O be one of the minimal G-orders in Table 4.3. The kernel of
the natural homomorphism ϕ : N (O)→ Aut(O⋆) is given as follows
ker(ϕ) =

F×O× if O⋆ ≃ D2;
F×〈j〉 if O⋆ ≃ Dn with n ∈ {3, 4, 6};
F× if O⋆ ≃ A4 or S4.
Proof. Let v˜ ∈ O⋆ be a nontrivial element represented by v ∈ O×, and x ∈ ker(ϕ) ⊆
N (O). Since xv˜x−1 = v˜, we have xF (v)x−1 = F (v), so either xvx−1 = v or
xvx−1 = v¯. The latter case is possible only if v¯/v ∈ O×F . On the other hand, v¯/v
is a root of unity in the CM-field F (v). So necessarily v¯ = −v, i.e. ord(v˜) = 2.
Therefore, if O⋆ contains an element η˜ with ord(η˜) > 2, then ker(ϕ) ⊆ F (η˜)×. In
particular, if O⋆ ≃ A4 or S4, then there exist η˜1, η˜2 ∈ O⋆ such that F (η˜1) 6= F (η˜2)
and min{ord(η˜1), ord(η˜2)} ≥ 3. Hence F× ⊆ ker(ϕ) ⊆ F (η˜1)× ∩ F (η˜2)× = F× in
this case.
Next, suppose that O = OF + OF i + OF η + OF iη is a minimal Dn-order with
i2 ∈ {−1,−ε} and n = ord(η˜) ≥ 3. Note that F (η) = F (j) for all O in this
case, so we have ker(ϕ) ⊆ F (j)×. Given any x ∈ ker(ϕ), if xix−1 = i, then
x ∈ F (i)× ∩ F (j)× = F×, otherwise xix−1 = −i, and hence x ∈ F×j. It follows
that ker(ϕ) = F× ∪ F×j = F×〈j〉 in this case.
Lastly, suppose that O⋆ ≃ D2. Then O = OF [i, j] in either
(−1,−1
F
)
or
(−1,−ε
F
)
.
For every x ∈ ker(ϕ), we have xix−1 = ±i and xjx−1 = ±j. There exists a suitable
element in {1, i, j, k} whose product with x commutes with both i and j, and hence
lies in F×. Therefore, ker(ϕ) = F×O×. 
Since we can write down Aut(G) for every G ∈ G♮, it is a simple exercise to
work out the normalizer N (O) for each minimal G-order O. For O⋆ ≃ Dn with
n ∈ {4, 6}, the non-central elements of order 2 fall into two conjugacy classes with
distinct reduced norms by Remark 4.3.4. Hence the image of ϕ coincides with the
inner automorphism group Inn(O⋆) in this case. For a set S ⊂ H×, let F×O×〈S〉
be the subgroup of H× generated by F×O× and S. Then
N (O†2) = F×(O†2)×〈1 + i, 1 + j〉, N (O‡2 ) = F×(O‡2)×〈1 + i〉,(4.23)
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N (O†3) = F×(O†3)×〈j〉, N (O‡3 ) = F×(O‡3)×〈j〉,(4.24)
N (O12) = F×O×12〈1 + i〉,(4.25)
N (O) = F×O× if O ≃ O4,O6 or O24.(4.26)
Let us denote N (O) := N (O)/F×O× for any order O ⊂ H . Then N (O†2) ≃ S3,
and N (O′) ≃ Z/2Z if O′ ∈ {O‡2 ,O†3 ,O‡3 ,O12}. The natural action of N (O) on the
set S(O) of maximal orders containing O descends to N (O). The number of orbits
is denoted by
(4.27) i(O) := |N (O)\S(O)| = |N (O)\S(O)|.
Lemma 4.5.2. Let O ⊂ H be a minimal G-order with G ∈ G♮, and O,O′ ∈ S(O)
be two maximal OF -orders containing O. If O and O′ are H×-conjugate, then there
there exists x ∈ N (O) such that O′ = xOx−1.
Proof. By the assumption, there there exists y ∈ H× such that O = yO′y−1.
Applying Lemma 4.3.6 to the groups O⋆ ⊆ O⋆ and yO⋆y−1 ⊆ O⋆ , we see that
there exists u ∈ O× such that uO⋆u−1 = yO⋆y−1, or equivalently, uOu−1 = yOy−1.
Take x = y−1u. Then x ∈ N (O) and xOx−1 = O′. 
Therefore, if O is a minimal G-order, then i(O) is the number of conjugacy
classes of maximal orders containing O.
5. Refined type numbers for noncyclic reduced unit groups: part I
Let H be a totally definite quaternion algebra over a real quadratic field F =
Q(
√
d ) with square-free d ≥ 6. The refined type number t(G) = t(H,G) is defined
in (1.2) and counts the number of conjugacy classes of maximal orders in H with
reduced unit group G. We compute t(G) for each finite noncyclic group G in
Figure 4.1, starting from the groups on the top and working downward. The current
section treats the cases G ∈ {S4, D6, A4, D4, D†2, D†3}. The remaining cases G ∈
{D‡2, D‡3} are postponed to the next section.
By Corollary 4.4.3, if t(G) 6= 0 for some G ∈ G♮ as in (4.12), then we may identify
H with one of the quaternion F -algebras in Table 4.3. Assume that this is the case
throughout this section. Let O ⊂ H be a maximal order with O⋆ ≃ G. After a suit-
able H×-conjugation, O contains the minimal G-order O in Table 4.3. To compute
t(G), we classify the set S(O) of maximal orders containing O, and compute the
number i(O) of N (O)-conjugacy classes. It then follows from Lemma 4.5.2 that
(5.1) t(G) = i(O) −
∑
G<G′
t(G′).
The orbits in N (O)\S(O) consisting of maximal orders with reduced unit groups
G′ > G have already been accounted for in a previous iteration. After eliminat-
ing those, we write down a representative O ∈ S(O) for each remaining orbit in
N (O)\S(O). Necessarily, such an O is intermediate to O ⊆ O∨ (the dual lattice
of O). By construction, O× = O×. Since O is spanned by O× and every x ∈ N (O)
normalizes O×, we have
(5.2) N (O) ⊆ N (O).
This provides a way to work out N (O) explicitly by applying the results of Sec-
tion 4.5. We then apply (3.20) to compute h(G). Recall that ω(H) denotes the
number of finite primes of F that are ramified in H .
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The computation of t(S4) and t(D6) is made easiest since minimal OF -orders
attached to S4 and D6 turn out to be maximal by Corollary 4.4.2.
Proposition 5.1. We have
t(S4) =
{
1 if H =
(−1,−1
F
)
and 2ε ∈ F×2,
0 otherwise;
(5.3)
h(S4) = h(F )t(S4).(5.4)
When 2ε ∈ F×2, every maximal order in (−1,−1F ) with reduced unit group S4 is
conjugate to O24 in (4.21), and N (O24) = F×O×24.
Proof. The normalizer of O24 is calculated in (4.26). Suppose that 2ε ∈ F×2 and
H =
(−1,−1
F
)
= H2,∞ ⊗Q F , where H2,∞ =
(
−1,−1
Q
)
as in (4.16). Note that 2 is
ramified in F , and the quaternion Q-algebra H2,∞ is ramified only at 2 and ∞. It
follows that ω(H) = 0, and hence h(S4) = h(F )t(S4). 
Remark 5.2. Suppose that 2ε ∈ F×2, and fix ϑ ∈ F× such that ε = 2ϑ2 as
in Section 4.2. From the proof of Lemma 4.3.6, OF [i, j] ⊂
(−1,−1
F
)
is the unique
minimal D†2-suborder of O24. On the other hand, OF [i, ϑ(j + k)] is a minimal D
‡
2-
suborder of O24, and any other minimal D
‡
2-suborder of O24 is O
×
24-conjugate to it.
We have OF [i, ϑ(j + k)] 6⊂ OF + (2ϑ)O24 since the latter order does not contain
ϑ(j + k).
Proposition 5.3. We have
t(D6) =
{
1 if H =
(−1,−3
F
)
and 3ε ∈ F×2,
0 otherwise;
(5.5)
h(D6) = h(F )t(D6).(5.6)
When 3ε ∈ F×2, every maximal order in (−1,−3F ) with reduced unit group D6 is
conjugate to O6 in (4.15), and N (O6) = F×O×6 .
Proof. The proof of Proposition 5.1 applies, mutatis mutandis, to here as well. 
We introduce two maximal orders in
(−1,−1
F
)
when 2 is ramified in F . The first
order provides a simplified form of O24 when 2ε ∈ F×2 and is also used for the
calculation of t(A4), and the second one will be used for t(D4) and t(D
†
2).
Definition-Lemma 5.4. Suppose that d ≡ 2, 3 (mod 4) so that 2 is ramified in
F , and hence H =
(−1,−1
F
)
splits at all finite places of F .
(i) Let p be the unique dyadic prime of F , K := F (i) ⊂ H, and
B :=
{
OK if d ≡ 2 (mod 4),
OF + pOK if d ≡ 3 (mod 4),
(5.7)
O12 := B +Bξ, where ξ = (1 + i+ j + k)/2 ∈ H.(5.8)
Then O12 is the unique maximal order containing the minimal A4-order O12 ⊆
H. If 2ε ∈ F×2, then O12 coincides with O24 in (4.21), and
(5.9) O⋆12 ≃
{
S4 if 2ε ∈ F×2,
A4 otherwise.
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(ii) Let L (resp. O†4) be the following subfield (resp. OF -order) of H:
L : =
{
F ((1 +
√
d i+ j)/2) ≃ F (√−(d+ 1) ) if d ≡ 2 (mod 4),
F (j) ≃ F (√−1 ) if d ≡ 3 (mod 4),(5.10)
O†4 : = OL + iOL, or more explicitly(5.11)
O†4 : =
{
OF +OF i+OF
1+
√
d i+j
2 +OF
−√d+i+k
2 if d ≡ 2 (mod 4),
OF +OF i+OF
√
d+j
2 +OF
√
d i+k
2 if d ≡ 3 (mod 4).
(5.12)
Then O†4 is a maximal order containing the minimal D
†
2-order O
†
2 = OF [i, j],
and it is not H×-conjugate to O12 in (5.8). We have
(5.13) (O†4)
⋆ ≃
{
D4 if 2ε ∈ F×2,
D†2 otherwise.
(iii) When 2ε ∈ F×2, the maximal orders O12 and O†4 are denoted as O24 and O8
respectively to emphasize their reduced unit groups. Both O24 and O8 contain
the minimal D4-order O4 = OF [i,
√
εj ].
Proof of Definition-Lemma 5.4. Let H2,∞ =
(
−1,−1
Q
)
, the unique quaternion Q-
algebra (up to isomorphism) ramified exactly at 2 and∞. We haveH = H2,∞⊗QF ,
which splits at all finite places of F since 2 is ramified in F by the assumption.
From Table 7.1, the order B is the unique OF -order in K containing OF [i]
with χ(B,OF [i]) = p. Straightforward calculation shows that O12 = B + Bξ is
closed under multiplication, hence an OF -order. Since O12 = OF [i] + OF [i]ξ, we
have d(O12) = p−2d(O12) = OF by Table 4.3. Thus, O12 is a maximal order. If
2ε ∈ F×2, then B = OF [
√
εi ] by Lemma 7.1.1, which implies that O12 = O24
and hence O⋆12 ≃ S4; otherwise O⋆12 ≃ A4 since O12 ⊃ O12. It is clear from the
expression of O24 in (4.21) that O24 ⊃ O4.
Recall that O12 = o2⊗ZOF , where o2 is the maximal Z-order in H2,∞ defined in
(4.18). Thus O12⊗Zℓ is maximal in H⊗Qℓ for every prime ℓ 6= 2 since H2,∞ splits
at ℓ. As both H2,∞ and F are ramified at 2, there is a unique maximal order of
H⊗Q2 containing O12⊗Z2 by Lemma 2.11. Therefore, O12 is the unique maximal
order containing O12, and there is no other OF -order intermediate to O12 ⊂ O12.
For (ii), one calculates directly thatO†4 = OL+iOL is closed under multiplication,
hence an OF -order. Let B
′ := OF [
√
d i + j] ⊂ OL if d ≡ 2 (mod 4), and B′ :=
OF [j] ⊂ OL if d ≡ 3 (mod 4). Then O†2 = B′ + iB′ and χ(OL : B′) = 2OF .
Thus d(O†4) = (2OF )
−2d(O†2) = OF by Table 4.3. It follows that O
†
4 is a maximal
order containing O†2 . Note that O12 ∩ F (i) = B 6≃ OF [
√−1 ], so by symmetry,
results of the same form hold true if i is replaced by j or k. On the other hand,
O†4 ∩ F (i) = OF [i] ≃ OF [
√−1 ]. Thus O†4 is not H×-conjugate to O12.
Suppose that 2ε ∈ F×2. Clearly, O4 ⊆ O†4 if d ≡ 3 (mod 4). By Lemma 7.1.1,
if d ≡ 2 (mod 4), then OF [
√
εj ] = OF (j), which has a Z-basis {1,
√
d , j, (
√
d +√
d j)/2}. Thus, O†4 ⊃ O4 in this case as well. We have (O†4)⋆ 6≃ S4 since O†4 is not
conjugate to O12. Now (5.13) follows directly from Table 4.2 and Figure 4.1. 
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For each prime p ∈ N, we write (Fp) for the Artin symbol [40, p. 94]:
(5.14)
(
F
p
)
=

1 if p splits in F,
0 if p ramifies in F,
−1 if p is inert in F.
Proposition 5.5. We have
t(A4) =
{
1 if H =
(−1,−1
F
)
and 2ε 6∈ F×2,
0 otherwise;
(5.15)
h(A4) =
(
1
2
+
1
2
(
F
2
)
+
(
F
2
)2)
h(F )t(A4).(5.16)
Suppose that H =
(−1,−1
F
)
and 2ε 6∈ F×2. We set O12 = B + Bξ as in (5.8) if
d 6≡ 1 (mod 4), O12 = O12 if d ≡ 1 (mod 8), and
(5.17) O12 = OF +OF
(1 +
√
d )− 2i+ (1−√d )j
4
+OF j+OF ξ if d ≡ 5 mod 8.
Then every maximal order O ⊂ H with O⋆ ≃ A4 is H×-conjugate to O12, and
(5.18) N (O12) =
{
F×O×12 if d ≡ 5 (mod 8),
F×O×12〈1 + i〉 otherwise.
Proof. Suppose that t(A4) 6= 0, and O ⊂ H is a maximal order with O⋆ ≃ A4. By
Table 4.3, we may identify H with
(−1,−1
F
)
in such a way that O ⊇ O12. Necessarily,
2ε 6∈ F×2, otherwise O = O24, which has reduced unit group S4.
Conversely, suppose that H =
(−1,−1
F
)
and 2ε 6∈ F×2. Then t(S4) = 0, and
t(A4) = i(O12). In other words, O⋆ ≃ A4 for every maximal order O containing
O12 = o2 ⊗Z OF . According to (4.25) and (5.2),
(5.19) N (O) ⊆ N (O12) = F×O×12〈1 + i〉 = F×O×〈1 + i〉.
We show that N (O12) acts transitively on S(O12) so that t(A4) = 1.
If F splits at 2, then H is ramified at the two dyadic primes of F , and O12 is
already a maximal order. We have ω(H) = 2, and h(A4) = 2h(F ) in this case.
In the remaining two cases, there is a unique dyadic prime p of F , and H splits
at all finite primes of F , i.e. ω(H) = 0. If F is ramified at 2, then O12 in (5.8)
is the unique maximal order containing O12 by Definition-Lemma 5.4. Necessarily
N (O12) = N (O12), and h(A4) = 12h(F ).
If F is inert at 2, then ep(O12) = 1 and O12 is an Eichler order of level p = 2OF
by Lemma 2.10. Let O and O′ be the two maximal orders containing O12. Note
that (1 + i) ∈ N (O12) , but (1 + i) 6∈ N (O) since it is odd at p (see Section 2.1).
Therefore, (1 + i)O(1 + i)−1 = O′, and N (O) = F×O× by (5.19). It follows that
t(A4) = 1 and h(A4) = h(F ). A direct calculation shows that the dual basis of
{1, i, j, ξ} ⊂ (−1,−1F ) is{
1 + k
2
,
−i+ k
2
,
−j + k
2
, −k
}
,
and the order in (5.17) is a maximal order intermediate to O12 ⊂ O∨12, so it coincides
with either O or O′.
Summarizing the above three cases and interpolating, we obtain (5.16). 
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Similar to O12 = o2 ⊗Z OF , the minimal D†3-order O†3 is also obtained from the
maximal Z-order o3 ⊂ H3,∞ =
(
−1,−3
Q
)
in (4.19) by extending the scalars from Z
to OF . By Figure 4.1, D
†
3 is realizable as a subgroup of D6 but not S4.
Proposition 5.6. We have
t(D†3) =
{
1 if H ≃ (−1,−3F ) and 3ε 6∈ F×2,
0 otherwise.
(5.20)
h(D†3) =
(
1
2
+
1
2
(
F
3
)
+
(
F
3
)2)
h(F )t(D†3).(5.21)
Suppose that H =
(−1,−3
F
)
and 3ε 6∈ F×2. We set O†6 = OF (j) + iOF (j) if d ≡ 0
(mod 3), O†6 = O
†
3 if d ≡ 1 (mod 3), and
(5.22) O†6 := OF +OF
i+ k
2
+OF
1 + j
2
+OF
√
d j + k
3
if d ≡ 2 (mod 3).
Every maximal order O ⊂ H with O⋆ ≃ D†3 is H×-conjugate to O†6, and
N (O†6) =
{
F×(O†6)
× if d ≡ 2 (mod 3),
F×(O†6)
×〈j〉 otherwise.
Proof. By (2.7), the dual lattice of O†3 is
(O†3)
∨ = OF
3 + j
6
+OF
−3i+ k
6
+OF
j
3
+OF
k
3
.
When d ≡ 2 (mod 3), one checks directly that O†3+OF
√
d j+k
3 ⊆ (O†3)∨ is a maximal
order and coincides with the one in (5.22). Similar proof as that of Proposition 5.5
shows that S(O†3) = {O†6, jO†6j−1} if d ≡ 2 (mod 3), and S(O†3) = {O†6} otherwise.
The rest of the proof is almost the same, hence omitted. 
Proposition 5.7. We have
t(D4) =
{
1 if H =
(−1,−1
F
)
and 2ε ∈ F×2,
0 otherwise;
(5.23)
h(D4) = h(F )t(D4).(5.24)
In particular,
(5.25) t(D4) = t(S4) for all H.
Suppose that H =
(−1,−1
F
)
and 2ε ∈ F×2. Every maximal order O ⊂ H with
O⋆ ≃ D4 is H×-conjugate to O8 = O†4 in (5.11), and
(5.26) N (O8) = F×O×8 .
Proof. By Table 4.3, there exists a minimal D4-order only if H =
(−1,−1
F
)
and
2ε ∈ F×2. We show that t(D4) = 1 in this case. It is shown in Definition-
Lemma 5.4 that S(O4) ⊇ {O24,O8}, and O8 is not H×-conjugate to O24. Let
p = (2ϑ)OF be the unique dyadic prime of F , where 2ϑ
2 = ε. By [6, Corollary 1.6],
O4 = OF [i,
√
εj ] is a Bass order since d(O4) = 2OF = p
2 is cube-free. Note that
i2 ≡ (√εj )4 ≡ 1 (mod p). The same proof as that of Lemma 2.7 shows that
O4 is maximal at every finite place of F coprime to 2, and the Eichler invariant
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ep(O4) = 0. It then follows from Lemma 2.5 that S(O4) = {O24,O8}. Since O8 is
not H×-conjugate to O24, we have O⋆8 = O
⋆
4 ≃ D4. Therefore,
F×O×8 ⊆ N (O8) ⊆ N (O4) = F×O×4 = F×O×8 .
It follows that (5.26) holds, and h(D4) = h(F )t(D4) since ω(H) = 0. 
Remark 5.8. The proof of Proposition 5.7 shows that O24 and O8 intersect at an
Eichler order E of level p = (2ϑ)OF , and E is also the unique minimal overorder of
O4. It is not hard to write it down explicitly:
(5.27) E = OF [i,
√
εj , ξ −
√
εi ] = OF +OF i +OF
√
εj +OF (ξ −
√
εi ).
Proposition 5.9. We have
t(D†2) =
{
1 if H =
(−1,−1
F
)
,
(
F
2
)
= 0 and 2ε 6∈ F×2,
0 otherwise;
(5.28)
h(D†2) =
1
2
h(F )t(D†2)(5.29)
Suppose that H =
(−1,−1
F
)
,
(
F
2
)
= 0 and 2ε 6∈ F×2. Every maximal order O ⊂ H
with O⋆ ≃ D†2 is H×-conjugate to O†4 in (5.11), and
N (O†4) = F×(O†4)×〈1 + i〉.
Proof. We focus on the case that H =
(−1,−1
F
)
since t(D†2) = 0 otherwise. Thanks
to Lemma 2.7, O†2 = OF [i, j] is a Gorenstein order maximal at every prime ℓ 6= 2.
We study the set of maximal orders in H containing O†2 .
If
(
F
2
)
= 1, then t(D†2) = 0. Indeed, H is ramified at the two dyadic primes of
F in this case, and O12 is the unique maximal order containing O†2 with O⋆12 ≃
A4. Suppose that
(
F
2
) 6= 1 so that there is a unique dyadic prime p of F . Then
ep(O
†
2) = 0 by Lemma 2.7. It follows from [6, Proposition 4.1] that there is a unique
minimal overorder O of O†2 , and χ(O,O†2) = p. In particular, S(O) = S(O†2), and
O12 ⊇ O. Since χ(O12,O†2) = 2OF by Table 4.3, we see that O12 = O if
(
F
2
)
= −1,
forcing S(O†2) = S(O12). Therefore, t(D†2) 6= 0 only if
(
F
2
)
= 0, which we assume
for the rest of the proof. In this case, d(O) = χ(O,O†2)−1d(O†2 ) = p3 by Table 4.3.
It follows from [6, Proposition 4.1] again that ep(O) = 0 since d(O) 6= p.
Note that OF [
√−1 ] is not maximal in F (√−1 ) (see Table 7.1). According to
Lemma 2.8, O†2 is not Bass, and hence O is not Gorenstein by [6, Proposition 1.12].
Now it follows from Lemma 2.6 that ℵ(O†2) = ℵ(O) = 4. More precisely, the subtree
T(O†2⊗Z2) of the Bruhat-Tits tree of H⊗Q2 is a star centered at Gor(O)⊗Z2 with
3 external vertices. Here Gor(O) denotes the Gorenstein saturation of O, which
is a maximal order as shown in Lemma 2.6. According to Definition-Lemma 5.4,
S(O†2) ⊇ {O12,O†4}. By (4.23), O12 is fixed under the action of N (O†2) on S(O†2).
We claim that i(O†2) = 2, that is, N (O†2) acts transitively on the set S′(O†2) :=
S(O†2)r {O12}. It then follows that Gor(O) = O12.
In fact, ξ = (1 + i + j + k)/2 ∈ N (O†2) acts transitively on S′(O†2). Otherwise,
ξ lies in the normalizer of one of its members, say O′. Then ξ ∈ O′ by Lemma 2.2,
and hence O′ contains O12 = O†2 +OF ξ as well. But this contradicts the fact that
O12 is the unique maximal overorder of O12. Since ξ generates the only nontrivial
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normal proper subgroup of N (O†2) ≃ S3, the action of N (O†2) on S′(O†2) identifies
N (O†2) with the full symmetric group on S′(O†2).
Lastly, if 2ε ∈ F×2, then the orbits N (O†2)\S(O†2) are represented by O12 = O24
and O8 = O
†
4, with O
⋆
24 ≃ S4 and O⋆8 ≃ D4 respectively. Thus there are no maximal
orders O with O⋆ ≃ D†2 in this case. If 2ε 6∈ F×2, then O⋆12 ≃ A4, and (O†4)⋆ ≃ D†2
since O†4 is not conjugate to O12. Hence N (O†4) ⊆ N (O†2). One verifies directly
that (1 + i) ∈ N (O†4), but ξ 6∈ N (O†4) as demonstrated. It follows that
N (O†4) = F×(O†2)×〈1 + i〉 = F×(O†4)×〈1 + i〉.
We conclude that h(D†2) = h(F )/2 since ω(H) = 0. 
6. Refined type numbers for noncyclic reduced unit groups: part II
We keep the notation and assumptions of Section 5 and study the refined type
numbers and class numbers for D‡2 or D
‡
3. In particular, F = Q(
√
d ) with square-
free d ≥ 6. We assume further that NF/Q(ε) = 1 throughout this section, otherwise
t(D‡2) = t(D
‡
3) = 0.
6.1. Maximal orders containing O‡2 . In this subsection, H denotes the quater-
nion algebra
(−1,−ε
F
)
. We first write down the finite ramified places of H . By
Lemma 7.2.2, if d ≡ 1 (mod 8), then ε is of the form a+ b√d ∈ Z[√d ] with a odd
and b divisible by 4.
Lemma 6.1.1. The quaternion algebra H =
(−1,−ε
F
)
splits at all finite nondyadic
primes of F . If d 6≡ 1 (mod 8), then H splits at the unique dyadic prime of F as
well. When d ≡ 1 (mod 8), H is ramified at the two dyadic primes of F if and
only if ε = a+ b
√
d with a ≡ 1 (mod 4).
Proof. By Lemma 2.7, H splits at all finite nondyadic primes of F . First suppose
that
(
F
2
) 6= 1 so that there is a unique dyadic prime p ⊂ OF . Since the number of
ramified places of H is even, H necessarily splits at p as well. Hence H splits at all
finite primes of F in this case.
Now suppose that d ≡ 1 (mod 8). We have Fp = Q2 for every dyadic prime p,
and by [34, Corollary V.3.3],
NQ2(
√−1 )/Q2(Z2[
√−1 ]×) = {u ∈ Z×2 | u ≡ 1 (mod 4)}.
It follows that the Hilbert symbol (−1,−ε)p = 1 if and only if vp(ε + 1) ≥ 2, or
equivalently, a ≡ 3 (mod 4). 
Let O‡2 = OF [i, j] ⊂ H be the minimal D‡2-order in Table 4.3. Recall that
N (O‡2) = F×(O‡2)×〈1 + i〉 by (4.23), so N (O‡2) = N (O‡2)/F×(O‡2)× is a cyclic
group of order 2 generated by 1+ i. By Lemma 4.5.2, two distinct maximal orders
containing O‡2 are H
×-conjugate if and only if they are conjugate by 1 + i. As
defined in (4.27), i(O‡2 ) = |N (O‡2)\S(O‡2)|. According to [28, 63:3], F (j)/F is
unramified at every dyadic prime of F if and only if −ε is congruent to a square
modulo 4OF . If this is the case, then OF [j] = OF + 2OF (j) by (7.9), and hence
(6.1) Oj := OF (j) + iOF (j)
is a maximal order because d(Oj) = χ(Oj : O
‡
2)
−1d(O‡2) = (2OF )
−2 · 4OF = OF .
If there exists ς ∈ F× such that ε = 3ς2, then (j/ς)2 = −3, and we may identify
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H =
(−1,−ε
F
)
with H ′ =
(−1,−3
F
)
. In such case, F (j) = F (j′) ≃ F (√−3 ), which is
unramified at every dyadic prime of F , and Oj is identified with O6 in (4.15).
Proposition 6.1.2. Write ε = a + b
√
d with a, b ∈ N if ε ∈ Z[√d ]. We have the
following table for ℵ(O‡2) and i(O‡2) in H =
(−1,−ε
F
)
d a ℵ(O‡2) i(O‡2)
d ≡ 1 (mod 8) a ≡ 1 (mod 4) 1 1
d ≡ 1 (mod 8) a ≡ 3 (mod 4) 4 2
d ≡ 5 (mod 8) 2 1
d ≡ 3 (mod 4) a is even 2 2
otherwise 4 3
Proof. By Lemma 2.7, the Eichler invariant ep(O
‡
2) = 0 for every dyadic prime p
of F . Moreover, d(O‡2) = 4OF , and O
‡
2 is maximal at all finite nondyadic primes of
F . It follows that ℵ(O‡2) =
∏
p|(2OF ) ℵp(O
‡
2).
If d ≡ 1 (mod 8) and a ≡ 1 (mod 4), thenH is ramified at the two dyadic primes
of F . Hence there is a unique maximal order containing O‡2 , and it is necessarily
normalized by 1 + i.
If d ≡ 1 (mod 8) and a ≡ 3 (mod 4), then H splits at the two dyadic primes
of F . By [6, Corollary 1.6], O‡2 is a Bass order because d(O
‡
2 ) is cube-free. Then
Lemma 2.5 shows that ℵp(O‡2) = 2 for each dyadic prime p of F , and hence ℵ(O‡2) =
2 · 2 = 4. Since (1 + i) is odd at every dyadic p, it does not belong to N (O) for
any O ∈ S(O‡2). Thus conjugation by (1 + i) separates S(O‡2) into two pairs of
maximal orders.
When d ≡ 5 (mod 8), p = 2OF is the unique dyadic prime in F . The same line
of argument as the previous case applies here and produces the desired result.
Now suppose that 2 is ramified in F , i.e. d ≡ 2, 3 (mod 4). By Table 7.1, OF [i]
is a proper suborder of OF (i). It then follows from Lemma 2.8 that O
‡
2 is a Bass
order if and only if OF [
√−ε ] coincides with the ring of integers of F (√−ε ). The
latter condition holds if and only if d ≡ 3 (mod 4) and a is even by Lemmas 7.2.5
and 7.2.7. Assume that this is the case so that O‡2 is Bass, and we apply Lemma 2.5
again to obtain ℵ(O‡2) = 2. By Section 7.1, we have χ(OF (i), OF [i]) = 2OF , so
(6.2) Oi := OF (i) + jOF (i)
is one of the two maximal orders containing O‡2 . Furthermore,
(1 + i)Oi(1 + i)
−1 = OF (i) + kOF (i) = i(OF (i) + jOF (i)) = Oi.
Hence N (O‡2) acts trivially on S(O‡2).
In the remaining cases, O‡2 is not a Bass order. Let p be the unique dyadic prime
of F . The p-adic completion (O‡2)p = O
‡
2 ⊗ Z2 is a Gorenstein order of Eichler
invariant 0 as shown in Lemma 2.7. By [6, Proposition 1.12], there exists a unique
minimal overorder O of (O‡2)p, and O is non-Gorenstein since (O‡2)p is not Bass.
We have d(O) = p3OFp by [6, Proposition 4.1]. Now it follows from Lemma 2.6 that
ℵ((O‡2)p) = ℵ(O) = 4. In fact, T(O) is a star centered at the Gorenstein saturation
Gor(O) with 3 exterior vertices. The symmetry forces (1 + i) ∈ N (Gor(O)). To
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obtain i(O‡2) = 3, it is enough to show that conjugation by (1+i) acts non-trivially
on S(O).
Firstly suppose that d ≡ 2 (mod 4), so (1 + i)/√d is integral over OFp . If
(1 + i)/
√
d acts trivially on S(O), then (1 + i)/√d ∈ O for every O ∈ S(O) by
Lemma 2.2. Thus
1 + i√
d
∈
⋂
O∈S(O)
O = O.
However, (1 + i)/
√
d generates the ring of integers of Fp(i) over OFp . In light
of [7, Proposition 1.11], this contradicts the fact that O is non-Gorenstein.
Lastly, suppose that d ≡ 3 (mod 4) and a is odd. By Lemma 7.2.5, F (j)/F is
unramified at the dyadic prime of F , so the order Oj in (6.1) is a maximal order
containing O‡2 . We claim that
(6.3) Ok := (1 + i)Oj(1 + i)
−1 = OF (k) + iOF (k)
is distinct from Oj. Indeed,
Oj ∩ F (k) = OF + k((j−1OF (j)) ∩ F ) = OF + k(OF (j) ∩ F ) = OF + kOF 6= OF (k).
The proposition is proved. 
Corollary 6.1.3. Let H =
(−1,−ε
F
)
. Then t(D‡2) = 0 if d = 6. For d ≥ 7,
t(D‡2) + t(D4) + t(S4) + t(D6) = i(O
‡
2),(6.4)
where either t(D6) = 0 or t(S4) = t(D4) = 0.(6.5)
Particularly, if {2ε, 3ε} ∩ F×2 = ∅, then
(6.6) t(D‡2) = i(O
‡
2).
Proof. For every O ∈ S(O‡2), we have O⋆ ∈ {D‡2, D4, S4, D6} by Figure 4.1. Hence
(6.4) follows from (5.1), and it holds for all d ≥ 6. Formula (6.5) holds because
2ε and 3ε cannot be perfect squares simultaneously in F when d ≥ 7. When
{2ε, 3ε}∩F×2 = ∅, every term other than t(D‡2) on the left side of (6.4) is zero, so
(6.4) simplifies to (6.6).
Lastly, if d = 6, then H =
(−1,−ε
F
)
splits at all finite primes of F . Hence H ≃(−1,−1
F
) ≃ (−1,−3F ), so t(S4) = t(D4) = t(D6) = 1. It follows from Proposition 6.1.2
and (6.4) that t(D‡2) = 0. 
By Corollary 6.1.3, we may assume that d ≥ 7 for the rest of the discussion.
Lemma 6.1.4. Assume that F (j)/F is unramified at every dyadic prime of F so
that Oj in (6.1) is a maximal order containing O
‡
2 . Then O
⋆
j is isomorphic to
neither D4 nor S4.
Proof. Clearly, the lemma holds if 2ε 6∈ F×2, so assume that 2ε ∈ F×2. Suppose
that O⋆j is isomorphic to either D4 or S4. Then there exists an element v˜ ∈ O⋆j of
order 4 such that v˜2 ∈ (O‡2)⋆ . However, i˜ ∈ (O‡2)⋆ is the unique element of order
2 with Nr(˜i) = 1. So we must have v˜2 = i˜. This leads to a contradiction since
Oj ∩ F (i) = OF [i] 6≃ OF [
√
εi ] by Lemma 7.1.1. 
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6.1.5. We keep the notation and assumptions of Proposition 6.1.2. If d ≡ 1
(mod 8) and a ≡ 1 (mod 4), then
(6.7) O = OF +OF i+OF j +OF
1 + i+ j + k
2
⊂ H =
(−1,−ε
F
)
is the unique maximal order containing O‡2 . Since ω(H) = 2 by Lemma 6.1.1, the
reduced unit group O⋆ cannot be isomorphic to S4, D4, nor D6, otherwise H splits
at all finite primes of F . Therefore, we have
O⋆ ≃ D‡2, N (O) = F×O×〈1 + i〉, and(6.8)
t(D‡2) = 1, h(D
‡
2) = 2h(F ).(6.9)
Note that −ε coincides with 3 in OF /4OF ≃ Z/4Z×Z/4Z in this case. So F (j)/F
is ramified at both the dyadic primes of F .
Suppose that d ≡ 1 (mod 8) and a ≡ 3 (mod 4). Then −ε ≡ 1 (mod 4OF ),
and F (j)/F is unramified at every dyadic prime of F . We leave it to the reader to
check that the following are two distinct maximal orders containing O‡2 :
Oj = OF (j) + iOF (j) = OF +OF i+OF
1 + j
2
+OF
i+ k
2
,(6.10)
O = OF +OF i+OF
(−1 +√d ) + (1 +√d )i+ 2j
4
+OF
(1 +
√
d ) + (−1 +√d )i + 2k
4
.
(6.11)
We have (1 + i)Oj(1 + i)−1 = Ok, which coincides with neither Oj nor O. Since
2 splits in F , O⋆j cannot be isomorphic to S4 or D4, and the same for O
⋆ . It can
happen that 3ε ∈ F×2 (e.g. when d = 3p > 9 with p ≡ 3 (mod 8)), in which case(−1,−ε
F
)
=
(−1,−3
F
)
, and Oj coincides with O6 ⊆
(−1,−3
F
)
in (4.14). On the other
hand, O⋆ 6≃ D6 since O is not H×-conjugate to Oj. Therefore,
O⋆j =
{
D‡2 if 3ε 6∈ F×2,
D6 if 3ε ∈ F×2,
N (Oj) = F×O×j ;(6.12)
O⋆ = D‡2, N (O) = F×O×.(6.13)
By Lemma 6.1.1, ω(H) = 0 in this case, and hence
(6.14) t(D‡2) =
{
2 if 3ε 6∈ F×2,
1 if 3ε ∈ F×2, and h(D
‡
2) = h(F )t(D
‡
2).
6.1.6. Now suppose that d ≡ 5 (mod 8) so that p = 2OF is the unique dyadic
prime of F . If F (j) is unramified at p, then S(O‡2) = {Oj,Ok}. Once again, it can
happen that 3ε ∈ F×2 (e.g. when d = 3p with p ≡ 7 (mod 8)), in which case Oj
coincides with O6 ⊂
(−1,−3
F
)
as before. Moreover, (6.12) still holds for Oj.
Suppose that F (j)/F is ramified at p. Then OF [j] = OF (j) by Lemma 7.2.3.
According to Lemma 7.2.4, there are three subcases to consider.
(i) If ε = a+ b
√
d ∈ Z[√d ], then a ≡ 1 (mod 4) and 4 | b. Hence O in (6.11) is a
maximal order containing O‡2 .
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(ii) If ε = (a+ b
√
d )/2 with a odd and b ≡ 1 (mod 4), then
(6.15) O = OF +OF i+OF
(−1 +√d ) + 2i+ 2j
4
+OF
2 + (−1 +√d )i+ 2k
4
is a maximal order containing O‡2 .
(iii) If ε = (a+ b
√
d )/2 with a odd and b ≡ 3 (mod 4), then
(6.16) O = OF +OF i+OF
(1 +
√
d ) + 2i+ 2j
4
+OF
2 + (1 +
√
d )i+ 2k
4
is a maximal order containing O‡2 .
In all three cases, we have
(6.17) O⋆ ≃ D‡2, and N (O) = F×O×.
Summarizing, if d ≡ 5 (mod 8), then ω(H) = 0, and
(6.18) t(D‡2) =
{
1 if 3ε 6∈ F×2,
0 if 3ε ∈ F×2, and h(D
‡
2) = h(F )t(D
‡
2).
6.1.7. Next, suppose that d ≡ 3 (mod 4) and ε = a + b√d with a even. Then
F (j)/F is ramified at the unique dyadic prime p of F , and OF (j) = OF [j] by
Lemma 7.2.5. We have S(O‡2) = {Oi,O}, where Oi is defined in (6.2), and O =
OF (j) +OF (j)
1+i+(1+
√
d )j
2 . More explicitly,
(6.19) O = OF +OF
1 + i+ (1 +
√
d )j
2
+OF j +OF
(1 +
√
d ) + j + k
2
.
Clearly, F (j) 6≃ F (√−3 ) since the latter is unramified at p. Hence 3ε 6∈ F×2. On
the other hand, it is possible that 2ε ∈ F×2 (e.g. when d = p with p ≡ 3 (mod 4)).
The reduced unit groups and normalizers are given by the following table
O⋆i N (Oi) O⋆ N (O)
2ε 6∈ F×2 D‡2 F×O×i 〈1 + i〉 D‡2 F×O×〈1 + i〉
2ε ∈ F×2 D4 F×O×i S4 F×O×
In this case we have
(6.20) t(D‡2) =
{
2 if 2ε 6∈ F×2,
0 if 2ε ∈ F×2, and h(D
‡
2) = h(F )t(D
‡
2)/2.
6.1.8. We treat the remaining cases where one of the following is true:
• d ≡ 2 (mod 4) and d > 6;
• d ≡ 3 (mod 4) and ε = a+ b√d with a odd.
Let p be the unique dyadic prime of F . Then T(O‡2 ⊗ Z2) is a star on which
conjugation by (1 + i) acts as a reflection, and ℵ(O‡2) = 4. For simplicity, let
̺ = (1 + i + j + k)/2 ∈ (−1,−εF ), and B be the order of F (i) ⊂ (−1,−εF ) defined in
(5.7). We claim that
(6.21) O0 = B +B̺
is the maximal order in S(O‡2) corresponding to the center of the star T(O
‡
2 ⊗Z2).
Clearly, ̺i = −i̺+(−1+i). For any x+yi ∈ B with x, y ∈ F , we have y(−1+i) ∈ B,
and hence ̺(x+yi) = (x−yi)̺+y(−1+i) ∈ O0. Therefore, O0 is an order containing
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O
‡
2 , and it is maximal because χ(O0,O
‡
2) = 4OF . Let π =
√
d if d ≡ 2 (mod 4), and
π = 1+
√
d if d ≡ 3 (mod 4). Then p = (2, π), and the norm of (1+ i)π/2 ∈ B over
F is a p-adic unit. It follows that O‡2 ⊆ OF + pO0. Thus T(O‡2 ⊗Z2) is centered at
(O0)p. Although the expression looks similar, O0 is not isomorphic to O12 in (5.8).
Indeed, if 2ε 6∈ F×2, then O⋆12 ≃ A4, which does not contain any subgroup strictly
isomorphic to D‡2; if 2ε ∈ F×2, then O12 = O24, and O0 6≃ O24 by Remark 5.2.
First suppose that d ≡ 3 (mod 4) and ε = a+ b√d with a odd. Then S(O‡2) =
{Oi,Oj ,Ok,O0}, and (1 + i)Oj(1 + i)−1 = Ok. Note that 2ε 6∈ F×2 in this case,
otherwise F (j) ≃ Q(√d ,√−2 ) is totally ramified over Q at 2, contradicting to
Lemma 7.2.5. On the other hand, it is possible that 3ε ∈ F×2 (e.g. d = 3p with
p ≡ 1 (mod 4)). The reduced unit groups and normalizers are given by the following
table
O⋆j N (Oj) O⋆0 N (O0) O⋆i N (Oi)
3ε 6∈ F×2 D‡2 F×O×j D‡2 F×O×0 〈1 + i〉 D‡2 F×O×i 〈1 + i〉
3ε ∈ F×2 D6
In this case, we have
(6.22) t(D‡2) =
{
3 if 3ε 6∈ F×2,
2 if 3ε ∈ F×2, and h(D
‡
2) =
{
2h(F ) if 3ε 6∈ F×2.
h(F ) if 3ε ∈ F×2,
For the remaining subsection, assume that d ≡ 2 (mod 4) and d > 6. We then have
ε = a+ b
√
d with a odd and b even. Hence
(6.23) O′i := OF +OF
1 + i+
√
d j
2
+OF j +OF
√
d + j + k
2
is an order containing O‡2 . Moreover, (1 + i)O
′
i(1 + i)
−1 = O′i. Note that O
′
i 6= O0
since (1 + i+ j + k)/2 6∈ O′i.
First suppose further that F (j)/F is unramified at p (see Lemma 7.2.7). Then
S(O‡2) = {O′i,O0,Oj ,Ok}. It can happen that 2ε ∈ F×2 (e.g. when d = 2p
with p ≡ 3 (mod 4)) or 3ε ∈ F×2 (e.g. when d = 78 or 222) in this case. By
Lemma 6.1.4, O⋆j is isomorphic to neither D4 nor S4. When 2ε ∈ F×2, we must
have {O⋆0,O′⋆i } = {D4, S4}. It has already been remarked that O0 6≃ O24. Thus
O⋆0 ≃ D4 and O′⋆i ≃ S4 when 2ε ∈ F×2. The reduced unit groups and normalizers
are given by the following table
O⋆j N (Oj) O⋆0 N (O0) O′⋆i N (O′i)
{2ε, 3ε} ∩ F×2 = ∅ D‡2
F×O×j
D‡2 F
×O×0 〈1 + i〉 D‡2 F×O′×i 〈1 + i〉
3ε ∈ F×2 D6
2ε ∈ F×2 D‡2 D4 F×O×0 S4 F×O′×i
In this case, we have
(6.24)
t(D‡2) =

3 if {2ε, 3ε} ∩ F×2 = ∅,
2 if 3ε ∈ F×2,
1 if 2ε ∈ F×2,
h(D‡2) =
{
2h(F ) if {2ε, 3ε} ∩ F×2 = ∅,
h(F ) otherwise.
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Lastly, suppose that d ≡ 2 (mod 4) and F (j)/F is ramified at p. By Lemma 7.2.7,
if 4 | b, then a ≡ 1 (mod 4), and hence
(6.25) O′j = OF +OF i +OF
√
d + i+ j
2
+OF
1 +
√
d i+ k
2
is a maximal order containing O‡2 ; if b ≡ 2 (mod 4), then a ≡ 3 (mod 4), and hence
(6.26) O′j = OF + OF i+OF
1 +
√
d +
√
d i+ j
2
+ OF
√
d + (1 +
√
d )i+ k
2
is a maximal order containing O‡2 . Let O
′
k = (1 + i)O
′
j(1 + i)
−1. It is straightfor-
ward to check that O′j 6= O′k in both cases. So S(O‡2) = {O0,O′i,O′j,O′k}. Since
F (
√−3 )/F is unramified at p, we have 3ε 6∈ F×2 in this case. On the other hand,
it is possible that 2ε ∈ F×2 (e.g. when d = 2p for some prime p ≡ 1 (mod 8) and p
not of the form x2 + 32y2 for any x, y ∈ Z. See [11, Corollary 24.5]). The reduced
unit groups and normalizers are given by the following table
O′⋆j N (O′j) O⋆0 N (O0) O′⋆i N (O′i)
2ε 6∈ F×2
D‡2 F
×O′×j
D‡2 F
×O×0 〈1 + i〉 D‡2 F×O′×i 〈1 + i〉
2ε ∈ F×2 D4 F×O×0 S4 F×O′×i
In this case, we have
(6.27) t(D‡2) =
{
3 if 2ε 6∈ F×2,
1 if 2ε ∈ F×2, and h(D
‡
2) =
{
2h(F ) if 2ε 6∈ F×2,
h(F ) if 2ε ∈ F×2.
Combining (6.22), (6.24), (6.27), we see that under the assumption of Section 6.1.8
on d and ε,
(6.28) h(D‡2) =
{
2h(F ) if {2ε, 3ε} ∩ F×2 = ∅,
h(F ) otherwise.
6.2. Maximal orders containing O‡3 . Throughout this subsection, H denotes
the quaternion algebra
(−ε,−3
F
)
. We study the maximal orders in H containing the
minimal D‡3-order O
‡
3 = OF [i,
1+j
2 ]. By [6, Corollary 1.6], O
‡
3 is always a Bass order
since d(O‡3) = 3OF is cube-free. We first determine the finite ramified primes of
H =
(−ε,−3
F
)
. Write ε = a+b
√
d
2 , where a, b are positive integers such that a ≡ b
(mod 2). If d ≡ 1 (mod 3) and NF/Q(ε) = 1, then 3 | b, which is immediately seen
by taking both sides of a2 − b2d = 4 modulo 3. Therefore, ε ≡ ±1 (mod 3OF ) in
this case.
Lemma 6.2.1. Let H =
(−ε,−3
F
)
. Then H splits at all finite places of F coprime
to 3. If d 6≡ 1 (mod 3), then H splits at the unique prime of F above 3 as well.
When d ≡ 1 (mod 3), H splits at the two primes of F above 3 if and only if ε ≡ −1
(mod 3OF ).
Proof. Since d(H) divides d(O‡3) = 3OF , H splits at all finite places of F coprime
to 3. If F has a unique prime q above 3, i.e. d 6≡ 1 (mod 3), then H splits at q as
well because it splits at an even number of places of F .
Lastly, suppose that d ≡ 1 (mod 3). Let q be a prime of F above 3. Then Fq =
Q3. By Hensel’s lemma, the quadratic form −εx2− 3y2 represents 1 with x, y ∈ Q3
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if and only if ε ≡ −1 (mod 3). Therefore, the Hilbert symbol (−ε,−3)q = 1 (i.e. H
splits at q) if and only if ε ≡ −1 (mod 3). 
Proposition 6.2.2. Let H =
(−ε,−3
F
)
, and q be a prime of F above 3. The values
of ℵ(O‡3) and i(O‡3) are listed in the following table
d ≥ 6 ε ℵ(O‡3) i(O‡3)
d ≡ 0 (mod 3) ε ≡ 1 (mod q) 1 1
ε ≡ −1 (mod q) 3 2
d ≡ 1 (mod 3) ε ≡ 1 (mod 3OF ) 1 1
ε ≡ −1 (mod 3OF ) 4 2
d ≡ 2 (mod 3) 2 1
Proof. First suppose that 3 | d so that q = (3,√d ). Since F (j) ≃ F (√−3 ), we
have OF [(1 + j)/2] = OF + qOF (j) by Table 7.2. Hence Oj = OF (j) + iOF (j) is a
maximal order containing O‡3 with j ∈ N (Oj). By Lemma 2.9, O‡3 is maximal at
all finite places of F coprime to q, and
eq(O
‡
3) =
{
−1 if ε ≡ 1 (mod q);
1 if ε ≡ 2 (mod q).
If eq(O
‡
3) = −1, then ℵq(O‡3) = 1 by [6, Corollary 3.2]. Thus Oj is the unique
maximal order containing O‡3 . Suppose that eq(O
‡
3) = 1 next. Then O
‡
3 is an
Eichler order of level 3OF = q
2 by [6, Corollary 2.2]. Hence ℵ(O‡3) = 3. Let O and
O′ be the remaining two maximal orders distinct from Oj that contain O
‡
3 . Then
O∩F (j) = OF [(1+j)/2]. Otherwise, we have OF (j) ⊆ O, and hence O ⊆ Oj, which
contradicts our assumption. For simplicity, write R = OFq . By [40, Theorem II.3.2],
there exists an isomorphism O⊗OF R ≃M2(R) such that (1+j)/2 is identified with(
0 1
1 1
)
. Then j is identified with
(−1 2
2 1
)
, which does not normalize M2(R). It
follows that j 6∈ N (O). Therefore, jOj−1 = O′, and hence i(O‡3 ) = 2.
Next, suppose that d ≡ 1 (mod 3). By Lemma 6.2.1, if ε ≡ 1 (mod 3OF ), then
H is ramified at the two places of F above 3 and splits at all other finite places.
Hence d(H) = 3OF = d(O
‡
3 ), which implies that O
‡
3 is maximal. Suppose next that
ε ≡ −1 (mod 3OF ). Then H splits at all finite places of F . For any prime q of F
above 3, we have d((O‡3 )q) = 3OFq = qOFq . It follows that (O
‡
3)q is an Eichler order
of level qOFq , and hence ℵq(O‡3) = 2. Therefore, ℵ(O‡3) =
∏
q|3OF ℵq(O
‡
3) = 2·2 = 4.
By Section 2.1, j 6∈ N (O) for any maximal orderO containing O‡3 since it is odd at q.
Hence conjugation by j acts on S(O‡3) as the product of two disjoint transpositions,
and i(O‡3) = 2.
Lastly, the calculation of ℵ(O‡3) and i(O‡3) for d ≡ 2 (mod 3) is similar to the
case d ≡ 1 (mod 3) and ε ≡ −1 (mod 3OF ) above, hence omitted. 
Corollary 6.2.3. Let H =
(−ε,−3
F
)
. Then t(D‡3) = 0 if d = 6. For d ≥ 7,
t(D‡3) + t(S4) + t(D6) = i(O
‡
3),(6.29)
where either t(S4) = 0 or t(D6) = 0.(6.30)
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Particularly, if {2ε, 3ε} ∩ F×2 = ∅, then
(6.31) t(D‡3) = i(O
‡
3).
The proof is similar to that of Corollary 6.1.3, hence omitted.
6.2.4. Assume that 3 | d with d > 6. By the proof of Proposition 6.2.2, S(O‡3) ⊇
{Oj}, and j ∈ N (Oj). If 3ε ∈ F×2, then O⋆j ≃ D6 since O⋆F (j) ≃ Z/6Z in this
case. For example, if d = 3p with p > 3 and p ≡ 3 (mod 4), then 3ε ∈ F×2
by [9, Lemma 3(a)]. Both cases ε ≡ ±1 (mod q) may occur when 3ε ∈ F×2, as
shown by the examples d = 21 and d = 33. On the other hand, O⋆j is never
isomorphic to S4. Indeed, F (ξ) ∩ O24 = OF [ξ] 6= OF (ξ) in
(−1,−1
F
)
by (4.21), so
Oj 6≃ O24. Therefore, O⋆j ≃ D‡3 if 3ε 6∈ F×2, in which case N (Oj) = F×O×j 〈j〉.
Let us write
(6.32) ε = a+ b
√
d with a, b ∈ 1
2
Z and a ≡ b (mod Z).
First assume that a ≡ 1 (mod 32Z) so that ε ≡ 1 (mod q), then S(O‡3) = {Oj}. It
follows that
(6.33) t(D‡3) =
{
1 if 3ε 6∈ F×2,
0 if 3ε ∈ F×2, and h(D
‡
3) =
1
2
h(F )t(D‡3).
Next, assume that a ≡ −1 (mod 32Z). We define
O = O‡3 +OF δ = OF +OF i+OF
1 + j
2
+OF δ, where(6.34)
δ =

−3i+2j+k
6 if b ≡ 0 (mod 32Z);
−3i+2(1+
√
d )j+k
6 if b ≡ 1 (mod 32Z);
−3i+2(−1+√d )j+k
6 if b ≡ 2 (mod 32Z).
(6.35)
Then O is a maximal order containing O‡3 and distinct from Oj . It follows from
the proof of Proposition 6.2.2 that S(O‡3) = {O,Oj, jOj−1}.
In this case, it is possible that 2ε ∈ F×2, as demonstrated by the example
d = 66 and ε = 65 + 8
√
66 . Since d > 6 by our assumption, 2ε and 3ε are not
simultaneously perfect squares in F . The reduced unit groups and normalizers are
given by the following table
O⋆j N (Oj) O⋆ N (O)
{2ε, 3ε} ∩ F×2 = ∅
D‡3 F
×O×j 〈j〉
D‡3
F×O×2ε ∈ F×2 S4
3ε ∈ F×2 D6 F×O×j D‡3
It follows that when 3 | d with d > 6 and ε ≡ −1 (mod q)
(6.36)
t(D‡3) =
{
2 if {2ε, 3ε} ∩ F×2 = ∅,
1 otherwise,
h(D‡3) =

3h(F )/2 if {2ε, 3ε} ∩ F×2 = ∅,
h(F )/2 if 2ε ∈ F×2,
h(F ) if 3ε ∈ F×2.
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6.2.5. Assume that d ≡ 1 (mod 3). If ε ≡ 1 (mod 3OF ), then H is ramified at the
two primes of F above 3, and O‡3 is maximal. We have
(6.37) t(D‡3) = 1, and h(D
‡
3) = 2h(F ).
Next, assume that ε ≡ −1 (mod 3OF ) so that ω(H) = 0. We define
O = OF +OF i+OF
1 + j
2
+OF
−3i+ 2j + k
6
;(6.38)
O′ = OF +OF i+OF
1 + j
2
+OF
−3i+ 2√d j + k
6
.(6.39)
Then O 6= O′ and jOj−1 6= O′. Therefore, S(O‡3) = {O,O′, jOj−1, jO′j−1}. Note
that 3ε 6∈ F×2 since F/Q is unramified at 3. On the other hand, it is possible
that 2ε ∈ F×2 (e.g. d = p with p ≡ 7 (mod 12) or d = 2p with p ≡ 11 (mod 12)).
Suppose that this is the case. Then {O⋆ ,O′⋆} = {S4, D‡3}. Indeed, we cannot
have O⋆ ≃ O′⋆ ≃ S4 since O and O′ are not H×-conjugate. Write ε = 2ϑ2 and
2ϑ = x + y
√
d ∈ OF with x, y ∈ 12Z and x ≡ y (mod Z). Note that either x or y
lies in 32Z, and(
j
3
± 2ϑk
3ε
)2
= −1, i
(
j
3
± 2ϑk
3ε
)
= −
(
j
3
± 2ϑk
3ε
)
i.
If y ∈ 32Z, then j3 ± 2ϑk3ε ∈ O for a suitable choice of sign depending on (x mod 32Z).
Hence O⋆ ≃ S4 in this case. Similarly, if x ∈ 32Z, then j3 ± 2ϑk3ε ∈ O′ for a suitable
choice of sign depending on (y mod 32Z). Hence O
′⋆ ≃ S4 in this case. The reduced
unit groups and normalizers are summarized in the following table
O⋆ N (O) O′⋆ N (O′)
2ε 6∈ F×2
D‡3 F×O×
D‡3
F×O′×2ε ∈ F×2 x ∈ 32Z S4
2ε ∈ F×2 y ∈ 32Z S4 D‡3
It follows that when d ≡ 1 (mod 3) and ε ≡ −1 (mod 3OF )
(6.40) t(D‡3) =
{
2 if 2ε 6∈ F×2,
1 if 2ε ∈ F×2 and h(D
‡
3) = h(F )t(D
‡
3).
Corollary 6.2.6. Suppose that d = p is a prime congruent to 7 modulo 12 so that
p ≡ 1 (mod 3) and 2ε ∈ F×2. Let O and O′ be the two maximal order defined in
(6.38) and (6.39). If p ≡ 7 (mod 24), then O⋆ = D‡3, otherwise O′⋆ = D‡3.
Proof. Write ε = 2ϑ2 and 2ϑ = x + y
√
p as in Section 6.2.5. Since p ≡ 3 (mod 4)
and 2ϑ ∈ OF , we have x, y ∈ Z. Clearly, NF/Q(2ϑ)2 = NF/Q(2ε) = 4. On the
other hand, NF/Q(2ϑ) = x
2 − y2p is a quadratic residue modulo p. It follows that
NF/Q(2ϑ) = 2
(
2
p
)
. Reducing modulo 3 on both sides of x2−y2p = 2(2p), we see that
x ≡ 0 (mod 3) if and only if (2p) = 1, i.e. p ≡ 7 (mod 8). The corollary follows
from the classification in Section 6.2.5. 
6.2.7. Let d ≡ 2 (mod 3), and ε = a+ b√d be as in (6.32). Then either a or b lies
in 32Z. We define
O = O‡3 +OF δ = OF +OF i+OF
1 + j
2
+OF δ, where(6.41)
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δ =

−3i+2√d j+k
6 if a ≡ 1 (mod 32Z) and b ≡ 0 (mod 32Z);
−3i+2j+k
6 if a ≡ 2 (mod 32Z) and b ≡ 0 (mod 32Z);
−3i+2(1+
√
d )j+k
6 if a ≡ 0 (mod 32Z) and b ≡ 1 (mod 32Z);
−3i+2(−1+√d )j+k
6 if a ≡ 0 (mod 32Z) and b ≡ 2 (mod 32Z).
(6.42)
Then O is the unique maximal order containing O‡3 up to conjugation by j. It is
possible that 2ε ∈ F×2 (e.g. when d = 2p with p ≡ 7 (mod 12)). On the other
hand, 3ε 6∈ F×2 since F/Q is unramified at 3. We have
O⋆ ≃
{
D‡3 if 2ε 6∈ F×2;
S4 if 2ε ∈ F×2,
and N (O) = F×O×;(6.43)
t(D‡3) =
{
1 if 2ε 6∈ F×2;
0 if 2ε ∈ F×2, and h(D
‡
3) = h(F )t(D
‡
3).(6.44)
7. Quadratic OF -orders in CM-fields
Let F = Q(
√
d ) be a real quadratic field with square-free d ≥ 6, and K/F be a
CM-extension of F . Given an OF -order B in K, we denote [B
× : O×F ] by w(B),
and the conductor χ(OK , B) by fB. The class number h(B) can be calculated using
the following formula in [38, p. 75]:
(7.1) h(B) =
h(K)NF/Q(fB)
[O×K : B×]
∏
p|fB
(
1− 1
NF/Q(p)
(
K
p
))
,
where
(
K
p
)
is the Artin symbol (cf. (5.14) or see [40, p. 94]). For simplicity, we set
h(m) = h(Q(
√
m )) for any non-square m ∈ Z.
The CM-extensionsK/F with w(OK) > 1 have been listed in (4.4). As explained
in Section 3, to compute h(H,Cn) it is necessarily to classify all B in K with
w(B) > 1. When K = F (
√−1 ) or F (√−3 ), this is carried out in [38, Chapter 3],
whose results are recalled in Section 7.1. When NF/Q(ε) = 1, the orders B in
F (
√−ε ) with B ⊇ OF [
√−ε ] are studied in Section 7.2.
7.1. Orders in F (
√−1 ) and F (√−3 ). First, assume that K = F (√−1 ). Then
by [38, Proposition 3.3] (see also [19]), we have
(7.2) h(K) =
1
2
QK/Fh(d)h(−d),
where the Hasse unit index QK/F = 2 if 2ε ∈ F×2, and QK/F = 1 otherwise.
Write p for the unique dyadic prime of F if 2 is ramified in F (i.e. d 6≡ 1
(mod 4)). If further d ≡ 3 (mod 4), then we give the order B in (5.7) a more
specialized notation:
(7.3) B1,2 := OF + pOK = Z[
√−1 , αd], where αd = (1 +
√−1 )(1 +
√
d )/2.
The OF -orders B ⊆ OK with w(B) > 1 are summarized in Table 7.1.
Lemma 7.1.1. Suppose that there exists ϑ ∈ F× such that ε = 2ϑ2. Set η :=
ϑ(1+
√−1 ) ∈ K so that η2 = ε√−1 . If d ≡ 2 (mod 4), then OF [η] = OK ; if d ≡ 3
(mod 4), then OF [η] = B1,2.
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Proof. Suppose first that d ≡ 2 (mod 4). Then 2ϑ ≡ √d (mod 2OF ) since both
sides represent the unique nontrivial nilpotent element in OF /2OF . Hence ϑ(1 +√−1 ) ≡ (√d+√−d )/2 (mod OF [
√−1 ]). By [26, Exercise II.42(b), p. 51]), we have
OF [η] = OK . When d ≡ 3 (mod 4), the same proof as that of [45, Proposition 3.3]
shows that OF [η] = B1,2. 
Table 7.1. OF -orders B with w(B) > 1 in K = F (
√−1 ).
d B fB w(B) h(B)/h(d)
d ≡ 1 (mod 4) OK OF 2 12h(−d)
d ≡ 2 (mod 4) OK OF 2QK/F
1
2QK/Fh(−d)
OF [
√−1 ] p 2 h(−d)
d ≡ 3 (mod 4)
OK OF 2QK/F
1
2QK/Fh(−d)
B1,2 p 2QK/F
1
2QK/Fh(−d)
(
2− (Q(√−d )2 ))
OF [
√−1 ] 2OF 2 h(−d)
(
2− (Q(√−d )2 ))
Next, assume that K = F (
√−3 ). Then by [38, Proposition 3.4], we have
(7.4) h(K) =
1
2
QK/Fh(d)h(−3d),
where the Hasse index QK/F = 2 if 3ε ∈ F×2, and QK/F = 1 otherwise. In
particular, if 3 ∤ d, then 3ε 6∈ F×2 and QK/F = 1, in which case OK is the only OF -
order in K with nontrivial reduced unit group. Suppose next that 3 | d. Clearly,
w(B) | (3QK/F ) for every OF -order B in K. The OF -orders B with 3 | w(B)
are summarized in Table 7.2. If 3ε 6∈ F×2, this exhausts all orders B in K with
w(B) > 1. If 3ε ∈ F×2 and B ⊂ K is an OF -order with w(B) > 1 and 3 ∤ w(B),
then K = F (
√−ε ), w(B) = 2 and B ⊇ OF [
√−ε ]. Such orders are classified in
Section 7.2.
Table 7.2. OF -orders B in K = F (
√−3 ) with 3 | w(B).
d B fB w(B) h(B)/h(d)
3 ∤ d OK OF 3
1
2h(−3d)
3 | d OK OF 3QK/F
1
2QK/Fh(−d/3)
OF [ζ6] q = (3,
√
d ) 3 12
(
3− (Q(√−d/33 ))h(−d/3)
7.2. Orders in F (
√−ε ). Throughout this subsection, we assume that NF/Q(ε) = 1
and denote F (
√−ε ) by L. By [9, Lemma 3], there exists a pair of square-free
positive integers {r, s} such that rs ∈ {d, 4d} and {rε, sε} ⊂ F×2. Hence
(7.5) L = Q(
√
d ,
√−r ,√−s ) = Q(
√
d ,
√−r ) = Q(
√
d ,
√−s ).
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In particular, L/F is either ramified at every dyadic prime of F or none. According
to [38, Proposition 3.1], {r, s} can be obtained from {TrF/Q(ε) ± 2} by stripping
away all the perfect square factors, and
(7.6) h(L) = h(d)h(−r)h(−s).
If 3ε ∈ F×2, then 3 | d, and L = F (√−3 ). In this case, O×L /O×F = 〈η˜〉 ≃ Z/6Z,
where η = ς(3 +
√−3 )/2 ∈ O×L with 3ς2 = ε (see Table 4.1). We will show that
OF [η] = OL in Lemma 7.2.1. Note that F (
√−3 )/F is unramified at every dyadic
prime of F . The OF -orders B with 3 | w(B) have been covered in Table 7.2, so
we focus on those with 2 | w(B), or equivalently B ⊇ OF [
√−ε ]. By Lemma 7.2.1
below, these two classes of orders overlap only at OL.
If 3ε 6∈ F×2, then µ(L) = {±1}, and O×L /O×F is a cyclic group of order 2
generated by the image of
√−ε , so any OF -order B ⊂ OL with w(B) > 1 contains
OF [
√−ε ].
Let f be the conductor of OF [
√−ε ] ⊆ OL. Then by [34, Proposition III.5],
f2dOL/OF = dOF [
√−ε ]/OF = 4OF ,(7.7)
dOF [
√−ε ]/Z = (dOF /Z)
2NF/Q(4OF ) =
{
24d2 if d ≡ 1 (mod 4),
28d2 otherwise.
(7.8)
In particular, L/F is unramified at all finite nondyadic primes of F . By [28, 63:3],
L/F is unramified at a dyadic prime p if and only if −ε is a square in (OF /4OF )p.
If this is the case for one (or equivalently, all) p, then dOL/OF = OF , and hence
f = 2OF , OF [
√−ε ] = OF + 2OL, and(7.9)
h(OF [
√−ε ]) =
4h(L)
∏
p|(2OF )
(
1− 1N(p)
(
L
p
))
if 3ε 6∈ F×2,(
2 +
(
F
2
))
h(d)h(−d/3) if 3ε ∈ F×2.
(7.10)
When L/F is ramified, it will be shown (in Lemmas 7.2.3, 7.2.5 and 7.2.7) that
(7.11) f =
{
(2,
√
d ) if d ≡ 2 (mod 4),
OF otherwise.
If OF [
√−ε ] is non-maximal, then OF [
√−ε ] ⊆ OF + pOL for every dyadic prime
of F . When
(
F
2
) 6= −1, we have OF /p ≃ F2, and hence
(7.12) h(OF + pOL) =

(
2− (L
p
))
h(L) if 3ε 6∈ F×2,
h(d)h(−d/3) if 3ε ∈ F×2.
There is a unique OF -order of the form OF + pOL if 2 is ramified in F , and two
such orders if 2 splits in F .
Lemma 7.2.1. Suppose that there exists ς ∈ F× such that ε = 3ς2. Then OF [η] =
OL, where η = ς(3 +
√−3 )/2 ∈ O×L .
Proof. Necessarily 3 | d since F is ramified at 3. By Table 7.2, the conductor of
OF [ζ6] coincides with the unique prime ideal q of OF above 3. As OF [η] contains
both OF [
√−ε ] and OF [ζ6], the conductor of OF [η] divides both f = 2OF and q, so
it must be OF . 
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The rest of this subsection is devoted to a case-by-case proof of (7.11) and
working out the explicit criteria on ε for L/F to be ramified.
Lemma 7.2.2. Suppose that d ≡ 1 (mod 8). Then ε is of the form a+b√d ∈ Z[√d ]
with a odd and b divisible by 4. Moreover, if a ≡ 3 (mod 4), then L/F is unramified
at every dyadic prime of F ; otherwise, L/F is ramified at both the dyadic primes
of F .
Proof. When d ≡ 1 (mod 8), O×F = Z[
√
d ]× by [45, Lemma 4.1]. In particular, ε ∈
Z[
√
d ], so we may write ε = a+b
√
d with a, b ∈ N and a2−b2d = 1. The first part of
the lemma is obtained by taking modulo 8 on both sides of a2−b2d = 1. The second
part follows directly from [28, 63:3] by noting that OF /4OF ≃ Z/4Z× Z/4Z. 
Lemma 7.2.3. Suppose that d ≡ 1 (mod 4), and L/F is ramified at the dyadic
primes of F . Then OL = OF [
√−ε ].
Proof. Let {r, s} be the pair of square-free positive integers in (7.5). By [9, Lemma 3],
rs = d since d ≡ 1 (mod 4). Hence L/F is ramified at the dyadic primes of F if
and only if r ≡ 1 (mod 4), in which case
d(OL/Z) = d · (−4r) · (−4s) = 24d2 = d(OF [
√−ε ]/Z)
by [26, Exercise II.42(f), p.52] and (7.8). Therefore, OL = OF [
√−ε ] if L/F is
ramified at every dyadic prime of F . 
Next, suppose that d ≡ 5 (mod 8). It is a classical problem of Eisenstein to
characterize those d such that ε ∈ Z[√d ]. If ε ∈ Z[√d ], then we write ε = a+ b√d
as before, otherwise write ε = (a + b
√
d )/2 with both a and b odd. It has been
shown [2, 36] that the number of d is infinite in each case.
Lemma 7.2.4. Suppose that d ≡ 5 (mod 8). Then L = F (√−ε ) is ramified at
p = 2OF if and only if one of the following conditions holds:
(i) a ≡ 1 (mod 4) and 4 | b if ε = a+ b√d ∈ Z[√d ];
(ii) a ≡ 3 (mod 4) if ε = (a+ b√d )/2 with both a and b odd. In this case, d, a, b
fall into one of the subcases listed below:
d (mod 16) a (mod 8) b (mod 8)
5
3 ±1
7 ±3
13
7 ±1
3 ±3
Proof. First suppose that ε = a + b
√
d ∈ Z[√d ]. Reducing both sides of a2 −
b2d = 1 modulo 8, we find that 4 | b and a is odd. If a ≡ 3 (mod 4), then
−ε ≡ 1 (mod 4OF ), and hence L/F is unramified at p = 2OF . On the other hand,
(OF /4OF )
× ≃ Z/3Z × (Z/2Z)2. So the nontrivial element −1 ∈ (OF /4OF )× of
order 2 cannot be a perfect square. Thus if a ≡ 1 (mod 4), then L/F is ramified
at p.
Next, suppose that ε = (a + b
√
d )/2 with both a and b odd. Let {r, s} be as
in (7.5) so that {rε, sε} ⊂ F×2. Recall that rs = d as mentioned in Lemma 7.2.3.
Write rε = (x+y
√
d
2 )
2 with both x, y odd. Then ra = x
2+y2d
2 ≡ 3 (mod 4). There-
fore r ≡ 1 (mod 4) if and only if a ≡ 3 (mod 4). Now suppose further that d ≡ 5
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(mod 16) and b ≡ ±1 (mod 8). Taking modulo 16 on both sides of a2 − b2d = 4,
we get a ≡ ±3 (mod 8). It follows that L/F is ramified at p if and only if a ≡ 3
(mod 8) in this case. The remaining cases are treated similarly and hence omit-
ted. 
We now study the cases where
(
F
2
)
= 0, that is, d 6≡ 1 (mod 4). Let p be the
unique dyadic prime of F .
Lemma 7.2.5. Suppose that d ≡ 3 (mod 4). Write ε = a+ b√d with a, b ∈ N. If
a is even, then L = F (
√−ε ) is ramified at p, and OL = OF [
√−ε ]; otherwise, L/F
is unramified at all finite places of F .
Proof. Let {r, s} be the pair of square-free positive integers as in (7.5). Clearly, a
and b have opposite parity.
First, suppose that a is even. By [9, Lemma 3(b)], rs = 4d, and hence L/F is
ramified above p (In fact, L/Q is totally ramified above 2). It follows from [26,
Exercise II.42(f), p. 52] that dOL/Z = (4d) · 4(−2r) · 4(−2s) = 28d2. Comparing
with (7.8), we get OL = OF [
√−ε ].
Next, suppose that a is odd. Then rs = d by [9, Lemma 3(a)]. Without lose
of generality, we may assume that r ≡ 3 (mod 4) so that Q(√−r ) is unramified
at 2. Therefore, L = F (
√−r ) is unramified at p, and thus unramified at all finite
primes. 
Remark 7.2.6. By [50, Theorem 1.1], we have 2 | a when d = p is a prime con-
gruent to 3 modulo 4. Thus OF [
√−ε ] = OL in this case (see [45, Proposition 2.6]).
Suppose that d = pp′ is a product of primes with p ≡ 3 (mod 4) and p′ ≡ 1
(mod 4). By [11, Corollary 18.6], the 2-primary subgroup of Cl(OF ) is a nontrivial
cyclic group in this case, and it is a cyclic group of order 2 if either
(
p
p′
)
= −1 or(
2
p′
)
= −1 (see [20, Table 1]). If ( pp′) = −1, then 2 | a. If ( pp′) = 1 and ( 2p′) = −1,
then 2 ∤ a. For the remaining case where d = pp′ with
(
p
p′
)
=
(
2
p′
)
= 1, we merely
provide a few examples to show its complexity:
d p p′ ε h(F ) d p p′ ε h(F )
323 19 17 18 +
√
323 4 799 47 17 424 + 15
√
799 8
2419 59 41 2951 + 60
√
2419 12 943 23 41 737 + 24
√
943 4
Lemma 7.2.7. Suppose that d ≡ 2 (mod 4). Then ε = a+ b√d with a odd and b
even, and L/F is ramified at p if and only if the following is true:
(a mod 4) ≡
{
1 if b ≡ 0 (mod 4),
3 if b ≡ 2 (mod 4).
If L/F is ramified at p, then OF [
√−ε ] = OF + pOL.
Proof. The parity of a and b follows directly from NF/Q(ε) = a
2 − b2d = 1. Let
{r, s} be as in (7.5). By [9, Lemma 3(a)], rs = d. Since d ≡ 2 (mod 4), we assume
that r is odd and s is even. Then L/F is ramified at p if and only if r ≡ 1 (mod 4).
Write rε = (x+ y
√
d )2 with x, y ∈ N. Then
ra = x2 + dy2 and rb = 2xy.
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Necessarily, x is odd. If b ≡ 2 (mod 4), then y is odd, and hence ra ≡ 3 (mod 4).
Thus r ≡ 1 (mod 4) if and only if a ≡ 3 (mod 4). If b ≡ 0 (mod 4), then y is even,
and hence ra ≡ 1 (mod 4). Thus r ≡ 1 (mod 4) if and only if a ≡ 1 (mod 4).
If L/F is unramified at p, then OF [
√−ε ] = OF + 2OL by (7.9). Suppose that
r ≡ 1 (mod 4) so that L/F is ramified at p. Then
√−ε = 1
r
√−r√rε ∈ (Q√−r +Q√−s ) ∩OL = Z
√−r + Z√−s .
Hence OF [
√−ε ] ⊆ Z[√−r ,√−s ]. One calculates that dZ[√−r ,√−s ]/Z = 28d2 =
dOF [
√−ε ]/Z by (7.8). Therefore, OF [
√−ε ] = Z[√−r ,√−s ], which has index 2 in
OL by [26, Exercise II.42(b), p. 51]. We conclude that OF [
√−ε ] = OF + pOL. 
Remark 7.2.8. Suppose that d = 2p with p prime. If p ≡ 3 (mod 4), then
NF/Q(ε) = 1 by [16, (V.1.7)]. Necessarily, r = p in this case, so L/F is unramified
above p by Lemma 7.2.7. If p ≡ 5 (mod 8), then NF/Q(ε) = −1 by [11, Propo-
sition 19.9]. The sign of NF/Q(ε) for p ≡ 1 (mod 8) is more complicated and is
discussed in [11, Section 24]. The following table lists the first few examples of
square-free d ∈ 2N with more than 2 distinct odd prime factors
d ε r ≡ 1 mod 4 d ε r ≡ 3 mod 4
30 11 + 2
√
30 5 42 13 + 2
√
42 7
66 65 + 8
√
66 33 78 53 + 6
√
78 3
70 251 + 30
√
70 5 102 101 + 10
√
102 51
8. Calculations for F = Q(
√
p ) and H = H∞1,∞2
Let p be a prime number, F = Q(
√
p ), and H = H∞1,∞2 be the totally definite
quaternion F -algebra that splits at all finite places of F . We calculate h(G) =
h(H,G) for every finite group G. By [11, Corollary 18.4], h(Q(
√
p )) is odd for every
prime p. According to Proposition 1.1 (see also Remark 3.6 and [48, Section 3]),
(8.1) h(G) = h(F )t(G) for all G.
Hence it is simpler to list all t(G) instead. The case that p ≡ 1 (mod 4) with p > 5
has already been treated by Hashimoto [18] using another method. We focus on
the cases that p ∈ {2, 3, 5} or p ≡ 3 (mod 4).
8.1. Case p ∈ {2, 3, 5}. Note that NF/Q(ε) = −1 if p = 2 or 5. If p = 3, then
NF/Q(ε) = 1, 2ε ∈ F×2, and F (
√−1 ) = F (√−3 ). The CM-extensions K/F
with [O×K : O
×
F ] > 1 are classified in [45, Section 2.8]. For a nontrivial element
u˜ ∈ O×K/O×F , we have
• ord(u˜) ∈ {2, 3, 4} if p = 2;
• ord(u˜) ∈ {2, 3, 4, 6, 12} if p = 3;
• ord(u˜) ∈ {2, 3, 5} if p = 5.
The first four rows of Table 4.1 hold for p = 2, 3, 5 as well. Thus our knowledge on
minimal D2 or D3-orders applies here. If ord(u˜) = 5, then p = 5 and F (u˜) ≃ Q(ζ5).
Let H ′ be an arbitrary totally definite quaternion F -algebra. We claim that
H ′ = H∞1,∞2 if it contains an OF -order O with noncyclic reduced unit group O⋆ .
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Indeed, we have
O⋆ ∈

{D2, D3, D4, A4, S4} if p = 2;
{D2, D3, D4, A4, S4, D6, D12} if p = 3;
{D2, D3, A4, D5, A5} if p = 5.
First, suppose that O⋆ ⊇ D2. Recall that a minimal D2-order has discriminant
4OF . Thus H
′ splits at all nondyadic primes of F . Since 2 is either inert or
ramified in F and the number of ramified places of H ′ is even, H ′ necessarily splits
at the dyadic prime of F as well. Similarly, H ′ = H∞1,∞2 if O⋆ ⊇ D3. This verifies
our claim in the cases p = 2, 3. Lastly, if O⋆ ≃ D5 or A5, then O contains a minimal
D5-order, which implies (by the proof of Proposition 4.3.5) that H
′ = {Q(ζ5),−1}.
A direct calculation shows that {Q(ζ5),−1} ≃ H∞1,∞2 .
Thanks to [38] (see also [44, Theorem 1.3]), we have
(8.2) t(H) = h(H) =
{
1 if p = 2, 5;
2 if p = 3.
Using the Magma Computational Algebra System [5], one easily checks that
p 2 3 5
t(G) t(S4) = 1 t(S4) = t(D12) = 1 t(A5) = 1
This can also be obtained by hand using the mass formula (3.22), which we leave
to the interested readers.
8.2. Case p ≡ 3 (mod 4) and p > 3. First, we write down t(G) for G noncyclic.
Since 3 is unramified in F , we have 3ε 6∈ F×2. In particular, t(D6) = 0. On the
other hand, 2ε ∈ F×2 by [27, Lemma 3, p. 91] or [50, Lemma 3.2(1)]. Note that
H∞1,∞2 ≃
(−1,−1
F
)
since 2 is ramified in F . It follows from the results of Section 5
that
(8.3) t(S4) = t(D4) = 1, t(A4) = t(D
†
2) = 0.
The unique conjugacy class of maximal orders with reduced unit group S4 (resp.D4)
is represented by O24 in (5.8) (resp. O8 = O
†
4 in (5.11)). Write ε = a + b
√
p
with a, b ∈ N. Then a is even and b is odd by [50, Theorem 1.1(1)], and hence
i(O‡2) = 2 by Proposition 6.1.2. Therefore, t(D
‡
2) = 0 by Corollary 6.1.3. For
p > 3, H∞1,∞2 ≃
(−1,−3
F
)
if and only if p ≡ 2 (mod 3). Thus
(8.4) t(D†3) =
1
2
(
1−
(
p
3
))
.
If p ≡ 1 (mod 3), then the fact that 2ε ∈ F×2 implies that ε ≡ −1 (mod 3OF ).
Therefore,
(−ε,−3
F
) ≃ H∞1,∞2 for all p > 3 by Lemma 6.2.1. It follows from
Corollary 6.2.3 that
(8.5) t(D‡3) = i(O
‡
3)− t(S4)− t(D6) =
1
2
(
1 +
(
p
3
))
.
Combining (8.4) and (8.5), we obtain
(8.6) t(D3) = t(D
†
3) + t(D
‡
3) = 1.
We pick O6 to be one of the maximal orders in the following table according to the
conditions on p so that JO6K is the unique member of Tp(H) with O
⋆
6 ≃ D3:
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p O6 O⋆6
p ≡ 11 (mod 12) O†6 in (5.22) D†3
p ≡ 7 (mod 24) O in (6.38) D‡3
p ≡ 19 (mod 24) O′ in (6.39) D‡3
In summary, we have
(8.7) Tp♮(H) = {JO24K , JO8K , JO6K}.
Next, we calculate t(Cn) for n ∈ {2, 3, 4}. Recall that Bn denotes the finite set of
CM OF -orders B such that B
×/O×F ≃ Cn, and B := ∪n>1Bn. By the classification
in Section 7, the orders in Bn for n ∈ {2, 3, 4} is listed in the following table:
n 2 3 4
Bn OF [
√−1 ],OF [
√−ε ] OF (√−3 ) OF (√−1 ), B1,2
Here B1,2 ⊂ F (
√−1 ) is the order defined in (7.3), and OF [
√−ε ] coincides with the
ring of integers of F (
√−ε ) = F (√−2 ) by Lemma 7.2.5. For each B ∈ Bn, we set
t(Cn, B) := #{JO′K ∈ Tp(H) | O′⋆ ≃ Cn, and Emb(B,O′) 6= ∅}.
It is shown in [48, Corollary 3.5] (see also Remark 3.6) that
(8.8) h(Cn, B) = h(F )t(Cn, B) ∀B ∈ Bn.
The main tool to compute h(Cn, B) (and in turn t(Cn, B)) is equation (3.19). In
the current setting, we have d(H) = OF and hence ω(H) = 0. Moreover, N (O′) =
F×O′× for every member JO′K ∈ Tp♮(H). This can be checked individually for each
JO′K ∈ Tp♮(H) (see (4.26), (5.26), Proposition 5.6 and Section 6.2.5), or for all of
Tp♮(H) at once by applying [48, Proposition 2.8]. The equation (3.19) simplifies as
(8.9)
∑
JO′K∈Tp♮(H)
m(B,O′,O′×) + 2t(Cn, B) =
h(B)
h(F )
.
It remains to compute m(B,O′,O′×) for every B ∈ B and JO′K ∈ Tp♮(H). We
apply Proposition 3.4 to obtain the following table
Table 8.1. Values of m(B,O′,O′×) for B ∈ B and JO′K ∈ Tp♮(H)
OF [−1] OF [
√−ε ] OF (√−3 ) B1,2 OF (√−1 )
O24 0 1 1 1 0
O8 1 1 0 0 1
O6 1−
(
p
3
)
1 +
(
p
3
)
1 0 0
Thanks to Proposition 3.4, it is enough to work out BC for each conjugacy class
of maximal cyclic subgroups C of O′⋆ . If |C| = 4, then BC ≃ B1,2 for O′ = O24,
and BC ≃ OF (√−1 ) for O′ = O8. If |C| = 2 and O′ = O24, then BC ≃ OF [
√−ε ].
We present O⋆8 ≃ D4 as in (4.7) with generators u˜, η˜ ∈ O⋆8 satisfying the conditions
of (4.8). Then B〈u˜〉 ≃ OF [
√−1 ] and B〈u˜η˜〉 ≃ OF [
√−ε ]. Lastly, if |C| = 2 and
O′ = O6, then BC ≃ OF [
√−1 ] if p ≡ 2 (mod 3), and BC ≃ OF [
√−ε ] if p ≡ 1
(mod 3).
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Now we are ready to write down t(Cn) for each n ∈ {2, 3, 4}. For simplicity, let
h(m) := h(Q(
√
m )) for any non-square m ∈ Z. Combining (8.9) with Table 8.1, we
obtain
t(C4, OF (
√−1 )) =
h(F (
√−1 ))
2h(F )
− 1
2
=
1
2
(h(−p)− 1);(8.10)
t(C4, B1,2) =
h(B1,2)
2h(F )
− 1
2
=
1
2
((
2−
(
2
p
))
h(−p)− 1
)
.(8.11)
Here, we use (7.2) to rewrite h(F (
√−1 ))/h(F ) (see also [45, (2.16)]). Then
(8.12) t(C4) = t(C4, OF (
√−1 )) + t(C4, B1,2) =
(
3−
(
2
p
))
h(−p)
2
− 1.
Similarly, we have
t(C3) =t(C3, OF (
√−3 )) =
h(−3p)
4
− 1;(8.13)
t(C2, OF [
√−1 ]) =
(
2−
(
2
p
))
h(−p)
2
+
1
2
(
p
3
)
− 1;(8.14)
t(C2, OF [
√−ε ]) = h(−2p)
2
− 1
2
(
p
3
)
− 3
2
;(8.15)
t(C2) =t(C2, OF [
√−1 ]) + t(C2, OF [
√−ε ])(8.16)
=
(
2−
(
2
p
))
h(−p)
2
+
h(−2p)
2
− 5
2
.
By the mass formula (3.22), we have for every maximal order O in H ,
(8.17) Mass(O) =
1
2
ζF (−1)h(F ).
Note that ζF (−1) > 0 by the Siegel’s formula [49, Table 2, p. 70]. Combining (3.23)
and (8.1), we obtain
t(C1) =
Mass(O)
h(F )
− t(S4)
24
− t(D4)
8
− t(D3)
6
− t(C4)
4
− t(C3)
3
− t(C2)
2
=
ζF (−1)
2
+
(
−7 + 3
(
2
p
))
h(−p)
8
− h(−2p)
4
− h(−3p)
12
+
3
2
.
(8.18)
As t(G) = 0 for all G 6∈ {S4, D4, D3, C4, C3, C2, C1}, this concludes the computation
of t(G) for all G.
9. Superspecial abelian surfaces
We keep the notation of the previous section. In particular, F = Q(
√
p ), where
p is a prime number, and H = H∞1,∞2 . In this section, we give two applications of
Theorems 1.5 and 1.6 to superspecial abelian surfaces. The first one gives for each
finite group G an explicit formula for the number of certain superspecial abelian
surfaces with reduced automorphism group G; this one is straightforward. For the
second application we construct superspecial abelian surfaces X over some field
K of characteristic p with endomorphism algebra2 End0(X) := EndK(X) ⊗ Q ≃
2For an abelian variety X over a field k, we write Endk(X), or simply End(X) if the ground
field k is clear, for the endomorphism ring of X over k. For any field extension K/k, we write
EndK(X ⊗k K) or simply End(X ⊗k K) for the endomorphism ring of X ⊗k K (over K). Some
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F , provided that p 6≡ 1 (mod 24). Recall that an abelian variety over a field k
of characteristic p is said to be superspecial if it is isomorphic to a product of
supersingular elliptic curves over an algebraic closure k¯ of k.
9.1. The first application. Fix a Weil p-number π =
√
p and a maximal order
O in H . Let IsogOF (π) denote the set of Fp-isomorphism classes of simple abelian
varieties X over Fp with Frobenius endomorphism πX satisfying π
2
X = p and with
endomorphism ring End(X) ⊃ OF . Any member X in IsogOF (π) is necessarily a
superspecial abelian surface. Let
(9.1) Tp(π) := {End(X)|X ∈ IsogOF (π)}/ ≃ .
By [44, Theorem 6.1.2], we have a natural bijection Cl(O) ≃ IsogOF (π). If the
superspecial class [X ] corresponds to the ideal class [I], then End(X) ≃ Ol(I).
Thus, one obtains a natural bijection Tp(π) ≃ Tp(H). In particular,
(9.2) h(π) := #IsogOF (π) = h(H), t(π) := #TpOF (π) = t(H).
For any finite group G, define
(9.3) h(π,G) := #{X ∈ IsogOF (π)|RAut(X) ≃ G},
where RAut(X) := Aut(X)/O×F is the reduced automorphism group of X . As the
above correspondence preserves the automorphism groups, one has h(π,G) = h(G),
which is also equal to h(F )t(G) by Proposition 1.1. By Theorems 1.5 and 1.6, we
obtain explicit formulas for h(π,G).
Proposition 9.1. For any finite group G, we have h(π,G) = h(F )t(G), where an
explicit formula for each t(G) is given by Theorems 1.5 and 1.6.
9.2. Pop’s result on embedding problems. We state a main result of F. Pop on
embedding problems for large fields in [32]. Let k be any field. Let Γk := Gal(ks/k)
denote the absolute Galois group of k, where ks is a separable closure of k. An
embedding problem (EP) for k is a diagram of surjective morphisms of profinite
groups (γ : Γk ։ A, α : B ։ A). An EP is said to be finite if the profinite group
B is finite (hence A is also finite); it is called split if the homomorphism α has
a section. We write kEP for the fixed subfield of ker γ. A solution of an EP is a
homomorphism of profinite groups β : Γk → B such that αβ = γ; it is called a
proper solution if β is surjective.
Let K = k(t), where t is a variable. We fix a separable closure Ks of K which
contains ks, and let π : ΓK → Γk be the canonical projection. To each EP=(γ, α)
for k one associates an EPK := (γπ, α) for K. If β is a solution of EPK , define
Kβ := K
kerβ
s , kβ := Kβ ∩ ks.
A (proper) regular solution of an EP is a (proper) solution β of EPK such that
kβ = kEP.
The regular inverse Galois problem for k asks whether for a given finite group G,
there exists a regular finite Galois extension L/k(t) (regularity means that L∩ks = k
in a separable closure k(t)s of k(t)) with Galois group Gal(L/k(t)) ≃ G. If A = {1}
and B = G is finite, then a proper solution for an EP is precisely a solution for
authors denote the latter by EndK(X). We caution the reader that the notation End(X) is also
used for the endomorphism ring of X ⊗k k¯ over k¯ in the literature, where k¯ is an algebraic closure
of k.
UNIT GROUPS 51
an inverse Galois problem, and a proper regular solution for an EP is precisely a
solution for a regular inverse Galois problem.
Definition 9.1. A field k is said to be large if for any smooth curve C over k, we
have implication
C(k) 6= ∅ =⇒ #C(k) =∞.
Theorem 9.2 ( [32, Main Theorem A]). Assume that k is large. Then every finite
split EP for k has proper regular solutions. In particular, every finite group G is
regularly realizable as a Galois group over k(t).
The proof in [32] also shows that that there are infinitely many solutions in
Theorem 9.2.
9.3. The second application. Let X0 be an abelian variety over any field K. It
is well-known that the Galois cohomology H1(ΓK ,Aut(X0 ⊗K Ks)) classifies all
K-forms of X0/K up to K-isomorphism. Any class in H
1(ΓK ,Aut(X0 ⊗K Ks)) is
represented by a 1-cocycle ξ = (ξσ) ∈ Z1(Gal(L/K),Aut(X0⊗K L)) for some finite
Galois extension L/K.
Lemma 9.1. Suppose Xξ/K is the abelian variety corresponding to a 1-cocycle
ξ = (ξσ) ∈ Z1(Gal(L/K),Aut(X0 ⊗K L)). Then
(9.4) End(Xξ) ≃ {y ∈ End(X0 ⊗K L) | ξσσ(y)ξ−1σ = y, ∀σ ∈ Gal(L/K)}.
Lemma 9.2. For any fixed power q of p and any positive integer ℓ, the field
(9.5) k := Fqℓ∞ :=
⋃
m≥1
Fqℓm
is large.
Proof. This follows immediately from the Hasse-Weil bound for the size #C(Fqℓm )
of Fqℓm -rational points of a curve C. 
Proposition 9.3. There exists a maximal OF -order O in H = H∞1,∞2 for which
the unit group O× contains a finite non-abelian group if and only if p 6≡ 1 (mod 24).
Proof. The reduced normmap Nr : O× → O×F induces a map Nr : O⋆ → O×F,+/(O×F )2.
The kernel of this map is O1/{±1}, where O1 ⊂ O× is the reduced norm one sub-
group. Thus the index [O⋆ : O1/{±1}] ∈ {1, 2}, and [O⋆ : O1/{±1}] = 1 if
N(ε) = −1. If p ≤ 5 or p ≡ 3 (mod 4). then there is a maximal order O such
that O⋆ ≃ S4 or A5 by Theorem 1.6. Then the finite group O1/{±1} must be
non-abelian and hence O1 is a non-abelian finite subgroup of O×. Note that p ≤ 5
or p ≡ 3 (mod 4) implies that p 6≡ 1 (mod 24). Now assume that p ≡ 1 (mod 4)
and p ≥ 7. In this case N(ε) = −1 by [11, Corollary 18.4bis] and O⋆ = O1/{±1}.
One has O1/{±1} ≃ Cn for n = 1, 2, 3 if and only if O1 = µ2n ≃ C2n. It then
follows from Theorem 1.5 that there exists a maximal order O with O1 non-abelian
if and only if
(
2
p
)
= −1 or (p3) = −1. The latter is equivalent to p 6≡ 1 (mod 24)
under the condition p ≡ 1 (mod 4). This proves the proposition. 
Proposition 9.4. Suppose X0/Fp ∈ IsogOF (π) is a member such that Aut(X0)
contains a finite non-abelian group G. There exist a positivie integer ℓ and infinitely
many abelian varieties X over K := Fpℓ∞ (t), which are K-forms of X0⊗FpK, such
that the endomorphism algebra End0(X) of X is isomorphic to F = Q(
√
p ).
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Proof. Let Fpn/Fp be a finite extension such that End(X0⊗Fp) = End(X0⊗Fpn),
where we omit the subscript Fp from the scalar extensions of X0. Let ℓ be any
positive integer with (ℓ, n) = 1 and put k = Fpℓ∞ and K = k(t). Then k∩Fpn = Fp
and one has End(X0 ⊗ k) = End(X0), which is a maximal order in H . Since K/k
is primary, End(X0 ⊗ K) = End(X0 ⊗ k) = End(X0) by Chow’s Theorem [10];
see also [12, Theorem 3.19]. Since k is large (Lemma 9.2), there exist infinitely
many regular finite Galois extensions L/K with Galois group Gal(L/K) ≃ G by
Theorem 9.2. Consider the homomorphism ξ : Gal(L/K) → Aut(X0 ⊗ L) defined
by the composition
Gal(L/K)
∼−→ G ⊂ Aut(X0) ⊂ Aut(X0 ⊗ L).
Since L/K is regular, we have End(X0⊗L) = End(X0⊗K) = End(X0) by Chow’s
Theorem again. Thus, Gal(L/K) acts trivially on Aut(X0 ⊗ L) and hence ξ is a
1-cocyle. Let X/K be the abelian variety corresponding to ξ. Then by Lemma 9.1,
End0(X) is isomorphic to the centralizer of G in End0(X0) = H which is the center
F = Q(
√
p ). 
Corollary 9.5. Assume that p 6≡ 1 (mod 24). Then there is a superspecial abelian
surface X over some field K of characteristic p such that End0K(X) ≃ Q(
√
p ).
Proof. This follows from Propositions 9.3 and 9.4. 
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