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Abstract
In this paper, a method for the shape reconstruction of a penetrable scatterer in two-dimensional linear
elasticity is presented. The direct scattering problem is formulated in a dyadic form, a fact that is enforced by
the dyadic nature of the free-space Green’s function. Approximate far-6eld equations with known terms the
P and S parts of the fundamental dyadic solution at the radiation zone are used. The mathematical analysis
presented is based on an interior transmission problem where a weak-type solution is introduced. The proposed
inversion algorithm is an extension of the sampling method for the two-dimensional elastic case. The boundary
of the scatterer can be found by noting that the L2-norms of the Herglotz kernels of the approximate far-6eld
equations are not bounded as the source point of the fundamental solution approaches the boundary from
inside. Numerical results for penetrable objects are presented illustrating the applicability of this method.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
It is well known that direct scattering problems have been treated by many scientists and are
connected with the solution of a boundary value problem that shows how the presence of an obstacle
a=ects the propagation of a known time-harmonic incident wave. The properties of the obstacle that
enter into this scattering process are concerned with speci6c functions of directions far away from
the obstacle which are known as scattering amplitudes or far-6eld patterns.
Inverse scattering is a relatively new area of mathematical research, having its origins in the fun-
damental papers of Tikhonov in the mid-1960s. One class of inverse scattering problems deals with
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the reconstruction of the shape of an obstacle, once the incident 6eld and the far-6eld patterns are
given. Modern technology is heavily dependent on inverse scattering methods. Techniques connected
to geophysical exploration, medical imaging, etc. are some examples in this direction. The book by
Colton and Kress [5] constitutes an excellent source of information on inverse problems.
In this framework, we would like to concentrate our attention to the work by Colton and Kirsch
who in [3], presented a new method for determining the support of a scattering obstacle from the
knowledge of the far-6eld pattern of the scattered wave. With the sampling method, as they call
it, they have successfully treated a large variety of inverse acoustic and electromagnetic scattering
problems. The main idea of the method is that the support of the scattering obstacle is obtained by
solving an integral equation of the 6rst kind and noting that a speci6c norm becomes unbounded as
a point lying on a rectangular grid containing the scatterer approaches the boundary from inside.
Not much is known about solutions of inverse elasticity problems. The authors believe that the
main reasons for this are two. First, in contrast to electromagnetic waves that do propagate at the
same speed, the elastic wave consists of two parts (transverse and longitudinal) that are traveling
with two di=erent velocities. A second but more important di=erence between electromagnetic and
elastic waves is associated to the fact that the two elastic waves are independent of each other, and
hence we cannot recover any one of them once the other is known. Our aim in the present paper is
to exploit the ideas in [3] in the two-dimensional elastic case.
We organize our paper as follows. In Section 2, we 6rst formulate the direct scattering problem
for a penetrable inclusion in a vector form, and then we re-write it in terms of dyadics. The su-
perposition principle for incident waves for all possible directions of propagation and polarization
is also presented. In Section 3, we proceed with the inversion scheme for the shape reconstruction
of a penetrable scatterer. Our algorithm exploits the approximate “near” and “far-6eld” equations
having as known part the fundamental dyadic solution placed at an interior point of the scatterer and
its P and S parts at the far-6eld region, correspondingly. The support of the scattering obstacle is
determined by noting the unboundedness of the L2-norm of the Herglotz kernels of the approximate
far-6eld equations as an interior point of the scatterer approaches its boundary. In the sequel, we
treat the simplest transmission problem, where the LamLe constants inside and outside the scatterer
are equal and the mass densities di=er. We introduce a weak solution for the corresponding interior
transmission problem. From the point of view of applications, it suMces to consider only weak
solutions of the interior transmission problem, since as it was proved in [16] every weak solution,
if it exists, can be approximated by a classical solution. The shape reconstruction is succeeded via
the algorithm as described above. Finally, in Section 4, we present preliminary numerical examples,
illustrating the applicability of the above method in elastodynamics. In particular, scattering of an SH
wave by penetrable objects is considered and numerical results for circles and squares are presented.
2. The scattering problem
We consider the scattering of an elastic plane wave by an object in a two-dimensional Euclidean
space R2. Let Bi represent a bounded connected domain with boundary 9B, which will be assumed
closed, bounded and Lyapunov. The exterior domain Be =R2= OBi, where OBi =Bi ∪ 9B, is 6lled with a
homogeneous isotropic material with LamLe constants ;  and constant mass density e. The interior
domain Bi is 6lled with a material speci6ed by LamLe constants ;  and mass density i, which for
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simplicity will also be considered constant. For ; ; the strong ellipticity conditions ¿ 0; +¿ 0
are satis6ed in order for the medium to sustain longitudinal as well as transverse waves.
The forward scattering problem is modelled by the following transmission problem (TP). For a
given incident 6eld uinc and zero body forces, determine u(r) such that
	∗ui(r) + i!2ui(r) = 0; r∈Bi; (1)
	∗ue(r) + e!2ue(r) = 0; r∈Be; (2)
ui(r) = ue(r); r∈ 9B; (3)
T (r)ui(r) = T (r)ue(r); r∈ 9B; (4)
where ui(r), ue(r) represent the interior and exterior displacement 6elds, respectively, the operator
	∗ is de6ned as
	∗=: 	+ (+ )∇∇· (5)
and the surface stress operator is given by the relation
T (r) = 2nˆr · ∇+ nˆr∇ ·+nˆr ×∇×; (6)
where nˆr stands for the outward unit normal vector on 9B at the point r, and the superscript (which
will be omitted from now on) denotes the action of the di=erential operator on the indicated variable.
For the well posedness of the transmission problem, the well-known radiation conditions (see (13))
due to Kupradze [12] should also be satis6ed.
In what follows we consider the scattering problem in a dyadic formulation. We choose this
alternative way to study this problem due to the dyadic nature of the fundamental Green’s function.
It is worthwhile to mention that as Twersky [19] pointed out, the dyadic scattering problem because
of its higher symmetry, is easier than the corresponding vector scattering problem. This is so, because
in the vector problem we need to specify both the polarization as well as the propagation vector,
while in the dyadic problem the propagation vector alone suMces to specify the incident 6eld.
Assuming absence of body forces and suppressing suitably the time dependence, the spectral
Navier equations satis6ed by the displacement dyadic 6elds u˜,  = e; i for the exterior region Be
and the interior region Bi, respectively, are
(	∗ + !2)u˜(r) = 0˜; = e; i; (7)
where ! is the angular frequency, the di=erential operator 	∗ is given in (5) and the “∼” on the
top means dyadic.
For the penetrable case, we consider the following boundary conditions:
u˜e(r) = u˜i(r); T u˜e(r) = T u˜i(r); r∈ 9B; (8)
where the surface stress operator is given by (6). We assume that the scatterer is excited by a
complete dyadic 6eld propagating in the direction dˆ which is decomposed into a plane longitudinal
wave and a plane transverse one. Such an incident 6eld is given by the form
u˜inc(r) = dˆ ⊗ dˆeikpe r·dˆ + (I˜ − dˆ ⊗ dˆ)eikse r·dˆ; (9)
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where dˆ=(cos ; sin ) is the direction of propagation, I˜ is the identity dyadic, and kpe =!
√
e=+ 2,
kse = !
√
e= are the wavenumbers of the P (longitudinal) and S (transverse) waves, respectively.
In order to obtain the vector incident 6eld from the dyadic one, dotting by the vector dˆ we get
the longitudinal wave propagating to the dˆ direction and dotting by the vector Xˆd (the polarization
vector), which is perpendicular to dˆ, we obtain a transverse wave propagating to the dˆ direction and
polarized to the Xˆd direction.
The dyadic 6eld (9) can be represented as a dyadic superposition of two vector 6elds which
appear as the 6rst vectors of the dyads, while the second vectors of the dyads are provided by the
incident orthogonal base {dˆ; Xˆd}, i.e.
u˜inc(r) = uinc;p(r; dˆ; dˆ)⊗ dˆ + uinc; s(r; dˆ; Xˆd)⊗ Xˆd ; (10)
where
uinc;p(r; dˆ; dˆ) = dˆeik
p
e r·dˆ; uinc; s(r; dˆ; Xˆd) = Xˆdeik
s
e r·dˆ: (11)
In (10), as well as in what follows, the 6rst argument represents the vector at the observation point,
the second is the propagation vector and the third is the polarization vector.
The dyadic character of the incident 6eld u˜inc is inherited in the scattered 6eld u˜sct, it generates
by preserving the order of the dyads as in the following form:
u˜sct(r; dˆ) = usct;p(r; dˆ; dˆ)⊗ dˆ + usct; s(r; dˆ; Xˆd)⊗ Xˆd ; (12)
where the 6rst vectors of the dyads correspond to the vector scattered 6elds generated by the 6rst
vectors of the dyads of u˜inc, respectively. Furthermore, each displacement 6eld appearing as a 6rst
vector of each dyad in (12) has to satisfy the Kupradze radiation conditions [12] at in6nity, given
by
lim
r→∞ u
sct;a = 0; lim
r→∞
√
r
(
9usct;a
9r − ikau
sct;a
)
= 0; a= p; s (13)
uniformly for all directions r = |r|.
From the Helmholtz decomposition theorem the scattered 6eld u˜sct can be written as
u˜sct(r) = u˜sct;p(r) + u˜sct; s(r); r∈Be: (14)
The free-space fundamental dyadic in R2 is expressed [1] as
˜e; i(r; r′) =
i
4
{
1

I˜H (1)0 (k
s
e; i|r− r′|)
− 1
e; i!2
∇r∇r[H (1)0 (kpe; i|r− r′|)− H (1)0 (kse; i|r− r|)]
}
; (15)
where H (1)0 (k
ar) with a= p; s are the Hankel functions of the 6rst kind and order zero.
Existence and uniqueness results for the direct scattering problem (7) and (8) can be found in
[11].
For the inverse scattering problem, of special interest are the far-6eld patterns as a measure of
the scattered 6eld at the radiation zone. So, as r → ∞ we have that the following relation holds
[10,17]:
u˜scte (r; dˆ) = u˜
p
∞(rˆ; dˆ)
eik
p
e r
√
r
+ u˜s∞(rˆ; dˆ)
eik
s
er√
r
+O(1=r3=2): (16)
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The coeMcients of the terms eik
a
e r=
√
r ; a = p; s are the corresponding far-6eld patterns. The dyadic
patterns u˜p∞, u˜s∞, and the four patterns generated by the 6rst two vectors of the dyads in (12) are
connected via the relations:
u˜p∞(rˆ; dˆ) = g
p
r (rˆ; dˆ; dˆ)rˆ⊗ dˆ + gsr(rˆ; dˆ; Xˆd)rˆ⊗ Xˆd ; (17)
u˜s∞(rˆ; dˆ) = g
p
(rˆ; dˆ; dˆ)Xˆ⊗ dˆ + gs(rˆ; dˆ; Xˆd)Xˆ⊗ Xˆd ; (18)
where gar ; g
a
, with a = p; s; are the radial and tangential far-6eld patterns corresponding to P- or
S-incident 6eld, respectively, propagating to the direction of propagation dˆ and polarized in all
directions parallel to dˆ or Xˆd.
In [9], it has been proved that an elastic Herglotz solution in R2 admits the representation
u˜(r) =
∫ 2
0
L˜(dˆ)eik
p
e r·dˆ ds(dˆ) +
∫ 2
0
T˜(dˆ)eik
s
er·dˆ ds(dˆ); (19)
where L˜ and T˜ are square integrable functions de6ned on the unit circle. The functions L˜ and T˜
de6ne the longitudinal and transverse Herglotz kernels, respectively, and are given by [9]
L˜(dˆ) = Lpd(dˆ)⊗ dˆ + Lpd (dˆ)⊗ Xˆd ; T˜(dˆ) = Tsd(dˆ)⊗ dˆ + Tsd (dˆ)⊗ Xˆd (20)
with
L=
1
2
√
kpe

(i + 1)
∞∑
m=0
i−mameimrˆ; (21)
T=−1
2
√
kse

(i + 1)
∞∑
m=0
i−mbmeimXˆ: (22)
It is also assumed that the L2-norms of L and T are bounded.
Eq. (19) shows that every elastic Herglotz solution can be expressed as a superposition of longi-
tudinal and transverse plane waves propagating in the dˆ direction, with amplitude distributions given
by the Herglotz kernels.
The following theorem shows that the superposition of incident plane waves, for every direction
of propagation, generates a scattered 6eld which is the superposition of the scattered 6elds, that
correspond to a speci6c direction plane wave incidence. Its proof can be found in [10], so we omit
it here for brevity.
Theorem 1. For given dyadic densities L˜ and T˜ which belong to L2[0; 2], the solution of Dirichlet,
Neumann or of the transmission problem for the incident wave
v˜inc(r) =
∫ 2
0
L˜(dˆ) eik
p
e r·dˆ ds(dˆ) +
∫ 2
0
T˜(dˆ)eik
s
er·dˆ ds(dˆ) (23)
is given by the relation
v˜sct(r) =
∫ 2
0
u˜sct(r; dˆ) · [L˜(dˆ) + T˜(dˆ)] ds(dˆ); (24)
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where u˜sct is the scattered ;eld generated by an incident wave of the form (10), and has the
far-;eld patterns
v˜p∞(rˆ) =
∫ 2
0
u˜p∞(rˆ; dˆ) · [L˜(dˆ) + T˜(dˆ)] ds(dˆ); (25)
v˜s∞(rˆ) =
∫ 2
0
u˜s∞(rˆ; dˆ) · [L˜(dˆ) + T˜(dˆ)] ds(dˆ); (26)
where u˜p∞; u˜s∞, are the corresponding to the scattered ;eld, longitudinal and transverse far-;eld
patterns.
From the above Theorem it follows that relations (25) and (26), which are also called “far-6eld
equations”, hold for all boundary conditions.
3. The inversion method
In what follows we present an inversion algorithm for the two-dimensional linear elasticity based
on the ideas of Colton and Kirsch [3]. Before we proceed with the method, we need to derive
far-6eld equations for the elastic case. Using some asymptotic analysis we can show that
˜p∞ (r; yo) =
i + 1
4
√
kpe
rˆ⊗ rˆ e−ikpe rˆ·yo ; (27)
˜s∞(r; yo) =
i + 1
4
√
kse
(I˜ − rˆ⊗ rˆ)e−ikse rˆ·yo (28)
are the far-6eld patterns of the longitudinal ˜p(r; yo) and transverse ˜s(r; yo) parts, respectively, of
the fundamental dyadic ˜(r; yo), placed at the point yo ∈Bi. We now proceed as in [3], by considering
special right-hand sides, given by (27) and (28), in Eqs. (25) and (26) of Theorem 1. Hence, the
far-6eld equations are now taking the form
˜p∞(r; yo) =
∫ 2
0
u˜p∞(r; dˆ) · [L˜(dˆ; yo) + T˜(dˆ; yo)] ds(dˆ) (29)
and
˜s∞(r; yo) =
∫ 2
0
u˜s∞(r; dˆ) · [L˜(dˆ; yo) + T˜(dˆ; yo)] ds(dˆ): (30)
The following theorem establishes the solvability condition for the far-6eld equations. Its proof can
be found in [10].
Theorem 2. The far-;eld equations (29) and (30) are solvable if and only if, there exists w˜i ∈C2(Bi)
∩C1( OBi) and a Herglotz wave function ˜i given by (19), such that w˜i, ˜i is a solution to
	∗w˜i + i!2w˜i = 0˜; 	∗˜i + e!2˜i = 0˜ in Bi; (31)
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satisfying
w˜i − ˜i = ˜e(r; yo); T w˜i − T ˜i = T ˜e(r; yo) on 9B; (32)
with yo ∈Bi.
Motivated by Theorem 2 and the ideas presented in [4,6,15], we now de6ne the interior trans-
mission problem.
De nition 1. Find functions ˜i ∈C2(Bi) ∩ C1( OBi) and w˜i ∈C2(Bi) ∩ C1( OBi) such that (31) and (32)
are satis6ed.
We will further assume that there are no “transmission eigenvalues”, i.e. values of !2 ∈R, for
which there exists a nontrivial solution to the corresponding homogeneous to (31) and (32) interior
transmission problem. In the sequel we give the de6nition of a weak solution {w˜i; ˜i}, for the
two-dimensional interior transmission problem taking into consideration the results presented in [6].
This is necessary in order to handle the behavior of the fundamental solution ˜(r; yo) as yo is an
interior point of Bi.
To this end we 6rst de6ne the integral operator
(K˜)(r) := !2(e − i)
∫
Bi
˜e(r; r′) · ˜(r′) dr′ r ∈R2; (33)
where ˜∈L2(Bi).
De nition 2. The pair of functions {w˜i; ˜i} is said to be a “weak solution” of the interior transmission
problem with source point yo ∈Bi, if ˜i ∈ OH , with OH the closure of the linear space H of the classical
solutions of (31) in L2(Bi), and w˜i ∈L2(Bi) satisfy the integral equation
[(I + K)w˜i](r) = ˜i(r) r∈Bi (34)
and the boundary condition
(Kw˜i)(r) =−˜e(·; yo); r∈ 9B: (35)
Existence of the weak solution to the interior transmission problem (31) and (32) in three dimensions
can be found in [2] and we would like to point out that all the results in [2] remain valid in two
dimensions after the appropriate modi6cation of the fundamental solution and the radiation conditions.
Uniqueness results for the interior transmission problem have been established in [17].
In what follows we establish the inversion algorithm for the shape reconstruction of a penetrable
obstacle, based on the above weak formulation of the solution of the interior transmission problem.
Theorem 3. Assume that Bi is simply connected, !2 is not a transmission eigenvalue and that on
9B the solutions w˜; ˜ of (7) satisfy the boundary conditions (8). Then for every ¿ 0, there exists
a pair of dyadics L˜= L˜(·; yo), T˜= T˜(·; yo)∈L2[0; 2] such that the approximate far-;eld equations
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hold, i.e.∣∣∣∣
∣∣∣∣
∫ 2
0
u˜p∞(rˆ; dˆ) · [L˜(dˆ; yo) + T˜(dˆ; yo)] d#− ˜p∞(r; yo)
∣∣∣∣
∣∣∣∣
L2[0;2]
¡; (36)
∣∣∣∣
∣∣∣∣
∫ 2
0
u˜s∞(rˆ; dˆ) · [L˜(dˆ; yo) + T˜(dˆ; yo)] d#− ˜s∞(r; yo)
∣∣∣∣
∣∣∣∣
L2[0;2]
¡; (37)
and
‖L˜(·; yo)‖L2[0;2] →∞; ‖T˜(·; yo)‖L2[0;2] →∞; (38)
as yo → 9B and the densities L˜ and T˜ change for every speci;c point yo ∈Bi with r∈R2=Bi.
Furthermore if ˜L˜; T˜ is the Herglotz dyadic function with kernels L˜ and T˜ then the following
relation holds:
‖˜L˜; T˜‖L2(Bi) →∞ (39)
as yo → 9B.
Proof. The proof follows the lines of Theorem 3.7 in [6].
Let ˜i(·; yo), w˜i(·; yo) be the unique weak solution to the interior transmission problem with source
point yo. In [15], it has been shown that the space of the tensor Herglotz functions is a dense subset
of OH , and hence we can approximate ˜i(·; yo)∈ OH , by the Herglotz tensor wave function ˜L˜; T˜ with
kernels L˜ and T˜. That is, for every 1¿ 0 and yo ∈Bi, there exist L˜, T˜∈L2[0; 2] such that
‖˜i(·; yo)− ˜L˜; T˜‖L2(Bi)¡1: (40)
Using relation (34) we obtain (I+K)u˜L˜; T˜= ˜L˜; T˜. Hence, by the continuity of the operator (I+K)−1,
we get that for u˜L˜; T˜ = (I + K)
−1˜L˜; T˜, the following relation holds:
‖w˜(·; yo)− u˜L˜; T˜‖L2(Bi)¡c1; (41)
for some positive constant c. From the continuity of the operator K as a mapping of L2(Bi)→ C(9B),
we obtain
‖Ku˜L˜; T˜ − ˜e(·; yo)‖C(9B)¡c11 (42)
for some positive constant c1.
The far-6eld patterns for the longitudinal Kp∞u˜L˜; T˜, and transverse K
s∞u˜L˜; T˜ parts of Ku˜L˜; T˜ are given
by the relations
(Kp∞u˜L˜; T˜)(rˆ) =
∫ 2
0
u˜p∞ (rˆ; dˆ) · [L˜(dˆ) + T˜(dˆ)] d#; (43)
(Ks∞ u˜L˜; T˜)(rˆ) =
∫ 2
0
u˜s∞(rˆ; dˆ) · [L˜(dˆ) + T˜(dˆ)] d#: (44)
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Using (42) and continuous dependence of the solution with respect to the boundary data, we obtain
the following estimates:
‖Kp∞u˜L˜; T˜ − ˜p∞(·; yo)‖C(9B)¡c21; ‖Ks∞u˜L˜; T˜ − ˜s∞(·; yo)‖C(9B)¡c21 (45)
with c2 a positive constant. Choosing 1 = =c2, it follows that∣∣∣∣
∣∣∣∣
∫ 2
0
u˜p∞(rˆ; dˆ) · [L˜(dˆ) + T˜(dˆ)] d#− ˜p∞(r; yo)
∣∣∣∣
∣∣∣∣
L2[0;2]
¡; (46)
∣∣∣∣
∣∣∣∣
∫ 2
0
u˜s∞(rˆ; dˆ) · [L˜(dˆ) + T˜(dˆ)] d#− ˜s∞(r; yo)
∣∣∣∣
∣∣∣∣
L2[0;2]
¡; (47)
i.e., there exists a pair of dyadics L˜(·; yo) and T˜(·; yo)∈L2[0; 2] such that the approximate far-6eld
equations (36) and (37) hold.
We now need to verify (38) and (39). Since the Sobolev space H 3=2(9B) is continuously imbedded
in C(9B), then
‖˜e(·; yo)‖C(9B)6 ‖˜e(·; yo)‖H 3=2(9B) = ‖Kw˜i(·; yo)‖H 3=2(9B): (48)
Using relation (40) we can conclude to
‖˜i(·; yo)‖L2(Bi) = ‖˜L˜; T˜ + ˜i(·; yo)− ˜L˜; T˜‖L2(Bi)6 ‖˜L˜; T˜‖L2(Bi) + 1: (49)
Using the trace theorem, the boundedness of the operators (I+K)−1 :L2(Bi)→ L2(Bi); K :L2(Bi)→
H 2(Bi) and relation (49), we have the following estimates:
‖˜e(·; yo)‖C(9B)6 ‖Kw˜i(·; yo)‖H 3=2(9B)6 c3‖Kw˜i(·; yo)‖H 2(Bi)
6 c4‖w˜i(·; yo)‖L2(Bi)6 c5‖˜i(·; yo)‖L2(Bi)
6 c5(‖˜L˜; T˜‖L2(Bi) + 1): (50)
We now let, yo → 9B, then as yo tends to r, the fundamental solution ˜e(·; yo) has a singularity and
hence ˜e goes to in6nity. Thus, by (50) we obtain
lim
yo→9B
‖˜L˜; T˜‖L2(Bi) =∞: (51)
Suppose now that ‖L˜(·; yo)‖L2[0;2], and ‖T˜(·; yo)‖L2[0;2] are remaining bounded as yo tends to a
point r∈ 9B. Then since ˜L˜; T˜ is a dyadic Herglotz wave function having kernels L˜, T˜, we conclude
that ‖˜L˜; T˜‖L2(Bi) will be bounded as yo → 9B. But this contradicts (51) and the theorem has been
proved.
4. Numerical results
We will illustrate the applicability of the method for the special case of scattering of an SH wave
by a prismatic cylinder. Because the polarization of the SH waves is assumed to be parallel to the
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length of a cylindrical insert, the scattered waves have the same polarization and wave velocity.
That results to a scalar problem where only one wave is present in the complete analysis, the SH
wave. This is not the case, however, if a harmonic P or SV wave is incident to the obstacle since
then the waves reSected from the boundary involve both P and SV waves.
In what follows the incident SH wave we use is
uinc = uoeik
s
e r cos ; (52)
propagates in the positive x-direction with wave number kse , and has a constant amplitude uo.
It is easy to see that the far-6eld equation (30) reduces for the SH wave case to its scalar form
(Fg)(rˆ) =
ei=4√
8kse
e−ik
s
e rˆ·yo ; (53)
where
(Fg)(rˆ) =
∫ 2
0
uSH∞ (rˆ; dˆ) g(dˆ) ds(dˆ) (54)
is the far-6eld operator, kse is the wavenumber, yo a point in the interior of the scattering object,
g=g(: ; yo)∈L2([0; 2]) is the scalar Herglotz kernel that replaces [L˜(dˆ; yo)+T˜(dˆ; yo)], and uSH∞ (rˆ; dˆ)
denotes the far-6eld data that are obtained using the weak form of the conjugate gradient FFT method
[13,20].
We now note that since the far-6eld operator is compact, the solution of the far-6eld equation
(53) is an ill-posed problem in the sense of Hadamard. To resolve this issue a regularization method
due to Phillips is used. Phillips [14] proposed to penalize only the L2-norm of the derivative. A
regularized solution of (53) is then found by minimizing the functional∣∣∣∣∣
∣∣∣∣∣
∫ 2
0
uSH∞ (rˆ; dˆ)g(dˆ) ds(dˆ)−
ei=4√
8kse
e−ik
s
e rˆ·yo
∣∣∣∣∣
∣∣∣∣∣
2
L2([0;2])
+ ‖g′(·; yo)‖2L2([0;2]): (55)
Note that this di=ers from the Tikhonov regularization because the penalty term is a semi-norm
rather than a norm. More details about this approach can be found in [7]. Extensive analysis about
the optimum choice of  can be found in [6,14,18].
In Theorem 1, was established that the norm of the Herglotz kernel ‖g‖L2([0;2]) becomes unbounded
as yo approaches the boundary of the scatterer. Hence repeating the above minimization process for
all yo on a grid containing the object, we obtain an image of the object by plotting for each yo the
norm of the optimum regularized solution.
In our 6rst numerical example, we consider a circle of radius a = 0:35 m and density  = 1:3,
while the outer medium’s density was 1. Hence, the contrast is 0.3. The scatterer is located in a
test square which was divided into 21 × 21 subsquares of 0:1 × 0:1 m2. The wavenumber for the
SH-wave is kse =6. This means that the sidelength of the test square was equal to 2 wavelenghts for
the SH-wave in the exterior medium. We excite our object by a plane SH-wave. The synthetic data
in our numerical experiments were generated by using the weak form of the conjugate gradient FFT
method [13,20]. We compute the far-6eld pattern uSH∞ (r; dˆ) at 29 equidistantly distributed observation
points and 29 uniformly distributed directions. Fig. 1 (left) shows the contour for the circle of radius
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Fig. 1. Reconstruction of a circle of radius 0:35 m (left), reconstruction of a square with side 0:21 m with 5% Gaussian
noise.
0:35 m. We now repeat the above experiment for a square scatterer with side 0:21 m, that is located
at the center of the test square that is subdivided into 21 × 21 subsquares of 0:1 × 0:1 m2. The
object’s density is now 1.6 and hence the contrast is 0:6. Fig. 1 (right) shows the reconstruction of
the square with 5% Gaussian noise. From this last numerical example, it becomes apparent that the
method is capable of handling noisy data very well.
As it is easily observed this method has some very attractive features i.e. no low-frequency
or high-frequency approximations are made, its implementation is very simple since it requires
only a solution of a linear integral equation and is also independent of the boundary condition
used. Moreover, the method is very fast since no forward problems have to be solved. In addition
“inverse crimes” are avoided since the data used, were produced by a method totally di=erent from
our inversion scheme. One of its drawbacks, however, is that requires complete far-6eld data. Some
numerical experiments we performed suggested that results get much worse for the limited data
cases.
We have presented some preliminary results concerning reconstructions of penetrable objects in
elastodynamics, and we showed that the “simple method” [3] behaves very well in the scalar SH-wave
incidence case. Future work will be directed towards extensions of the method and its variations [8]
to the more complicated case of P and SV wave incidence, where the problem is not scalar any
more.
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