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Qubit readout is commonly performed by thresholding a collection of analog detector signals to
obtain a sequence of single-shot bit values. The intrinsic irreversibility of the mapping from analog
to digital signals discards soft information associated with an a posteriori confidence that can be
assigned to each bit value when a detector is well characterized. Accounting for soft information,
we show significant improvements in enhanced state detection with the quantum repetition code as
well as quantum state or parameter estimation. These advantages persist in spite of non-Gaussian
features of realistic readout models, experimentally relevant small numbers of qubits, and finite
encoding errors. These results show useful and achievable advantages for a wide range of current
experiments on quantum state tomography, parameter estimation, and qubit readout.
PACS numbers: 03.65.Ta,03.67.Ac,03.65.Wj
In most quantum-measurement tasks, the goal is to ex-
tract information encoded in a stream of quantum states.
For a single-qubit expectation value, the stream is a col-
lection of identically prepared single qubits. To perform
a Bell-inequality measurement, the stream is a collection
of entangled qubit pairs. For quantum error detection
or correction, the stream consists of many qubits that
make up the code, on which multiqubit syndrome mea-
surements are performed. In practice, in all of these sce-
narios, information is commonly extracted by measuring
individual qubits or joint observables in a single shot [1–
8]. While this strategy can be optimal for extracting
a single bit of information, e.g., the state |±〉 of a sin-
gle qubit, it is generally suboptimal when considering
streams of data. A single-shot qubit readout typically in-
volves the irreversible conversion of an analog outcome O
from a readout apparatus (e.g., a current or voltage pulse,
the quadrature of a microwave tone, etc.) into a binary
outcome c± via thresholding [9–17] (see Fig. 1). Thresh-
olding erases information about the posterior probability
P (±|O) that can be ascribed to each bit value given O.
In contrast, when a sequence of analog readout outcomes
O is fed into a decoder that accepts analog values as in-
put, the frequency of decoding errors can be significantly
reduced [18]. Such soft-decoding techniques have been
central to the development of capacity-achieving classical
codes [19] now used in deep-space communications and
high-bandwidth 3G/4G cellular networks. Soft-decision
decoding has been applied to quantum codes [20, 21] and
to schemes for fault-tolerant quantum computing [22], in
which the soft decision is made by correlating multiple
single-shot qubit readout outcomes. Soft decoding has
also been identified as an important tool for continuous-
variable quantum key distribution [23].
While soft-decoding methods are routinely applied to
FIG. 1. (Color online) The single-shot readout threshold-
ing procedure (threshold ν) erases information by irreversibly
converting a continuum of analog readout outcomes O into
a single binary value c±. The conditional probability dis-
tributions P (O|±) are typical of the readout performed in
Refs. [11, 24] and described in Ref. [25].
classical noisy signals for communication applications,
they have not seen widespread application in qubit read-
out methods. Here, we exploit the fact that the qubit
readout itself can be treated as a communication chan-
nel characterized by a pair of conditional probability dis-
tributions P (O|±) for the analog signal O (see Fig. 1),
even if the readout apparatus is designed to perform a
binary measurement. Soft decoding of a readout appa-
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2ratus can lead to significant improvements in a number
of quantum-information tasks. To achieve these improve-
ments, the physical characteristics of the readout dynam-
ics and the noise must be well understood to determine
the distributions P (O|±). Readout errors are especially
sensitive to the tails of these distributions, so it is impor-
tant to understand non-Gaussian features (fat tails or
bimodality) to reap the benefits of soft decoding. Cru-
cially, the distributions P (O|±), which must already be
known to characterize the single-shot readout fidelity, can
be measured or modeled accurately for several state-of-
the-art qubit implementations [9–17, 25–28].
In this Letter, we explicitly demonstrate the advan-
tages of soft decoding through two experimentally signif-
icant examples: enhanced state detection via the quan-
tum repetition code, and state or parameter estimation.
In particular, the number of qubits required for efficient
enhanced state detection can be reduced, through data
processing alone, by up to a factor of 2, an advantage
which persists for a small number of qubits and finite en-
coding errors. Because additional qubits are an expen-
sive resource, this result is of immediate practical impor-
tance. We also extend a result of Ref. [29] by making
use of soft information to further improve the precision
of measurements of Pauli operators required for state to-
mography. In both cases, we benchmark the improve-
ment by comparing the performance of the widely used
and efficient maximum-likelihood estimation [30] when
applied to analog instead of thresholded qubit readout
outcomes. Crucially, we find and characterize signifi-
cant improvements not only for the idealized Gaussian
readout, but also for the realistic non-Gaussian readout
investigated in Ref. [25] and relevant to many experi-
ments [11, 14, 24, 26].
Enhanced state detection.− In the quantum repeti-
tion code, a logical qubit (with basis {|0〉 , |1〉}) in the
state |ψ〉 = α0 |0〉 + α1 |1〉 is encoded into N physi-
cal qubits (with basis {|+〉 , |−〉}): |ψN 〉 = α0 |−〉⊗N +
α1 |+〉⊗N [31–33]. The redundant outcomes of indepen-
dent measurements of the N physical qubits are then
correlated to reduce measurement errors. The simplest
approach is to measure each qubit in a single shot and
assign the binary value ci = c± to the ith qubit. When
the encoded states |0〉 and |1〉 are equally likely a pri-
ori, the optimal approach is to calculate the likelihood
ratio [34] of the data {ci}:
Λc ≡ P ({ci} |1)
P ({ci} |0) =
N∏
i=1
P (ci|+)
P (ci|−) . (1)
In Eq. (1), P (ci|±) is the probability to obtain the value
ci given that the ith qubit is in the state |±〉. The pro-
jected state of the logical qubit is most likely |1〉 (|0〉) if
Λc > 1 (Λc < 1). We may rewrite the likelihood ratio,
Eq. (1), in terms of the conditional single-shot error rates
± ≡ P (c∓|±) < 1/2:
Λc =
(
1− +
−
)n+
·
(
+
1− −
)N−n+
, (2)
where n+ is the number of measurements for which the
outcome c+ occurred. For a binary symmetric readout,
 = ±, Eq. (2) results in a simple majority vote since
n+ > N/2 (n+ < N/2) implies Λc > 1 (Λc < 1).
Equation (2) is a maximum-likelihood estimator ap-
plied to single-shot readout outcomes. However, a physi-
cal readout apparatus typically yields an analog readout
outcome Oi that need not be thresholded to a binary
value ci. The observable Oi could be, for example, the
time average of a fluorescence signal [9, 13, 33], the peak
of a current pulse through a single-electron transistor or
quantum point contact [11, 24, 26], the quadrature of a
microwave tone [15, 16, 27], or even the likelihood ratio
of a single-shot readout [9, 17, 25, 28, 35]. Thresholding
leads to an irreversible loss of information about the con-
fidence P (±|Oi) in each bit value. Soft decoding, which
makes full use of that information, is achieved by instead
applying the maximum-likelihood estimator to the ana-
log readout outcomes:
ΛO ≡ P ({Oi} |1)
P ({Oi} |0) =
N∏
i=1
P (Oi|+)
P (Oi|−) , (3)
where P (Oi|±) is the probability density for outcome Oi
given that the ith qubit is in the state |±〉.
To take full advantage of soft decoding, it is nec-
essary to have an accurate representation of the con-
ditional probability distributions P (O|±) for the ana-
log qubit readout outcomes. A common idealization
for a readout is the Gaussian readout, P (O|±) =√
r/2pi exp
[−(O ∓ 1)2r/2], where r is the power signal-
to-noise ratio. Soft decoding of the Gaussian readout
with maximum-likelihood estimators such as Eqs. (1) and
(3) has been extensively studied in the context of clas-
sical communication theory [18, 34]. Since a projective
measurement collapses |ψN 〉 to either |+〉⊗N or |−〉⊗N ,
the advantage obtained by soft decoding of the readout
apparatus translates directly to the quantum case. More
precisely, for r  1, the number of qubits Nc and NO re-
quired to achieve a target error rate ε using Λc and ΛO,
respectively, are related (for Nc odd) by [36]:
NO =
Nc + 1
2
+
Nc − 1
2
ln r
r
+O
(
Nc
r
)
. (4)
Thus, soft decoding can reduce the number of required
physical qubits by up to a factor of 2 compared to the
majority vote (asymptotically, Nc ∼ 2NO, or alterna-
tively, for fixed N , εO ∼ ε2c up to a logarithmic prefactor
in εc). Intuitively, this advantage arises since the major-
ity vote ignores all information contained in strings for
which more than half of the bits are corrupted, while
3soft decoding associates every string with some confi-
dence. A similar asymptotic advantage exists for arbi-
trary block codes transmitted through a Gaussian com-
munication channel [18]. Importantly, Eq. (4) is valid
for the regime of reasonably small N relevant to recent
experiments [2, 5–8, 37, 38]. Moreover, the form of the
subleading corrections in Eq. (4) suggests that they can
be small for realistic experimental values of r. We have
indeed verified, using the exact analytical expressions for
the error rates [36], that an advantage persists for low
signal-to-noise ratio and relatively small N . For exam-
ple, we require NO = 6 instead of Nc = 9 to reach an
error rate ε < 3× 10−4 for r = 2.
Realistic qubit readouts are typically not well repre-
sented by Gaussian probability distributions [9, 11, 13,
25, 28]. To verify that soft decoding of the readout ap-
paratus still provides an advantage in experimentally rel-
evant cases, we apply the estimators in Eqs. (1) and (3)
to the realistic non-Gaussian “peak-signal” readout im-
plemented in Refs. [11, 24] and for which the distribu-
tions P (O|±) were analyzed in Ref. [25]. In this mea-
surement, the analog outcome O is the peak value of a
finite-duration current pulse signalling the excited state
|+〉 and subject to Gaussian white noise (see Ref. [36]
for a summary). A typical pair of distributions for this
readout is illustrated in Fig. 1. Even though the dis-
tribution P (O|+) has strong non-Gaussian features, soft
decoding still gives an appreciable advantage. For exam-
ple, Monte Carlo simulations with 106 random records
show that, similar to the Gaussian readout, we require
NO = 6 instead of Nc = 9 to reach an error rate ε < 0.05
for a signal-to-noise ratio r = 2 [36].
To account for errors during encoding, we allow for
uncorrelated bit flips with probability η for both states
|±〉. The probability distributions for the analog read-
out outcomes then become P (Oi|1/0) = (1 − η)P (Oi| +
/−)+ηP (Oi|−/+), giving a modified version of the like-
lihood ratio, Eq. (3). We find that when encoding errors
η are sufficiently large, the soft-decoding procedure re-
duces to a simple thresholding procedure [36]. However,
for the Gaussian readout, soft decoding can still give an
advantage over thresholding if
η . e−2r (5)
when r  1. Thus, the encoding bit-flip rate must merely
be smaller than some power of the single-shot readout
error rate  ( ∼ e− r2 up to logarithmic corrections). To
verify this, we have performed a Monte Carlo simulation
of the error rate for the Gaussian readout by generating
107 random measurement records taking into account the
bit-flip rate η [36]. For example, we find that for r = 2
and η = 1%, we require NO = 6 instead of Nc = 9 qubits
to achieve ε < 8 × 10−4. Similarly, for the peak-signal
readout described in Ref. [25], we find from a simulation
of 106 random measurement records that for a signal-to-
noise ratio of r = 2 and η = 5%, we require NO = 6
instead of Nc = 9 qubits to achieve ε < 0.08 [36].
State and parameter estimation.− Many quantum in-
formation processing applications, such as state and pro-
cess tomography [1, 4, 29, 39, 40] and parameter estima-
tion [41], benefit from accurate and precise estimation
of qubit observables (e.g., the Pauli operators). Analog
data processing has been used extensively, e.g., for pa-
rameter [42] and state [43] estimation in quantum optical
systems, where it is often natural to process quasicontinu-
ous field quadratures or photon counts. For many qubit
systems, the common approach is instead to threshold
the data. Thresholding the data is generally suboptimal,
as we now illustrate.
For definiteness, we consider estimating the quantum
expectation value s0 = 〈σz〉 of the single-qubit Pauli op-
erator σz (in the basis |±〉) from the independent read-
out of N identically prepared copies of a qubit. As in
the case of the repetition code, we compare the stan-
dard maximum-likelihood estimator (MLE) [30] applied
to the analog data set {Oi} instead of the thresholded
data set {ci} in order to benchmark the improvement.
In both cases, the MLE is the value s that maximizes
the likelihood function L(s) = ∏Ni=1 P (Oi/ci|s) under
the constraint −1 ≤ s ≤ +1. In practice, the MLE
is obtained by maximizing the equivalent log-likelihood
function `(s) = N−1 lnL(s). The MLE is asymptotically
unbiased, normally distributed, and minimizes the vari-
ance [i.e. saturates the Crame´r-Rao bound, see Eq. (7),
below] for large N [30].
When the analog data are thresholded, the MLE is the
(bias-corrected) thresholded average sTA = N
−1∑N
i=1 ci
considered, e.g., in Ref. [29]. This estimate does not make
use of the soft information contained in the distributions
P (O|±) for reconstruction of s0. In contrast, the soft-
decoded estimate sSD obtained by applying the MLE to
the analog data set makes full use of the distributions
P (O|±). In Ref. [29], the alternative soft average sSA =
N−1
∑N
i=1Oi was also employed as an estimator for s0,
but this approach is also suboptimal [36].
We will measure the deviation of an estimate s from
the true value s0 with the mean squared error (MSE) ζ,
given by the sum of the variance and of the squared bias
of the estimator, ζ ≡ 〈〈(s− 〈〈s〉〉)2〉〉+ (〈〈s〉〉− s0)2. Here,
the statistical average 〈〈 〉〉 is taken with respect to the
distribution of outcomes:
P (O/c|s0) = 1 + s0
2
P (O/c|+) + 1− s0
2
P (O/c|−). (6)
For this distribution, `(s) is a concave function with a
unique maximum. A general expression for the asymp-
totic MSE of the thresholded average sTA can be de-
rived [36]. For the Gaussian readout, it takes the simple
form reported in Ref. [29], ζTA ∼ [(1− 2)−2 − s20]/N .
For the soft-decoded MLE estimate, the asymptotic MSE
can be computed directly from the Fisher information of
4P (O|s0):
ζSD ∼ − 1
N
〈〈
∂2 lnP (O|s0)
∂s20
〉〉−1
. (7)
Here, we use the symbol “∼” to indicate a strict asymp-
totic equality. From Eqs. (6) and (7), an explicit asymp-
totic form for ζSD can be found in terms of the distribu-
tions P (O|±) [36]:
ζSD ∼ 1
N
· 1− s
2
0
1− I , I =
∫
dO P (O|+)P (O|−)
P (O|s0) . (8)
In Eq. (8), the integral I contains all information about
the noise introduced by the readout apparatus. The re-
maining contribution when I = 0 is the quantum shot
noise (projection noise), which reflects the choice of a
particular measurement basis. Since I has the form of
an overlap integral, it is especially important to under-
stand the tails of the (generally non-Gaussian) readout
distributions P (O|±).
To quantitatively verify that soft decoding can im-
prove state estimation, we set s0 = 0 and evaluate
Eq. (8) numerically for both the Gaussian readout and
the peak-signal readout of Ref. [25]. We plot the asymp-
totic MSE as a function of the signal-to-noise ratio r
in Fig. 2. We also plot the asymptotic MSE of the
bias-corrected thresholded average, ζTA. Figure 2 con-
firms that soft decoding always outperforms threshold-
ing (i.e., ζSD < ζTA). As r increases, ζTA and ζSD exhibit
an approximate power-law approach to the projection-
noise limit for the (non-Gaussian) peak-signal readout
of Ref. [25], whereas they decrease exponentially for the
Gaussian readout. In the intermediate regime for r, there
is a clear advantage in soft decoding with the MLE for
both readouts, demonstrating substantial benefits in the
experimentally relevant regime of signal-to-noise ratios,
r ∼ 1 for the Gaussian readout [29], and r ∼ 10 for the
peak-signal readout.
To show that the asymptotic advantage persists when
N is finite, we calculate ζ from a Monte Carlo sim-
ulation with N = 100. We first randomly generate
5 × 104 measurement records {Oi} from the distribu-
tion
∏N
i=1 P (Oi|s0) for both the Gaussian readout and
non-Gaussian peak-signal readout of Ref. [25]. For each
measurement record, we calculate sTA and optimize the
log-likelihood function `(s) to obtain sSD. We then di-
rectly obtain ζ from the variance and bias of the simu-
lated estimates. The results are displayed (open symbols)
in Fig. 2 for s0 = 0. The simulated data points coincide
with the asymptotic predictions.
In conclusion, we have shown that making use of the
soft information contained in the analog outcomes of
a qubit readout apparatus, as opposed to irreversibly
thresholding each qubit to a binary value, can signif-
icantly improve the performance of quantum informa-
tion processing tasks involving the measurement of many
FIG. 2. (Color online) Asymptotic normalized MSEs N · ζ
of the soft-decoded estimate (solid gold), Eq. (8), and of
the thresholded average (dot-dashed magenta line), given in
Ref. [36], as a function of the signal-to-noise ratio r assum-
ing s0 = 〈σz〉 = 0 for (a) the Gaussian readout and (b) the
“peak-signal” readout of Ref. [25]. The finite-N MSEs of the
thresholded average (magenta squares) and soft-decoded es-
timate (gold triangles) are obtained from 5 × 104 randomly
generated measurement records of N = 100 qubits. Insets:
Asymptotic MSEs on a logarithmic scale.
qubits. We have focused on two examples of practical im-
portance. In the case of enhanced state detection with
the quantum repetition code, the number of qubits re-
quired to achieve a given error rate can be reduced by
up to a factor of 2 through improved data processing
alone. Importantly, we have shown that an advantage
persists for small numbers of qubits and finite encoding
errors. In addition, we have shown that optimal process-
ing of analog qubit readout outcomes can appreciably
increase the precision on the measurement of qubit ob-
servables (e.g., the Pauli operators). Crucially, in both
cases we have demonstrated a significant improvement
for an experimentally relevant, non-Gaussian qubit read-
out model [11, 14, 24–26].
Our results offer encouraging prospects for direct im-
provements of both small and large scale quantum infor-
mation processing applications through soft decoding of
5the qubit readout. For example, readout error models for
decoders of topological codes [21, 44] could be modified
using the ideas presented here to accept analog readout
outcomes with realistic statistics at the single-physical-
qubit level, improving error detection rates. While there
are many possible extensions of this work, the direct
improvements we have shown to enhanced state detec-
tion and quantum state or parameter estimation are both
practical and immediately realizable in a wide array of
current experiments.
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7FIG. S.1. (Color online) Generic time-dependent signal ψ(t) signalling the excited state |+〉 for the class of readouts discussed
in Ref. [25]. The turn-on time ti and pulse width tf − ti both follow Poisson statistics. The measurement time τM is binned
into subintervals of length τb and the observable O is chosen to be the maximum of the signal over all bins. The parameters
τM and τb are chosen to minimize the single-shot error rate.
SUPPLEMENTAL MATERIAL
REALISTIC NON-GAUSSIAN READOUT: THE PEAK-SIGNAL READOUT
To show that soft decoding of a readout leads to an advantage for realistic readouts, we have investigated the
performance of soft decoding for the experimentally relevant [11, 24, 26] ‘peak-signal’ readout analyzed in Ref. [25].
In this section, we briefly summarize this readout for completeness.
In this readout, the ground and excited states |−〉 and |+〉 are mapped to a time-dependent signal ψ(t) subject to
Gaussian white noise. When the state is |−〉, the signal has a constant value −1 on average. When the state is |+〉,
however, the signal is a square pulse starting at a random turn-on time ti and ending at a random turn-off time tf ,
as illustrated in Fig. S.1. The times ti and tf − ti each follow their own Poisson statistics. The measurement time τM
is divided into N bins of length τb, with the average signal on the l
th bin being ψ¯l. The observable O is then chosen
to be the maximum of ψ¯l over all bins. Finally, the measurement time τM , bin time τb and threshold ν are chosen to
optimize the single-shot readout fidelity. Other choices for the observable O have also been discussed in Refs. [25, 28].
Typical probability distributions P (O|±) for the peak-signal readout are shown in Fig. S.2 for two different values of
the power signal-to-noise ratio r (integrated over a time 〈tf − ti〉). We see that the distributions have prominent non-
Gaussian features. To perform fast sampling of these distributions, we first cut off the tails of each distribution (the
lost probability weight is smaller than about 10−7) and renormalize them. Next, we numerically integrate the analytic
expressions for P (O|±) given in Ref. [25] to construct a linear interpolation of the inverse cumulative distribution
function Q−1± associated with P (O|±), as shown in Fig. S.2. An independent sample of P (O|±) is then given by
O = Q−1± (x), where x is a random number generated from a uniform distribution between 0 and 1 [45].
8FIG. S.2. (Color online) Example of optimal peak-signal distributions P (O|±) given in Ref. [25] for a signal-to-noise ratio of
(a) r = 2 and (c) r = 10. The dotted vertical line is the optimal threshold. In both cases, 〈tf − ti〉/〈ti〉 = 4. The corresponding
inverse cumulative distribution functions Q−1± (x) used for fast sampling of the distributions are shown in panels (b) and (d).
ENHANCED STATE DETECTION WITH THE QUANTUM REPETITION CODE
Advantage of soft decoding
In this section, we give a brief derivation of the advantage obtained for enhanced state detection through soft
decoding of the quantum repetition code for a Gaussian readout, Eq. (4) of the main text. Note that to benefit from
enhanced state detection, coherent encoding of the logical state |ψ〉 = α0 |0〉+α1 |1〉 into the state |ψN 〉 = α0 |−〉⊗N +
α1 |+〉⊗N is not necessary. For example, encoding into the mixed state ρN = |α0|2 |−〉〈−|⊗N + |α1|2 |+〉〈+|⊗N (e.g.
by allowing the qubits to purely dephase) gives the same advantage.
For the Gaussian readout, each qubit measurement yields an analog value O conditioned on the qubit state |±〉
according to the probability distributions:
P (O|±) =
√
r
2pi
e−
(O∓1)2r
2 . (S.1)
Here, r is the power signal-to-noise ratio and the signal is normalized to have average values ±1. If the qubit is read
out in a single shot, each analog outcome Oi is converted to a binary outcome ci = c± by setting a threshold ν. The
single-shot error rates conditional on the qubit state are:
− = P (c+|−) =
∫ ∞
ν
dO P (O|−), + = P (c−|+) =
∫ ν
−∞
dO P (O|+). (S.2)
Assuming equal a priori probabilities for the ground and excited states, the average single-shot readout error rate
9 = (+ + −)/2 is minimized by choosing P (ν|+) = P (ν|−)⇒ ν = 0. An explicit calculation of the integrals gives:
 = ± =
1
2
erfc
(√
r
2
)
. (S.3)
Eq. (S.3) defines the binary symmetric readout associated with the Gaussian readout.
We assume for simplicity that when the N qubits of the quantum repetition code are measured, the N -qubits state
collapses to |+〉⊗N or |−〉⊗N with equal probability. The resulting dataset consists of N analog readout outcomes Oi.
In the main text, we gave two likelihood ratios Λc and ΛO for thresholded and analog readout outcomes, respectively.
In both cases, if Λ > 1 (Λ < 1) we infer that the qubit state is |1〉 (|0〉). For the Gaussian readout, the likelihood
ratios reduce to:
Λc =
(
1− 

)2n+−N
, ΛO = exp
(
2NrO¯) , (S.4)
where n+ is the number of times that the outcome Oi is converted to c+ if the qubits are read out in a single shot
and where O¯ = N−1∑Ni=1Oi is the sample average of the analog outcomes [7].
Since  < 1/2, the likelihood ratio Λc is equivalent to majority vote decoding of the repetition code. The corre-
sponding average error rate εc is given by the probability that n+ > N/2 given that |0〉 is encoded, which is the same
as the probability that n+ < N/2 given that |1〉 is encoded. If N = 2M − 1 is odd, εc is given by:
εc =
N∑
n+=
N+1
2
(
N
n+
)
n+(1− )N−n+ = I
(
N + 1
2
,
N + 1
2
)
. (S.5)
Here, I(a, b) is the regularized incomplete beta function [46]. The error rate for N = 2M is the same since the case
n+ = N/2 provides no information on the qubit state for a binary symmetric readout. For r large enough (N 1),
Eq. (S.5) takes the approximate form:
εc '
(
N
N+1
2
)
1
(2pir)
N+1
4
e−
(N+1)r
4 . (S.6)
Eq. (S.6) must be contrasted to the error rate for the likelihood ratio ΛO in Eq. (S.4). The corresponding average
error rate εO is given by the probability that O¯ > 0 given that |0〉 is encoded, which is the same as the probability
that O¯ < 0 given that |1〉 is encoded. Since P (O¯|1) and P (O¯|0) are also Gaussians centered at ±1 with signal-to-noise
ratio Nr, the average error rate for the soft decoding of the readout apparatus is simply:
εO =
∫ ∞
0
dO¯ P (O¯|0) = 1
2
erfc
(√
Nr
2
)
. (S.7)
When r  1, Eq. (S.7) becomes:
εO ' 1√
2piNr
e−
Nr
2 . (S.8)
Inspection of Eqs. (S.6) and (S.8) suggests that εO decreases at approximately twice the rate of εc when N increases.
Indeed, let Nc and NO be the number of qubits required to achieve a target error rate ε, i.e. εc(r,Nc) = εO(r,NO).
Using Eqs. (S.5) and (S.7), we solve this equation for NO to subleading order in r  Nc and obtain the result discussed
in the main text:
NO =
Nc + 1
2
+
Nc − 1
2
ln r
r
+O
(
Nc
r
)
. (S.9)
This expression is valid for any odd Nc ≥ 1. The asymptotic advantage, NO ∼ Nc/2, has been discussed for arbitrary
block codes in Ref. [? ].
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Encoding errors
In this section, we expand on the effect of encoding errors on the repetition code. As discussed in the main text,
we consider only uncorrelated bit flip errors for simplicity. We consider both the Gaussian readout and the realistic
peak-signal readout analyzed in Ref. [25] and summarized above.
Let η be the probability for any qubit of the code to flip during the encoding sequence. The likelihood ratio for
analog readout outcomes takes the modified form:
ΛO ≡
N∏
i=1
ΛO,i, (S.10)
where ΛO,i is the likelihood ratio for a single qubit measurement:
ΛO,i =
P (Oi|1)
P (Oi|0) =
(1− η)P (Oi|+) + ηP (Oi|−)
(1− η)P (Oi|−) + ηP (Oi|+) . (S.11)
If the a priori probabilities of the logical states |0〉 and |1〉 are equal, the single-shot threshold ν is obtained as usual
from P (ν|1) = P (ν|0) ⇒ P (ν|+) = P (ν|−). Therefore, sufficiently localized readout probability distributions such
as the Gaussian distributions satisfy:
ΛO,i ≈ 1− η
η
(O  ν) , ΛO,i ≈ η
1− η (O  ν) . (S.12)
Because ΛO,i is approximately constant above and below threshold, it seems that soft decoding of the analog readout
outcomes is reduced to a simple thresholding procedure when η is finite. As illustrated in Fig. S.3, additional
information can nevertheless be extracted from values Oi falling near the threshold, where ΛO,i is non-constant,
provided that η is small enough.
In the case of the Gaussian readout distributions, ΛO,i is non-constant for values of O such that exp (−2r|O|) &
η/(1 − η), as illustrated in Fig. S.3. In order for a significant fraction of measured values to lie in that interval, we
must have |O| & 1. Therefore:
η
1− η . e
−2r ⇒ η . e
−2r
1 + e−2r
. (S.13)
In the limit r  1, this reduces to η . e−2r. Since Eq. (S.3) implies that  ∼ e− r2 up to logarithmic corrections for
r  1, we conclude that η must be smaller than some power of . As shown in Fig. S.5, a similar upper bound on η
exists for the non-Gaussian peak-signal readout of Ref. [25].
If each analog outcome Oi is instead thresholded to a binary outcome ci = c±, the likelihood ratio is:
Λc =
[
(1− η)(1− +) + η−
(1− η)− + η(1− +)
]n+
·
[
(1− η)+ + η(1− −)
(1− η)(1− −) + η+
]N−n+
, (S.14)
where n+ is the number of qubits that are assigned the value c+. To show quantitatively that a significant advantage
can be obtained by utilizing the analog readout outcomes in the presence of encoding errors, we must compare the
performance of Eq. (S.14) to that of Eq. (S.10).
For both the Gaussian readout and the realisitic peak-signal readout, we performed Monte-Carlo simulations of
the error rates for maximum-likelihood decoding of the analog and thresholded readout outcomes. In both cases,
we take the signal-to-noise ratio to be r = 2 and choose parameters that optimize the single-shot readout fidelity.
We randomly choose the logical state |0〉 or |1〉 with equal probability and generate a random measurement record
by sampling N independent values from the distributions P (Oi|1) = (1 − η)P (Oi|+) + ηP (Oi|−) or P (Oi|0) =
(1− η)P (Oi|−) + ηP (Oi|+), respectively. We then infer the state with both Eq. (S.10) and Eq. (S.14) and record an
error if the decision is incorrect. We repeat the procedure 107 times (106 times) for the Gaussian readout (peak-signal
readout) and obtain the error rate from the ratio of errors to the number of trials. The resulting error rates are shown
in Figs. S.4 and S.5 respectively. For the Gaussian readout with η = 0, we instead plot the analytic expressions,
Eqs. (S.5) and (S.7). Numerical values of the error rates for both readouts without encoding errors are tabulated in
Table S.1 for convenience.
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FIG. S.3. (Color online) Schematic plot of the likelihood ratio ΛO,i for a single qubit measurement, Eq. (S.11), as a function
of O for the Gaussian readout with r = 2 (the values on the vertical axis have been rescaled for clarity). Far above (below)
threshold, ΛO,i is approximately constant. However, ΛO,i is non-constant on an interval of width 1r ln
1−η
η
.
Gaussian readout
N 1 2 3 4 5 6 7 8 9
εc (10
−2) 7.86 7.86 1.76 1.76 0.431 0.431 0.110 0.110 0.0289
εO (10−2) 7.86 2.28 0.715 0.234 0.0783 0.0266 0.00914 0.00317 0.00110
Peak-signal readout
N 1 2 3 4 5 6 7 8 9
εc 0.253 0.208 0.172 0.124 0.121 0.0845 0.0715 0.0630 0.0465
εO 0.253 0.166 0.116 0.0832 0.0608 0.0450 0.0334 0.0247 0.0187
TABLE S.1. Tabulated values of the thresholded and soft-decoded error rates εc and εO for different numbers N of repetition
code qubits for both the Gaussian and peak-signal readouts. In both cases, the signal-to-noise ratio is r = 2 and there are no
encoding errors, η = 0. These values correspond to those plotted in Figs. S.4 and S.5.
STATE AND PARAMETER ESTIMATION
In this section, we give a brief derivation of the asymptotic mean squared error of the maximum-likelihood estimator
for s0 = 〈σz〉 when applied to analog and thresholded readout outcomes. We also review the soft average discussed
in Ref. [29]. In all cases, we estimate s0 with N independent analog or thresholded readout outcomes, {Oi} or {ci},
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FIG. S.4. (Color online) Simulated repetition code error rates ε as a function of the number of qubits N for the Gaussian
readout with signal-to-noise ratio r = 2. The error rate was obtained for soft decoding (blue circle), Eq. (S.10), and thresholding
(magenta square), Eq. (S.14), of the readout outcomes. The error rate for thresholding is the same forN = 2M as forN = 2M−1
since the case n+ = N/2 provides no information on the qubit state (+ = − = ). Each panel corresponds to a different
encoding error rate η. For η = 0, we plotted Eqs. (S.5) and (S.7). For η 6= 0, the error rates were calculated by generating 107
random measurement records {Oi} sampled with equal probability from P ({Oi} |1) and P ({Oi} |0).
following a distribution of the form:
P (Oi/ci|s0) = 1 + s0
2
P (Oi/ci|+) + 1− s0
2
P (Oi/ci|−). (S.15)
In the following, we will denote statistical expectation values with respect to Eq. (S.15) by the double brackets 〈〈 〉〉.
The maximum-likelihood estimator is the value s that maximizes the log-likelihood function:
`(s) =
1
N
N∑
i=1
lnP (Oi/ci|s), (S.16)
under the constraint −1 ≤ s ≤ 1.
Thresholded readout outcomes
First we assume that the values Oi are thresholded to a binary outcome c±, where the threshold ν is chosen to
satisfy P (ν|+) = P (ν|−).
To obtain the maximum-likelihood estimator, we must maximize the likelihood function, Eq. (S.16). We first note
that Bayes’ rule gives the probability of an outcome ci given the true expectation s0:
P (ci|s0) = 1 + s0
2
P (ci|+) + 1− s0
2
P (ci|−). (S.17)
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FIG. S.5. (Color online) Simulated repetition code error rates ε as a function of the number of qubits N for the peak-signal
readout of Fig. S.1 with signal-to-noise ratio r = 2 and 〈tf − ti〉/〈ti〉 = 4. The error rate was obtained for soft decoding (blue
circle), Eq. (S.10), and thresholding (magenta square), Eq. (S.14), of the readout outcomes. The error rate for thresholding
follows a jagged pattern since the case n+ = N/2 only gives partial information on the qubit state (+ 6= −). Each panel
corresponds to a different encoding error rate η. The error rates were calculated by generating 106 random measurement records
{Oi} sampled with equal probability from P ({Oi} |1) and P ({Oi} |0).
Here, the transition probabilities of the binary readout are given by the conditional single-shot error rates:
P (c−|+) ≡ + =
∫ ν
−∞
dO P (O|+), P (c+|−) ≡ − =
∫ ∞
ν
dO P (O|−). (S.18)
Thus, Eq. (S.17) becomes:
P (c+|s0) = 1 + s0
2
(1− +) + 1− s0
2
−, P (c−|s0) = 1 + s0
2
+ +
1− s0
2
(1− −). (S.19)
Next, we use the form of Eq. (S.19) in the log-likelihood function, Eq. (S.16), and optimize with respect to s.
Maximizing without the constraint −1 ≤ s ≤ 1 (i.e. setting d`(s)/ds = 0), the optimum is the thresholded average:
sTA =
1
N
N∑
i=1
ci, (S.20)
where the binary outcomes ci = c± are chosen to be:
c+ =
1 + (+ − −)
1− (+ + −) , c− = −
1− (+ − −)
1− (+ + −) . (S.21)
In the limit of large N , the estimate is unlikely to fall outside the region −1 ≤ s ≤ 1. In this asymptotic limit, the
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estimate is unbiased:
〈〈sTA〉〉 = P (c+|s0)c+ + P (c−|s0)c− (S.22)
=
1 + s0
2
[(1− +)c+ + +c−] + 1− s0
2
[−c+ + (1− −)c−] = s0. (S.23)
In this case, the asymptotic mean squared error ζTA of the maximum-likelihood estimate, Eq. (S.20), is equal to its
asymptotic variance and is given by the central limit theorem:
ζTA =
〈〈
∆s2TA
〉〉 ∼ 〈〈∆c2〉〉
N
=
P (c+|s0)c2+ + P (c−|s0)c2− − s20
N
. (S.24)
In the special case of a binary symmetric readout with + = − = , we have c+ = −c− = (1− 2)−1 and we recover
the expression given in Ref. [29]:
ζTA ∼ (1− 2)
−2 − s20
N
. (S.25)
Analog readout outcomes
The asymptotic mean squared error ζSD of the maximum-likelihood estimator applied to the analog readout out-
comes is equal to its asymptotic variance, which saturates the Crame´r-Rao bound [30]:
ζSD ∼ 1
NF (s0)
, (S.26)
where F (s0) is the Fisher information of the distribution (S.15):
F (s0) =
〈〈(
∂ lnP (O|s0)
∂s0
)2〉〉
= −
〈〈
∂2 lnP (O|s0)
∂s20
〉〉
. (S.27)
The last equality in Eq. (S.27) is obtained through integration by parts. Differentiating Eq. (S.15) twice gives an
explicit form for F (s0):
F (s0) =
1
4
∫
dO [P (O|+)− P (O|−)]
2
P (O|s0) . (S.28)
Expanding the integrand, we have:
F (s0) =
1
4
[∫
dOP (O|+)
2
P (O|s0) +
∫
dOP (O|−)
2
P (O|s0) − 2
∫
dOP (O|+)P (O|−)
P (O|s0)
]
. (S.29)
When the readout distributions P (O|±) are very well-separated, the Fisher information only contains the shot noise
contribution F (s0) = 1/(1− s20). We isolate this contribution in Eq. (S.29) and upon simplification we find:
F (s0) =
1
1− s20
− 1
1− s20
I, I =
∫
dOP (O|+)P (O|−)
P (O|s0) , (S.30)
where I is an overlap integral containing all information about the intrinsic measurement noise described by P (O|±).
Therefore, the asymptotic mean squared error of the maximum-likelihood estimator applied to the analog readout
outcomes is:
ζSD ∼ 1− s
2
0
1− I . (S.31)
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Bias-corrected soft average
Another possible estimator for the qubit expectation value is the soft average discussed in Ref. [29]:
sSA =
1
N
N∑
i=1
Oi. (S.32)
We compare the performance of this estimator to the previously discussed estimators, sTA and sSD, for completeness.
The expectation value of Eq. (S.32) with respect to P (O|s0) has the form:
〈〈sSA〉〉 = As0 +B, (S.33)
where:
A =
〈〈O〉〉+ − 〈〈O〉〉−
2
, B =
〈〈O〉〉+ + 〈〈O〉〉−
2
. (S.34)
Here, we define the conditional expectations 〈〈O〉〉± =
∫
dO P (O|±)O. Thus, the soft average of Eq. (S.32) is biased
for general readout probability distributions P (O|±).
To obtain an unbiased estimate, we replace Eq. (S.32) by the soft average of the rescaled values O′i = (Oi −B)/A:
sSA =
1
N
N∑
i=1
O′i =
1
N
N∑
i=1
Oi −B
A
. (S.35)
The asymptotic mean squared error ζSA of the unbiased soft average estimate, Eq. (S.35), is equal to its asymptotic
variance and is given by the central limit theorem:
ζSA =
〈〈
∆s2SA
〉〉
=
∆O′2
N
=
〈〈O′2〉〉− s20
N
. (S.36)
In terms of the original observable O, this becomes:
ζSA =
∆O2
A2N
=
〈〈O2〉〉− (As0 +B)2
A2N
. (S.37)
In the special case of the Gaussian readout, Eq. (S.1), we have A = 1 and B = 0. Direct calculation of
〈〈O2〉〉 then
yields the result given in Ref. [29]:
ζSA =
1 + r−1 − s20
N
. (S.38)
Fig. 6 compares the asymptotic performance of the soft average sSA to that of the maximum-likelihood estimates sTA
and sSD as a function of the signal-to-noise ratio r, for both the Gaussian and the peak-signal readouts. As noted in
Ref. [29], the soft average outperforms the thresholded average sTA for low r. This is because the distribution P (O|s0)
approaches a Gaussian centered at s0 when r → 0 for both readouts, P (O|s0) '
√
r
2pi e
− (O−s0)2r2 , and the maximum-
likelihood estimator for the mean of a Gaussian coincides with the soft average. In that case, the soft average sSA is
therefore the same as the soft-decoded estimate sSD. However, the soft average estimate offers suboptimal performance
for finite r and suffers from an significant loss in performance compared to sTA and sSD when r becomes large. In
contrast, the soft-decoded estimate sSD is optimal for all r.
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FIG. S.6. (Color online) Comparison of the asymptotic mean squared error of the soft average sSA (dashed blue), Eq. (S.37), to
that of the maximum-likelihood estimates sTA (dot-dashed magenta), Eq. (S.24), and sSD (solid gold), Eq. (S.31), for (a) the
Gaussian readout and (b) the peak-signal readout. The finite-N MSEs for the soft average sSA (blue circles), the thresholded
average sTA (magenta squares) and the soft-decoded estimate sSD (gold triangles) are obtained from 5×104 randomly generated
measurement records with N = 100. Inset: Asymptotic MSEs on a logarithmic scale.
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