Abstract. In this paper we study a LIBOR market model with a volatility multiplier, which follows a square-root process. This model captures downward volatility skews through using negative correlations between forward rates and the multiplier. Approximate pricing formula is developed for swaptions, and the formula is implemented via fast Fourier transform. Numerical results on pricing accuracy are presented, which support the approximations made in deriving the formula. We would like to thank Alan Brace, Rama Cont, Paul Galsserman, George Papanicolaou, Thaleia Zariphopoulou for helpful comments, and Mr. Kalok Chau of HSBC for supplying data. We also thank the helpful comments from the anonymous referee. We are responsible for any remaining errors.
Introduction
This paper introduces a LIBOR market model with stochastic volatility. Over the past a few years, standard market model (Brace, In literature both "skew" and "smirk" are used to name a slanted smile.
2 ability to fit actual volatility smiles/skews. Other interesting extensions include a model based on displaced-diffusion (DD) processes (Joshi and Rebonato, 2001 ), and a model based on mixed lognormal densities for LIBOR (Brigo and Mercurio, 2003) .
In this paper we introduce a correlation-based model for LIBOR. This development is motivated by the belief that "leveraging effect" 2 (Black, 1976 ) may be behind the volatility smiles and skews in the LIBOR markets. Specifically, we adopt a set-up similar to that of process, yet the time variability of those coefficients is small. This insight has led to the use of "frozen coefficients" to get rid of the circular dependance, and the consequence is "closed-form" swaption pricing. The theory of this paper evolves as follows. Starting from a parsimonious specification of risk neutralized forward-rate processes, we derive forward-rate
2
It usually means the negative correlation between a state variable and its volatility.
3
A lognormal process whose volatility follows a square-root process (Cox et al; 1985) .
4
Higher peak and fatter tails than that of a normal distribution.
5
Such a correspondence in fact is well known to exist in stochastic volatility models, e.g. Zhou (2003 The remaining part of the paper is organized as follows. In section 2 we set up the LIBOR market model with stochastic volatility, and develop an approximate caplet formula following Heston's approach. Section 3 is for swaption pricing, where we introduce necessary treatments/approximations to retain analytical tractability, present analytical momentgenerating function for piecewise constant model parameters, and describe a transformation method for numerical option valuation. In section 4 we make pricing comparisons between our transformation method and Monte Carlo simulation method, and demonstrate the correspondence between the rate -multiplier correlations and the skews. Finally in section 5
we conclude. Most technical details are put in the appendix.
The Market model with stochastic volatility
The derivation of our market model with stochastic volatility starts from the price process of zero-coupon Treasury bonds. Let P (t, T ) be the zero-coupon Treasury bond 4 maturing at T (≥ t) with par value $1. Without loss of generality, we assume the riskneutralized process for P (t, T ) to be
where r t is the stochastic risk-free rate, σ(t, T ) is the volatility vector of P (t, T ), and Z t is a finite dimensional vector of independent Brownian motions under the risk-neutral measure, which we denote by Q, and "·" is the usual vector product. Let f j (t) = f (t; T j , T j+1 ) be the arbitrage-free forward lending rate seen at time t for the period (T j , T j+1 ), which is an observable and tradable quantity in the interest-rate markets (through e.g. a forward-rate agreement ). The forward term rate relates to zero-coupon bond prices by
As a function of two zero-coupon bonds, the dynamics of the forward term rate is determined by that of zero-coupon bonds. Using Ito's lemma we can derive
Here γ j (t), intuitively regarded as the volatility vector of f j (t), is a function of zero-coupon bond volatilities:
where ∆T j = T j+1 − T j . This dependence relationship can be viewed conversely. In fact, if one instead begins with prescribing the volatilities of the forward rates, then the volatilities of the zero-coupon bonds follow from
where η(t) is the smallest integer such that T η(t) ≥ t. For γ j (t) satisfying usual regularity conditions, it is proved (Brace et al, 1997) that f j (t) does not blow up, and one can put
without causing a trouble. Equations (2,3) constitutes the so-called market model of interest rates. Roughly speaking, the stochastic evolution of the N forward rates is governed by their covariance defined by
Note that γ j (t) = 0 for t ≥ T j since f j is fixed from the time T j becomes "dead". The market model has the capacity to build in desirable correlation structure between the forward rates (See Wu (2003) for instance).
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To accommodate volatility smiles/skews, we, following Chen and Scott (2001) and Andersen and Brotherton-Ratcliffe (2001), adopt a stochastic multiplier to the risk neutralized processes of the forward rates:
Here, κ, θ and are state-independent variables 6 , and W t is an additional 1-D Brownian motion under the risk-neutral measure. As a distinct feature of our modeling, we allow correlations between the stochastic multiplier and forward rates:
Here,
· dZ t is equivalent to a single Brownian motion that drives f j (t). Note that for the model above, (3) remains the arbitrage-free condition.
Introducing the rate -multiplier correlations is motivated by the belief that implied volatility smiles/skews in the interest-rate options can also be attributed to the "leveraging effect", analogous to the situation in the equity options 7 . Technically, adopting a uniform volatility multiplier for all rates rather than one multiplier for each rate renders great advantages for analytical swaption pricing, and in addition, has very positive implications for model calibration.
We now address caplet pricing under the extended LIBOR model (6) . A caplet is a call option on a forward rate. Assume that the notional value of a caplet is one dollar, then the payoff of the caplet on f j (T j ) is
To price the caplet we choose, in particular, P (t, T j+1 ) to be the numeraire, and let Q j+1 denote the corresponding forward measure (i.e. the martingale measure corresponding to
The next proposition establishes the relationship between Brownian motions under the risk-neutral and under the forward measures. 6 The distributional properties of V (t) are well understood (e.g., Avellaneda and Laurence, 2000) . When 2κθ > 2 , in particular, V (t) has a stationary distribution and stays strictly positive. 7 The empirical results of Chen and Scott (2001) suggest zero rate -multiplier correlation only for the nearest-term forward rate. In early versions of this paper, we had included plots for implied caplet volatilities of USD for the date of July 5, 2002 . While the implied volatility curve of longer maturities appear like downward skews, the implied volatility curve of the six-month caplets is a smile, which is consistent to the claim of independence. The plots are omitted for brevity. 
are Brownian motions under Q j+1 , where
In terms of Z , the extended market model (6) becomes
In formalism, the multiplier process remains a square-root process under
depends on forward rates, and such dependence prohibits analytical option valuation. The time variability of ξ j (t), however, is small. In fact,
In light of the martingale property
under 5%, the expansion in (11) is dominated by the first term. Hence, to remove the dependence of V (t) on f j (t)'s, we choose to ignore higher order terms in (11) and consider the approximation
This is close to the technique of "freezing coefficients". For notational simplicity we denotẽ
and thus retain a neat equation for the process of V (t):
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For the processes joint by (9) and (13), caplet pricing can be achieved along the approach pioneered by Heston (1993) . According to arbitrage pricing theory (APT) (Harrison and Pliska, 1981) , the price the caplet on f j (T j ) can be expressed as
where X(t) = ln f j (t)/f j (0) and k = ln K/f j (0). The two expectations above can be valuated using the moment generating function of X(T j ), defined by
In terms of φ T (z) = φ(0, V (0), 0; z), it is shown that (e.g. Kendall (1994) or more recently
Duffie, Pan and Singleton (2000))
The integrals above can be evaluated numerically. For later reference we call this approach 
subject to terminal condition
It is known that the solution is of the form
and A and B are available analytically for constant coefficients (Heston, 1993) . The analytical solutions can be extended to the case of piece-wise coefficients through recursion 8 . The proof of the next proposition is provided in appendix for completeness.
Proposition 2.2.
For piece-wise constant coefficients, A and B are given by recursive ex-
,
where
.
Swaption Pricing
The equilibrium swap rate for a period (T m , T n ) is defined by
is an annuity. The payoff of a swaption on R m,n (T m ) can be expressed as
where K is the strike rate.
The swap rate can be regarded as the price of a tradable portfolio, consisting of one long T m -maturity zero-coupon bond and one short T n -maturity zero-coupon bond, measured by the annuity B S (t). According to APT, the swap rate is a martingale under the measure corresponding to the numeraire B S (t). This measure is called the forward swap measure (Jamshidian, 1997) and is denoted by Q S in this paper. Similar to pricing under a forward measure, we need to characterize the Brownian motions under the forward swap measure. 
9 are Brownian motions under Q S , where
with weights
Using Ito's lemma one can show that, under the forward swap measure, the swap rate process becomes
Hereξ
For the partial derivatives of the swap rate with respect to forward rates, we have
Parallel to swaption pricing under the standard market model (e.g. Sidennius, 2000; Andersen and Andreasen, 2000), we approximate the swap rate process by a lognormal distribution with a stochastic volatility:
In above approximations, we have removed the dependence of ξ S 0 (t) on forward rates through taking full advantage of the negligible time variability of w j (t) and α j (t) (in comparing with that of forward rates). The approximate swap-rate process has moment generating function in closed form, analogous to those of forward rates. In fact, when n = m + 1, R m,m+1 (t) = f m (t) and B S (t) = ∆T m P (t, T m+1 ), i.e., the swap rate reduces to a forward rate, and the swaption reduces to a caplet
9
. Theoretically, we can treat a caplet as a special case of swaptions.
Instead of taking the Heston's approach, we adopt a transformation method developed by Carr and Madan (1998) . Under the forward swap measure, there is the following expression for swaptions
where 
which is evaluated numerically using FFT. Details are refereed to Carr and Madan (1998) .
For easy reference we call this method the FFT method.
A rigorous error analysis of the lognormal approximation poses an open challenge. For the standard market model, a recent paper by Brigo et. al. (2004) studies the quality of the approximation using entropy distance. The analysis seems applicable to the approximation (22) for the case of zero rate -multiplier correlation. In the paper, we will examine the validity of the lognormal approximation from the perspective of swaption pricing accuracy.
We finish the section with comments on calibration. First of all, it is favorable to decouple estimating the multiplier process from estimating the forward-rate processes. Estimating the multiplier process can be achieved using the time series data of implied Black's volatilities of at-the-money caplets, as is suggested in Chen and Scott (2001) . Once the process for V (t) is specified, we can proceed to determine the pair of ( γ j , ρ j ) through calibrating f j (t) to caplet smile or skew of maturity T j . This leads to a bi-variate optimization problem, which should be quite manageable. In addition, according to Figure 14 and 15 in section 4, we may take the implied Black's volatility of the at-the-money (ATM) option as an initial guess for γ j , and start an iterative process to solve for ρ j and γ j , alternatively.
Once ρ j 's are obtained, we can proceed to calibrate the model to ATM swaptions by taking time-dependent γ j 's. If one want to calibrate to swaption smiles/skews, then he/she may have to let ρ j 's be time dependent as well. This is likely to result in a mid-scale optimization problem. Depending on applications, the difficulty sometimes may be alleviated. For example, when we calibrate the model only to swaptions, we may consider the approximation
which effectively replaces the weights {w j (0) γ j (t) / γ m,n (t) } by {w j (0)}, and thus remove γ j 's explicitly from the calibration procedure. Given, in addition, forward-rate correlations exogenously, we can solve for γ j 's from the already obtained γ m,n 's. The components of γ j are determined by matching model correlations to the input correlations of forward rates, using the technique developed by Wu (2003) . Specifically, taking the rate -multiplier correlations into account, we can derive the following equation for (γ j / γ j )'s,
where C jk is the correlation between the time series data of f j and f k . The existence of (γ j / γ j )'s requires that the matrix with components
be non-negative definite. In our opinion, this constraint is by no means excessive. Instead, it reflects part of the reality of the market.
Numerical Results
In this section we present results on swaption pricing using the FFT method. Under scrutiny are two issues: pricing accuracy and capability to generate volatility smiles and skews. For given forward-rate and multiplier processes, we compute swaption prices (including caplets as special cases) by both FFT method and Monte Carlo (MC) simulation method, and then examine their differences. In addition, we will check on the accuracy of the FFT method under both weak and strong effects of stochastic volatility. As will be seen, the differences in implied volatilities are mostly under 1%, suggesting the soundness of the approximations taken by the FFT method.
Let us briefly describe the Monte Carlo simulation method for the extended market model. The MC method is implemented under the risk neutral measure. To build in the correlation between the forward rates and the stochastic factor, we recast the equation for the forward rates into
where (Ẑ t , W t ) is a vector of independent Brownian motions. Treated as a lognormal process, f j (t) is advanced by the so-called log-Euler scheme:
The evolution of volatility, meanwhile, takes a step-wise moment-matched log-normal scheme the square-root process, but it is less straightforward and not too much is known regarding the order of accuracy of the scheme. In order to achieve higher accuracy, we have taken a small time-step size (∆t = 1/12) and a large number of paths (100,000) for the simulation method.
Example 1:
The term structure of interest-rates, forward-rate processes and multiplier process are described below.
-Spot forward-rate curve : ∆T j = 0.5, f j (0) = 0.04 + 0.00075j, for all j.
-Volatility term structure of a two-factor model
-Multiplier process: V (0) = θ = κ = 1 and = 1.5.
-Rate -multiplier correlations: ρ j = −0.5 or 0 for all j.
This volatility term structure corresponds to a short rate volatility of about 25%. The initial interest-rate term structure and multiplier dynamics are taken from Andersen and
Brotherton-Ratecliffe (2001), which may have a practical background. In this example, κ = 1 corresponds to a half life of mean reversion equal to ln(2)/κ = 0.69, which represents a strong mean revision that results in a weak effect of stochastic volatility for long horizons.
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Figure 1 -6 display the implied Black's volatilities of swaptions, where "x" is for the FFT method and "o" is for the MC method. It can be seen that for at-the-money and out-ofthe-money swaptions, the two sets of implied volatilities are indistinguishable. As the strike goes deep into the money, however, such indistinguishness is gradually lost, and it appears that the problem is in the MC method. To get a complete picture of pricing accuracy, we also take a look at dollar prices. Table 3a From the tables one can see that, for deeply in-the-money swaptions, the percentage differences in dollar prices are in the magnitude of 0.1%, even smaller than those of the atthe-money swaptions (with exceptions amongst in-10-to-10 swaptions). Based on the very small price differences, we believe that the poor display of the implied volatilities by the MC method is attributed to the high sensitivity of implied volatilities to roundoff errors for small strikes. The bigger errors in the few swaptions with long maturity plus long tenor may just reflect the approximation nature of both FFT and MC method. We want to draw attentions to the fact that, as maturity gets longer, the smiles and skews become flattened. This is caused by the weakening stochasticity of volatilities. Note that on Monte Carlo simulations, we have tried a hybrid scheme out of an Euler method and the lognormal moment-matching scheme, and we have also applied antithetic variates technique (e.g. Boyle et al, 1997 ), yet only to find no significant improvement.
For the FFT method we have taken dampening parameter α = 2, truncation range A = 50, and number of divisions N = 100. This selection was made after several trials. Figure 7 and 8 display the real and imaginary parts of ψ T (u) for the in-1-to-1 swaption with 10 We use "-" to indicate irrelevance when an implied volatility by the MC method is zero. In Table 2 , we report the CPU times for FFT, Heston's and the Monte Carlo methods.
The computations are done under MATLAB-5.3 in a PC with 1.1 GHz Intel Celeron CPU.
Note that each execution of FFT method produces N = 100 prices for about 71% of the CPU time taken by the Heston's method (which produces only one price). The ratio of 71% is consistent with the fact the Heston's method evaluates two integrals, while the FFT method evaluates only one. Table 2 . CPU times of the three methods with ρ = −0.5.
Example 2:
We redo the calculation with the same input data of Example 1 except κ = 0.15. This kappa corresponds to a half life of mean reversion of ln(2)/κ = 4.6 years, and it represents a stronger effect of stochastic volatility for longer time horizon 11 . For brevity, we only report the implied Black's volatilities for the case of negative rate -multiplier correlations, ρ j = −0.5. Figure 9 -11 display patterns similar to those of Figure 4 -6.
Apparently, the accuracy of the FFT method is about the same as that of Example 1.
Comparing Figure 11 with Figure 6 , we see the former has obviously steeper skews for in- 
Not that for the standard market model, the RMV is identical to implied Black's volatility.
One can see that the Black's implied volatility curve stays at the same level of RMV, while tilts near at-the-money strike. This characteristic feature suggests an initialization strategy for calibration.
Finally, we take a closer look at the role of rate -multiplier correlations on the formation of volatility smiles or skews, through examining the variation of volatility smiles/skews in response to changes in the correlations. Figure 14 is for caplets, where the downward sloping skew corresponds to a negative correlation of ρ = −0.5, the upward sloping skew corresponds to a positive correlation of ρ = 0.5, and the nearly symmetric smile corresponds to zero correlation, ρ = 0. Without surprise, similar correspondence exists in swaptions, as is depicted in Figure 15 . These figures show that through the extended model we can attribute volatility smiles/skews directly to the "leveraging effect". To some practitioners, this is a very plausible feature. 11 We thank the anonymous referee for suggesting this test. The Radon-Nikodym derivative of Q j+1 with respect to Q is
Clearly we have
Let < ·, · > denote covariance. By Girsanov theorem (e.g. Hunt and Kennedy, 2000) , we obtain the Brownian motions under Q j+1 :
Proof of Proposition 2.2:
For clarity we let τ = T − t and λ = γ j . Substituting the formal solution (17) to (15), we obtain the following equations for the undetermined coefficient:
Now consider (A.1) with constant coefficients and general initial conditions
Since B is independent of A, it is solved first. In the special case when
we have a easy solution
Otherwise, let Y 1 be the solution to
Assume b 2 = 0, then
Without loss of generality we will take the "+" sign for Y 1 . We then consider the difference between Y 1 and B:
with initial condition
Note in the last equality of (A.4) we have used the equation (A.3). Equation (A.4) belongs to the class of Bernoulli equations which can be solved explicitly. One can verify that the solution is
25
Having obtained B, we integrate the first equation of (A.1) to get A:
B(s)ds
and replacing τ by τ − τ j , we arrive at (18) . The solution φ(z) so obtained belongs to C 1 and hence is a weak solution to (15) Proof of Proposition 3.1:
Denote the forward swap measure by Q S . The Radon-Nikodym derivative for Q S is
There is
It follows that
dZ S t =dZ t − < dZ t , dm S (t)/m S (t) > =dZ t − V (t) α j σ j+1 (t)dt, =dZ t − V (t)σ S (t)dt, dW S t =dW t − < dW t , dm S (t)/m S (t) > =dW t − < dW t , V (t) α j σ j+1 (t) · dZ t > =dW t + V (t) n−1 j=m α j j k=1 ∆T k f k (t) γ k (t) 1 + ∆T k f k (t) < dW t , γ k (t) γ k (t) · dZ t > =dW t + V (t) n−1 j=m α j j k=1 ∆T k f k (t) γ k (t) 1 + ∆T k f k (t) ρ k (t)dt =dW t + V (t) n−1 j=m α j ξ j (t)dt =dW t + V (t)ξ S (t)dt
Proof of Proposition 3.2:
Differentiating the swap rate with respect to a forward rate we literally have
From the price-yield relation we obtain 
