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Zusammenfassung
Die Mobilitätsbedürfnisse der Menschen in Großstädten steigen und mit ihnen
auch Straßenauslastung und Umweltverschmutzung. Bike-Sharing-Systeme bieten
eine nachhaltige Alternative für den öffentlichen Personennahverkehr, die einige
der Verkehrsprobleme entschärfen könnte. Dafür bedarf es großer Nutzerzahlen,
die durch entsprechende Servicequalität erreicht werden können. Dabei besteht
die Herausforderung darin, dass dem im Betrieb entstehenden Ungleichgewicht in
der räumlichen Verteilung der Fahrräder im System entgegengewirkt wird. Damit
den Kunden zu jeder Zeit Fahrräder und Fahrradstellplätze zur Verfügung stehen,
müssen Maßnahmen zur Repositionierung der Fahrräder getroffen werden. Diese
Maßnahmen bestehen aus dem Transport der Räder von Stationen mit Stellplatz-
bedarf zu Stationen mit Fahrradbedarf. Die vorliegende Arbeit untersucht das
Problem der Repositionierung und stellt ein Konzept eines dekomponierten Opti-
mierungsverfahrens vor, welches mittels antizipierender stochastischer und dyna-
mischer Optimierung die Menge der für die Repositionierung relevanten Stationen
ermittelt. Auf Basis dieses Ergebnisses schließt sich die heuristische Tourenplanung
an.
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1. Einleitung
1.1. Motivation
Mit den steigenden Mobilitätsbedürfnissen und der Tendenz hin zu immer größe-
ren Städten rückt in den letzten Jahren immer mehr die Frage nach nachhaltigen
Alternativen im Verkehr in den Fokus der Öffentlichkeit. Europa- und weltweite
Studien [30] [78] zeigen Verkehrsprobleme wie Emissionen oder Staus auf und pro-
gnostizieren deren Eskalation in der Zukunft. Als mögliche Auswege werden der
Ausbau und die Weiterentwicklung des öffentlichen Personennahverkehrs (ÖPNV)
vorgeschlagen. Als eine „grüne“ Alternative werden dabei die immer populärer
werdenden Bike-Sharing-Systeme (BSS) sowie ein Ausbau der Fahrradinfrastruk-
tur hervorgehoben. Zwischen den Jahren 2000 und 2010 ist die Anzahl der Städte
mit BSS von einstellig auf fast 400 gestiegen. Mittlerweile haben sie also nicht mehr
den Charakter eines interessanten Experiments, sondern haben sich im ÖPNV als
echte Alternative manifestiert [51]. Die gesamte Flotte an öffentlichen Rädern hat
inzwischen eine Größe von über 400000 erreicht [32]. Die häufigste Form des BSS
ist die stationsbasierte, wie sie in vielen Großstädten zum Einsatz kommt. Promi-
nente Beispiele sind die Systeme vélib in Paris [1] oder citibike in New York [54].
In diesen werden die Fahrräder dem Kunden an Stationen zur Verfügung gestellt,
die in der Stadt verteilt sind. Die Stationen haben eine bestimmte Kapazität an
Fahrradstellplätzen, auch Boxen genannt, an denen die Räder automatisiert ent-
nommen sowie zurückgegeben werden können. Es ist weder eine Reservierung noch
eine Angabe der Zielstation notwendig. Die Kunden genießen dadurch eine hohe
Flexibilität.
Damit die Vorteile bezüglich der Nachhaltigkeit von Sharing-Systemen zum Tragen
kommen, sind große Nutzerzahlen ausschlaggebend [53]. Folglich ist es ein wich-
tiges Ziel der BSS-Betreiber, Akzeptanz in der Bevölkerung zu schaffen und so
das System zu vergrößern. Dabei hängt die Akzeptanz stark von der Zufriedenheit
der Nutzer ab. Diese kann der Betreiber durch reibungslosen Service, also das Er-
möglichen von problemlosen Entleihungen und Rückgaben von Rädern, erreichen.
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Durch Spontanität und Flexibilität auf der Kundenseite unterliegt die Nachfrage
nach Fahrrädern und Stellplätzen einer großen Dynamik und Stochastik. Beides
erschwert die Sicherstellung eines hinreichend guten Services. Im System CityBi-
ke in Wien [35] dauern beispielsweise 90% der Fahrten weniger als eine Stunde,
wobei die Medianfahrtdauer bei 15 Minuten liegt [80]. So kann in kurzer Zeit ein
Ungleichgewicht in der Verteilung der Räder über die Stationen entstehen. Falls
die Fahrräder in den Stationen ausgehen oder sämtliche Fahrradstellplätze belegt
sind, können neue Anfragen von Kunden nach Fahrrädern oder Stellplätzen an den
entsprechenden Stationen nicht erfüllt werden. Dies führt dazu, dass Kunden Um-
wege auf sich nehmen müssen, oder sich von der Nutzung des Systems abwenden.
Im Sinne des Systemwachstums sind solche Situationen also unbedingt zu vermei-
den.
Maßnahmen gegen ungünstige Verteilungen der Räder im System können in drei
Ebenen eingeordnet werden. Die strategische Ebene beschäftigt sich mit dem Sys-
temdesign. Durch das Hinzufügen neuer oder den Ausbau vorhandener Stationen
können hier Kapazitätsprobleme vermindert werden. Auf taktischer Ebene wird
über die Anzahl und Verteilung der Räder auf die Stationen entschieden. An be-
liebten Ausgangsstationen sollten mehr Fahrräder zur Verfügung stehen, während
an beliebten Zielorten mehr Stellplätze frei sein sollten. Die operative Ebene ist für
die manuelle Umverteilung der Räder von Betreiberseite zuständig. Mittels soge-
nannter Repositionierungsfahrten können Fahrradtransporter Räder von Stationen
mit Stellplatzbedarf zu Stationen mit Fahrradbedarf bringen. So kann kurzfristig
auf kundenseitige Bewegungen reagiert werden.
Der Fokus der vorliegenden Arbeit liegt sowohl auf der taktischen, als auch auf der
operativen Ebene. Simultan werden sowohl die Fahrradverteilung über das System
als auch die entsprechend notwendigen Repositionierungen geplant. Die Komplexi-
tät dieser Problemstellung wird sofort ersichtlich, wenn die Fragestellung verbali-
siert wird:Wie viele Fahrräder sollen wann und von welchen Pickup-Stationen
auf welchem Transportfahrzeug zu welchen Delivery-Stationen transpor-
tiert werden, um dort einen günstigen Bestand zu erzeugen? Es handelt sich hier
also um ein Inventory Routing Problem (IRP) mit Pickups und Deliveries. Die
Dynamik und die stochastische Kundennachfrage erschweren das Problem, wel-
ches schon in einfachster Form ohne Betrachtung der Bestände an den Stationen
(Vehicle Routing Problem mit einem Fahrzeug) in die KomplexitätsklasseNP fällt
[44], zusätzlich.
Das vermehrte Interesse an BSS ist auch in der wissenschaftlichen Literatur er-
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kennbar. In den letzten Jahren sind aus vereinzelten Artikeln eine große Sammlung
von Forschungsbeiträgen in verschiedenen Themengebieten rund um BSS gewor-
den. Die historische Entwicklung der BSS sowie deren Einflüsse auf den Verkehr,
die Menschen und die Umwelt werden von DeMajo [23] und Shaheen et al [72] zu-
sammengefasst. Pucher und Buehler tragen in ihrem Buch [60] viele Beiträge zum
Radfahren in Städten zusammen. Dabei sind die Themen der einzelnen Kapitel
weit gestreut und befassen sich mit den Trends rund um den Globus, Vorteilen
bzgl. Verkehr und Gesundheit sowie Sicherheit und der zugehörigen Radfahraus-
stattung. Ein ausführlicherer Überblick über die Forschung zu BSS, insbesondere
zur Optimierung von BSS wird in Kapitel 2.1 gegeben.
1.2. Gliederung der vorliegenden Arbeit
Die Arbeit ist in den folgenden Kapiteln wie folgt gegliedert:
Kapitel 2 führt in die Thematik des Bike-Sharings ein und enthält ebenso die
Grundlagen zu Dekompositionen sowie Approximativer Dynamischer Programmie-
rung. In Kapitel 3 erfolgt die mathematische Problemformulierung. Kapitel 4 dient
der Einordnung in den Kontext betrieblicher Informationssysteme. Mittels eines
Ebenenmodells in Analogie zu Informationsflussmodellen im Unternehmenskontext
werden die verschiedenen Ebenen der Planungsvorgänge dargestellt. Die Problem-
komplexität motiviert die Entwicklung eines angepassten Dekompositionsverfah-
ren, welches im Anschluss in Kapitel 5 ausführlich beschrieben wird. Die Erläute-
rungen zum experimentellen Aufbau, basierend auf einer Bike-Sharing-Simulation,
erfolgt in Kapitel 6. Kapitel 7 fasst die Erkenntnisse der Arbeit zusammen und
gibt einen Ausblick auf mögliche Weiterführungen der Forschung.
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Dieses Kapitel enthält zunächst die Einführung in die Thematik des Bike-Sharings
und der Herausforderungen, denen sich ein BSS-Betreiber stellt. Kapitel 2.2 und
2.3 legen dann die methodischen Grundlagen für die Dekomposition und die Ap-
proximative Dynamische Programmierung.
2.1. Bike-Sharing
2.1.1. Geschichte
Das Bike-Sharing lässt sich in seiner inzwischen 50 Jahre umfassenden Geschichte
hinsichtlich des Aufbaus seiner Systeme in drei Generationen unterteilen [23]. Die
erste Generation ist durch Versuche wie die White Bikes in Amsterdam im Jahr
1965 geprägt. Dort wurden namensgebend weiß lackierte Räder der Öffentlichkeit
kostenlos zur Verfügung gestellt. Diebstahl und Vandalismus brachten das Sys-
tem allerdings schon nach wenigen Tagen zum Einsturz. Die ersten Systeme der
zweiten Generation gab es erst Anfang der 90er Jahre in Dänemark. Dort kamen
Fahrradstationen zum Einsatz, an denen die Räder gegen ein Münzpfand entliehen
werden konnten. Trotz einiger Verbesserungen bezüglich der Robustheit der Räder
konnten sich diese Systeme nicht vor Diebstahl schützen, da die Nutzer auch hier
anonym blieben. Die dritte Generation des Bike-Sharings entwickelte sich zum En-
de der 90er Jahre. Die Stationen wurden moderner und durch Informationssysteme
unterstützt. Eine Anmeldung per Nutzerkarte nahm den Nutzern die Anonymität,
automatisierte Entleihungen und Rückgaben sowie die teilweise angebotenen Frei-
minuten [35] machten die Nutzung attraktiver. Es wird vorhergesagt, dass eine
vierte Generation des Bike-Sharing den Markt erobern wird. Auszeichnen soll sie
eine verbesserte Effizienz, Nachhaltigkeit und Komfort. Zum Beispiel wäre die Er-
weiterung der Flotte durch E-Fahrzeuge und die zugehörige Infrastruktur denkbar.
Es könnten außerdem neue Geschäftsmodelle zum Einsatz kommen. In diesem Zu-
sammenhang ist auch die Optimierung des Betriebsablaufs wichtig.
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In den letzten Jahren wuchs die Anzahl der Systeme gewaltig. Ende 2014 betrie-
ben 855 Städte auf der Welt Bike-Sharing-Systeme [56]. China hält mit 73 neuen
Bike-Sharing-Städten den Rekord an Systemanzahl und auch Fahrradflottengröße.
2.1.2. Vorteile
Die Vorteile von BSS sehen Shaheen et al. [72] in folgenden Punkten:
• umweltschonend
• kostengünstig
• flexibel
• gesund
• steigert die Beliebtheit des Fahrrads als Transportmittel
Es gibt einige Quellen, welche Umfrageergebnisse anführen, die Emissionsreduk-
tion belegen. Nach Fishman et al. [32] sind für solche Aussagen allerdings noch
weitere Untersuchungen notwendig. Angenommen werden kann jedoch, dass Vor-
teile hinsichtlich der Umwelt nur zum Tragen kommen, wenn die Nutzerzahlen
entsprechend groß sind [53].
2.1.3. Herausforderungen
Der reibungslose Betriebsablauf von BSS hängt von vielen Faktoren ab [51]. Um die
Nutzung attraktiv zu machen, ist es wichtig, sie einfach zu gestalten. Dazu gehört
der Ausbau des Fahrradwegenetzes, um das BSS gut erreichbar in das vorhandene
Verkehrsnetz zu integrieren. Zudem ist eine schnelle und unkomplizierte Anwen-
dung vorteilhaft. Dem gegenüber steht die Sicherheit. Missbrauch und Diebstahl
lassen sich nur verhindern, wenn die Nutzer sich identifizieren müssen, bevor sie
eine Entleihung vornehmen können. Moderne Informationssysteme können diesen
Vorgang beschleunigen und vereinfachen. Materialrobustheit sowie -sicherheit spie-
len eine weitere große Rolle. Sie stärken das Vertrauen der Nutzer in das System
und reduzieren die Wartungsarbeiten. Ein großer Vorteil, den BSS ihren Nutzern
im Gegensatz zu traditionellen Fahrradvermietungen bieten, ist Flexibilität. Ohne
Reservierung ist das Entleihen an allen Stationen spontan möglich und Einwegfahr-
ten zu einer beliebigen anderen Station sind erlaubt. Da die Nachfrage an verschie-
denen Orten im Tagesverlauf schwanken kann und die Füllstände an den Stationen
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sich in der Regel nicht von selbst ausgleichen, kann es Zeiten geben, zu denen Sta-
tionen voll oder leer sind [80]. In solchen Situationen kann es zu nutzerseitigen
Unannehmlichkeiten kommen. Es könnten zum Beispiel Umwege erforderlich sein
oder ein spontanes Umschwenken auf ein anderes Verkehrsmittel. Dies kann dazu
führen, dass die Nutzer dem System den Rücken kehren. Deshalb ist ein System-
betreiber bestrebt, Maßnahmen zu ergreifen, um seinen Service, die reibungslose
Entleihung und Rückgabe der Räder, anbieten zu können. Die Planung solcher
Maßnahmen ist sehr komplex und findet immer unter unvollkommenen Informa-
tionen statt. Daher ist es sinnvoll, sie nach ihren zeitlichen Reichweiten getrennt
zu betrachten. Klein und Scholl [42] unterscheiden lang-, mittel- und kurzfristi-
ge Planung und ordnen diese jeweils der strategischen, taktischen oder operativen
Ebene zu. Für die Planung von Frachttransporten nutzen Crainic und Laporte [20]
ebenfalls die Einteilung in strategisch, taktisch und operativ. In seinem Buch „Ser-
vice Network Design of Bike Sharing Systems - Analysis and Optimization“ [79]
beschreibt Vogel das Service Network Design von BSS und leitet die zugehörigen
logistischen Planungsebenen her. Die Maßnahmen zur Verbesserung des Services
im BSS auf den einzelnen Ebenen kann man folgendermaßen beschreiben:
Strategische Maßnahmen
Das Systemdesign, das die Standorte und die Größe der Stationen beschreibt,
muss auf die Bedürfnisse der Nutzer zugeschnitten sein. Das Systemnetz ist je
nach Nutzung mehr oder weniger dicht zu gestalten. In der Innenstadt ist eine hö-
here Anzahl an Stationen möglicherweise angebrachter als in den Außenbezirken.
Hoch frequentierte Stationen sollten auch dementsprechend viele Stellplätze und
Fahrräder bereitstellen, damit zu Hochzeiten am Tag, zum Beispiel in der Rush-
hour, ein Puffer vorhanden ist.
Das Problem auf der strategischen Ebene ist ein Standortproblem. Entschieden
wird über Lage und Größe der Stationen im System. Grundlagen zu Standortmo-
dellen sind unter anderem in „Logistiknezwerke“ von Mattfeld und Vahrenkamp
[48] zu finden.
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Taktische Maßnahmen
Die taktische Optimierungsebene hat zur Aufgabe, die Füllstände der Stationen so
festzulegen, dass sie zu jeder Tageszeit die Nachfrage der Kunden erfüllen können.
Je nachdem, wie die verschiedenen Stationen charakterisiert werden [80], können
sie über den Tag verteilt sehr verschiedene optimale Füllstände haben. Betrachten
wir eine Station im Wohngebiet und eine andere in der Nähe eines Bürokomplexes.
Falls die Stationen vorzugsweise von Berufspendlern genutzt werden, so ist mor-
gens im Wohngebiet ein hoher Füllstand vorteilhaft, während im Büroviertel ein
niedriger Füllstand besser ist. Umgekehrt verhält sich die Situation abends, wenn
die Pendler wieder nach Hause fahren.
Das Problem der taktischen Ebene fällt in die Klasse der Inventory Probleme (IP).
Einen Einblick in die Theorie des IP geben zum Beispiel Hax und Candea [37]. Die
Entscheidung ist über die Anzahl der Räder an den Stationen zu treffen. Das Ziel
ist, die Nachfrage der Kunden zu befriedigen. Der Unterschied zum klassischen
IP besteht in den zwei unterschiedlichen und direkt abhängigen Nachfragen nach
Rädern und Stellplätzen, die zwei Kapazitätsgrenzen mit sich bringen.
Operative Maßnahmen
Die Möglichkeit, kurzfristig in das System einzugreifen, bietet sich auf der ope-
rativen Ebene durch sogenannte Repositionierungen. Damit sind Transporte von
Rädern von Stationen mit Stellplatzmangel zu Stationen mit Fahrradmangel ge-
meint. Die Repositionierungen müssen entsprechend in Touren kombiniert werden,
um an den Stationen möglichst günstige Füllstände, wie auf der taktischen Ebene
optimiert, herzustellen. Eine weniger direkt steuerbare Repositionierungsmaßnah-
me kann auf Kundenseite erfolgen. Durch Rabatte oder andere Anreize können
Kunden dazu verleitet werden, Stationen mit Radbedarf anzufahren. Wegen der
schlechten Steuerbarkeit der kundenseitigen Maßnahmen seien diese im Folgenden
außer Acht gelassen.
Die Problemklasse, in die die Planung der Repositionierungstouren gehört, ist die
der Vehicle Routing Probleme (VRP) [14]. Das VRP ist die Verallgemeinerung
des bekannten Travelling Salesman Problems (TSP, siehe [55]) auf den Fall mit
mehreren Touren. Das Ziel des TSP ist es, eine möglichst kurze Rundtour von ei-
nem Startpunkt zu allen Zielknoten und zurück zu finden. Das VRP erweitert das
Problem in der Hinsicht, dass mehrere Rundtouren geplant werden, die in Summe
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minimiert werden. Im BSS-Kontext ist das Ziel ein Tourenplan, der die Statio-
nen mit Rad- oder Stellplatzbedarf abdeckt. Die zwei entgegengesetzten Bedarfe
führen dazu, dass es sowohl Pickup- als auch Delivery-Stationen gibt. Entschei-
dungsvariablen sind die Wahl des Transporters und die Reihenfolge, in der die
Stationen besucht werden. In der Literatur ist dieses Problem als one-commodity
Pickup-and-Delivery VRP (1-PDVRP) bekannt [47].
Abhängigkeiten zwischen den Ebenen
Die Abhängigkeiten zwischen den drei Ebenen sind leicht nachvollziehbar. Ein
großzügiges Systemdesign wird sicherlich den Aufwand auf operativer und takti-
scher Ebene senken. Durch größere Stationen mit einer größeren Anzahl an Rä-
dern und Stellplätzen besteht seltener die Notwendigkeit Füllstände anzupassen
und dementsprechend sind weniger oder kürzere Repositionierungstouren ausrei-
chend. Die taktische und operative Ebene sind jedoch noch fester verknüpft. In die
Entscheidung über die Füllstände sollte auch der Aufwand für die entsprechende
Umsetzung einbezogen werden. Die Routenplanung auf der anderen Seite braucht
den Input über die zu realisierenden Füllstände der taktischen Planung. Da die
Umsetzung der optimalen Füllstände auf der operativen Ebene durch Unzulässig-
keiten im Allgemeinen nicht umsetzbar ist, müssen die beiden Ebenen kommuni-
zieren. Eine Einzelbetrachtung der beiden Ebenen ist folglich nicht anzuraten.
Kombiniert man die Problemstellungen der taktischen und operativen Ebene, be-
findet man sich in der Problemklasse der Inventory Routing Probleme (IRP). Ein
Überblick über die Forschung im Bereich IRP geben Coelho et al. [15]. Zusätzlich
zu den Entscheidungsvariablen des 1-PDVRP kommen im Falle des IRP noch die
jeweiligen Entscheidungsvariablen des IP hinzu. In Kombination ergibt sich also
das Ziel, einen Tourenplan zu entwerfen, dessen Pickups und Deliveries die ge-
wünschten Fahrradbestände an den Stationen liefern, während der Aufwand für
die Touren minimiert wird. Eine mathematische Formulierung des Problems im
Kontext der Repositionierung erfolgt in Kapitel 3.
Bewertung der Maßnahmen
Um die verschiedenen Maßnahmen zu bewerten, müssen ihre Auswirkungen aus
verschiedenen Blickwinkeln betrachtet werden. Für den Betreiber fallen durch den
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Ausbau der Stationen oder den Einsatz von Repositionierungsfahrzeugen Kosten
an. Diese sind numerisch darstellbar als Fahrtzeiten, Arbeitszeiten oder eine Men-
ge von Geldeinheiten und somit leicht messbar. Aus Kundensicht wird durch die
Maßnahmen der Service verbessert. Folglich sollte die Anzahl an fehlgeschlagenen
Entleihungen oder Rückgaben sinken und sich die Zufriedenheit erhöhen. Diese
Zufriedenheit zu messen und dann in Beziehung zu den betreiberseitigen Kosten
zu stellen, ist eine große Herausforderung. Ab den 70er Jahren wurden Modelle zu
Inventory Problemen extensiv diskutiert. Für Fehlbestände wurden die Variablen
backorders (Lieferrückstand) für Bedarf, der nachgelagert erfüllt werden kann und
lost sales (verlorene Nachfrage) für Bedarf, der nicht verzögert erfüllt werden kann,
eingeführt [52]. Beide Variablen benötigen einen Strafkostensatz, der pro Einheit
anfällt. Bei backorders kann das z.B. ein Rabatt sein, der für die Verspätung ge-
währt wird. Lost sales führen zu entgangenen Gewinnen und können in einigen
Fällen auch Entschädigungszahlungen nach sich ziehen. Unzufriedenheit der Kun-
den oder andere Folgen, wie ein schlechter Ruf werden in diesen Modellen nicht
betrachtet. Sie lassen sich nicht numerisch ausdrücken und sind schwierig vergleich-
bar mit den zuvor beschriebenen Kosten. Im Kontext des Bike-Sharing sind lost
sales gleichzusetzen mit nicht erfolgreichen Entleihungen, bei denen die Kunden
auf andere Verkehrsmittel umsteigen und so dem System den Rücken kehren. Mit
backorders sind Situationen vergleichbar, bei denen Kunden kein Rad oder keinen
leeren Stellplatz vorfinden und zur nächsten Station gehen oder fahren, um dort
ein Rad oder einen Stellplatz vorzufinden. Beides lässt sich allerdings in diesem
Umfeld nicht ohne Probleme messen. Noch schwieriger ist die numerische Formulie-
rung, um sie mit den betreiberseitigen Kosten vergleichbar zu machen. Um die lost
sales zu erfassen, könnte man mit enormen Aufwand die Kunden zählen, welche
zu den Stationen kommen, um sie erfolglos wieder zu verlassen. Dies würde jedoch
die Kunden vernachlässigen, die evtl. schon aus der Ferne die leere Station entde-
cken und sofort umkehren. Ähnlich verhält es sich mit den backorders. Es könnten
natürlich Daten durch Zählen erhoben werden, allerdings würde man z.B. bei vor-
beifahrenden Fahrradfahrern nicht zwischen denen entscheiden können, die erkannt
haben, dass die Station voll ist, und zur nächsten müssen und denen, die sowieso
ein anderes Ziel haben. Die Unzufriedenheit der Kunden könnte durch Umfragen
ermittelt werden. Auch dies würde einen unverhältnismäßig hohen Aufwand mit
sich bringen und zudem ein hohes Maß an Ungenauigkeit durch Subjektivität auf
Kundenseite. Angenommen, die Anzahlen der lost sales und die der backorders wä-
ren bekannt, gäbe es noch die Schwierigkeit der numerischen Bewertung. Kunden,
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welche durch einen geringen Umweg, vielleicht sogar in Sichtweite, eine Station zur
Befriedigung ihrer Nachfrage finden, sind sicherlich weniger unzufrieden als jene,
die einige Kilometer Weg auf sich nehmen müssen. Aus diesem Grund wird in dieser
Arbeit ein Ansatz zur Bewertung der Servicequalität vorgeschlagen, welcher von
den klassischen Ansätzen abweicht. Statt der lost sales und der backorders werden
die Umwege betrachtet, die Kunden durch fehlgeschlagene Serviceleistungen auf
sich nehmen müssen. Das ist in der Regel der Weg zur nächsten Station sofern dort
ein Rad bzw. ein Stellplatz vorgefunden wird. Falls sie dort weiterhin nicht fündig
werden, so fällt erneut ein Umweg zur nächsten Station an. Es wird davon ausge-
gangen, dass die Unzufriedenheit der Kunden mit der Länge der Umwege steigt.
Umwege werden bei einer leeren Station zu Fuß oder bei einer vollen Station auf
dem Rad zurückgelegt. Durch ihre Fahrtzeit per Rad bzw. die Zeit, die zu Fuß
benötigt wird, sind sie durch Zeiteinheiten beschreibbar. Dies hat zusätzlich den
Vorteil, dass die Vergleichbarkeit mit betreiberseitigen Repositionierungsfahrten
direkt durch die Zeit gegeben ist. Im weiteren Verlauf der Arbeit wird folglich der
Begriff Kundenumwege zur Evaluation der Servicequalität verwendet.
2.1.4. Forschung zu BSS in der Literatur
Mit dem rasanten Wachstum des Bike-Sharings rund um die Welt (siehe [32] und
[56]) ist auch das Interesse gewachsen, die verschiedenen Herausforderungen zu un-
tersuchen und sich ihnen zu stellen. Zu einem besseren Verständnis der Vorgänge
und Bewegungen in BSS tragen unter anderem Vogel et al. [80] und Côme und
Oukhellou [18] bei. Sie untersuchen die Systeme in Wien bzw. Paris und visua-
lisieren jeweils die Nutzung. Beide Arbeiten wenden Clusterverfahren an, um die
Stationen in sogenannte Nutzungsprofile einzuteilen. Diese hängen von Faktoren
wie geographischer Lage und Umfeld ab. So wird ersichtlich, aus welchen unter-
schiedlichen Quellen die Ungleichgewichte der Fahrradverteilung in den Systemen
entstehen können.
In den folgenden Absätzen werden Literaturübersichten gegeben, die sich in die
Klassen strategische, taktische, operative sowie die kombinierte taktische und ope-
rative Planung aufspalten.
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Strategische Planung
Der strategischen Fragestellung widmen sich Lin et al. [45]. Sie schlagen einen Mo-
dellierungsansatz vor, der die Entscheidung über die Anzahl und Positionen der
Stationen sowie die Netzwerkstruktur des Systems unterstützen soll. Dabei werden
sowohl die betreiber- als auch die kundenseitigen Interessen simultan betrachtet.
Auf der Seite des Betreibers stehen Kosten für den Bau der Stationen, Räder und
Radwege. Der Servicelevel basiert auf der Abdeckung des Gebiets durch die Sta-
tionen und der Wahrscheinlichkeit, ein Fahrrad an der gewünschten Station zu
erhalten. Zudem spielt auch der Fahrpreis eine Rolle. García-Palomares et al. [33]
entwickeln ein geographisches Informationssystem, welches über die optimalen Po-
sitionen für Bike-Sharing-Stationen entscheiden, deren Charakteristik bestimmen
sowie die Erreichbarkeit für die Kunden bewerten kann. Die Vorgehensweise er-
folgt auf vier Stufen und wird am Beispiel vom Stadtzentrum Madrid angewandt.
Zunächst wird die potentielle Kundennachfrage benötigt. Diese wird auf Basis von
Einwohner und Arbeitnehmeranzahlen erzeugt. Es werden fünf Szenarien nach
Anzahl der Stationen unterschieden. Mittels zwei Location-Allocation-Modellen
(maximum coverage und minimum impedance) wird die Menge der Stationskan-
didaten und die zugehörige Lösung ermittelt. Diese wird dann entsprechend der
Charakteristiken beschrieben. Im letzten Schritt erfolgt die Bewertung in Hinsicht
auf die Abdeckung potentieller Zielorte. Martinez et al. [46] lösen das Problem des
Systemdesigns mit einer Heuristik, die ein Mixed Integer Linear Program (MILP)
beinhaltet. In einem iterativen Algorithmus werden gleichzeitig die Positionen der
Stationen und die benötigte Repositionierungsflotte optimiert. Dabei wird auch ein
Repositionierungskostenterm berücksichtigt, jedoch ist er keine Entscheidungsva-
riable. Die Zielfunktion maximiert den Gewinn, der sich aus den eingenommenen
Fahrpreisen abzüglich der System- und Flottenkosten ergibt. Als Anwendungsbei-
spiel dient Lissabon.
Taktische Planung
Zu den rein taktischen Literaturbeiträgen gehört unter anderen der Beitrag von
Shu et al. [73]. Mit einem Netzwerk-Flussmodell zur Maximierung der Radflüs-
se im System beantworten sie die Frage nach der optimalen Fahrrad- und Stell-
platzanzahl an den gegebenen Stationen. Zudem diskutieren sie den Wert von
periodischen Repositionierungsmaßnahmen, nehmen diese aber nicht in das Ent-
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scheidungsproblem auf. Einen weiteren Beitrag liefern Raviv und Kolka [65]. Mit
einem Closed-Loop IP modellieren sie das Füllstandsproblem. Die Zielfunktion
beinhaltet selbst definierte Strafterme für nicht erfüllten Service bei Entleihung
oder Rückgabe der Räder. Dabei betrachten sie allerdings die Stationen eines BSS
einzeln und vernachlässigen die Interdependenzen. Cepolina und Farina [12] be-
trachten sogenannte Personal Intelligent City Accessible Vehicle (PICAV). Ähnlich
wie BSS bieten PICAVs kleine elektrisch betriebene Fahrzeuge flexibel und kurz-
fristig zur Nutzung an. In ihrem Paper wird in einem Simulated Annealing-Ansatz
über die Flottengröße und Verteilung der Fahrzeuge entschieden. Minimiert wird
dabei eine Kombination aus Kosten basierend auf Kundenwartezeiten und für die
Fahrzeugflotte.
Operative Planung
Beiträge zur rein operativen Planung betrachten meist das statische Problem, wel-
ches Repositionierungsaktivitäten in der Nacht annimmt und Kundenbewegungen
währenddessen ausschließt. Eine Inputvariable ist dabei der Zielfüllstand an den
Stationen bzw. gegebene Nachfragemengen an Fahrrädern und Stellplätzen. Häufig
kommt eine Variante des Pickup-and-Delivery-Problems (PDP), welches sich gut
zur Modellierung eignet, zum Einsatz.
Einen mathematischen Einblick in Herleitung und Komplexität bieten Benchimol
et al. [6]. Mit einer Kombination des PDP und des Swapping Problems (SP) mo-
dellieren sie das statische Repositionierungsproblem mit einem Transportfahrzeug.
Die Ergebnisse des Papers beinhalten untere Schranken und approximative Algo-
rithmen. Chemla et al. [13] schlagen für das statische PDP mit einem Fahrzeug
einen Branch-and-Cut-Algorithmus vor. Eine obere Schranke erhalten sie mittels
Tabusuche. Di Gaspero et al. [24] stellen einen Ansatz kombiniert aus Constraint
Programming (CP) und Ant Colony Optimization (ACO) vor. Sie minimieren
die gewichtete Summe aus der Abweichung der Stationsfüllstände von einem Ziel-
füllstand und der Fahrtzeit für die Repositionierungen. Sie erweitern diesen An-
satz durch eine Large Neighborhood Search (LNS) [25] und liefern eine nochmals
überarbeitete Version, die das Verfahren durch Branching-Strategien auf vielver-
sprechende Lösungen konzentriert [26]. Ebenfalls der statischen Variante des Re-
positionierungsproblems widmen sich Rainer-Harbach et al. bzw. Raidl et al. in
einer Serie von Veröffentlichungen. Zunächst entwickeln sie einen Variable Neigh-
borhood Search (VNS) Ansatz, um Transporttouren zu generieren [63]. Über die
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Ladeoperationen wird unabhängig davon unter anderem mit Greedy-Verfahren ef-
fektiv entschieden. Diese Entscheidung über die Ladeoperationen verbessern Raidl
et al. in [61] signifikant. Die dritte Veröffentlichung [64] liefert eine bessere Kon-
struktionsheuristik, die sich der Weitsicht der Pilot-Methode bedient (siehe Voß
et al. [81]). Ho et al. [39] senken die Komplexität des Problems, indem sie die
Stationen eindeutig einer Pickup- oder Deliveryfunktion zuordnen. Mit einer ite-
rativen Tabusuche minimieren sie dann die Strafkosten, die durch Fehlmengen
an den Stationen entstehen. Dell’Amico et al. [22] formulieren vier unterschiedli-
che gemischt ganzzahlige lineare Programme (MILP) aufbauend auf Varianten des
TSP, des one-commodity Pickup-and-Delivery TSP (1-PDTSP) und des VRP. Mit
einem Branch-and-Cut-Verfahren minimieren sie die Transportkosten unter der Be-
dingung, dass die kundenseitige Differenz zwischen Rad- und Stellplatznachfrage
ausgeglichen wird. Für Systeme mit bis zu 50 Stationen liefert der Algorithmus
für verschiedene Benchmark-Instanzen in unter einer Stunde eine Lösung. Bei grö-
ßeren Systemen steigen Rechenzeit und Abstände der ermittelten Lösung zu den
unteren Schranken gewaltig an.
Kombinierte taktische und operative Planung
Wenige Beiträge heben sich von den übrigen statischen Ansätzen dadurch ab,
dass sie sowohl über die Füllstände als auch über das Vehicle Routing entschei-
den. Schuijbroek et al. [71] ermitteln zunächst Füllstandsintervalle, indem sie Mar-
kovketten modellieren. Diese werden als Servicebedingungen im weiteren Cluster-
First-Route-Second-Verfahren verwendet. Das in Polynomialzeit lösbare Cluster-
problem sichert die Einhaltung der Servicebedingungen ab, während es geschätzte
Routingkosten mit einbezieht. Minimiert wird die maximale Tourlänge über alle
Transportfahrzeuge. Raviv et al. [66] präsentieren zwei MILP zur Modellierung des
statischen Repositionierungsproblems. Entschieden wird über die Anzahl der auf-
und abzuladenden Räder sowie das Routing der Transportfahrzeuge. Die Zielfunk-
tion minimiert eine Kombination aus Strafkosten und operativen Kosten.
Das dynamische Repositionierungsproblem wird erst in den letzten Jahren intensi-
ver in der Literatur diskutiert. Hier wird angenommen, dass die Repositionierungen
im laufenden Betrieb stattfinden. Auffällig ist, dass in den meisten untersuchten
Beiträgen der Zusammenhang zwischen der taktischen und operativen Planung
beachtet wird. Die Entscheidung über die zu repositionierenden Mengen fließt als
Entscheidungsvariable in die Modelle ein. Dies passt die Modelle besser an das
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reale Repositionierungsproblem an, macht sie aber zugleich komplexer.
In zwei aufeinanderfolgenden Veröffentlichungen entwickeln Caggiani und Ottoma-
nelli [10] bzw. Caggiani et al. [11] ein Entscheidungsunterstützungssystem (DSS)
und ein Micro-Simulationsmodell zur Bestimmung der optimalen Repositionie-
rungsanzahlen und der Repositionierungsrouten sowie den Repositionierungsin-
tervallen. Dabei berücksichtigen sie die dynamische Kundennachfrage. Als Anwen-
dungsbeispiel können sie das Problem allerdings nur für ein künstliches System
mit fünf Stationen lösen. Contardo et al. [19] modellieren das Repositionierungs-
problem als Variante des one commodity PDP, in der auch über die Anzahl der
zu transportierenden Räder entschieden wird. Sie schlagen eine Kombination aus
Benders- [7] und Dantzig-Wolfe-Dekomposition [21] vor, um effektiv untere und
obere Schranken für die Lösung zu erhalten. Die experimentellen Resultate sind
allerdings noch weit von der optimalen Lösung entfernt, sodass eine weitere Ent-
wicklung von Algorithmen als notwendig erachtet wird. Kloimüllner et al. [43]
erweitern die vorhergehenden Beiträge von Raidl et al. und Rainer-Harbach et
al. ([63], [61], [64]) zum dynamischen Fall, indem sie die Nachfrage und uner-
füllte Nachfrage über den Tag betrachten. Sie minimieren eine zusammengesetzte
Zielfunktion aus unerfülltem Service, Verfehlen der Zielfüllstände, Anzahl der re-
positionierten Räder und der Transportzeit. Dieser Beitrag ist allerdings in dieser
Kategorie der einzige, welcher vorgegebene Zielfüllstände benötigt und somit eine
separate Betrachtung der taktischen Ebene vorsieht.
Nach der Einordnung der einzelnen Problemstellungen der Forschungsbeiträge
folgt die Hinführung zum Inhalt der vorliegenden Arbeit sowie dessen Abgrenzung
zur bisher erschienenen Literatur. Im Kapitel 2.1.5 erfolgt die verbale Vorstellung
der Problemstellung.
Inhalt dieser Arbeit soll die simultane taktische und operative Planung des dyna-
mischen und stochastischen Repositionierungsproblems in BSS sein. Daher treffen
wir zunächst die Annahme, dass das physische System, sprich die Stationen an
den entsprechenden Orten mit zugehöriger Stellplatzanzahl, schon existiert. Die
simultane Betrachtung der taktischen und operativen Ebene wird empfohlen, da
sie stark voneinander abhängen. Eine optimale taktische Planung kann angemes-
sene operative Nachteile oder Unzulässigkeit mit sich bringen und umgekehrt. Die
statische Problemmodellierung wird ausgeschlossen, da die flexible und kurzzeitige
Nutzung durch die Kunden eine erhebliche Dynamik mit sich bringt. Nur nächtlich
zu repositionieren ist in einem gut laufenden BSS nicht ausreichend.
Der Forschungsbereich wird folglich auf die dynamischen Beiträge des Abschnitts
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über kombinierte taktische und operative Planung eingegrenzt. Contardo et al. [19]
nehmen eine deterministische Nachfrage an. Dies ist bei einem BSS, in dem Kunden
unter anderem abhängig von Wetter, persönlichen Launen, spontanen Terminen
etc. agieren, nicht empfehlenswert. Kloimüllner et al. [43] ermitteln die sogenannte
kumulative erwartete Nachfrage µv(t) abhängig von der Zeit t als Differenz von er-
warteten Zu- und Abflüssen an Rädern vom Startzeitpunkt der Repositionierungs-
aktion bis t. Diese Annahme lässt allerdings außer Acht, dass je nach Reihenfolge
des Auftretens von Entleihungen oder Rückgaben trotzdem die Kapazitätsgren-
zen erreicht werden könnten. Caggiani und Ottomanelli [11] sagen die Nachfrage
mittels neuronaler Netze voraus. Diese haben den Vorteil, direkt aus beobachteten
Daten lernen zu können. Jedoch kann deren Modell keine Instanzen von realer
Größe handhaben.
Folglich kann keine der bisher in der Literatur erschienenen Arbeiten alle unsere
Anforderungen erfüllen.
2.1.5. Problemstellung der vorliegenden Arbeit
Die Forschungslücke, welche mit dieser Arbeit geschlossen werden soll, ist also fol-
gende:
Gesucht sind ein Modell, welches das Repositionierungsproblem für reale System-
größen abbilden kann und ein Verfahren, welches das Problem simultan auf takti-
scher und operativer Ebene löst. Dabei sollen sowohl die stochastischen als auch die
dynamischen Aspekte des Problems beachtet werden. Die Idee und erste Ansätze
sowie vorhergehende Versionen der Optimierung und der Simulation wurden von
Ricker et al. [68] und Ricker und Mattfeld [67] veröffentlicht. Seither wurden Wei-
terentwicklungen an allen Bestandteilen des Ansatzes vorgenommen, die grund-
legende Idee bleibt jedoch bestehen. Vorgeschlagen wird eine Modellierung des
Problems als stochastisches und dynamisches Inventory Routing Problem (IRP).
Da dieses NP-schwere Problem nicht in annehmbarer Zeit lösbar ist, erfolgt eine
Dekomposition (siehe Kapitel 2.2) des Gesamtproblems in einen taktischen und
einen operativen Teil. In der taktischen Planung wird unter Antizipation der ope-
rativen Ergebnisse mittels Approximativer Dynamischer Programmierung (siehe
Kapitel 2.3) über das Inventory Problem (IP) entschieden. Das Routing erfolgt
heuristisch. Die Auswirkungen auf das BSS werden simulativ gemessen und fließen
in den Planungskreislauf ein. Die Problemformulierung sowie die mathematische
Sicht auf die Vorgehensweise des vorgeschlagenen Verfahrens erhält der Leser in
Kapitel 3. Eine Ebenensicht auf das Verfahren mit Augenmerk auf Flüsse und Ver-
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arbeitung von Informationen wird in Kapitel 4 beschrieben. Die Umsetzung des
vorgeschlagenen Verfahrens wird im Kapitel 5 erläutert, bevor im Kapitel 6 die
Ergebnisse der Experimente zusammengetragen werden.
2.2. Dekompositionsverfahren für
Optimierungsprobleme
Die Idee, ein komplexes Problem in kleine Teile zu brechen, um diese einzeln zu
betrachten und später zu rekombinieren, ist in der Literatur schon früh zu finden
(siehe Polya [57]). Das Prinzip besteht darin, das Ausgangsproblem in Master-
und Subprobleme zu teilen, die jede für sich effizient gelöst werden können. Ite-
rativ kann man dann die beiden Problemgruppen bearbeiten und gegenseitig mit
Informationen der jeweils anderen Gruppe versorgen [76]. Prominente Beispiele
sind die bereits im Literaturkapitel 2.1.4 erwähnten Benders’- und Dantzig-Wolfe-
Dekomposition. Während Benders [7] Variablen aus dem Masterproblem elimi-
niert, um sie als Schnittebenen wieder einzufügen, wird bei Dantzig-Wolfe [21]
Spaltengenerierung für die Wiedereinfügung genutzt. Rothlauf diskutiert in Kapi-
tel 2.4.3 seines Buchs [69] die Dekomponierbarkeit von Optimierungsproblemen.
Sind die Entscheidungsvariablen in unabhängige Mengen aufteilbar, so ist sie hoch.
Gibt es viele Interaktionen zwischen den Gruppen von Variablen, so ist sie nied-
rig. Je höher die Dekomponierbarkeit von einem Problem ist, desto besser ist die
Performance eines Dekompositions- und Rekombinierungsansatzes zu erwarten.
Der Dekompositionsansatz, welcher hier im Falle des Bike-Sharings Anwendung
findet, wird in Kapitel 5 vorgestellt. Dabei wird der Tagesablauf im BSS als Mar-
kovprozess modelliert. Für die Optimierung des taktischen Teils kommt ein Ansatz
mittels Approximativer Dynamischer Programmierung zum Einsatz. Die zugehö-
rigen Grundlagen werden im folgenden Kapitel 2.3 gelegt.
2.3. Approximative Dynamische Programmierung
Dieses Kapitel führt in die Approximative Dynamische Programmierung (ADP)
ein. Dazu wird in Kapitel 2.3.1 zunächst der dynamische Entscheidungsprozess
allgemein erläutert. Antizipation wird darauf folgend in Kapitel 2.3.2 eingeführt.
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2.3.1. Dynamische Entscheidungsprozesse
Bellman [3] definiert den dynamischen Entscheidungsprozess als ein System, wel-
ches zu jeder Zeit t ∈ [0, T ] einen Zustand St hat, welcher durch eine Menge von
Zustandsvariablen beschrieben werden kann. Zu bestimmten Entscheidungszeit-
punkten k mit k = 1, ..., K werden Entscheidungen dk aus dem Entscheidungsraum
D über die Transformation des Systemzustands getroffen. Diese sollen die Folgezu-
stände und Folgeentscheidungen so beeinflussen, dass eine Zielfunktion, abhängig
von den Zustandsparametern des finalen Zustands, optimiert wird. Eine Folge
pi ∈ Π von Entscheidungen heißt Politik. Optimiert sie die entsprechende Zielfunk-
tion, so nennen wir sie optimale Politik. Ein spezieller Entscheidungsprozess ist der
Markovprozess (MDP) [4]. Dessen wichtigste Eigenschaft ist, dass eine Entschei-
dung und deren Kosten bzw. Ertrag ck nicht von den Vorgängern von Sk abhängen.
Ein Zustandsübergang Sk −→ Sk+1 kann je nach Problemstellung entweder nur
von der Entscheidung d ∈ D herbeigeführt sein (Sk dk−→ Sk+1) oder zusätzlich von
äußeren Einflüssen ω deterministischer oder stochastischer Art (Sk
dk,ωk−→ Sk+1). Im
Folgenden beschränken wir uns auf die Betrachtung von stochastischen Prozessen,
welche unsicheren Einflüssen unterliegen.
Um ein dynamisches Programm für den dynamischen Prozess zu definieren nutzt
Powell [58] folgende Elemente:
• Zustandsvariable - Informationen zur Beschreibung des Systems und zur
Entscheidungsfindung
• Entscheidungsvariable - Entscheidung dk über den Eingriff in das System
• äußerer Einfluss - neue Information ωk, die in jeder Periode bekannt werden
• Zustandsübergang - Beschreibung der Entwicklung des Systems von Sk
nach Sk+1 unter Berücksichtigung von Entscheidung dk und des äußeren Ein-
flusses zwischen k und k + 1
• Kosten- bzw. Ertragsfunktion - Legt die entstandenen Kosten oder Er-
träge ck im entsprechenden Zeitintervall fest
• Zielfunktion - Formaler Ausdruck des Optimierungsziels (Kostenminimie-
rung oder Ertragsmaximierung)
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Formal kann obiger Zustandsübergang Sk −→ Sk+1 durch folgende Übergangs-
funktion SM ausgedrückt werden:
Sk+1 = S
M (Sk, dk, ωk) . (2.1)
Dabei können Kosten oder Erträge entstehen, die abhängig von Zustand, Entschei-
dung, äußerem Einfluss oder einer Kombination aus den Elementen sind. Möglich
wären unter anderem folgende Beispiele.
ck (Sk, dk) (2.2)
ck (Sk, dk, ωk) (2.3)
In einem deterministischen Problemfall mit einem einzigen Kostenterm wäre eine
Zielfunktion zur Kostenminimierung durch
min
(dk)
K
k=1
K∑
k=1
ck (Sk, dk) (2.4)
formulierbar.
Liegen allerdings stochastische Einflüsse vor, wird St zu einer Zufallsgröße. In
diesem Fall benötigen wir eine entsprechende Entscheidungsregel, die uns eine
Politik pi vorgibt. Sei dpi(Sk) die Entscheidungsregel. Dann lautet die Zielfunktion
zur Bestimmung der optimalen Politik
min
pi∈Π
E
K∑
k=1
ck (Sk, d
pi(Sk)) . (2.5)
In beiden Fällen ist Weitsicht hilfreich. Das heißt, zu jedem Entscheidungszeit-
punkt k sind die Auswirkungen von dk auf alle folgenden Zustände und Entschei-
dungen zu berücksichtigen. Diese Weitsicht wird Antizipation genannt und wird
im folgenden Kapitel 2.3.2 eingeführt.
2.3.2. Antizipation
Das Nomen Antizipation bedeutet wörtlich Vorgriff. Es stammt aus dem Lateini-
schen und lässt sich von ante (vor) und capere (nehmen) ableiten [29]. Im Kontext
des dynamischen Entscheidungsprozesses soll zu den Entscheidungszeitpunkten k
der restliche Prozessverlauf antizipiert werden, um die Entscheidung unter Einbe-
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ziehung zukünftiger Ereignisse zu optimieren. Dem entgegen stehen reaktive Ent-
scheidungen, welche nur auf Basis vorliegender Informationen getroffen werden.
Powell hat experimentell gezeigt, dass antizipierende Strategien in stochastischen
und dynamischen Problemen (zum Beispiel in der Tourenplanung) bessere Lösun-
gen erzeugen als reaktive [59]. In Anlehnung an Meisel [49] wird in diesem Ab-
schnitt gezeigt, inwiefern Antizipation die Entscheidungsfindung in dynamischen
Prozessen verbessert.
Eine antizipierende Entscheidung dk kann zwei verschiedene Einflüsse auf das Ziel
des Entscheiders haben. Zum einen können direkte Kosten ck (Sk, dk) entstehen.
Zum anderen hängt der Folgezustand Sk+1 von ihr ab. Die Abhängigkeit zieht sich
durch den gesamten Prozess und wirkt sich auf zukünftige Zustände, Entschei-
dungen und Kosten aus. Dabei soll die Entscheidung so gewählt werden, dass das
optimale Gesamtergebnis bezüglich der direkten und zukünftigen Kosten erzielt
wird. Bei dieser Entscheidung hilft die Definition der Wertefunktion V (Sk) eines
Zustandes Sk, der jeweils der entsprechenden Teilsumme
min
pi∈Π
E
K∑
κ=k
cκ (Sκ, d
pi(Sκ)) . (2.6)
aus Formel 2.5 entspricht. Die Definition lautet wie folgt (siehe Powell [58]):
Der Wert V (Sk) des Zustands Sk lässt sich rekursiv aus den Kosten und dem
erwarteten Wert des Folgezustands bestimmen.
V (Sk) = min
dk∈D
(ck(Sk, dk) + E {γV (Sk+1)|Sk}) , (2.7)
wobei γ ≤ 1 als Diskontierungsfaktor eingefügt werden kann, welcher zukünftige
Werte gegenüber dem aktuellen geringer wertet.
Die optimale Entscheidung d∗k errechnet sich folglich aus
d∗k = argmin
dk∈D
(ck(Sk, dk) + E {γV (Sk+1)|Sk}) . (2.8)
Das zugehörige Optimierungsproblem im Zustand Sk lautet
min (ck(Sk, dk) + E {γV (Sk+1)|Sk}) (2.9)
mit dk ∈ D.
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2.3.2.1. Perfekte Antizipation
Um perfekt zu antizipieren, ist die Lösung von Optimierungsproblem 2.9 notwen-
dig. Dies ist nur mit der Kenntnis aller Werte V (Sk+1) möglich. Die dynamische
Programmierung bietet grundlegende Methoden, die dieses Optimierungsproblem
lösen können. Jedoch scheitert deren praktische Anwendung aus drei Gründen [58]:
• Die Zustandsraumgröße ist eine wichtige Einflussgröße für den Rechenauf-
wand der Methoden der dynamischen Programmierung. Sie ist abhängig von
der Anzahl K der Entscheidungszeitpunkte sowie der Anzahl an Attributen,
die zur Beschreibung des Systemzustandes Sk benötigt werden.
• Die Erwartungswerte, die für jeden Zustand berechnet werden müssen, ma-
chen das Problem des großen Zustandsraumes noch gravierender. Da die
beteiligten Größen nicht notwendigerweise unabhängig sind, können die Be-
rechnungen eine große Anzahl von verschachtelten Summen enthalten.
• Die Größe des Entscheidungsraums legt fest, wie häufig die Erwartungswert-
berechnungen stattfinden müssen. Sie wird durch die Anzahl der Attribute
zur Beschreibung der Entscheidung sowie deren mögliche Ausprägungen be-
stimmt.
Folglich explodiert die Komplexität schon bei relativ kleinen Probleminstanzen
und führt zu Rechenzeit- sowie Speicherkapazitätsproblemen. Es ist also nicht
ohne weiteres möglich, mit perfekter Antizipation zu arbeiten, wenn man stochas-
tische und dynamische Probleme von realer Größe betrachtet. Will man nicht auf
Antizipation verzichten, so bietet die approximative Antizipation eine Alternative,
die unter Verlust der Genauigkeit die Komplexität verringert.
2.3.2.2. Approximative Antizipation
Die Idee der ADP existiert schon recht lang. 1959 veröffentlichten Bellman und
Dreyfus die ersten Anfänge [5], wenige Jahre nach Bellmanns wichtigen Papern
zur dynamischen Programmierung [3]. In den Bereichen der Kontrolltheorie [82]
und der künstlichen Intelligenz [41] existieren Weiterentwicklungen und Anwen-
dungsbeispiele zu ADP. Eine neuere interdisziplinäre Übersicht stammt von Si et
al. [74].
Powell stellt in seinem Buch [58] ökonomische Problemstellungen in den Vorder-
grund. Er hebt hervor, dass ADP andere Forschungsfelder als Spezialfälle umfasst.
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Dies führt zu einem breiten Anwendungsbereich der vorgestellten Algorithmen.
Betrachten wir noch einmal die Formeln 2.7, 2.8 und das zugehörige Optimie-
rungsproblem 2.9. Um approximativ zu optimieren, ist eine Abschätzung des Er-
wartungswertes notwendig:
V (Sk+1) ≈ E {V (Sk+1)|Sk} .
Ein Lernfortschritt kann dabei durch mehrfaches Durchlaufen des Zeithorizontes
erzielt werden. Während der Durchläufe m = 0, ...,M (sog. Trajektorien) kann
der jeweilige geschätzte Wert V m(Sk) der Zustände Sk aktualisiert werden. Da-
durch wird die Aufzählung aller Wahrscheinlichkeitsausgänge umgangen. In der
Regel simuliert man das System und kann so, durch die Aktualisierungen der Wer-
te, die entsprechende Performance der einzelnen Zustände bzw. Entscheidungen
ablesen. Je häufiger Zustände erreicht werden, desto fundierter wird das erlern-
te Wissen. Anhand dieses Wissens ist dann die optimale Entscheidung über den
Eingriff in das System zu treffen. Das entsprechende Vorgehen mit einem Vorwärts-
Programmierungs-Ansatz wird in Algorithmus 1 veranschaulicht.
αm ist dabei die sogenannte Schrittweite. Sie hat eine glättende Aufgabe und
nimmt in der Regel Werte im Bereich (0, 1) an. Diese können fix gesetzt sein, oder
einer Funktion wie z.B. αm = 1m+1 folgen. So können gemittelte Werte aus stochas-
tisch verrauschten Daten vˆmk ermittelt werden. Zurückgegeben wird die sogenannte
lookup-table, eine Tabelle mit den ermittelten Werten für jeden Zustand. Diese Ta-
belle kann für zukünftige Entscheidungen in Testsettings herangezogen werden und
wird im Folgenden mit Wertetabelle bezeichnet.
Bei der Entwicklung von ADP-Algorithmen liegt eine große Schwierigkeit in der
Berechnung oder Abschätzung von Erwartungswerten innerhalb der Minimierungs-
operation (siehe Formel 2.10). Um dies zu umgehen, kann ein künstlicher Post-
Decision-Zustand (PDS) Sdkk eingeführt werden. Sei also S
dk
k der deterministische
Zustand, der unmittelbar der Entscheidung dk folgt und ohne den äußeren Einfluss
ωk eintreten würde. Im Zustandsübergang ist nun dk von ωk abgrenzbar:
Sk
dk−→ Sdkk
ωk−→ Sk+1 (2.11)
Der Wert V (Sdk−1k−1 ) ergibt sich nun aus
V (S
dk−1
k−1 ) = E
{
min
dk∈D
(
ck(Sk, dk) + γV (S
dk
k )|Sdk−1k−1
)}
. (2.12)
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Algorithmus 1: Genereller ADP-Algorithmus
1 Initialisierung:
2 Initialisiere V 0(Sk), ∀Sk.
3 Setze M .
4 m = 1
5 Initialisiere S0.
6 while m ≤M do
7 Generiere Zufallsnachfragen ωm.
8 for k = 1, ..., K do
9 Wähle ein zufälliges Sample Ωˆmk+1 aus den möglichen Realisierungen des
zufälligen Einflusses zwischen k und k + 1.
10 Löse
vˆmk = min
dk∈D
ck(Sk, dk) + ∑
ωˆ∈Ωˆmk+1
(
pk+1(ωˆ) · V m−1(Sk+1)
) (2.10)
mit dm∗k = argmin
dk∈D
ck(Sk, dk) + ∑
ωˆ∈Ωˆmk+1
(
pk+1(ωˆ) · V m−1(Sk+1)
).
11 if k > 1 then
12 Aktualisiere V m−1(Sk+1):
13 V m(Sk) = (1− αm−1)V m−1(Sk) + αm−1vˆmk
14 end
15 Gehe zum nächsten Zustand über:
16 Smk
dm∗k ,ω
m
k−→ Smk+1
17 end
18 Erhöhe m.
19 end
20 return V M(Sk), ∀Sk
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Es ist sofort ersichtlich, dass nun der Erwartungswert nach außen gewandert ist.
Die scheinbare Schwierigkeit, ein Optimierungsproblem innerhalb eines Erwar-
tungswert lösen zu müssen, stellt sich als programmiertechnischer Vorteil heraus.
Sei V
(
Sdkk
)
eine Abschätzung des Wertes des PDS Sdkk . Angenommen, wir befin-
den uns in Iteration m eines ADP-Algorithmus. Dann lässt sich die Entscheidung
wie folgt auswählen:
vˆmk = min
dk∈D
(
ck(Sk, dk) + γV
(
Sdkk
))
. (2.13)
Der wichtige Vorteil ist, dass dieses Minimierungsproblem jetzt deterministisch ist.
Ein weiterer Vorteil und zusätzlich eine Effizienzsteigerung bietet sich dadurch,
dass vˆmk eine Realisierung mit doppelter Information ist. Zum einen kann es zur
Bewertung von Sdkk und zum anderen zur Bewertung von dk genutzt werden, da
dk uns in den entsprechenden PDS geführt hat. Folglich können wir die Werte
V
(
S
dk−1
k−1
)
wie folgt aktualisieren:
V
m
(S
dk−1
k−1 ) = (1− αm−1)V
m−1
(S
dk−1
k−1 ) + αm−1vˆ
m
k . (2.14)
Die Betrachtung des PDS vereinfacht oft das Erreichen einer guten Approxima-
tion [58]. Mit dieser Umstellung können wir aus Algorithmus 1 den verbesserten
Algorithmus 2 ableiten.
Durch die Nutzung des PDS umgehen wir die Schätzung des Erwartungswertes in-
nerhalb der Optimierungsproblems. Außerdem ist die Struktur der Werte V (Sdkk )
ohne Erwartungswert direkt kontrollierbar und so je nach Notwendigkeit anpass-
bar.
Trotz des eleganten Vorgehens bleiben die zwei anderen Komplexitätsherausforde-
rungen des Zustands- und Entscheidungsraums bestehen. Ein zu großer Zustands-
raum brächte ebenso große Wertetabellen mit sich. Davon abgesehen, dass diese zu
einem Speicherproblem führen können, wäre die Lernperformance geschwächt, da
der einzelne Zustand weniger oft besucht würde. Dieses Problem löst eine Aggre-
gation der Zustände. Dies kann auf verschiedenste Arten und Weisen geschehen.
Mögliche Werkzeuge sind z.B. Clusterings zum Zusammenfassen der Zustände zu
Gruppen. Die Größe des Entscheidungsraums bestimmt die Anzahl der Rechen-
operationen in Formel 2.15. Je mehr Optionen es gibt, desto umfangreicher ist die
Suche nach dem Minimum. Auch hier kann es helfen, Entscheidungen zu bündeln,
oder durch Dekomposition die Entscheidungsvariablen auf Teilprobleme zu bezie-
hen und so zu vereinfachen.
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Algorithmus 2: ADP-Algorithmus mit Post-Decision-Zustand
1 Initialisierung:
2 Initialisiere V 0(Sdkk ), ∀Sdkk .
3 Setze M .
4 m = 1
5 Initialisiere S0.
6 while m ≤M do
7 Generiere Zufallsnachfragen ωm.
8 for k = 1, ..., K do
9 Löse
vˆmk = min
dk∈D
(
ck(Sk, dk) + γV
(
Sdkk
))
(2.15)
mit dm∗k = argmin
dk∈D
(
ck(Sk, dk) + γV
(
Sdkk
))
.
10 if k > 1 then
11 Aktualisiere V dkm−1(Sdkk−1):
12 V dkm(Sdkk−1) = (1− αm−1)V
dkm−1
(Sdkk−1) + αm−1vˆ
m
k
13 end
14 Gehe zum nächsten Post-Decision-Zustand über:
15 Smk
dm∗k−→ Sdkmk
16 Gehe zum nächsten Zustand über:
17 Sdkmk
ωmk−→ Smk+1
18 end
19 Erhöhe m.
20 end
21 return V M(Sdkk ), ∀Sdkk
24
2. Grundlagen und Definitionen
Der Einsatz dieser Algorithmen und Aggregationswerkzeuge wird in den folgen-
den Kapiteln 3 aus mathematischer und 4 aus methodischer Sicht erläutert. Die
Umsetzung erfolgt in Kapitel 5.
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Dieses Kapitel modelliert die Problemstellung aus Kapitel 2.1.5 mathematisch.
Unter Anwendung der Notation aus Kapitel 2.3 wird die Komplexität des Pro-
blems dargelegt. In Kapitel 3.3 und 3.4 folgen die Maßnahmen zur Reduktion der
Komplexität mittels Dekomposition und Aggregation.
3.1. Mathematische Formulierung
In Kapitel 2.1.3 wurde zusammengetragen, welche Teile des Repositionierungspro-
blems durch welche Modelle der Literatur beschrieben werden können. Da taktische
und operative Maßnahmen kombiniert betrachtet werden, handelt es sich bei dem
in Kapitel 2.1.5 verbal formulierten Problem um eine Form des Inventory Routing
Problems (IRP). Coelho et al. [15] geben in ihrem Paper eine umfassende Über-
sicht über Varianten, Modelle und Algorithmen des IRP aus den letzten 30 Jahren.
Bevor zur Definition des IRP übergegangen wird, folgt zunächst ein Kapitel zur
Klassifikation von mathematischen Modellen.
3.1.1. Klassifikation von Modellen
Bei der Charakterisierung von Modellen sind für die folgenden Kapitel zwei Eigen-
schaften von besonderer Relevanz (siehe [27] oder [42]).
• Informationsgrad über die Daten
• Zeitliche Entwicklung von Modellparametern
Im Hinblick auf den Informationsgrad werden deterministische und stochastische
Modelle unterschieden. Während deterministische Modelle nur feste Modellpara-
meter enthalten, also alle Informationen sicher sind, nimmt man in stochastischen
Modellen bestimmte Verteilungen an bzw. schätzt mehrere mögliche Werte sowie
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deren Wahrscheinlichkeiten. Für deterministische Modelle lassen sich mit geeigne-
ten Verfahren optimale Lösungen finden, für stochastische sind nur Aussagen über
wahrscheinliche Lösungsgüten möglich.
Bei der zeitlichen Entwicklung von Modellparametern grenzt man statische von
dynamischen Modellen ab. Statische Modelle beinhalten im Planungszeitraum un-
veränderliche Parameter. Parameter in dynamischen Modellen können hingegen
zeitlichen Schwankungen unterliegen. Statische Modelle können sinnvolle Ergeb-
nisse bei kurzen Planungshorizonten liefern, wenn eine Entscheidung keinen Ein-
fluss auf Folgeperioden hat. Da dies selten der Fall ist, sollten Entscheidungen
in dynamischen Problemen auch basierend auf dynamischen Modellen getroffen
werden.
3.1.2. Das Inventory Routing Problem
Das grundlegende IRP-Modell ist auf dem Graphen G(V , E) mit der Knotenmenge
V = {0, ..., n} und der Kantenmenge E = {(i, j)|i, j ∈ V mit i 6= j} definiert. Kno-
ten 0 bezeichnet dabei das Depot, die übrigen Knoten i Kundenstandorte. Für De-
pot sowie Kundenstandorte fallen Lagerhaltungskosten cli pro Periode t ∈ {0, ..., T}
an. Ci bezeichnet die Lagerkapazität jedes Knoten i. Die Produktionsrate im De-
pot wird mit rt bezeichnet und es soll die Annahme gelten, dass genug produziert
wird, um allen Bedarf
n∑
i=1
T∑
t=0
dti zu decken. Lagerbestände I ti am Knoten i zum
Zeitpunkt t sind nichtnegativ. Eine Menge von Transportfahrzeugen v ∈ {1, ..., V }
mit Ladekapazität Qv steht zur Verfügung. Die Kosten im Sinne der Fahrtzeit
oder Benzinverbrauch (je nach Anwendungsfall) auf Kante (i, j) betragen ctrij . Das
Ziel ist, die Gesamtkosten zu minimieren, während der Bedarf eines jeden Kunden
gedeckt wird. Eine Lösung des Problems legt fest, zu welcher Periode t welcher
Kunde i von welchem Transporter v mit welcher Menge qvti beliefert wird.
Das IRP gehört schon in dieser grundlegenden statischen und deterministischen
Formulierung in die Klasse der NP-schwierigen Probleme, da es das Vehicle Rou-
ting Problem (VRP) umfasst. Es gibt trotzdem einige Vorschläge für exakte Al-
gorithmen in der Literatur. Archetti et al. [2] schlagen einen Branch-and-Cut-
Algorithmus zur exakten Lösung des IRP mit einem Fahrzeug vor. Dieser Ansatz
wird mit Kürzeste-Wege-Netzwerken und einer initialen oberen Schranke durch
Solyalı und Süral [75] verbessert. Coelho et al. [16] haben neue Algorithmen einge-
führt, die den Ansatz von Archetti et al. [2] auf den Fall mit mehreren Fahrzeugen
erweitern. In den Formeln 3.1 ff. wird diese Version des IRP unter der Annahme,
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dass die Lager der Kunden immer voll gefüllt werden, formuliert.
min
 n∑
i=1
T∑
t=0
cliI
t
i +
n∑
i=1
n∑
j=1
i<j
V∑
v=1
T∑
t=0
ctrijx
vt
ij
 (3.1)
u.d.N. I t0 = I
t−1
0 + r
t −
V∑
v=1
n∑
i=1
qvti , ∀t (3.2)
I ti = I
t−1
i +
V∑
v=1
qvti − dti,∀i ∈ V\{0},∀t (3.3)
I ti ≥ 0,∀i,∀t (3.4)
I ti ≤ Ci,∀i, ∀t (3.5)
V∑
v=1
qvti ≤ Ci − I t−1i ,∀i ∈ V\{0},∀t (3.6)
qvti ≥ Ciyvti − I t−1i ,∀i ∈ V\{0},∀v,∀t (3.7)
qvti ≤ Ciyvti , ∀i ∈ V\{0},∀v,∀t (3.8)
V∑
v=1
qvti ≤ Qvyvt0 ,∀v,∀t (3.9)
n∑
j=1
i<j
xvtij +
n∑
j=1
i>j
xvtji = 2y
vt
i ,∀i,∀v,∀t (3.10)
∑
i∈S
∑
j∈S
i<j
xvtij ≤
∑
i∈S
yvti − yvtm,∀S ⊆ V ,∀v,∀t,∀m ∈ S (3.11)
qvti ≥ 0,∀i ∈ V\{0},∀v,∀t (3.12)
xvtij ∈ {0, 1},∀i, j ∈ V , ∀v,∀t (3.13)
yvti ∈ {0, 1}, ∀i ∈ V\{0},∀v,∀t (3.14)
Formel 3.1 ist die Zielfunktion, welche die Summe aus Lager- und Routingkosten
minimiert. Die Entscheidungsvariablen sind xvtij , welche beschreiben, ob die Kante
von i nach j in t von Fahrzeug v befahren wird, und yvti welche besagen, ob Station
i von Fahrzeug v in t angefahren wird. 3.2 und 3.3 beschreiben die Bestandsüber-
gänge in Depot- und Kundenlagern. 3.4 und 3.5 beschränken die Lagerbestände
durch 0 und die jeweilige Kapazität Ci an den Stationen i. Die Restriktionen 3.6 bis
3.8 bewirken, dass die Liefermengen die Kapazitäten der Lager nicht überschreiten
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aber sie vollständig füllen und dass nur geliefert werden kann, wenn das Fahrzeug
den Kunden auch besucht. 3.9 stellt sicher, dass kein Fahrzeug zu viel lädt. Be-
dingung 3.10 sorgt für gleichen Zu- und Abfluss von Fahrzeugen an den Knoten
und Bedingung 3.11 verhindert die Bildung von Subtouren. 3.12 bis 3.14 sind die
Nichtnegativitätsbedingung für die Liefermengen sowie die Binärbedingungen für
die Kantennutzung bzw. den Besuch der Stationen.
Die heuristischen Verfahren im Gebiet des IRPs haben eine offensichtliche Ent-
wicklung durchlebt. Während die frühen Ansätze vereinfachte Problemstellungen
betrachteten, können neuere Verfahren auch komplexe Probleme lösen. Erstere
durchsuchten mit einfachen Nachbarschaftsoperatoren den Suchraum und dekom-
ponierten das IRP in hierarchische Subprobleme. Beispielhaft ist hier der Beitrag
von Dror und Levy [28] zu nennen, welcher Verbesserungsverfahren für das IRP
vorschlägt. Neuere Verfahren bauen auf Metaheuristiken, welche lokale Suchen
mit Strategien verbinden, die lokale Optima wieder verlassen können. Folgende
Beiträge sind allgemeiner Natur und nicht auf bestimmte Problemstellungen be-
zogen. Das Buch „Design of Modern Heuristics“ von Rothlauf [69] beschreibt die
grundlegenden Konzepte hinter verschiedenen Heuristiken und erläutert von Grund
auf, wie ein Problem beschaffen sein muss, damit eine Heuristik effizient darauf
zugeschnitten werden kann. Ein Handbuch über Metaheuristiken veröffentlichten
Gendreau und Potvin 2003, eine Neuauflage erfolgte 2010 [34]. Es umfasst neben
vielen Beiträgen zu verschiedensten Metaheuristiken auch ein Paper von Raidl et
al., welches die Weiterentwicklung metaheuristischer Ansätze durch die Hybridi-
sierung verschiedener Metaheuristiken beschreibt [62]. Hybride Metaheuristiken
performen demnach bei bestimmten Problemstellungen besser als ihre jeweiligen
Bestandteile.
Es wird jedoch in keiner dieser Arbeiten das dynamische und stochastische IRP
(DSIRP) thematisiert. Diese beiden Eigenschaften machen das IRP ungleich schwie-
riger. Um der Modellierung des Repositionierungsproblems näher zu kommen, müs-
sen sie aber mit einbezogen werden. Die mathematische Formulierung unterschei-
det sich in der Hinsicht, dass die Nachfrage dti nun eine Zufallsvariable ist. Zudem
erweitert sich die Zielfunktion um einen Strafterm, der nicht erfüllte Nachfrage
bestraft. Die Zielfunktion aus Formel 3.1 wird dann zu
min
 n∑
i=1
T∑
t=0
cliI
t
i +
n∑
i=1
n∑
j=1
i<j
V∑
v=1
T∑
t=0
ctrijx
vt
ij +
n∑
i=1
T∑
t=0
cplti
 (3.15)
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wobei cp der Strafkostenterm und lti die Fehlmenge an Knoten i zur Zeit t ist.
Um keine negativen Bestände zu erhalten, nimmt man die Fehlmengen mit in die
Bestandsgleichungen auf.
I ti = I
t−1
i +
V∑
v=1
qvti − dti + lti, ∀i ∈ V\{0},∀t (3.16)
Der dynamische Aspekt wird in der Literatur durch das mehrfache Lösen von
statischen Modellen eingebaut. Dabei kommen Verfahren zum Einsatz, die die
Möglichkeit haben, zukünftige Ereignisse abzuschätzen und in die Lösung einzu-
beziehen. Dies ist auch in den folgenden zwei Beiträgen der Fall. Bertazzi et al. [8]
stellen eine Modellierung des DSIRP als dynamisches Programm vor. Dieses lösen
sie heuristisch mit einem hybriden Rollout-Algorithmus. Die Idee dabei ist, mittels
einer Heuristik, der sogenannten base policy (Basispolitik), die Kosten eine Peri-
ode im Voraus abzuschätzen. Der Algorithmus wurde auf Instanzen mit drei und
sechs Perioden getestet und konnte sie mit bis zu 50 bzw. 25 Kunden lösen. Co-
elho et al. [17] vergleichen verschiedene Lösungsstrategien des DSIRP und binden
diese in ein dynamisches rolling-horizon-Framework ein. In jeder Periode wird das
statische Problem mit einer adaptiven Large-Neighborhood-Search (ALNS) gelöst.
Sie nutzen außerdem Nachfragevorhersagen und Umladevorgänge und evaluieren
deren Einfluss auf die Lösung. Dieses Verfahren wurde auf Instanzen mit bis zu
200 Kunden und 20 Perioden getestet. Beide Paper betrachten das DSIRP mit nur
einem Fahrzeug.
Mit dem DSIRP sind wir der Modellierung des Repositionierungsproblems aus
2.1.5 zwar ein Stück entgegen gekommen. Stationen und Depot im BSS entspre-
chen Kunden und Depot im IRP, die Fahrzeugmenge und deren Routingbedin-
gungen können auch weitestgehend übernommen werden. Allerdings gibt es noch
einige gravierende Unterschiede. In Kapitel 3.1.3 werden diese herausgestellt und
eine mathematische Modellierung vorgestellt.
3.1.3. Das Repositionierungsproblem
Der wichtigste Unterschied zum DSIRP ist die Nachfragebeschaffenheit in einem
BSS. Es gibt zwei verschiedene Arten von Nachfragen. Auf der einen Seite gibt
es die Nachfrage nach Fahrrädern, auf der anderen die nach Fahrradstellplätzen.
Dies führt dazu, dass der Füllstand in einer Station nach oben und unten reguliert
werden muss. Beide Kapazitätsgrenzen können zu Kundenumwegen führen, wenn
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ein Kunde mit Rad an eine volle Station oder ein Kunde mit Entleihwunsch an eine
leere Station kommt. Ein Transportfahrzeug führt demnach auch zwei verschiedene
Operationen durch. An Stationen mit Radnachfrage wird der Füllstand aufgefüllt,
während er an Stationen mit Stellplatznachfrage verringert wird. Die Aufgabe des
Depots verändert sich in der Hinsicht, dass es keine Lager- bzw. Produktionsstät-
te mehr ist. Es beherbergt lediglich die Transportfahrzeuge, die es sowohl ohne
Ladung verlassen, als auch ohne Ladung zurückkehren. Diese Aspekte sind aus
Pickup-and-Delivery-Problemen (PDP) bekannt. In der Literatur finden sich so-
wohl Forschungsbeiträge zum one-commodity Pickup-and-Delivery Travelling Sa-
lesman Problem (1-PDTSP) als auch zum one-commodity Pickup-and-Delivery
VRP (1-PDVRP). Hernández-Pérez et al. [38] beschreiben das 1-PDTSP als TSP,
in dem ein Transporter mit gewisser Kapazität verschiedene Städte entweder mit
einem Gut beliefern oder dieses Gut dort abholen muss. Sie schlagen zwei heuris-
tische Ansätze vor, mit denen sie Instanzen von bis zu 100 Städten in unter 15
Minuten lösen können. Hosny und Mumford [40] nutzen einen hybriden Algorith-
mus aus VNS und Simulated Annealing (SA) und lösen damit Instanzen mit bis
zu 500 Kunden. Sie vergleichen ihre Ergebnisse mit denen von Zhao et al. [83].
Die Ergebnisse deren genetischen Algorithmus’ verbessern sie, aufsteigend mit der
Größe der Instanz, in 50% bis 100% der Testfälle. Martinovic et al. [47] stellen zwar
das 1-PDVRP vor, beschränken dann jedoch die Anzahl der Transporter auf eins.
Der vorgeschlagene iterative modifizierte SA-Ansatz löst Instanzen mit bis zu 70
Knoten. Einen Vergleich von verschiedenen Lösungsmethoden für das 1-PDVRP
liefern Gunes et al. [36]. Zunächst stellen sie einen Mixed Integer Programming-
und einen Constraint Programming-Ansatz vor, die das Problem allerdings nur mit
bis zu 18 Kunden und einem Transporter optimal lösen können. Der Constraint-
Based Local Search schafft ohne Optimalitätsgarantie Instanzen mit bis zu 130
Kunden und neun Fahrzeugen.
All diese Ansätze sind deterministischer Natur und beinhalten keine Entscheidung
über die Belieferungs- oder Abholmenge. Alle Nachfragen werden als gegeben ange-
nommen. Folglich ist keine der existierenden Modellierungen anwendbar. Die pas-
sende Modellierung des Repositionierungsproblems wäre eine stochastische und dy-
namische one commodity IRP-Variante mit Pickups und Deliveries (1-DSIRPPD).
Für die mathematische Formulierung nutzen wir folgende Notation. Wie das IRP
sei das Repositionierungsproblem auf dem Graphen G(V , E) definiert. Depot und
Stationen i = 0, ..., n sind dabei die Knoten des Graphen. Die Lauf- bzw. Fahrtzei-
ten per Rad oder Transporter cfij, cbij und ctrij sind mit den Kanten assoziiert. Jede
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Station i hat eine Kapazität Ci und zu jeder Periode t einen Füllstand bit ∈ [0, Ci]
von Fahrrädern. Die Transportermenge sei durch die Menge aller v = 1, ..., V ge-
geben und die Transporter haben eine Ladekapazität von Qv. Die Lademenge zur
Periode t sei qvt ∈ [0, Qv]. Die Liefer- oder Abtransportmenge von Rädern durch
Transporter v zu oder von Station i zu Periode t sei repivt ∈ Z. Dabei stehen
positive Werte für Lieferungen und negative für Abholungen. Für die Lieferung
oder Abholung von Rädern fällt jeweils eine fixe Servicezeit cs pro Mengeneinheit
an. Die Anzahl der Entleihungen an Station i zur Periode t ist eit, die Anzahl der
Rückgaben rit. Dabei ist eit eine poissonverteilte Zufallszahl mit Parameter λit.
Die Zielortwahl nach einem Entleihereignis ist diskret auf die Stationen verteilt.
rit ergibt sich also aus der Summe der Entleihereignisse, die jeweils in t − cbji an
allen Stationen j stattgefunden haben und i zum Ziel haben. Kann aufgrund der
Kapazitätrestriktionen eine Nachfrage nicht erfüllt werden, entstehen Kundenum-
wege cdetit (bit). Abhängig davon, ob sie ein Rad oder einen Stellplatz nachfragen,
laufen oder fahren sie zur nächstgelegenen Station um einen erneuten Entleih- oder
Rückgabeversuch zu starten. Nicht realisierte Entleihungen oder Rückgaben wer-
den mit neit bzw. nrit bezeichnet. Wir minimieren eine kombinierte Zielfunktion
aus den Transporterfahrtzeiten, den Servicezeiten und den Kundenumwegen.
min
 n∑
i=1
n∑
j=1
i<j
V∑
v=1
T∑
t=0
ctrijxijv +
n∑
i=1
V∑
v=1
T∑
t=0
|repivt| · cs +
n∑
i=1
T∑
t=0
cdetit (bit)

(3.17)
u.d.N. bit = bit−1 − eit−1 + rit−1 + neit−1 − nrit−1 +
V∑
v=1
repivt,∀i,∀t > 0
(3.18)
0 ≤ bit ≤ Ci,∀i,∀t (3.19)
− bit ≤
V∑
v=1
repivt ≤ Ci − bit,∀i,∀t (3.20)
|repivt| ≤
yivtbit, für repivt ≤ 0yivt (Ci − bit) , für repivt ≥ 0 ,∀i ∈ V\{0},∀v,∀t
(3.21)
n∑
j=1
i<j
xijvt +
n∑
j=1
i>j
xjivt = 2yivt,∀i, ∀v,∀t (3.22)
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0 ≤
L∑
l=1
repivtl ≤ Qv,∀v, L = 1, ..., |{repivtl}| (3.23)∑
i∈S
∑
j∈S
i<j
xijvt ≤
∑
i∈S
yivt − ymvt,∀v,∀S ⊆ Vv,∀t,∀m ∈ S (3.24)
repivt ∈ Z,∀i ∈ V\{0},∀v,∀t (3.25)
xijvt ∈ {0, 1},∀i, j ∈ V ,∀v,∀t (3.26)
yivt ∈ {0, 1},∀i ∈ V\{0},∀v,∀t (3.27)
Die Zielfunktion 3.17 hat eine andere Zusammensetzung als im IRP. Der operati-
ve Teil wird durch die Servicekosten erweitert. Der Strafterm ist nicht direkt auf
die Bestände und nicht erfüllte Nachfragen bezogen, sondern beides wird in den
Kundenumwegen zusammenfasst. Zu den Entscheidungsvariablen wird eine dritte,
nämlich repivt, hinzugefügt. Formel 3.18 entspricht den Bestandsübergängen an
den Stationen. Diese sind nicht mehr nur abhängig von einer Nachfrage, sondern
von zwei Nachfragen in beide Richtungen der Kapazitätsgrenzen. Hinzu kommen
die Repositionierungen und die Fehlmengen von Rädern sowie Stellplätzen. 3.19
beschränkt die Bestände und 3.20 die repositionierten Mengen. Restriktion 3.21
zwingt die Repositionierungsmengen auf 0, wenn die entsprechende Station nicht
besucht wird. 3.22 reguliert Zu- und Abflüsse der Transporterfahrten. 3.23 sorgt
dafür, dass die Transporterkapazitäten zu keinem Zeitpunkt der Tour verletzt wer-
den. Dafür wird der Index l so definiert, dass er die Lieferungen und Abholungen
einer Tour von Fahrzeug v aufsteigend nach t sortiert. Die Subtourbedingung 3.24
wird für jede Teilknotenmenge Vv ⊆ V einzeln benötigt. Dabei ist Vv die Men-
ge der Knoten, die von Fahrzeug v angefahren werden. Die Restriktionen für die
Variablen sind von 3.25 bis 3.27 festgehalten.
3.2. Komplexität
Die Vorgänge in einem Bike-Sharing-System (BSS) lassen sich sehr gut als Mar-
kovprozess (siehe Kapitel 2.3.1) darstellen. Wir definieren dafür eine Menge von
Entscheidungspunkten k = 1, ..., K, die im Zeithorizont t = 0, ..., T liegen. Dabei
sind die wichtigen Variablen zum Entscheidungszeitpunkt k wie folgt belegt:
• Zustandsvariable - Füllstände (Fahrradbestände) bik an allen Stationen
i = 1, ..., n, Positionen posv der Transportfahrzeuge v = 1, ..., V
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• Entscheidungsvariable - Entscheidung dk über Wunschfüllstände b∗ik, Fahr-
radtransporte und deren Umsetzung im Routing
• äußerer Einfluss - stochastische Kundennachfrage nach Rädern oder Stell-
plätzen ωk =
(
k+1∑
t=k
eit,
k+1∑
t=k
rit
)
,∀i
• Zustandsübergang - Veränderung der Füllstände und Positionen von Sk
nach Sk+1 unter Berücksichtigung der Entscheidung dk und des äußeren Ein-
flusses ωk
• Kosten- bzw. Ertragsfunktion - Transportaufwand ctrk (dk) + csk(dk) ab-
hängig von der Entscheidung dk und Kundenumwege cdetk (Sk, dk, ωk) abhängig
von Zustand Sk, Entscheidung dk und stochastischer Kundennachfrage ωk
• Zielfunktion - min
pi∈Π
E
K∑
k=1
ctrk (d
pi
k(Sk))+c
s
k(d
pi
k(Sk))+c
det
k (Sk, d
pi
k(Sk), ωk), wobei
pi die entsprechend gewählte Entscheidungspolitik aus der Menge der mögli-
chen Politiken Π ist.
Um die Notation übersichtlich zu halten, fassen wir den Aufwand für Routing ctrk
und Auf- bzw. Abladen csk zusammen und schreiben im Folgenden für beides zu-
sammen ctrk .
Wie in Kapitel 2.3.2.1 herausgestellt, ergibt sich aus der Kombination von Zustands-
und Entscheidungsraum sowie des zu berechnenden Erwartungswertes eine sehr
hohe Dimensionalität. Der Zustandsraum setzt sich aus den Kombinationen der
Positionen sowie der möglichen Lademengen der Transportfahrzeuge und den Kom-
binationen möglicher Füllstände an den Stationen zusammen. Seine Größe kann
also mit
Q|V |v · n|V | ·
n∏
i=1
Ci (3.28)
abgeschätzt werden. Dabei ist V die Menge der Repositionierungsfahrzeuge und Qv
die jeweilige Ladekapazität. Q|V |v ·n|V | gibt also die Anzahl an möglichen Anordnun-
gen der Fahrzeuge im System sowie die Kombinationen an Lademengen wieder. Ci
sind die Kapazitäten der Stationen. Der Entscheidungsraum umfasst die möglichen
Entscheidungen über die einzelnen Belieferungen oder Abholungen kombiniert mit
der zugehörigen Route. Als Anzahl möglicher Entscheidungskombinationen über
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alle Stationen ergibt sich
n∏
i=1
(2Ci + 1) . (3.29)
Die Anzahl möglicher Tourenkombinationen ist im Fall, dass jede Station nur ein-
mal besucht wird, durch
n! · |V |n (3.30)
beschränkt. Der erste Teil des Terms gibt dabei die Anzahl der möglichen Reihen-
folgen der Stationen in einer Tour wieder, während der zweite Teil die Anzahl der
möglichen Verteilungen aller Stationsbesuche auf die Fahrzeuge ist. Es ist ersicht-
lich, dass für reale Größen von n die Menge an Zuständen nicht in angemessener
Rechenzeit zu erhalten ist. Noch länger würde es dauern, die Erwartungswerte für
jeden zu berechnen. Im Folgenden werden ein Dekompositions- und ein Aggregati-
onsansatz vorgeschlagen, welche den Entscheidungsraum bzw. den Zustandsraum
reduzieren können.
3.3. Dekomposition
Die hier vorgeschlagene Dekomposition dient zur Reduktion des Entscheidungs-
raums. Durch die Trennung des Gesamtproblems in ein Inventory Problem (IP)
und ein nachgelagertes Routing teilen wir die Entscheidungsvariablen in zwei Grup-
pen. Im IP betrachten wir lediglich die Kombinationen an Bestandsänderungen
(Komplexität wie in Formel 3.29) und nicht mehr die Binärvariablen. Das eigent-
liche Routing erfolgt anschließend heuristisch (siehe Kapitel 5.3). Dabei liegt die
schwerwiegendere Entscheidung in der Lösung des IP, welche dann durch das Rou-
ting umgesetzt wird.
Für das IP kommt ein Ansatz der ADP zum Einsatz. Wir bedienen uns der Nota-
tion der dynamischen Programmierung aus Kapitel 2.3. Die Entscheidung dk wird
in jedem Entscheidungszeitpunkt k basierend auf der resultierenden Summe des
geschätzten aktuellen Transportaufwandes und der erwarteten zukünftigen Kun-
denumwege und Repositionierungen getroffen. Die zu minimierende Gesamtsumme
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ist durch
min
(dk)
K
k=1
K∑
k=1
ctrk (dk) + c
det
k (Sk, dk, ωk) (3.31)
gegeben. Der Wert V (Sk) eines Zustands Sk ist dann
V (Sk) = min
dk∈D
(
ctrk (dk) + E
{
cdetk (Sk, dk, ωk)
}
+ E {γV (Sk+1)|Sk}
)
. (3.32)
Wie in Kapitel 2.3.2.2 gezeigt wurde, bringt die Einführung eines Post-Decision-
Zustandes (PDS) Sdkk Vorteile mit sich. Der Wert von S
dk
k ergibt sich aus
V (S
dk−1
k−1 ) = c
det
k (Sk−1, dk−1, ωk−1) + E
{
min
dk∈D
(
cˆtrk (dk) + γV (S
dk
k )|Sdk−1k−1
)}
.
(3.33)
Dabei trennen sich die zu minimierenden Terme in zwei Betrachtungszeitpunkte
auf. Die Kundenumwege entstehen durch den äußeren Einfluss ωk, der Routingauf-
wand durch die Entscheidung dk jeweils in der Periode k. Bei der Betrachtung des
PDS Sdkk liegt aber die Entscheidung in der Vergangenheit, während der äußere
Einfluss noch bevor steht. In seinen Wert fließt also die aktuelle Entscheidung nicht
mehr ein, sondern ausschließlich die zukünftigen. Die Kundenumwege aus ωk sind
aber in jedem Fall dem PDS Sdkk anzurechnen. Wenn V
(
Sdkk
)
eine Abschätzung
des Wertes des PDS Sdkk ist und wir uns in Iteration m eines ADP-Algorithmus
befinden, dann lässt sich die Entscheidung nach folgender Regel auswählen:
vˆmk = c
det
k (Sk−1, dk−1, ωk−1) + min
dk∈D
(
cˆtrk (dk) + γV
(
Sdkk
))
(3.34)
Da zum Entscheidungszeitpunkt k die entsprechenden Umwege schon vorliegen,
wirken sie sich nicht mehr auf die Entscheidung aus, sehr wohl aber auf den Wert
des vorausgehenden PDS Sdk−1k−1 . Mit der Lösung dieses deterministischen Minimie-
rungsproblems können wir nun die Schätzwerte der PDS nach der Formel 2.14
aktualisieren:
V
m
(S
dk−1
k−1 ) = (1− αm−1)V
m−1
(S
dk−1
k−1 ) + αm−1vˆ
m
k .
Da dk ausschließlich über die Bestandsregulierungen entscheidet, können der Auf-
wand für Routing und Service nur abgeschätzt werden: cˆtrk (dk) ≈ ctrk (dk). Dies
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geschieht parallel zum ADP-Verfahren. Während durch iterative Simulation und
Aktualisierung der PDS-Werte die Auswahl der besten Entscheidung gelernt wird,
kann der Routingaufwand, der aus Entscheidung dk resultiert, durch multiple heu-
ristische Realisierung in den Simulationen angenähert werden. Sei (ctrk (dk))
m der
Aufwand derm-ten Realisierung der Entscheidung dk in der Simulation. Denm-ten
Schätzwert (cˆtrk (dk))
m erhält man dann durch
(
cˆtrk (dk)
)m
= (1− αm−1)
(
cˆtrk (dk)
)m−1
+ αm−1
(
ctrk (dk)
)m
, (3.35)
wobei αm wieder ein entsprechend glättender Faktor ist.
In Kapitel 4 wird diese Dekomposition des IRP in Hinblick auf die Informations-
flüsse im Kontext eines betrieblichen Informationssystems eingeordnet.
3.4. Aggregation
Sowohl Zustands- als auch Entscheidungsraum des Repositionierungsproblems in
realen Instanzgrößen müssen reduziert werden, damit sie für die ADP handhabbar
werden. Dabei muss auf ein Gleichgewicht zwischen Genauigkeit und Berechenbar-
keit geachtet werden. Liegen zu viele Zustände und Entscheidungen vor, so ist der
Rechen- und Speicheraufwand hoch. Die Lernleistung des Algorithmus ist womög-
lich schlechter, weil der einzelne Zustand zu selten erreicht wird. Sind die Intervalle
zu grob gewählt, dann verlieren sie an Aussagekraft. Zwar werden die Zustände
häufig erreicht, aber möglicherweise mit unterschiedlichen Ausgängen, da sehr un-
terschiedliche Füllstände in eine Kategorie fallen könnten. Um eine ausreichende
Approximation in angemessener Zeit zu erhalten, reduzieren wir Zustands- und
Entscheidungsraum auf zwei verschiedene Arten. Zum einen werden die Zustände
Sdikik und Entscheidungen dik jeder Station einzeln betrachtet. Zum anderen wer-
den die Füllstände sowie die Füllstandsänderungen zu grobkörnigen Intervallen
aggregiert. Die Einzelbetrachtung der Stationen führt zwar dazu, dass wir für je-
de Station ein IP zu lösen haben, verringert aber den kombinatorischen Umfang
drastisch auf
n · nmax
i=1
{ivli} . (3.36)
Mit ivli wird die Anzahl der betrachteten Intervalle an Station i bezeichnet. Die
Größe des Zustandsraumes lässt sich folglich für jedes der einzelnen IP mit der
Menge der Füllstandsintervalle beschreiben. Die Position der Transportfahrzeuge
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wird für die einzelne Station nicht mehr benötigt. Es empfiehlt sich, den Entschei-
dungsraum ebenso grobkörnig zu aggregieren wie den Zustandsraum, damit die
Füllstandsänderungen zu den entsprechenden Intervallen an der Station passen.
Außerdem hätte eine Entscheidung auf ein Fahrrad genau gegenüber der Grobkör-
nigkeit des Zustandsraumes wenig Sinn, da kleine Veränderungen keine Zustands-
änderungen hervorrufen würden. Hinzu kommt noch, dass sie in vielen Fällen zur
Unlösbarkeit führen könnte. Die Größe des Entscheidungsraumes ist also durch die
Menge an Veränderungsoptionen pro Station gegeben:
2 · ivli +1. (3.37)
Kapitel 5 erläutert ausführlich, wie und an welcher Stelle im Modell unseres be-
trieblichen Informationssystems die Dekomposition sowie die Aggregation statt-
finden.
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Nachdem im vorhergehenden Kapitel 3 das Repositionierungsproblem mathema-
tisch formuliert wurde, betrachten wir nun unseren Planungsansatz zur Problemlö-
sung als Teil eines Informationssystems (IS) im betrieblichen Sinne. Ferstl und Sinz
[31] vergleichen das betriebliche IS mit dem menschlichen Nervensystem, welches
alle Aktivitäten lenkt. Die Aufgaben dieses IS sind Planung, Steuerung und Kon-
trolle der betrieblichen Prozesse sowie der Interaktionen mit der Umwelt. Auf eine
ähnliche Art beschreibt Schneeweiß [70] verteilte Entscheidungssysteme (DDMS,
Distributed Decision Making Systems) im betrieblichen Umfeld. Diese bestehen
aus unterschiedlichen Hierarchieebenen, welche sich gegenseitig beeinflussen kön-
nen. Bezogen auf ein BSS übernimmt die Repositionierung die Aufgabe der Kon-
trolle und Steuerung des Systemablaufs. Das Repositionierungsproblem lässt sich
folglich gut in den Kontext der Modellierung betrieblicher IS einbetten. Kapitel
4.1 führt von den beiden zugrunde liegenden Modellen zu einer verfeinerten, auf
unser Problem angepassten, Darstellung eines Lenkungsebenenmodells. Die einzel-
nen Ebenen werden allgemein mit Bezug auf den Betrieb eines BSS beschrieben.
Diese allgemeinen Beschreibungen bilden den Übergang zu Kapitel 5. Dort erfolgt
die praktische Umsetzung des Ansatzes.
4.1. Lenkungsebenenmodell
In Anlehnung an das Lenkungsebenenmodell von Ferstl und Sinz [31] kann die
Dekomposition des vorliegenden Repositionierungsproblems in hierarchisch geord-
nete Ebenen gesplittet werden. Abbildung 4.1 verdeutlicht die zugrunde liegenden
Ebenen und deren Zusammenhänge. Dabei dient das operative Informationssys-
tem der unmittelbaren Lenkung eines Basissystems, während das strategische In-
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Abbildung 4.1.: Lenkungsebenenmodell nach Ferstl/Sinz [31]
formationssystem die Lenkung des vollständigen Systems auf grobkörniger, also
aggregierter Ebene zur Aufgabe hat. Hier spiegeln sich die Hierarchieebenen eines
Unternehmens wider. Beispielsweise wären in einem Produktionsbetrieb die Mitar-
beiter auf operativer Ebene für jedes einzelne Produkt verantwortlich und könnten
direkt und genau eingreifen. Das strategische Management benötigt zur Führung
des Unternehmens jedoch grobkörnige Informationen. Managemententscheidungen
finden folglich auf derselben grobkörnigen Ebene statt. Innerhalb des strategischen
Informationssystems werden Planung, Steuerung und Kontrolle unterschieden. Die
Aufgabe des Planungssystem ist es, auf Grundlage von Informationen aus den un-
teren Ebenen und von außen strategische Entscheidungen zu treffen. Diese dienen
wiederum als Führungsgrößen für die Entscheidungen auf den anderen Ebenen.
Die benötigten Informationen werden von der Kontrolle aus einem Basissystem
gewonnen und entsprechend der Anforderungen des Planungssystems vorverarbei-
tet. Die Steuerungsaufgabe besteht in der Umsetzung der Entscheidungen, die das
Planungssystem vorgibt.
Einen anderen Fokus setzt Schneeweiß bei seiner Darstellung eines zweistufigen
DDMS, wie Abbildung 4.2 zeigt. Hier wird verdeutlicht, welche Beziehungen zwi-
schen den Ebenen herrschen. Die hierarchisch höchste Position hat das Top-Level.
Dort wird die erste Entscheidung getroffen. Auf die resultierenden Anweisungen
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Abbildung 4.2.: Zweistufiges DDMS nach Schneeweiß [70]
aufbauend kann das Base-Level entscheiden und die Reaktion sowie Informationen
zur Antizipation an das Top-Level zurück melden. Die Implementierung erfolgt
in der dritten Ebene, welche bei Schneeweiß mit Object System bezeichnet wird.
Dieses kann durch ein ex-post-Feedback die Entscheidungen der oberen Ebene be-
einflussen.
Für unser angepasstes Lenkungsebenenmodell (siehe Abb. 4.3) nutzen wir Teile
von beiden vorangehenden Abbildungen. Die Planungsebene nimmt die Position
des Top-Levels ein, während die Aufgaben der Steuerung und der Kontrolle hier-
archisch zwischen dem Basissystem und der Planung stehen. Sie bekommen in
unserem speziellen Lenkungsebenenmodell für das Repositionierungsproblem eine
eigene Ebene mit dem Namen Steuerung und nehmen die Position des Base-Levels
ein. So werden die langfristigen Entscheidungen auf aggregierter Ebene von den
kurzfristigen feinkörnigen sauber getrennt. Die Ebene des Betriebs entspricht dem
Basissystem bzw. dem Object System. Eine wichtige Ergänzung sind die Infor-
mationsflüsse zwischen den Ebenen, welche jeweils Einfluss auf die benachbarte
Ebene nehmen. Es ergibt sich ein Informationskreislauf, welcher einen sinkenden
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Abbildung 4.3.: Verfeinertes Lenkungsebenenmodell
Detailgrad auf der einen Seite und einen wachsenden auf der anderen hat. Deut-
lich ist die hierarchische Datenverdichtung erkennbar, wie sie in Planungssystemen
auftritt. Mertens et al. [50] stellen sie in abstrahierter Form ähnlich der Abbildung
4.4 dar.
In den folgenden Unterkapiteln werden die einzelnen Bestandteile des verfeinerten
Abbildung 4.4.: Datenverdichtung in Planungssystemen in Anlehnung an Mertens
[50]
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Modells erläutert.
4.1.1. Betrieb
Das Basissystem bildet der Betrieb des Bike-Sharing-Systems. Dort spielen sich
alle Bewegungen im Systembetrieb ab. Es liefert operative Daten wie Stationsfüll-
stände oder Kundenfahrten. Repositionierungsfahrten oder andere betreiberseitige
Bewegungen, die durch die Planung ausgelöst werden, finden sich hier ebenso wie-
der.
4.1.2. Steuerung
Das Steuerungslevel umfasst die Aufgaben der Kontrolle und der Steuerung. Wie
in Abbildung 4.3 verdeutlicht, finden auf der Datenaggregationsseite und der Da-
tendisaggregationsseite gegenläufige Informationstransformationen statt. Die Ag-
gregationsseite wandelt aus dem Betrieb gewonnenen Daten in Informationen um,
die für die Planung notwendig sind. Die Disaggregationsseite hat die umgekehrte
Aufgabe, die Informationen aus dem Planungslevel in der Betriebsebene, also dem
Basissystem, zu implementieren. Auf beiden Seiten finden Entscheidungen statt,
die der Planung vorgegriffen bzw. nachgestellt werden. Durch ersteres wird die Pla-
nung beeinflusst, während letzteres das Planungsergebnis interpretiert. So wird auf
der Aggregationsseite die Grob- oder Feinkörnigkeit der Füllstandsintervalle festge-
legt, während der Dissaggregationsseite bei der Umsetzung der Planungsergebnisse
Entscheidungsspielräume bezüglich der Disaggregation und der Implementierung
bleiben.
4.1.3. Planung
Das Planungslevel bietet die Möglichkeit, durch Optimierung auf aggregierten Sys-
teminformationen kontrolliert in den Systembetrieb einzugreifen. Aus auf dem
Steuerungslevel vorverarbeiteten Informationen kann es eine Handlungsempfeh-
lung ableiten, welche dann durch die Steuerung auf den unteren Ebenen umgesetzt
werden kann.
Im folgenden Kapitel 5 findet das hier modellierte betriebliche IS Anwendung.
Die einzelnen Ebenen des Modells werden in eine Methodensicht überführt. Die
Implementierung erfolgt in Java.
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Dieses Kapitel überführt die Modellierung aus dem vorhergehenden Kapitel 4 in ei-
ne implementierbare Darstellung. Die einzelnen Unterkapitel beschreiben die prak-
tischen Umsetzungen der Optimierungsvorgänge und deren Implementierung in
Java.
Passt man das Lenkungsebenenmodell aus Abbildung 4.3 an das Repositionie-
rungsproblem an, entsteht folgende Methodensicht auf das Modell (siehe Abb.
5.1).
Abbildung 5.1.: Methodensicht
Auf die Inhalte, Aufgaben und Implementierung der einzelnen Ebenen wird nach-
folgend ausführlich eingegangen.
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5.1. Simulation
Der Betrieb des BSS wird im vorliegenden Fall von einer eventbasierten Simulati-
on abgebildet. Eventbasiert bedeutet, dass die Simulation mit dem Eintreten von
Ereignissen statt in festen Zeitschritten durchlaufen wird. Veränderungen werden
durch verschieden definierte Events hervorgerufen. Folglich genügt es, die Simula-
tion bei jedem Eintritt eines Events zu betrachten. Mittels eines Java-Programms
werden die Stationen i ∈ I des BSS modelliert. Jedes Objekt der Klasse Station
enthält unter anderem beschreibende Attribute für den Standort, die Kapazität Ci
und den Bestand bit in Zeitpunkt t. Das Herzstück der Simulation bildet die Event-
queue eventsmit dem zugehörigen Interface Event. In Abbildung 5.2 sind die Dia-
gramme von Event und einer beispielhaften Implementierung RandomEvent dar-
gestellt. Die Eventqueue enthält nach Eintrittszeitpunkt time geordnete Events.
Ist sie nicht leer, so wird immer das erste Element der Queue herausgenommen
(poll()) und dessen Funktion run() ausgeführt. Mit den verschiedenen Implemen-
tierungen des Interfaces Event können kundenseitige Entleih- oder Rückgabebewe-
gungen sowie betreiberseitige Repositionierungsbewegungen umgesetzt oder auch
das Simulationsende herbeigeführt werden. Unverzichtbar für eine realitätsnahe
Simulation eines BSS ist das stochastische Auftreten der Kunden. Hierfür werden
entsprechende Informationen über die Entleih- und Zielortwahrscheinlichkeiten für
die einzelnen Stationen benötigt. In dieser Simulation werden diese Informationen
aus historischen Daten des BSS Citybike in Wien [35] ermittelt. Da die Wahr-
scheinlichkeiten über den Tag variieren [80], wurde für jede Station i pro Stunde
t eines durchschnittlichen Sommerwerktages ein Exponentialverteilungsparameter
Abbildung 5.2.: Interface Event und Klasse RandomEvent
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λit für die Ereigniseintrittsrate ermittelt. Von einem Zeitpunkt t0 aus gesehen,
berechnet sich der Zeitpunkt der nächsten Entleihung durch
tnext = t0 +
(
− 1
λit0
log (1− z)
)
(5.1)
mit einer generierten Zufallszahl z ∈ [0, 1], falls tnext in dasselbe Zeitintervall wie
t0 fällt (formal: btnextc = bt0c). Eine Herleitung hierzu findet sich in Anhang A.1.
Liegt der nächste Entleihzeitpunkt außerhalb der aktuellen Stunde, muss berück-
sichtigt werden, dass die Eintrittswahrscheinlichkeiten für verschiedene Stunden
unterschiedlich sind. Darum wird iterativ für n = 1, 2, . . .
tn = bt0c+ n (5.2)
und
tnext = tn +
(
− 1
λitn
log (1− z)
)
(5.3)
solange berechnet bis btnextc = btnc. Wird diese Bedingung erfüllt, ist tnext der Zeit-
punkt des nächsten Entleihevents. Dieses wird dann mit der Funktion enqueue(Event)
in die Eventqueue einsortiert, und zum Eintrittszeitpunkt ausgeführt.
Für die Verteilung der Zielortwahl wurde für jede Stunde t und Station i eine dis-
krete Verteilung angenommen. Dabei sind die Wahrscheinlichkeiten proportional
zum Auftreten bestimmter Flüsse zwischen den Stationen verteilt und auf nicht ge-
fahrene Strecken entfällt eine kleine Restwahrscheinlichkeit. Zu jeder Kombination
aus i und t ist ein Array mit kumulierten Zielwahrscheinlichkeiten hinterlegt. Mit
einer Zufallszahl z ∈ [0, 1] wird der Rückgabeort zur entsprechenden Entleihung
bestimmt. Die Zeiten, die ein Kunde braucht, um von der einen zur anderen Sta-
tion zu gelangen, basieren im Falle des realen Systems auf Fahrtzeiten von Google
Maps. Für die künstlich erzeugten Systeme liegen Luftliniendistanzen zugrunde.
Für Fahrtzeiten mittels Auto oder Rad sowie für Laufzeiten, die der Kunde zu
Fuß zurücklegt, ist je eine Tabelle hinterlegt. Mithilfe dieser Tabellen kann der
Zeitpunkt des Erreichens der Zielstation ermittelt werden, an dem zum Beispiel
in der Folge einer Entleihung ein Rückgabeevent stattfindet, welches dann wieder
der Eventqueue hinzugefügt wird.
Um die Zulässigkeit der Bewegungen zu gewährleisten, müssen Ausnahmen imple-
mentiert werden. Falls die Kapazitätsgrenzen einer Station erreicht sind, können
Entleih- bzw. Rückgabeevents nicht stattfinden. Damit die entsprechende Nach-
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frage nicht verloren geht, wird hier angenommen, dass die Kunden zur nächstgele-
genen Station laufen oder fahren, um dort einen erneuten Entleih- oder Rückgabe-
versuch zu unternehmen. Je nachdem, welche Werte für den Nutzer von Bedeutung
sind, können während der Simulation mit dem Logger Aktionen oder Zeiten auf-
gezeichnet werden. Auf deren Basis können die Simulationsdurchläufe ausgewertet
werden. Das Ende der Simulation wird durch den Zeitparameter simulatedDays
festgelegt. Zu Beginn der Simulation wird ein EndEvent in die Eventqueue zum
gewünschten Endzeitpunkt eingefügt. Ab diesem Zeitpunkt werden keine neuen
Aktionen mehr betrachtet, während die angefangenen Aktionen aber noch vollen-
det werden, damit die zugehörigen Auswirkungen, zum Beispiel Kundenumwege,
nicht verloren gehen.
Mit diesen Elementen ist die Simulation nun lauffähig und kann ein BSS mit sto-
chastischen Kundenbewegungen modellieren. Transportfahrzeuge oder andere be-
treiberseitige Einflüsse sowie deren Planung können modular hinzugefügt werden.
Es wird für jeden Einfluss eine entsprechende Implementierung von Event definiert.
Die Modularisierung des Java-Programms lässt es zu, dass das Steuerungs- und
das Planungslevel ohne Eingriff in den Simulationsmechanismus integriert werden
können. Wie genau dies in dieser Simulation realisiert wurde, wird in den folgenden
Unterkapiteln gezeigt.
5.2. Datenaufbereitung
Das Steuerungslevel wurde im vorliegenden Fall auf zwei verschiedene Arten ver-
wendet. Die erste ist zur Generierung myopischer Repositionierungstouren, die
Daten der Simulation und vorgegebenen Regeln benötigen, die andere zur Daten-
aufbereitung für die Planung sowie der Umsetzung deren Handlungsempfehlung.
Schauen wir uns zunächst die Datenversorgung an:
Die Datenaufbereitung beschränkt sich im Fall der myopischen Touren auf eine
Extraktion der Stationsbestände aus der Simulation. Weiterhin werden eine oder
mehrere Regeln benötigt, nach der die Entscheidung über die Transporte der Räder
getroffen werden soll. Eine mögliche Regel kann zum Beispiel sein, leere Stationen
mit bestimmten Mengen zu befüllen und volle Stationen von bestimmten Mengen
an Fahrrädern zu befreien. So erhält man leicht einen Bedarfsvektor. Dieser wird,
wie in Kapitel 5.3, mittels eines Tourenplans für die Transporter umgesetzt.
Dient die Steuerung als Vor- und Nachbereitung für das Planungslevel, so sind
schon auf dieser Stufe Entscheidungen unabhängig von der Optimierung selbst zu
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treffen. Die Datenaufbereitungsseite benötigt eine Vorgabe bezüglich der Aggrega-
tionsstufe, während die Art und Weise der Disaggregation zur Einbindung in die Si-
mulation zu der Interpretationsaufgabe gehört. Beide Entscheidungen beeinflussen
die Güte der Optimierung, weswegen sie mit der Optimierungsmethodik abzustim-
men sind. Die Komplexität der Approximativen Dynamischen Programmierung,
welche hier zur Optimierung eingesetzt wird, übersteigt mit zunehmender Größe
der Zustandsräume schnell realistische Rechenzeit- und Speicherkapazitäten (siehe
Kapitel 2.3). Zudem führt, wie in Kapitel 3.4 beschrieben, eine zu feine Betrach-
tung möglicherweise zu vielen ähnlichen Zuständen. Wird aber zu grob aggregiert,
so kann das Ergebnis der Optimierung sehr ungenau und schwierig zu interpre-
tieren werden. Es muss folglich ein Mittelmaß gefunden werden. Der Simulation
wurde eine Konverter-Funktion convertState hinzugefügt, welche gesteuert durch
den Parameter numStates die Bestände an den Stationen in eine der numStates
Intervalle ivl übersetzt, mit ivl = 0, ..., numStates − 1. Dabei sind die Intervalle
jeweils annähernd gleichgroß (gerundet auf ganze Zahlen). Die Zuordnung eines
Bestands bi zu einem Intervall erfolgt nach
ivli =
⌊
bi · numStates
Ci − 1
⌋
. (5.4)
Damit erhalten wir aus den auf einzelne Fahrräder genauen Bestandsangaben einen
groben Vektor von Bestandsintervallen für jede Station i. So reduziert sich der Zu-
standsraum für jede Station auf numStates pro Stunde. Der Entscheidungsraum
wird durch einen zweiten Parameter numDecisions festgelegt. Er drückt aus, um
wieviele Intervalle der Zustand einer Station verändert werden soll. Eine unge-
rade natürliche Zahl ist hier angebracht, um sowohl gleiche Veränderungen nach
oben und unten zuzulassen als auch die Option für keine Veränderung zu haben:
d ∈ {−bnumDecisions
2
c, ..., 0, ..., bnumDecisions
2
c}. Mit diesen zwei Parametern wird al-
so vorgegriffen, auf welcher Aggregationsebene das Planungslevel agiert und auch
die entsprechende Lösung liefert. Bei der Disaggregation zur Einbindung der Lö-
sung in die Simulation muss nun aus der groben Handlungsanweisung auf eine
Fahrrad-genaue Transportmenge geschlossen werden. Diese wird hier durch die In-
tervallspannweite CinumStates der jeweiligen Station i bestimmt. So erhält man einen
Bedarfsvektor, auf dessen Grundlage analog zum myopischen Ansatz die Touren
der Transporter gebildet werden.
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5.3. Umsetzung der Touren
Die Umsetzung der Bedarfe in Touren erfolgt in zwei Schritten. Zunächst wird der
Bedarfsvektor ausgeglichen (findBestFeasible()). Dies ist notwendig, damit die
Nachfrage gleich der Angebotsmenge an Fahrrädern ist. Andernfalls müssten wäh-
rend der Touren Räder generiert werden oder verschwinden. Je nachdem, ob wir
myopisch oder antizipierend planen, können wir für den Ausgleich verschiedene
Informationen nutzen. Der myopische Ansatz vergleicht die relativen Füllstände
an den Stationen. Diese dienen zur Bewertung der Dringlichkeit. Je dichter die
Füllstände an den Stationskapazitätsgrenzen sind, desto dringender ist eine Ak-
tion. Die am wenigsten dringenden Aktionen können dann vermindert oder sogar
gestrichen werden. Im antizipierenden Fall (siehe Kapitel 5.4) kann auf die Pla-
nungsinformationen zurückgegriffen werden. Jedem Zustand ist ein bestimmter
Wert zugeordnet. Dadurch können wir auch die Wertverluste durch nicht getätigte
Aktionen bestimmen. Folglich können die Repositionierungsaktionen, die den ge-
ringsten Wertezuwachs bringen, vermindert oder gestrichen werden.
Nach dem Ausgleich werden die Bedarfe mit einem angepassten Greedy-Algorithmus
in einer Tour geordnet (getInitialRoute(demands)). Gewählt wird immer die
am schnellsten erreichbare Nachfrage. Dabei wird darauf geachtet, dass die La-
dekapazität der Fahrzeuge nicht überschritten wird. Die Tour wird dann, falls sie
nicht den Restriktionen bezüglich der Länge entspricht, in mehrere kürzere Touren
gesplittet, um die Zeitrestriktionen einzuhalten (splitRoutes(initialRoute)).
Sollte eine Teilung nicht möglich sein, so wird eine längere Tour in Kauf genom-
men. Dabei muss beachtet werden, dass der entsprechende Transporter für die
nächste Periode evtl. nicht zur Verfügung steht. Auf die so generierte Tourenlis-
te werden nacheinander verschiedene angepasste Verbesserungsheuristiken ange-
wendet. Es handelt sich um Tauschoperatoren, die einzelne Nachfragen innerhalb
der Touren (doAllInnerChanges(route)) bzw. zwischen den Touren tauschen
(optSwapBetweenRoutes(routes)). Ein weiterer Operator verschiebt Nachfrage-
paare von einer Tour in eine andere (optSwapPairsBetweenRoutes(routes)). Für
jeden der Tauschoperatoren legt ein Eingabeparameter numOperatorname die An-
zahl der Durchläufe fest. Die Abläufe der Verbesserungsverfahren sind im Algo-
rithmenkapitel B.1 im Anhang zu finden. Jede Tour der ermittelten Tourenliste
löst die Fahrt eines Transporters aus, sofern einer verfügbar ist. Dies geschieht
mittels eines TransportEvent, dem die entsprechende Tour sowie die Ankunfts-
zeit an der ersten Station übergeben werden. Das Event wird in die Eventqueue
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eingefügt, wo es dann zur entsprechenden Zeit abgearbeitet wird. Auch hier wird
auf die Zulässigkeit der Aktionen geachtet. Sollte in seltenen Fällen eine Lieferung
oder ein Abtransport nicht möglich sein, werden entsprechende Ausweichaktionen
ausgelöst.
5.4. Antizipierende Optimierung für das Inventory
Problem
Für die Lösung des IPs auf der Planungebene wird die ADP vorgeschlagen. Wie
in den Algorithmen aus Kapitel 2.3 beschrieben, kann mittels Simulation der Zu-
standsverläufe ein Sample möglicher Entscheidungsauswirkungen erzeugt werden.
Kapitel 5.1 erläutert, wie die Auswirkungen aufgezeichnet und zur Bewertung der
Zustände und der Entscheidungen herangezogen werden können.
Zunächst erfolgt die Einordnung der vorliegenden Größen in den Markov-Prozess.
Der Zeithorizont wird in gleichlange Perioden unterteilt, zu deren Anfang jeweils
ein Entscheidungszeitpunkt k steht. Durch die Dekomposition des Gesamtproblems
(siehe Kapitel 3.3) sowie die Aggregation auf dem Steuerungslevel (siehe Kapitel
3.4) sind die Zustands- und Entscheidungsräume festgelegt. Der Zustand Sik eben-
so wie der Post-Decision-Zustand Sdikik der Station i zum jeweiligen Entscheidungs-
zeitpunkt k liegt im Wertebereich von ivl, also Sik ∈ {0, ..., numStates− 1} (siehe
Kapitel 5.2). Für den Entscheidungsraum D gilt |D| = numDecisions. Folglich
beschreiben Sik und Sdikik den aggregierten Füllstand an Station i vor bzw. nach
der Entscheidung dik.
Zur Entscheidungsunterstützung ist im Simulationsprogramm eine Tabelle mit
Werten V
(
Sdikik
)
für alle Sdikik hinterlegt. Die Menge an Informationen auf de-
nen die Werteapproximationen basieren, wächst mit der Anzahl an Trajektorien.
Die Entscheidungen und deren Auswirkungen werden simulativ realisiert und aus-
gewertet. Das jeweilige Wissen über die Auswirkungen der Entscheidungen in vor-
herigen Trajektorien fließt, durch ein Update der Werte (siehe Formel 2.14), in
den folgenden Trajektorien mit in die Entscheidungsfindung ein. Für das Reposi-
tionierungsproblem wird mit Algorithmus 3 der Algorithmus 2 aus Kapitel 2.3.2.2
angepasst.
Mit der jeweils in m aktuellen Wertetabelle aller V m(Sdikik ) sowie den aktuel-
len Schätzwerten des Repositionierungsaufwandes cˆtrik kann in jeder Trajektorie
für jeden Systemzustand Sik eine entsprechend empfohlene Entscheidung dik ge-
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Algorithmus 3: ADP-Algorithmus für das IP im BSS
1 Initialisierung:
2 Initialisiere V 0(Sdikik ), ∀Sdikik .
3 Setze M .
4 m = 1
5 Initialisiere Si0.
6 while m ≤M do
7 Generiere Zufallsnachfragen ωm.
8 for k = 1, ..., K do
9 for i = 1, ..., n do
10 Löse
vˆmik = c
det
ik (Sik−1, dik−1, ωik−1) + min
dik∈Di
(
cˆtrik(dik) + γV
(
Sdikik
))
(5.5)
mit dm∗ik = argmin
dik∈Di
(
cˆtrik(dik) + γV
(
Sdikik
))
11 if k > 1 then
12 Aktualisiere V dikm−1(Sdikik−1):
13 V dikm(Sdikik−1) = (1− αm−1)V
dikm−1
(Sdikik−1) + αm−1vˆ
m
ik
14 end
15 end
16 Gehe zum nächsten Post-Decision-Zustand über:
17 Smik
dm∗ik−→ Sdikmik
18 Gehe zum nächsten Zustand über:
19 Sdkmik
ωmk−→ Smik+1
20 Ermittle cdetik+1(Sik, dik, ωik).
21 end
22 Erhöhe m.
23 end
24 return V M(Sdikik ), ∀Sdikik
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troffen werden. Diese wird zu jedem Entscheidungszeitpunkt k in einem Vektor
(d1k, ..., dnk) zusammengefasst und dem Steuerungslevel zur Umsetzung in der Si-
mulation übergeben. Dabei läuft die Schätzung der sofortigen Repositionierungs-
kosten cˆtrik in einem parallelen ADP-Verfahren. (cˆtri )
0 wird mit der Entfernung
d (0, i) zum Depot initialisiert. Sei µ der Parameter, der zählt, wie oft eine Station i
in eine Repositionierungstour eingebunden wird. Das Update erfolgt immer dann,
wenn die entsprechende Station in der aktuellen Repositionierungstour eingeplant
ist, nach der Formel
(
cˆtri
)µ
= (1− αµ−1) ·
(
cˆtri
)µ−1
+ αµ−1 ·
(
ctri
)µ
. (5.6)
Dabei ist (ctri )
µ der aktuelle Kostenzuwachs, der in der Tour entsteht, wenn Station
i hinzugefügt wird. Er berechnet sich durch
(
ctri
)µ
= d (i− 1, i) + d (i, i+ 1)− d (i− 1, i+ 1) , (5.7)
wie in Abbildung 5.3 verdeutlicht wird. (cˆtri )
µ−1 ist der vorhergehende Schätzwert
und α hat wieder eine glättende Aufgabe.
Abbildung 5.3.: Kostenzuwachs (ctri )
n
Wenn die gewählte Anzahl an Trajektorien M erreicht ist, erhalten wir die finale
lookup-table
(
V
M
(Sdikik )
)
, welche nun in Testsettings angewendet und ausgewertet
werden kann. Wie genau die verschiedenen Testsettings in dieser Arbeit aufgebaut
sind, wird in Kapitel 6 erläutert.
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In diesem Kapitel werden das mathematische Modell und die Methodik aus den
Kapiteln 3 und 5 umgesetzt, auf realen sowie künstlich erzeugten Daten getestet
und mit einfachen, intuitiven Verfahren vergleichen. Kapitel 6.1 erläutert den Auf-
bau der Experimente, während in Kapitel 6.2 verschiedene Entscheidungspolitiken
beschrieben werden. Kapitel 6.3 stellt die Daten vor, die zur Simulation verwendet
werden und in Kapitel 6.4 werden die Ergebnisse gezeigt.
6.1. Aufbau
Als Grundlage unseres experimentellen Aufbaus dient die in Kapitel 5.1 beschrie-
bene Simulation. Für die Untersuchungen werden fünf Tage à 24 Stunden kontinu-
ierlich simuliert (T = 5·24, t ∈ [0, T ]). Die Entscheidungspunkte k = 1, ..., K liegen
äquidistant in T . Jeweils nach zwei Stunden Simulation kann über eine Repositio-
nierung entschieden werden. Für jedes System wird ein Depot 0 ∈ V angenommen,
das innerhalb des Systembereichs liegt. Dort befinden sich die Repositionierungs-
transporter zu Beginn des Simulationshorizontes. Die Anzahl |V | der vorhandenen
Transporter ist variabel und wird je nach Systemgröße und Nachfragestärke ange-
passt. Es wird aber von einer festen Ladekapazität Qv = 20 ausgegangen. Wäh-
rend der Simulation werden Bewegungsdaten im System aufgezeichnet. Darunter
fallen zum Beispiel die Anzahlen der erfolgreichen oder nicht erfolgreichen Entlei-
hungen und Rückgaben sowie der Repositionierungstouren und der repositionier-
ten Räder. Wichtig ist zudem die Speicherung der Kundenumwege und die Wege
und Umwege sowie Lade- und Abladezeiten der Transportfahrzeuge. Diese dienen
zur Bewertung der Repositionierungsperformance als Bestandteil der Zielfunktion.
Durch einen Gewichtungsparameter w kann die Präferenz zur Bevorzugung oder
Vernachlässigung des kundenseitigen Aufwandes gegenüber dem operativen Auf-
wand variiert werden. Der Repositionierungsaufwand setzt sich aus den gefahrenen
Touren und der Zeit zum Auf- und Abladen der Räder zusammen. Den gefahrenen
Strecken liegen, wie auch den Kundenumwegen, Google-Fahrtzeiten zugrunde. Im
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Systemablauf kann es vorkommen, dass eine geplante Tour wegen unerwarteten
Kundenbewegungen nicht durchführbar ist. Sollte ein Transporter zum Ende der
Tour noch Räder aufgeladen haben, so muss er Umwege fahren, um diese an an-
deren Stationen zu entladen. Sollte er keine Räder mehr geladen haben und keine
Angebotsstation mehr vor sich haben, so kann die Tour auch kürzer ausfallen.
Für das Ergebnis der Simulation zählt die tatsächlich gefahrene Strecke sowie die
tatsächlich aufgewendete Auf- und Abladezeit. Für die Ladezeit wird dabei eine
konstante Zeit von einer Minute pro Rad angenommen.
6.2. Entscheidungspolitiken
Um den in dieser Arbeit vorgeschlagenen Ansatz mittels ADP zu evaluieren, ver-
gleichen wir ihn mit zwei myopischen Ansätzen. Im folgenden sind die Settings
aller drei Methoden zusammengestellt.
6.2.1. Greedy bzw. Nichts-Tun-Strategie
Die Greedy-Methode vermeidet jegliche Transportkosten, da sie keine zukünftigen
Strafkosten berücksichtigt. Sie ist damit gleichzusetzen, dass ein Systembetreiber,
das System auf sich allein stellt. Es finden keine betreiberseitigen Repositionierun-
gen statt.
6.2.2. Myopische reaktive Strategie
Der myopische reaktive Ansatz benötigt als Eingabeparameter relative Puffergren-
zen und Repositionierungsmengen. In dieser Arbeit werden Puffergrenzen von 0%
bis 30% verglichen. Die Repositionierungsmenge ist von der Größe des Entschei-
dungsraumes abhängig und flexibel einstellbar. Hier wurde eine Menge entspre-
chend der Aggregationsstufen der Füllstände gewählt. Eine Nachfrage nach Rädern
oder Stellplätzen erfolgt genau dann an einer Station, wenn die Puffergrenzen er-
reicht oder unter- bzw. überschritten werden. Im Falle von 0% tritt die Reaktion
erst ein, wenn die Station voll oder leer ist. Im Falle von 20% wird die Reaktion
bei einem Bestand unter 20% oder über 80% ausgelöst.
Der resultierende Nachfragevektor ist mit hoher Wahrscheinlichkeit nicht ausgegli-
chen, d.h. die Summe der Nachfrage nach Rädern ist ungleich der Summe der Nach-
frage nach Stellplätzen. Da ein Transporter auf der Tour weder Räder erzeugen
noch verschwinden lassen kann, muss der Vektor noch ausgeglichen werden. Wie
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in Kapitel 5.3 erläutert, wurde dafür die Funktion findBestFeasible(demand)
implementiert. Der resultierende ausgeglichene Nachfragevektor wird an die Tou-
renplanung (abstrakte Klasse RoutePlanner) weitergegeben, die daraus eine Tou-
renliste erstellt.
6.2.3. Antizipierende Strategie
Wie in Kapitel 5.4 beschrieben, brauchen wir für den ADP Ansatz eine Reihe von
Parametern, die die Optimierung entscheidend beeinflussen. Als erstes sind die Ag-
gregationsparameter festzulegen. Die Anzahl der Zustände numStates ist in den
Experimenten auf 5 für jede Station gesetzt (Sik ∈ {0, ..., 4}, ∀i). Die Anzahl der
Entscheidungen numDecisions ist 3, mit dik ∈ {−1, 0, 1}. Dabei entspricht dik = 1
einer Lieferung an Rädern, während dik = −1 für eine Abholung steht. dik = 0 be-
deutet, dass keine Aktion an Station i zum Entscheidungszeitpunkt k stattfindet.
Als nächstes werden die Parameter des Lern- bzw. Updateprozess benötigt. Die
Anzahl der TrajektorienM legt fest, wie lange der Lernprozess andauert. Der Dis-
kontierungsfaktor γ bestimmt die Gewichtung der zukünftigen Ereignisse für deren
Einfluss in die aktuelle Entscheidung. M und γ gehören zu den regulierbaren Pa-
rametern, die in Kap. 6.2.3.1 zusammengestellt sind. Der Schrittweitenparameter
α aus der Updategleichung
V
dikmik
(Sdikik−1) = (1− αmik−1)V
dikmik−1
(Sdikik−1) + αmik−1vˆ
mik
ik (6.1)
wird mit αmik =
1
mik+1
festgelegt, wobei mik ein Counter ist, der die Anzahl der
Updates für jeden Zustand zählt. So fließt das Resultat jeder Aktion zu gleichen
Teilen in das Wissen über den Zustand Sdikik ein. Die Werte V
0(Sdikik ) werden mit 0
initiiert.
Mit diesen Parametern kann das ADP-Verfahren gestartet werden. Jede Trajekto-
rie nutzt einen Simulationsdurchlauf, um nach den jeweils aktuellen Werten V zu
optimieren. Die Performance der einzelnen Entscheidungen bzgl. der Zielfunktion
aus Formel 3.17 fließen in die Updates der Zustandswerte ein. Nach den M Tra-
jektorien stoppt der Lernprozess und wir erhalten eine Zustandswertetabelle, nach
der in jedem Entscheidungszeitpunkt über die Repositionierungsaktionen an allen
Stationen entschieden werden kann. Dies erfolgt nach
dm∗ik = argmin
dik∈Di
(
cˆtrik(dik) + γV
(
Sdikik
))
. (6.2)
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Ist dies für alle Stationen i erfolgt, erhalten wir einen Nachfragevektor, der dem
Vektor aus der reaktiven Strategie entspricht. Auch hier besteht in den meisten
Fällen Ausgleichsbedarf, sodass die Summe der Stellplatznachfragen gleich der
Summe der Radnachfragen ist. Analog zum Vorgehen der myopischen Strategie
wird eine angepasste Methode findBestFeasible(demand) implementiert. Diese
hat gegenüber der ursprünglichen Version den Vorteil, dass sie iterativ die Trans-
porte mindert oder streicht, die den geringsten Wertzuwachs erzeugen. Es fließen
also die gelernten Werte in die Entscheidung ein. Die Umsetzung in Touren erfolgt
wiederum nach Kapitel 5.3.
6.2.3.1. Regulierbare Parameter
Gewichtungsparameter w für Transport- bzw. Umwegaufwand: Um die
Präferenzen verschiedener Systembetreiber in die Optimierung einfließen lassen
zu können, existiert ein Gewichtungsparameter w der die beiden konkurrieren-
den Ziele im Lernprozess verschieden berücksichtigen kann. Aus w werden in-
nerhalb der Simulation zwei Faktoren factorForTransportationCost (wtr) und
factorForDetourCost (wdet) abgeleitet. Diese beeinflussen dann jeweils die Aus-
wahl der optimalen Aktion und die Addition der Umwege auf den aktuellen Wert
der Trajektorie.
vˆmik = w
det · cdetik (Sik−1, dik−1, ωik−1) + min
dik∈Di
(
wtr · cˆtrik(dik) + γV
(
Sdikik
))
(6.3)
Die tatsächlich anfallenden Zeiteinheiten bleiben aber bestehen und werden nicht
verzerrt.
Anzahl der Trajektorien M : Mit jeder Trajektorie m ∈M wächst das Wissen
über die in m besuchten Zustände. Mit einem dämpfenden Schrittweitenparameter
α nähert sich die Lernkurve üblicherweise für steigende m→∞ einer Asymptote
an. Je nach Anzahl der Zustände insgesamt ist eine kleinere oder größere Anzahl
für das gewünschte Lernergebnis angemessen. Beim vorliegenden Grad der Aggre-
gation sowie der Dekomposition des Problems, erreicht die Lernkurve schon nach
wenigen 1000 Trajektorien diese Asymptote.
Diskontierungsfaktor γ: γ bestimmt den Einfluss der Zukunft auf die aktuel-
le Entscheidung. γ = 1 würde bedeuten dass die zukünftig möglichen Ereignisse
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mit den jetzigen gleichgesetzt werden, während γ = 0 die Zukunft gar nicht mit
einbezieht. Welche Größe von γ für die jeweilige Optimierung passend ist, hängt
von der Stochastizität des Problems ab. Sind die Zufallsausgänge dicht beieinander
und treten gehäuft ähnliche Zustände nach einem bestimmten Ausgangszustand
auf, so hilft ein hohes γ der Lerngeschwindigkeit. Sind die Zufallsausgänge aller-
dings weit gestreut und treten vom gleichen Ausgangszustand immer wieder sehr
verschiedene Folgezustände auf, so hilft ein niedriges γ das Optimierungsverfahren
nicht „überreagieren“ zu lassen.
Anzahl der Repositionierungstransporter |V |: Je nach Größe des BSS ist
eine kleinere oder größere Anzahl von Transportern notwendig um den Repositio-
nierungsbedarf zu decken. Sind zu wenige Transporter vorhanden, so kann eine
geplante Aktion evtl. nicht ausgeführt werden. Hier ist darauf zu achten, dass der
Vergleichbarkeit wegen im myopischen sowie antizipierenden Ansatz die gleiche
Anzahl an Transportern zur Verfügung stehen muss.
6.3. Inputdaten
Für die Experimente auf Praxisdaten, liegen Daten des CityBike in Wien aus den
Jahren 2008 und 2009 vor. Es werden Daten auf zwei verschiedene Arten bereit-
gestellt: Bei einer Art handelt es sich um sogenannte Stationssnapshots, bei der
anderen um Kundenfahrtdaten. Die Tabelle der Snapshotdaten enthält ca. alle fünf
Minuten zu jeder Station einen Eintrag mit eindeutiger ID, einem Zeitstempel und
der jeweiligen Stationsnummer sowie der Stationskapazität. Festgehalten wird zu
jedem Snapshotzeitpunkt jeweils die Anzahl an funktionierenden, gestörten, oder
gesperrten Stellplätzen, die Anzahl an freien Rädern bzw. freien Stellplätzen und
die Anzahl an beschädigten Rädern. Eine beispielhafte Zeile mit den wichtigsten
Einträgen ist in Tabelle 6.1 abgebildet.
Tabelle 6.1.: Stationssnapshots
stationsnapshot
id
zeitpunkt station boxen
count
boxen
ok
boxen
bike
boxen
bike
empty
13359981 “2009-12-30
17:47:11“
1022 36 35 17 18
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Tabelle 6.2.: Fahrtdaten
ride id entleih-
station
entleih-
zeitpunkt
rueckgabe-
station
rückgabe-
zeitpunkt
entleihdauer
579248 1021 “2009-06-10
18:06:16“
1060 “2009-06-10
18:25:33“
1157
Die Kundenfahrtdaten enthalten Informationen über Entleih- bzw. Rückgabezeit
und -ort einer jeden Fahrt, die im System im Aufzeichnungszeitraum stattgefun-
den haben. Zudem sind auch Informationen über den Kunden (beispielsweise der
Wohnort) gespeichert, die zu unserem Zweck nicht verwendet wurden. Die wichti-
gen Spalten der Fahrtdaten sind an einer Beispielzeile in Tabelle 6.2 dargestellt. Mit
diesem umfangreichen Datensätzen als Basis können nun die Inputdatentabellen
für unsere Experimente generiert werden. Der Aufbau des Simulationsprogramms
fordert vier Tabellen:
• Stationsdaten mit Informationen über Name, Position und Kapazität der
Stationen
• Fahrtzeiten von jeder Station zu jeder Station
• Nachfrageparameter λ für jede Station zu jeder Stunde eines Werktages
• Verteilung der Zielstationen für jede Station zu jeder Stunde eines Werktages
Mittels Datenbankabfragen, Datenanalyse und entsprechenden Aggregationen wer-
den diese aus den Rohdaten von CityBike Wien gewonnen und dem Simulations-
programm als .csv-Dateien zur Verfügung gestellt.
Eine umfangreiche Datenanalyse auf Basis dieser Daten wird von Vogel et al.
durchgeführt und ist in [80] nachzulesen. Basierend auf den Ergebnissen dieser
und folgender Arbeiten entwickelt Vogel [79] ein Verfahren, welches künstliche
BSS in beliebiger Größe mit variablen Nachfrageparametern simulieren kann. Da-
bei werden übliche Cluster von Stationstypen generiert und abhängig davon die
Flussstärken von Kundennachfragen zwischen den Stationen festgelegt. Für die
Experimente auf künstlichen Daten wurden Instanzen nach diesem Verfahren ge-
neriert. Sie bestehen jeweils aus zwei unterschiedlichen Stationstypen. Durch die
Variation der Nachfragestärken- und Systemgrößenparameter kann dann unter-
sucht werden, für welche Art von Systemen welche Art von Repositionierungsstra-
tegien anwendbar und anpassbar ist.
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Die folgenden Unterkapitel stellen die Ergebnisse der Experimente zusammen. Da-
bei bezieht sich Kapitel 6.4.1 auf die Praxisdaten, während Kapitel 6.4.2 die Er-
gebnisse der Experimente auf künstlichen Daten enthält.
6.4. Ergebnisse
Um die Ergebnisse der einzelnen Verfahren zu vergleichen, wird die Simulation
für jede Parameterkombination 100 mal durchlaufen. Gespeichert werden jeweils
die Transport- und Kundenumwege, die Servicezeiten zum Be- und Entladen der
Transporter, die erfolgreichen und nicht erfolgreichen Entleihungen und Rückga-
ben, sowie Anzahl der Touren und der repositionierten Räder. Zum Vergleich her-
angezogen werden dabei die Durchschnitte aus den 100 Simulationen.
6.4.1. Praxisdaten
Erwartungsgemäß führt die Greedy-Strategie ohne Repositionierungsaufwand zu
sehr hohen Umwegkosten für die Kunden. Der Abbildung 6.3 können die Umwege
in Stunden pro Tag sowie die Anzahl und der Prozentsatz der fehlgeschlagenen
Nachfragen entnommen werden. Von den Nachfragen nach Rädern werden knapp
56% nicht erfüllt. Von den Nachfragen nach Stellplätzen sind es fast 28%. Diese
schlechte Quote führt zu Kundenumwegen von insgesamt 117, 8 Stunden pro Tag.
Es steht also außer Frage, dass ein operatives Eingreifen durch Repositionierung
unumgänglich ist.
Tabelle 6.3.: Ergebnisse bei Greedy-Strategie
Zeit[ h
Tag
] Anzahl (%) fehlender
cdetwalk c
det
bike Räder Boxen
Greedy 90, 0 27, 8 983, 6 (55, 9) 490, 8 (27, 9)
Der Effekt von Repositionierungsaktionen wird mit einem Blick auf die Tabelle 6.4
ersichtlich. Mit der myopischen Strategie ohne Puffer kann durch 2 Transporter
mit einem Transport- und Serviceaufwand von ca. 16 Stunden der Kundenumweg
insgesamt um über 100 Stunden reduziert werden. Bei steigendem Puffer wächst
der operative Aufwand an, während die Umwege zunächst ein wenig weiter sinken.
Bei einem Puffer von 30% werden die Umwegzeiten allerdings wieder größer. Das
liegt daran, dass zu früh reagiert wird. Füllstände nahe der Kapazitätsgrenzen, die
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für eine Station günstig sein könnten, werden bei Über- oder Unterschreitung des
Puffers verändert. Dies kann zu entgegengesetzten Fehlmengen führen. Auch bei
kleineren Puffern kann es zu Fehlern durch zu frühes Reagieren kommen. Aus die-
sem Grund und da das Wachstum des Transport- und Serviceaufwands verglichen
mit der Senkung des Umwegs zu hoch ausfällt, wird zu weiteren Vergleichen der
myopische Ansatz ohne Puffer herangezogen.
Tabelle 6.4.: Myopische Strategien im Vergleich
Zeit[ h
Tag
] Anzahl
ctr cs cdetwalk c
det
bike Touren repos. Räder
0% 11, 7 4, 5 9, 8 6, 0 12, 9 135, 5
10% 15, 5 6, 3 6, 3 3, 3 16, 2 190, 5
20% 18, 8 8, 2 5, 5 2, 9 19, 3 246, 5
30% 20, 2 9, 4 8, 1 3, 4 20, 3 281, 2
Für das ADP-Setting ist die Anzahl der Transporter, wie auch im Experiment zum
myopischen Ansatz, zwei. Das ist die Anzahl an Transportern, die im Wiener BSS
zur Zeit der Datenaufzeichnung im Einsatz waren. Das Verhältnis von Transport-
zu Umwegzeit wird 1 : 1 (w = 1) gesetzt. γ ist hier 0, 5. Für die Lernphase werden
5000 Trajektorien durchlaufen.
In Abbildung 6.1 sind die Komponenten der Zielfunktion, Transport- und Service-
zeiten auf Betreiberseite sowie die Umwege auf Kundenseite, für die ersten 500
Trajektorien abgetragen. Die schnelle Konvergenz der einzelnen Kurven ist gut zu
erkennen. Begründen kann man sie durch die geringe Anzahl der Zustände an den
einzelnen Stationen sowie der multiplen Updates der Zustandswerte pro Trajekto-
rie. Da jede Trajektorie eine Länge von fünf Tagen hat, werden auch fünf Updates
von Werten zu jedem Entscheidungspunkt eines Tages durchgeführt. Während
Transport- und Servicezeit sich ihrer Asymptoten von unten nähern, fallen die
Umwege für die Kunden zu Anfang steil ab, um sich von oben der Asymptoten
zu nähern. Der Anstieg der Transport- und Servicekurven begründet sich in der
Initialisierung der Anfangswerte der Zustände. Da alle Zustände zunächst gleich
bewertet sind, werden Repositionierungsaktionen vermieden, da diese zusätzlichen
Zeitaufwand bedeuten. Schon nach wenigen Durchläufen häufen sich jedoch die
Strafkosten an und die entsprechenden Zustände erhalten eine schlechtere Bewer-
tung. Um diese dann zu vermeiden, werden Repositionierungen ausgelöst. Diese
führen dazu, dass die Umwegzeiten stark zurückgehen. Das Zittern der Kurven
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Abbildung 6.1.: Komponenten der Zielfunktion im Lernverlauf
ist durch die Stochastizität der einzelnen Trajektorien zu erklären. Aufsummiert
ergeben die vier Kurven den Wert der verwendeten Zielfunktion. Deren Lernkurve
ist in Abbildung 6.2 abgetragen. Durch die Addition ist die schnelle Konvergenz
noch deutlicher zu erkennen und das Zittern ist stärker ausgeprägt.
In der Tabelle 6.5 wird der Vergleich zwischen der myopischen Strategie ohne Puffer
mit dem ADP-Ansatz gezogen.
Tabelle 6.5.: ADP im Vergleich mit der myopisch reaktiven Strategie
Zeit[ h
Tag
] Anzahl
ctr cs cdetwalk c
det
bike
fehlende fehlende
Touren
repos.
Räder Boxen bikes
myopisch
(Puffer 0%)
11, 7 4, 5 9, 8 6, 0 114, 9
(6, 5%)
113, 8
(6, 5%)
12, 9 135, 5
ADP 9, 4 4, 1 8, 4 5, 4 116, 8
(6, 6%)
115, 7
(6, 6%)
12, 5 123, 0
In allen Komponenten der Zielfunktion ist die durch den ADP-Ansatz erreichte Zeit
geringer als im myopischen Ansatz. Es werden vergleichbar viele Touren geplant,
jedoch sind diese effektiver. Die Anzahl der fehlgeschlagenen Entleihungen und
Rückgaben ist geringfügig höher. Das liegt an der Beschaffenheit der Zielfunktion.
An Stationen, die einen sehr geringen Umweg erzeugen, etwa in dem Fall, wenn die
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Abbildung 6.2.: Wert der Zielfunktion im Lernverlauf
nächste Station in Sichtweite liegt, sind im Vergleich weniger schwerwiegend. Diese
Argumentation kann nur standhalten, wenn die Kundenunzufriedenheit proportio-
nal zum Umweg steigt. Falls dem nicht so ist, kann dem Modell ein Strafterm pro
fehlgeschlagener Serviceleistung hinzugefügt werden. Von dieser Variante wurde
hier abgesehen, da es eine gewisse Willkür mit sich bringt, diesen Strafterm zu
bewerten. Liegen dem Anwender diese Daten jedoch vor, steht einer Veränderung
der Zielfunktion nichts im Weg. Je nach Zielsetzung können auch gänzlich andere
oder eine andere Zusammensetzung an Zielfunktionen aufgestellt werden.
6.4.2. Künstliche Daten
Für die Experimente auf künstlichen Daten wurden Instanzen kleiner (36 Statio-
nen) und mittelgroßer (100 Stationen) Systemgrößen gewählt. Die Stationen sind
gitterförmig angeordnet und das Depot befindet sich nahe der Mitte. Dabei stehen
im 36-Stationen-System 2 Repositionierungsfahrzeuge zur Verfügung und im 100-
Stationen-System 8. Die Stationskapazitäten wurden entweder durchgängig auf 30
Stellplätze oder auf 60 Stellplätze gesetzt. Die Belegung der Stellplätze ist mit
50% initialisiert. Die durchschnittliche Nachfrage wurde jeweils mit einer, 2, oder
4 Fahrten pro Rad und Tag im System mit 60 Stellplätzen pro Station festgesetzt.
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Im System mit 30 Stellplätzen pro Station ist die Nachfrage pro Rad und Tag
bei gleichbleibender Gesamtnachfrage folglich doppelt so hoch. Damit wurde das
unterschiedliche Verhalten von Systemen mit geringer, mittlerer und hoher Nach-
frage untersucht. Das System basierend auf den Wiener Daten hat eine Nachfrage
pro Rad und Tag von ca. 3. Tabelle 6.6 zeigt eine Übersicht der Nachfragegrößen
in den verschiedenen Instanzen. Die Anzahl der Nachfragen pro Tag sind Durch-
schnittswerte aus 100 Läufen über 5 Tage. Die Inputtabellen werden aus diesen
Angaben und den entsprechenden Informationen über die Stationstypen erzeugt
und in dieselbe Form wie bei den Praxisexperimenten gebracht, um sie in gleicher
Weise verarbeiten zu können.
Tabelle 6.6.: Nachfrageverhalten in den verschiedenen künstlichen Instanzen
Anzahl
Nachfrage
Anzahl Entleihungen/Rückgaben
Stationen Boxen pro Tag pro Tag und Rad
36
30
niedrig 1080 2
mittel 2161 4
hoch 4323 8
60
niedrig 1080 1
mittel 2161 2
hoch 4323 4
100
30
niedrig 2997 2
mittel 6000 4
hoch 12005 8
60
niedrig 2997 1
mittel 6000 2
hoch 12005 4
Wird die Greedy-Politik angewendet, so kann man, wie auch bei den Praxisexperi-
menten, das pure Systemverhalten ohne Eingriff durch Repositionierungen ablesen.
In Tabelle 6.7 ist die jeweilige Serviceperformance zum Vergleich der verschiede-
nen künstlichen Instanzen aufgetragen. Die Intuition legt nahe, dass bei steigen-
der Nachfrage sowie Verringerung der Stationsgröße die Kundenumwege ansteigen.
Dies wird mit den Einträgen in der Tabelle belegt.
Mit dem Wissen über die Ergebnisse der Experimente auf Praxisdaten würden
ohne Repositionierungsmaßnahmen erhebliche Kundenumwege erwartet. Tatsäch-
lich treten zwar Umwege auf, aber in einem deutlich geringerem Maß. Während
wir in der Simulation des BSS in Wien noch über 50% fehlgeschlagene Entleihun-
gen und mehr als ein Viertel fehlgeschlagene Rückgaben beobachten (siehe Tabelle
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Tabelle 6.7.: Performance der Greedy-Strategie in den verschiedenen künstlichen
Instanzen
Greedy Zeit[ h
Tag
] Anzahl (%)
Anzahl
Nachfrage cdetwalk cdetbike
fehlende fehlende
Stationen Boxen Räder Boxen
36
30
niedrig 12,6 10,5 79,5 (7) 98,8 (9)
mittel 62,7 24,8 394,2 (18) 233,5 (11)
hoch 123,2 45,4 774,8 (18) 427,8 (10)
60
niedrig 2,1 2,7 13,3 (1) 25,1 (2)
mittel 20,4 11,3 128,1 (6) 106,7 (5)
hoch 51,6 28,4 324,6 (8) 267,4 (6)
100
30
niedrig 31,9 16,2 335,8 (11) 265,1 (9)
mittel 86,2 41,6 905,8 (15) 655,7 (11)
hoch 264,3 100,2 2779,2 (23) 1578,8 (13)
60
niedrig 6,3 2,9 66,7 (2) 45,7 (2)
mittel 26,0 15,2 273,7 (5) 239,6 (4)
hoch 114,8 56,4 1208,1 (10) 890,3 (7)
6.3), sind es in den künstlichen Systemen maximal 23% und 13%, bei der höchsten
Nachfrage und der kleinsten Stationsgröße. Dies ist auf das Systemdesign zurück-
zuführen. Die künstlichen Systeme beruhen auf gemittelten Daten und bestehen
aus nur zwei verschiedenen Stationstypen (Vogel et al. fanden im Wiener BSS fünf
verschiedene Stationstypen mit unterschiedlichen Entleih- und Rückgabespitzen
[80]). Trotz der im Vergleich knapp dreifachen Nachfrage scheint es sich besser
selbst balancieren zu können. Das liegt an den fehlenden Überlagerungen der Ef-
fekte weiterer Stationstypen. Im Vergleich zu den realen Daten sind hier nur die
Nachfrageverhalten von Pendlern berücksichtigt worden. So gibt es nur verstärkte
Flüsse zur Morgenspitze von einem zum anderen Stationstyp und zur Abendspitze
in die entgegengesetzte Richtung. Touristen und nachtaktive Nutzer wurden außer
Acht gelassen. Dies führt dazu, dass sowohl die Nacht- als auch die Tagaktivi-
tät geringer ausfällt als in Systemen wie dem CityBike Wien. Zudem sind durch
die Gleichförmigkeit der Stationskapazitäten keine außerordentlich kleinen Statio-
nen mehr vorhanden, welche durch ihre geringen Puffer eher dazu neigen an ihre
Kapazitätsgrenzen zu stoßen. Zusammengefasst ist ein geringerer Repositionie-
rungsbedarf vorhanden, was weniger Potential zur Optimierung lässt. Myopischen
Strategien kommen jedoch Systeme mit wenig Repositionierungsbedarf entgegen.
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Die verzögerte Reaktion fällt weniger ins Gewicht.
Tabelle 6.8 fasst die Ergebnisse der Anwendung unserer myopischen Repositionie-
rungspolitik auf den verschiedenen Instanzen zusammen. Mit vergleichbar kleinem
Transport- und Serviceaufwand werden die Kundenumwege deutlich reduziert. In
den Instanzen mit geringer Nachfrage gehen die fehlgeschlagenen Entleihungen
und Rückgaben sogar auf unter ein halbes Prozent zurück.
Die Ergebnisse unter Verwendung der antizipierenden Strategie liegen in etwa der
gleichen Größenordnung wie unter Verwendung der myopischen Strategie. Jedoch
ist sie nicht so dominant, wie in den Experimenten mit den Praxisdaten aus Wi-
en. Für jede der Testinstanzen wurde die Parameterkombination gewählt, die den
kleinsten Zielfunktionswert erzeugt. Eine Übersicht über die gewählten Werte ist
in Tabelle 6.9 gegeben.
Es fällt auf, dass sich die Parameterkombinationen bei gleich hoher Nachfrage äh-
neln. So ist in drei von vier Fällen jeweils die Gewichtung der Zeiten auf Kunden-
und Betreiberseite gleich und γ liegt in ähnlichen Größenordnungen. Bei hoher
Nachfrage scheint ein größeres γ zu besseren Ergebnissen zu führen, während bei
niedriger Nachfrage Werte um 0, 6 herum besser abschneiden. Das lässt darauf
schließen, dass die Nachfragemuster bei höherer Nachfrage besser ausgeprägt sind,
sodass eine stärkere Einbeziehung der Zukunft vorteilhaft sein könnte. Die nach-
folgenden Tabellen 6.10, 6.11 und 6.12 vergleichen jeweils die beiden Strategien
in allen Instanzen, aufgeteilt nach der Höhe der Nachfrage. Dabei stellt sich ein
Vorteil der myopischen Strategie deutlich heraus: Die Reaktion findet nur bei Er-
reichung eines bestimmten Füllstandes (voll oder leer) statt. Die antizipierende
Strategie lernt allerdings ihre Reaktionen auf den grobkörnigen Füllstandsinter-
vallen. Eine leere Station hat folglich denselben Wert, wie eine bis zum Ende des
ersten Füllstandsintervall gefüllte. Dies kann besonders dann zu falschen Entschei-
dungen führen, wenn durch eine geringe Anzahl an Bewegungen, oder einen hohen
Selbstausgleich, kleine Veränderung im Füllstand beträchtlichen Einfluss haben.
Bei niedriger Nachfrage (siehe Tabelle 6.10) schneidet der ADP-Ansatz bezüglich
der Zielfunktion in allen Fällen schlechter ab. Das liegt daran, dass bei den weni-
gen Bewegungen im System auch nur wenige Kundenumwege auftreten. Diese sind
wegen der stochastischen Fahrradflüsse systemweit verteilt und lassen sich nicht
vorhersehen. Der myopische Ansatz hat den Vorteil, dass er immer im letzten Au-
genblick an der richtigen Station reagiert und wegen der niedrigen Nachfrage dafür
auch mehr Zeit hat. Der ADP-Ansatz lernt durch die sporadisch auftretenden Kun-
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Tabelle 6.9.: Parameterkombination mit bester Zielfunktion
Anzahl
Nachfrage
Parameter
Stationen Boxen w γ
36
30
niedrig 1 : 1 0, 69
mittel 2 : 1 0, 83
hoch 3 : 1 0,99
60
niedrig 1 : 1 0, 57
mittel 2 : 1 0, 90
hoch 3 : 1 0,85
100
30
niedrig 1 : 1 0, 63
mittel 2 : 1 0, 89
hoch 2 : 1 1, 00
60
niedrig 2 : 1 0, 83
mittel 4 : 1 0, 74
hoch 3 : 1 0, 92
denumwege und die starke Aggregation zu früh zu reagieren und transportiert so
evtl. unnötig Räder hin und her. Dies ist im Fall von 36 Stationen mit 30 Stell-
plätzen gut zu erkennen. Trotz einem höheren Zeitaufwand für Repositionierungen
fallen die Kundenumwege höher aus. Bei 60 Stellplätzen, oder dem größeren Sys-
tem mit 100 Stationen treten so wenige Umwege auf, dass der ADP-Algorithmus
ihnen nicht ausreichen Beachtung schenkt. Es werden folglich weniger Repositio-
nierungen ausgelöst, aber dafür mehr Umwege in Kauf genommen. Insgesamt führt
der ADP-Ansatz so zu einem schlechteren Zielfunktionswert.
Bei mittlerer Nachfrage (Tabelle 6.11) ist die ADP-Strategie im Fall des kleinen
Systems mit kleineren Stationen im Hinblick auf die Zielfunktion überlegen. Es
wird mehr transportiert aber noch mehr an Kundenumwegen verhindert, sodass
in Summe die Zielfunktion um knapp 10% besser abschneidet. Im kleinen System
mit den größeren Stationen wird ebenfalls mehr transportiert, jedoch reichen die
Einsparungen an Kundenumwegen nicht aus, um einen besseren Zielfunktionswert
zu erreichen. Es werden folglich wieder zu früh oder auch unnötig Repositionie-
rungen ausgelöst, was wiederum der Aggregation und den allgemein geringfügig
auftretenden Umwegen zu Lasten zu legen ist. Auch im größeren System mit 100
Stationen ist die myopische Strategie mit der punktgenauen Reaktion bei leeren
oder vollen Stationen überlegen. Bei 30 Stellplätzen pro Station erreicht sie in allen
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Summanden der Zielfunktion niedrigere Werte. Bei 60 Stellplätzen wird zwar mehr
Zeit für die Repositionierungsfahrten aufgewendet, dadurch aber mehr als 60% der
Umwege eingespart und so eine deutlich geringere Gesamtzeit erreicht. Hier fällt
wieder auf, dass bei ausreichend Puffer das ADP-Verfahren auf viele Repositio-
nierungsaktionen verzichtet, da der bewertete Zustand mehr als einen Füllstand
umfasst, aber bei der Bewertung nicht unterschieden wird.
Wird die Nachfrage weiter erhöht, verbessert sich die Performance des ADP-
Ansatzes gegenüber dem myopischen. In drei der vier verschiedenen Instanzen
wird zwar jeweils mehr Zeit in die Repositionierung investiert, jedoch werden so
viele Umwege der Kunden verhindert, dass die Gesamtzeit, also der Wert unse-
rer Zielfunktion geringer ausfällt. Nur im Fall des 100-Stationen-Systems mit 60
Stellplätzen, ist die Zeit für die Repositionierungstouren so hoch, dass die ver-
minderten Kundenumwege nicht ausreichen, um einen besseren Zielfunktionswert
zu erreichen. Dieser Effekt kann wieder auf die gleichen Probleme zurückgeführt
werden, wie in den Fällen mit geringerer Nachfrage.
Es ist davon auszugehen, dass sich das antizipierende Verfahren weiter gegenüber
dem myopischen verbessert, wenn die Nachfrageeigenschaften ausgeprägter sind,
wie es im Fall der Praxisdaten erkennbar ist. Zum Beleg können weitere Experi-
mente auf anderen Realdatensätzen oder auf realistischeren künstlichen Systemen
dienen. Zu einer Performancesteigerung kann auch eine andere Einstellung des
Aggregationsgrads bzw. des Optimierungsintervalls führen. Eine Ausweitung des
Experimentumfangs in diesen Dimensionen war im Rahmen dieser Arbeit nicht zu-
sätzlich möglich. Die jeweiligen Auswahlmöglichkeiten würden jeweils als Faktor
die Anzahl der nötigen Simulationsdurchläufe erhöhen.
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7. Fazit
BSS werden auf der ganzen Welt als „grüne Alternative“ im ÖPNV gehandelt.
Die Anzahl von Städten mit BSS ist in den letzten Jahren stark angewachsen. Die
Vorteile der Nutzung von Rädern gegenüber motorisierten Verkehrsmitteln treten
nur zu Tage, wenn die Nutzerzahlen entsprechend groß sind. Neben einer guten In-
frastruktur und günstigen Preisen ist ein reibungsloser Serviceablauf ausschlagge-
bend für eine hohe und wachsende Nutzerzahl. Reibungsloser Service bedeutet im
BSS-Kontext, dass ein Kunde an seiner Startstation ein Rad erhält und dieses an
seiner Wunschzielstation wieder abgeben kann. Dies kann nicht immer garantiert
werden, da durch die Stochastik und Dynamik im System eine Ungleichverteilung
der Räder über die Stationen entsteht. Bei vollen oder leeren Stationen ist dann
eine Rückgabe bzw. eine Entleihung nicht möglich. Durch Repositionierungen auf
Betreiberseite können diese Situationen vermieden werden. Die Optimierung der
Repositionierungsoperationen in BSS sind in der Literatur viel diskutiert (siehe
Kap. 2.1.4). Keine der existierenden Ansätze deckt jedoch die herausgearbeitete
Forschungslücke ab.
7.1. Zusammenfassung
Ziel dieser Arbeit war die Entwicklung eines Optimierungsverfahrens für das sto-
chastische und dynamische Repositionierungsproblem in BSS realer Größe. Das
Augenmerk lag dabei auf der taktischen sowie operativen Ebene. Strategische Maß-
nahmen wurden außen vor gelassen. Die Abläufe in einem BSS sind gut in einem
Markovprozess (MDP) abzubilden (siehe Kap. 2.3.1). Dies erfolgte nach Definition
von Systemzustand, Entscheidung und Zustandsübergang. Zur Modellierung des
Repositionierungsproblems wurde eine Abwandlung des stochastischen und dyna-
mischen IRP (siehe Kap. 3.1.3) herangezogen. Eine exakte Lösung ist für reale
Systemgrößen nicht in polynomialer Zeit berechenbar. Daher wurde ein Dekom-
positionsansatz implementiert (siehe Kap. 5), der den taktischen und operativen
Teil getrennt betrachtet. Die Ergebnisse der beiden Ebenen haben jedoch jeweils
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Einfluss aufeinander. In dem hierarchisch dekomponierten Ansatz spiegeln Opti-
mierung, Steuerung und Betriebsablauf die Ebenen eines Unternehmens wider. Die
Informationen aus dem Betriebsablauf gelangen über einen Aggregationsschritt in
der Steuerung zur Optimierung. Dort werden sie verarbeitet und nehmen über
einen Disaggregationsschritt wieder Einfluss auf den Betrieb. Um den Ansatz zu
evaluieren, wurde die in Kapitel 5.1 vorgestellte Simulation eines BSS entwickelt.
Die modular aufgebaute, eventbasierte Simulation ist in der Lage, Systeme jeder
Größe mit verschiedenen Nachfrageverhalten nachzuempfinden. Verschiedene Re-
positionierungspolitiken können angewendet werden. Größen von Interesse werden
gespeichert und ausgegeben. So kann die Performance der verschiedenen Politiken
leicht vergleichen werden. In Kapitel 6 wurden Experimente auf Praxisdaten sowie
verschiedenen Instanzen von künstlichen Daten durchgeführt.
Zusammengefasst liegt der Hauptbeitrag dieser Arbeit zur Forschung in folgender
Liste:
• Beschreibung der Vorgänge eines BSS mittels MDP
• Modulare, eventbasierte Simulation eines BSS
• Modellierung des Repositionierungsproblems als 1-DSIRPPD
• Entwicklung eines antizipierenden Dekompositionsansatzes zur Lösung des
dynamischen stochastischen Repositionierungsproblems auf realen Instanz-
größen
• Experimentelle Evaluation des Ansatzes
Der MDP eignet sich zur Beschreibung aller Vorgänge im BSS sehr gut. Stochasti-
sche Einflüsse von außen sowie geplante Aktionen von Betreiberseite sind in großem
Umfang abbildbar. Bei Betrachtung der Simulation stechen zwei Eigenschaften her-
aus. Zum einen ist das die Eventbasiertheit, die kontinuierliche Simulation erlaubt
und dabei im Vergleich zu zeitschrittbasierten die deutlich bessere Performance
aufweist. Zum anderen ist das die Modularität, die flexibel Erweiterungen jeder Art
erlaubt. Die Implementierung der Simulation umfasst die grundlegenden Aktivi-
täten in einem BSS. Dazu gehören Entleihungen, Rückgaben, Repositionierungen,
deterministische Fahrtzeiten und Umwege. Nicht betrachtet wurden Diebstahl und
Verschleiß sowie verschiedene stochastisch variierende Geschwindigkeiten. Das Hin-
zufügen von verschiedensten neuen Aktionen und Vorgängen ist jedoch aufgrund
des modularen Aufbaus möglich. Die mathematische Modellierung als 1-DSIRPPD
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bietet sich an, da es sich beim Repositionierungsproblem um eine Kombination von
DSIRP und PDP handelt, wobei es nur ein Gut zu transportieren gibt, nämlich die
Fahrräder. Da sich die Schwierigkeiten der einzelnen Probleme bei der Kombination
überlagern, ist es notwendig, eine Reduktion der Komplexität vorzunehmen. Dies
geschieht in unserem Fall durch den eigens für das Problem entwickelten Dekom-
positionsansatz. Durch die Aggregation und Disaggregation sinkt die Genauigkeit
der Lösung, jedoch wird so die Rechenzeit gesenkt, sodass eine Lösung ermittelt
werden kann. Da die implementierte BSS-Simulation die täglichen Vorgänge in ei-
nem BSS gut abbildet, eignet sie sich hervorragend zur Evaluation der Ergebnisse.
Verschiedene Repositionierungspolitiken können gegenüber gestellt und verglichen
werden.
7.2. Ausblick
Der vorgeschlagene Ansatz erhebt nicht den Anspruch ideal zu sein. Vielmehr han-
delt es sich um einen vielversprechenden und ausbaufähigen Prototypen. Es bleiben
viele Stellschrauben, an denen Veränderungen vorgenommen werden können.
Simulation
Die BSS-Simulation in dieser Arbeit geht von einem idealen Kundenverhalten und
verschleißlosen Fahrrädern aus. Dies entspricht insofern nicht der Realität, dass die
Betreiber sich auch mit defekten Rädern oder Stationen oder gar mit Diebstählen
auseinander setzen müssen. Solche Vorkommnisse mindern natürlich die Verfügbar-
keit von Fahrrädern oder Stellplätzen. Um sie einzubinden, können die Räder und
Stellplätze beispielsweise eine mit der Zeit wachsende Ausfallwahrscheinlichkeit
bekommen. Zusätzlich kann ein Reparaturereignis in die Repositionierungstouren
integriert werden, sodass beschädigte Objekte wieder instand gesetzt werden kön-
nen. Eine weitere Maßnahme zur Erhöhung der Realitätsnähe ist das Einfügen
eines stochastischen Faktors in die Fahrt- bzw. Laufzeiten. Damit kann abgedeckt
werden, dass verschiedene Menschen sich auch mit verschiedenen Geschwindigkei-
ten fortbewegen.
Aggregation
Das Aggregationslevel spielt bei der Optimierung eine große Rolle. In der vorlie-
genden Arbeit wird das Augenmerk auf die Rechenzeit gelegt, sodass in relativ
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kurzer Zeit viele Trajektorien durchlaufen werden können. Darum ist das Aggre-
gationslevel grob gehalten. Es kann durch eine feinere Wahl der Aggregationsstu-
fen an Genauigkeit gewonnen werden, wenn man eine längere Laufzeit in Kauf
nimmt. Dies kann die Lösungsgüte erhöhen, da die Entscheidungen differenzierter
getroffen sowie besser interpretiert werden können. Weitere Untersuchungen mit
Variationen der Aggregationslevel können eine Übersicht darüber liefern, wie sich
das Verhältnis der Rechenzeit zur Lösungsverbesserung verändert.
Routenumsetzung
Das Routing erfolgt mittels einer einfachen Heuristik, welche eine sehr geringe
Laufzeit hat. Da das Routing mit jedem Durchlauf einer Trajektorie mehrfach
durchgeführt wird, ist die Rechenzeit ausschlaggebend. Es ist trotzdem möglich,
unter entsprechend steigendem Rechenaufwand ein komplexeres Verfahren zu im-
plementieren. Erst kürzlich sind Short-Term Strategies für das IRP in BSS in der
Literatur zu finden [9]. Auf deren Basis können die Routen kontinuierlich, sozusa-
gen während der Fahrt, geplant werden. Dadurch können die Gesamtfahrtzeit und
somit auch die verwendete Fahrtzeitabschätzung verbessert werden.
Optimierung
Das ADP-Verfahren in dieser Arbeit basiert auf einer Wertetabelle für jeden Zu-
stand. Neue Ansätze basieren auf dynamisch aufgebauten Tabellen, mit denen die
Speicherkapazitäten entlastet werden können [77].
Diese Punkte liefern jeder für sich genügend Material für neue Forschungsarbeiten
und können jeweils oder in Kombination den Prototypen dieser Arbeit ausbauen.
Zudem ist es sicherlich von Wert, weitere Forschungsarbeit in die Ausweitung der
Experimente zu investieren. Sie kann sowohl neues Wissen über die verschiedenen
Verhaltensweisen von verschiedenen BSS generieren, als auch tieferes Verständ-
nis über die Funktionsweisen der verschiedenen Repositionierungspolitiken unter
verschiedenen Umständen vermitteln.
75
A. Herleitungen
A.1. Zu Formel 5.1
p(t) =
t∫
0
λite
−λitxdx
= λ
[
−1
λ
e−λitx
]t
0
=
[−e−λitx]t
0
= −e−λitt + e0
= 1− e−λitt
⇔ e−λitt = 1− p(t)
⇔ −λitt = ln (1− p(t))
⇔ t = ln (1− p(t))−λit
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B. Algorithmen
B.1. Verbesserungsverfahren zum Routing (zu
Kapitel 5.3)
Algorithmus 4: doAllInnerChanges(List<Tuple <Station, Integer»
route, int numInnerSwaps)
1 for num = 1, ..., numInnerSwaps do
2 for i = 1, ..., route.size() do
3 for j = i+ 1, ..., route.size() do
4 Seien i− und j− die Vorgänger und i+ und j+ die Nachfolger von i
und j in route.
5 Sei routeij die neue Route, die sich durch Vertauschen von i und j
ergibt.
6 Speichere diff ij = ctri−j + c
tr
ji+ + c
tr
j−i + c
tr
ij+ − ctri−i − ctrii+ − ctrj−j − ctrjj+ ,
7 falls routeij wieder eine zulässige Route ist.
8 end
9 end
10 Wähle (i∗, j∗) so, dass es min
(i,j)
diffij löst.
11 end
12 return routei∗j∗
x
B. Algorithmen
ANHANG
Algorithmus 5: optSwapBetweenRoutes(List<List<Tuple<Station,
Integer»> routes, int numSwaps)
1 for num = 1, ..., numSwaps do
2 for r1 = 1, ..., routes.size() do
3 for i1 = 1, ..., routes.get(r1).size() do
4 for r1 = r1 + 1, ..., routes.size() do
5 for i2 = 1, ..., routes.get(r2).size() do
6 Sei amount(r, i) die zu transportierende Menge des Auftrags an
Position i in Route r.
7 if amount(r1, i1) = amount(r2, i2) then
8 Setze den Auftrag (r1, i1) an die Stelle von Auftrag (r2, i2)
und umgekehrt.
9 Seien r1neu und r2neu die resultierenden Routen.
10 Speichere
diff(r1,i1),(r2,i2) = RouteLength(r1) + RouteLength(r2)−
RouteLength(r1neu)− RouteLength(r2neu),
11 falls r1neu und r2neu wieder zulässige Routen sind.
12 end
13 end
14 end
15 end
16 end
17 Wähle ((r1, i1)∗(r2, i2)∗) so, dass es max
((r1,i1),(r2,i2))
diff(r1,i1)(r2,i2) löst.
18 Sei routes(r1,i1)∗(r2,i2)∗ die durch den Tausch entstehende neue Routenliste.
19 end
20 return routes(r1,i1)∗(r2,i2)∗
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ANHANG
Algorithmus 6: optSwapPairsBetweenRoutes (List<List<Tuple<Station,
Integer»> routes, int numSwaps)
1 for num = 1, ..., numSwaps do
2 for r1 = 1, ..., routes.size() do
3 for i1 = 1, ..., routes.get(r1).size()-1 do
4 Sei amount(r, i) die zu transportierende Menge des Auftrags an
Position i in Route r.
5 if amount(r1, i1) = −amount(r1, i1 + 1) then
6 for r2 = 1, ..., routes.size() do
7 if r1 6= r2 then
8 for i2 = 1, ..., routes.get(r2).size() do
9 Verschiebe die beiden Aufträge (r1, i1) und (r1, i1 + 1)
an die Stelle i2 in r2.
10 Seien r1neu und r2neu die resultierenden Routen.
11 Speichere diff(r1,i1),(r2,i2) =
RouteLength(r1) + RouteLength(r2)−
RouteLength(r1neu)− RouteLength(r2neu),
12 falls r1neu und r2neu wieder zulässige Routen sind.
13 end
14 end
15 end
16 end
17 end
18 end
19 Wähle ((r1, i1)∗(r2, i2)∗) so, dass es max
((r1,i1),(r2,i2))
diff(r1,i1)(r2,i2) löst.
20 Sei routes(r1,i1)∗(r2,i2)∗ die durch den Tausch entstehende neue Routenliste.
21 end
22 return routes(r1,i1)∗(r2,i2)∗
xii
Akronyme
1-DSIRPPD one-commodity dynamic and stochastic Inventory Routing Problem
with pickups and deliveries
1-PDTSP one-commodity Pickup-and-Delivery Traveling Salesman Problem
1-PDVRP one-commodity Pickup-and-Delivery Vehicle Routing Problem
ACO Ant Colony Optimization
ADP Approximative Dynamische Programmierung
ALNS Adaptive Large Neighborhood Search
BSS Bike-Sharing-System
CP Constraint Programming
DDMS distributed decision making system
DSIRP dynamisches und stochastisches Inventory Routing Problem
IP Inventory Problem
IRP Inventory Routing Problem
IS Informationssystem
LNS Large Neighborhood Search
MILP Mixed Integer Linear Programming
MIP Mixed Integer Programming
ÖPNV Öffentlicher Personennahverkehr
PDP Pickpup and Delivery Problem
PDS Post-Decision-Zustand
xiii
B. Algorithmen
AKRONYME
PICAV Personal Intelligent City Accessible Vehicle
SA Simulated Annealing
SP Swapping Problem
TSP Traveling Salesman Problem
VNS Variable Neighborhood Search
VRP Vehicle Routing Problem
xiv
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