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ABSTRACT
A major challenge in the field of condensed matter physics is to harness the quantum
mechanical properties of atomic systems coupled to large environments. Thermal
fluctuations destroy quantum information and obstruct the development of quantum
technologies such as quantum computers and memory devices. Recent advances in
quantum control enable the manipulation of complex quantum states, providing new
paths to preserve quantum information and to employ the environment as a resource.
In this dissertation, we develop practical quantum control protocols which quickly and
efficiently transfer energy to/from an environment. A major contribution of this work
is the design of powerful and efficient quantum engines and refrigerators, which use
the environment either to generate useful work or to freeze a system to its ground
state. In achieving its core objectives, this work has also expanded on several areas
of condensed matter quantum physics, including (i) the characterization of special
classes of entangled system-environment states, (ii) the discovery of novel quantum
chaotic phases of matter, (iii) the design of control schemes which speed-up efficient
adiabatic protocols, and (iv) the development of experimentally viable control schemes




1.1 Open quantum systems . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Quantum control protocols . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Outlook and outline of the thesis . . . . . . . . . . . . . . . . . . . . 8
I Harmonic Systems 11
2 Swift heat transfer by fast-forward driving 12
2.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 Model system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 The two-oscillator subsystem . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.1 The unassisted ramp . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.2 Counter-diabatic driving . . . . . . . . . . . . . . . . . . . . . 19
2.4.3 Fast-forward driving . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.4 Protocol comparison . . . . . . . . . . . . . . . . . . . . . . . 25
2.5 The many-oscillator environment . . . . . . . . . . . . . . . . . . . . 25
2.6 Application: heat engine . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Appendices 36
2.A Two oscillator system . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
viii
2.B Emergent speed scales in unassisted protocols . . . . . . . . . . . . . 37
2.C Two-particle counter-diabatic drive . . . . . . . . . . . . . . . . . . . 41
2.D Fast forward drive . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.E Engine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.F Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3 Critical behavior of driven-dissipative system 58
3.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2 Model system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3 Finite temperature phase diagram and steady-state characterization . 62
3.4 Kibble-Zurek physics . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.5 Effects of non-Markovian system-bath interactions . . . . . . . . . . . 66
3.6 Universal scaling of the hysteresis-area . . . . . . . . . . . . . . . . . 69
3.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Appendices 71
3.A System Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.B Markovian case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.C Non-Markovian case . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.D Divergence of fluctuations in the linearized limit . . . . . . . . . . . . 78
3.E Finite temperature phase diagram (Markovian case) . . . . . . . . . . 79
3.F Kibble-Zurek prediction of scaling exponents . . . . . . . . . . . . . . 81
3.G Hysteresis area and its scaling . . . . . . . . . . . . . . . . . . . . . . 84
II Central Spin Systems 88
4 Integrability and dark states in models with full anisotropy 89
4.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
ix
4.2 Fully anisotropic models . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.3 Conserved charges . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.4 Supersymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.5 Dark and bright states . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.6 Explicit derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.7 Counting of states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5 Persistent dark states in models with partial anisotropy 104
5.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.2 General anisotropic models . . . . . . . . . . . . . . . . . . . . . . . . 105
5.3 Persistent dark states . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.4 Quasi-conserved operators . . . . . . . . . . . . . . . . . . . . . . . . 116
5.5 Chaotic but non-ergodic regime . . . . . . . . . . . . . . . . . . . . . 122
5.6 Possible fates of the CNE regime in the thermodynamic limit . . . . . 130
5.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
Appendices 137
5.A Energy spectrum and central spin entanglement off resonance . . . . 137
5.B Central spin projection: breakdown of perturbation theory . . . . . . 139
5.C Locality of the adiabatic gauge potential . . . . . . . . . . . . . . . . 139
5.D Adiabatic gauge potential norm for variations in disorder strength . . 141
6 Efficient shortcuts to dynamic spin polarization 143
6.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.2 Dynamic polarization . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.3 Model and hyperpolarization scheme . . . . . . . . . . . . . . . . . . 149
6.3.1 Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
x
6.3.2 Spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
6.3.3 Hyperpolarization scheme . . . . . . . . . . . . . . . . . . . . 156
6.4 Polarization transfer protocols . . . . . . . . . . . . . . . . . . . . . . 158
6.4.1 Unassisted driving (UA) . . . . . . . . . . . . . . . . . . . . . 159
6.4.2 Exact counterdiabatic driving (CD) . . . . . . . . . . . . . . . 162
6.4.3 Local counterdiabatic driving (LCD) . . . . . . . . . . . . . . 164
6.4.4 Protocol efficiency and polarization sector . . . . . . . . . . . 167
6.5 Hyperpolarizing the bath . . . . . . . . . . . . . . . . . . . . . . . . . 170
6.6 Scaling to large baths . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
6.7 Floquet engineering (FE) of LCD . . . . . . . . . . . . . . . . . . . . 178
6.7.1 Two-level system . . . . . . . . . . . . . . . . . . . . . . . . . 179
6.7.2 FE protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
6.7.3 Quantum speed limit . . . . . . . . . . . . . . . . . . . . . . . 184
6.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
Appendices 188
6.A Derivation of central spin Hamiltonian . . . . . . . . . . . . . . . . . 188
6.B Distribution of energy gaps in the homogeneous limit . . . . . . . . . 190
6.C Diabatic transitions in the Landau-Zener problem . . . . . . . . . . . 191
6.D LCD with a gapless model . . . . . . . . . . . . . . . . . . . . . . . . 193
6.E Breaking integrability with z-disorder . . . . . . . . . . . . . . . . . . 194
6.F Gauge potential in the absence of z-disorder . . . . . . . . . . . . . . 197
6.G Local variational approximations of the gauge potential . . . . . . . . 198
6.H High frequency Floquet Hamiltonian . . . . . . . . . . . . . . . . . . 199






2·1 Schematic depiction of a small quantum system coupled to an optical
phonon bath. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2·2 Normal mode frequencies as a function of detuning for the two-oscillator
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2·3 Comparing protocol fidelities for the two-oscillator model and protocol
time-modulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2·4 FF driving induces swift thermalization with a phonon bath. . . . . . 27
2·5 Schematic PV diagram for a heat engine. . . . . . . . . . . . . . . . . 29
2·6 High-speed engine efficiency η as a function of r ≡ (TC/TH)/(ωC/ωH). 31
2·7 FF driving produces an efficient high-power engine. . . . . . . . . . . 33
2·8 Number variance of the (+) normal mode versus normalized speed after
an unassisted ramp. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2·9 Energy infidelity as function of inverse drive frequency and normalized
ramp speed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2·10 Deviation of the efficiency from the Carnot bound as a function r. . . 56
3·1 Schematic of the phase diagram for the driven-dissipative transition
and steady state measurements. . . . . . . . . . . . . . . . . . . . . . 61
3·2 Experimental protocol for a system of parametrically coupled resonators. 64
3·3 Universality in a driven dissipative phase transition. . . . . . . . . . . 66
3·4 Scaling of the Kibble-Zurek time and hysteretic area. . . . . . . . . . 68
3·5 Scaling of the hysteretic area in a driven-dissipative phase transition. 87
xiii
4·1 First schematic representation of the central spin model. . . . . . . . 91
4·2 Schematic representation of the energy spectrum for the central spin
model as a function of the central field. . . . . . . . . . . . . . . . . . 94
4·3 Energy E and central spin expectation value 〈Sz0〉 for the pair of bright
states corresponding to the ground state and the highest excited state
in a central spin system. . . . . . . . . . . . . . . . . . . . . . . . . . 96
5·1 Second schematic of the spin-1/2 anisotropic central spin model . . . 106
5·2 Finite size crossover diagram for the anisotropic central spin model. . 110
5·3 Establishing persistent dark states with central spin expectation values. 112
5·4 Low central spin entanglement entropy establishes persistent dark states.115
5·5 An extensive number of quasi-conserved quadratic charges persist upon
breaking integrability in the anisotropic central spin model. . . . . . . 118
5·6 Central spin z-polarization retains memory in the pre-thermal state. . 121
5·7 Level-spacing ratio distributions for the anisotropic central spin model. 123
5·8 The exponential divergence of the adiabatic gauge potential norm shows
signatures of chaos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5·9 Nearest neighbor matrix elements of ∂αH vs system size L. . . . . . . 127
5·10 Decomposition of the adiabatic gauge norm into classes based on the
nature of the eigenstates. . . . . . . . . . . . . . . . . . . . . . . . . . 128
5·11 Schematic of possible fates of chaotic non-ergodic regime in the ther-
modynamic limit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5·12 Spectrum and central spin entanglement on and off resonance. . . . . 138
5·13 Perturbation theory breaks down rapidly at large disorder strength. . 140
5·14 Locality of the adiabatic gauge potential for anisotropic perturbations. 141
5·15 Exponential divergence of the of disorder averaged AGP norm for
disorder strength with system size. . . . . . . . . . . . . . . . . . . . 142
xiv
6·1 Spectrum and hyperpolarization scheme for a central spin model. . . 151
6·2 Distribution of bright pair gaps at resonance. . . . . . . . . . . . . . . 154
6·3 Efficiency vs. ramp time for multiple transfer protocols. . . . . . . . . 160
6·4 Efficiency vs. polarization sector for multiple transfer protocols. . . . 168
6·5 Using shortcuts to dynamic polarization to hyperpolarize a spin bath. 171
6·6 Spin bath polarization vs. cycle for the dynamic polarization scheme. 172
6·7 Diagram for an effective master equation model of dynamic polarization.175
6·8 Comparing spin bath polarization vs cycle between exact diagonalization
and master equation simulations. . . . . . . . . . . . . . . . . . . . . 177
6·9 Number of cycles required to hyperpolarize a spin bath vs system size. 177
6·10 Floquet engineered ramp for dynamic polarization. . . . . . . . . . . 183
6·11 Polarization power vs. protocol time. . . . . . . . . . . . . . . . . . . 185
6·12 Histogram of resonant gaps at large xx-disorder strength. . . . . . . . 193
6·13 Transfer and kick efficiency vs. ramp time at large xx-disorder. . . . . 195
6·14 Average level spacing ratio vs. qubit field detuning. . . . . . . . . . . 196
6·15 Transfer error vs. ramp time for higher order LCD. . . . . . . . . . . 198
xv
List of Abbreviations
AGP . . . . . . . . . . . . . Adiabatic Gauge Potential
CD . . . . . . . . . . . . . Counterdiabatic Driving (protocol)
CNE . . . . . . . . . . . . . Chaotic Non-Ergodic
DNP . . . . . . . . . . . . . Dynamic Nuclear Polarization
DP . . . . . . . . . . . . . Dynamic Polarization
ETH . . . . . . . . . . . . . Eigenstate Thermalization Hypothesis
FE . . . . . . . . . . . . . Floquet-Engineered (protocol)
FE-FF . . . . . . . . . . . . . Floquet-Engineered Fast Forward (protocol)
FF . . . . . . . . . . . . . Fast Forward (protocol)
GGE . . . . . . . . . . . . . Generalized Gibbs Ensemble
KAM . . . . . . . . . . . . . Kolmogorov-Arnold-Moser
KZ . . . . . . . . . . . . . Kibble-Zurek
LCD . . . . . . . . . . . . . Local Counterdiabatic Driving (protocol)
LPCVD . . . . . . . . . . . . . Low Pressure Chemical Vapor Decomposition
LZ . . . . . . . . . . . . . Landau-Zener
MRI . . . . . . . . . . . . . Magnetic Resonance Imaging
NMR . . . . . . . . . . . . . Nuclear Magnetic Resonance
NN . . . . . . . . . . . . . Nearest-Neighbor
NNN . . . . . . . . . . . . . Next Nearest-Neighbor
NNNN . . . . . . . . . . . . . Next Next Nearest-Neighbor
NV . . . . . . . . . . . . . Nitrogen-Vacancy
QED . . . . . . . . . . . . . Quantum Electrodynamics
RW-FF . . . . . . . . . . . . . Rotating-Wave Fast Forward (protocol)
SUSY . . . . . . . . . . . . . Supersymmetry





The behavior of atoms is notorious for its counter-intuitive nature. Our daily experi-
ences suggest that objects stay in place or otherwise move in predictable ways, but
atoms have their own special rules. Atoms can be in multiple places at once or jump
from one state to another seemingly instantaneously. Sometimes they behave like
waves, sometime like particles, and they even change their behavior when we try to
measure them. While the properties of atoms might defy common sense, they are now
well understood under the framework of quantum theory.
Quantum theory was developed by the likes of Schrödinger, Heisenberg, Pauli, and
Dirac in the early 20th century. Since then, its predictions have been experimentally
verified time and time again with spectacular accuracy. Beyond the realm of theoretical
and experimental physics, the development of quantum physics has lead to a multitude
of technological advances which impact our daily experience. For instance, our
computer and phone devices are built using semiconductors and transistors which
fundamentally rely on quantum effects. More broadly, from lasers and MRI imagers
used in medicine, to nuclear fission used in energy production, quantum physics has
found a prominent place in our lives. Today, the development of quantum technologies
is a large active area of research, with enormous promise. The purpose of this thesis
is to contribute to this exciting enterprise.
2
1.1 Open quantum systems
At a basic level, quantum systems consist of particles whose state is described by a
wavefunction |Ψ〉, and whose interactions are specified by a Hamiltonian operator
H acting on the space of allowable states. The set of all allowable states |ψn〉 with
definite energy En is given by solving the eigenvalue problem:
H|ψn〉 = En|ψn〉 (1.1)
This equation is the famous Schrödinger equation. In the language of linear algebra,
the solution of this equation gives a basis of functions {|ψn〉} which spans the space
of allowable wavefunctions. In other words, any state |Ψ〉 of the system can be






where the complex linear coefficients cn (the so-called wavefunction amplitudes)
physically capture the probability of finding the system in a particular energy state
|ψn〉 in the value |cn|2. This brings out two key features of quantum theory: (i) a system
can be composed of multiple states simultaneously - the principle of superposition -
and (ii) atomic phenomena are fundamentally probabilistic - a measurement of the
system’s energy (or any other quantity for that matter) in a given state need not have
a predetermined deterministic value. Unintuitive as they may be, every atomic system
abides by these principles.
The world is made up of atoms, and yet we don’t see quantum effects all the time.
Why? The answer lies in the phenomenon of decoherence which occurs when a large
number of particles interact.
We can already get a basic intuition for decoherence from a simple example.
3
Consider a system in a superposition of two states:
|Ψ〉 = c1 |α1〉+ c2 |α2〉. (1.3)
This state can be mathematically recast in terms of a density matrix






Density matrices contain all of the information already available in the pure state |Ψ〉,
but can be generalized to study mixed states in which an extra layer of uncertainty is
added to the fundamental uncertainty already present in the quantum probabilities of
the wavefunction. This extra uncertainty may arise in coarse-grained descriptions of a
large number of particles (e.g. an environment), where it is impractical or impossible
to keep track of all of the corresponding degrees of freedom, and only a few degrees
of freedom are analyzed directly. Thus the extra uncertainty is a way of encoding
our ignorance about the details of a particular complex system, and not an extra
physical feature. Then we interpret the diagonal elements of the density matrix
as the probabilities of finding the system in the corresponding state (either |α1〉 or
|α2〉), whether or not this probability arises from system being in a genuine quantum
superposition or from our ignorance (or a mix of both). The off-diagonal elements -
the so-called coherences - contain information on the fundamental uncertainty due
to quantum superposition. Thus zero coherences would indicate that the underlying
system is in a definite state (not a superposition), we just don’t know which, and |c1|2
and |c2|2 would give classical probabilities.
For concreteness, assume the system describes a simple quantum oscillator with
frequency ω and that |α1〉 and |α2〉 are two coherent states. Coherent states are
quantum states which behave similar to classical oscillators, and are formally given
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by the eigenfunctions of a type of annihilation operator. The physics of quantum
oscillators is well-known and the reader is referred to introductory texts in quantum
mechanics for details (Griffiths and Schroeter, 2018). For our present purposes, suffice
it to say that the evolution of the density matrix as a function of time t can be








where A(t) and B(t) are non-zero periodic functions with frequency ω. Note that the
presence of finite coherences B(t) distinguish this system from a classical one.
So far we have taken the quantum system to be closed (i.e. isolated), but realistic
quantum systems are often open, meaning they interact with multiple particles in a
large environment/bath. There exist several approaches to model the environment
and its interactions in open quantum systems (Weiss, 2012), some of which we explore
in detail in subsequent chapters. In the simplest cases, the environment is modeled as
a large collection of harmonic oscillators which couple to the system oscillator. While
simple, such a description is useful and allows one to find the exact evolution of the








This equation shows that the coherences of the density matrix decay exponentially
over a timescale td. Its implications are rather remarkable: at times long after a
characteristic time td, a quantum oscillator interacting with a large number of quantum
oscillators behaves classically. This phenomenon is known as decoherence, and is at
the core of why we can’t usually see quantum effects in our macroscopic classical
world. Beyond this simple example, decoherence phenomena occur in most open
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quantum systems (Hornberger, 2009). In fact, a typical macroscopic system contain
billions of particles, each of which sees a large surrounding bath and tends to decohere.
There are of course notable exceptions where large scale quantum behavior is possible;
phenomena such as superconductivity, Bose-Einstein condensation, and superfluidity
coordinate a macroscopic number of particles in such a way that coherences are
preserved at the macroscopic level (Annett et al., 2004).
Quantum systems exhibit rich phenomena with the potential for revolutionary
technological advances such as large scale quantum computers and quantum thermal
machines. As quantum systems seldom exist in a vacuum, an understanding of open
quantum systems is crucial to realize this potential. Applications which harness
quantum effects are faced with the challenge of using the environment productively or
otherwise preventing quantum information loss due to decoherence. A core objective
of this thesis is to help achieve this potential by contributing to our theoretical
understanding of open quantum systems with real applications.
1.2 Quantum control protocols
In physical applications of quantum phenomena, we often wish to control quantum
states to perform certain useful tasks efficiently. Quantum states can encode useful
information and in configurations which are not possible for classical systems (e.g.
using superposition), but we cannot control them directly (d’Alessandro, 2007). In
practice, we can only tune physical control parameters such as the amplitude and
frequency of external waves, the strength of static fields, or the geometric configuration
of the system. These physical knobs can only control states indirectly and are encoded
in the system’s interactions. In general, there exists an effective description of the
system via a Hamiltonian operator H(~λ(t)) that depends on a set of parameters ~λ(t)
which can be tuned in time. Thus, to control quantum states efficiently, one is tasked
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with the difficult job of designing efficient protocols which control physical interactions
to induce the desired behavior of the states.
One example of useful quantum control protocols can be found in adiabatic
quantum computing (Albash and Lidar, 2018). To perform a computation, the
problem statement is encoded in the ground state |Ψ(~λ0)〉 of an initial Hamiltonian
H(~λ0), and the solution is encoded in the ground state |Ψ(~λf )〉 of an final Hamiltonian
H(~λf ). To get from the initial to the final state, and thus perform the computation,
the control parameters ~λ are driven very slowly from ~λ0 to ~λf . The requirement of
slow driving can be understood from the quantum adiabatic theorem, which states
that an infinitely slow drive prevents the system from transferring probability from
any energy eigenstate to any other (Griffiths and Schroeter, 2018). In practice, it
suffices that the rate of change of any control parameter in units of energy is smaller
than the square of the smallest energy difference between energy eigenstates. Thus
driving the system slower than the square-gap between the ground and first-excited
state can maintain the system in the ground state until the computation completed.
Once again, in practice, the quantum system is open and the environment can
induce decoherence. If the computation is not completed faster than the decoherence
timescale, quantum information is lost, the system becomes effectively classical, and
the protocol cannot be expected to have an advantage over a classical one. Thus, the
requirement of adiabatic (slow) driving, which would otherwise result in an efficient
computation, comes at the huge cost. On the other hand, a fast drive could be made
faster than the decoherence timescale, but at the expense of the adiabatic theorem,
resulting in unwanted energy excitations out of the ground state manifold. This is an
example of the interplay between speed and efficiency in open quantum systems.
Another example of a useful quantum control protocol consists of using a quantum
system as a working substance in a heat engine (Vinjanampathy and Anders, 2016).
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Then the control parameters can be used to alternatively couple the system to a hot
and cold reservoir, respectively, and absorb useful work. Interestingly, driving the
engine slowly minimizes entropy production and enhances efficiency, but at the cost
of low power production. On the other hand, faster engine cycles produce more power
while compromising efficiency. Although this scenario is quite the opposite of the last,
whereby the environment is used as a source of energy to power the engine instead of
an obstacle, they share common features: the trade-offs between speed and efficiency
when using quantum effects to improve on classical protocols.
These tradeoffs between speed-efficiency are common in open quantum systems,
limiting productivity in a variety of settings (Albash and Lidar, 2018; Vinjanampathy
and Anders, 2016). This calls for the development of control protocols which are
both fast and efficient. Here we briefly review one method to accomplish this goal to
get a sense of the advantages and challenges involved, and postpone a more detailed
discussion of the advances and limitations of other quantum control protocols in the
literature to subsequent chapters.
One promising approach is to engineer interactions in a system such that transitions
between energy eigenstates are suppressed at any driving speed. In other words, we add
controls to ensure the adiabatic theorem is always satisfied without the requirement of
slow driving. This approach can be implemented with counterdiabatic driving (CD).
In counterdiabatic driving, a target Hamiltonian operator H(λ) is assisted by an extra
interaction operator λ̇Aλ such that the dynamics of the system is generated by the
new (CD) Hamiltonian (Kolodrubetz et al., 2017):
HCD(t) = H(λ(t)) + λ̇Aλ, (1.7)
where λ̇ is the time-derivative of λ(t), and Aλ is the so-called gauge potential operator.
We discuss the gauge potential in great detail in later chapters; for now, it suffices to
8





The form of the matrix elements of the gauge potential reveals two important features:
(i) The information of every transition amplitude 〈ψm|∂λH|ψn〉 between two energy
states resulting from a change in H(λ) is known to the gauge potential, (ii) the
smaller the energy difference En − Em between two states, the more likely it is to
excite a transition between them, and the stronger the gauge potential must be to
suppress these transitions. Therefore, to completely suppress all transitions and
have the adiabatic theorem satisfied between all eigenstates of H(λ) at any speed λ̇,
requires an enormous amount of information. As can be expected, the gauge potential
operator is generally a highly complex operator (Kolodrubetz et al., 2017). So while
we can express the equations for the gauge potential in theory, solving them is an
arduous task except in the simplest systems. Moreover, having a solution for the
gauge potential does not guarantee we can implement it in practice, as experimental
physicists typically do not have access to an exponentially large number of control
knobs for complex interactions. This highlights yet another important goal in the field
of quantum control beyond speed and efficiency: experimental viability.
1.3 Outlook and outline of the thesis
The first goal of this dissertation is to design fast and efficient control protocols
which can be physically realized in open quantum systems. In particular, we focus
on open systems in which the environment is a crucial component and can serve as
a resource. The main contributions to this goal are (i) the design of a realizable
high-power quantum engine whose efficiency is close to the theoretical limit, (ii) the
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design and experimental test of protocols which can probe a driven-dissipative phase
transition in real parametric amplifier-oscillator systems, and (iii) the design of a
quantum refrigerator which can quickly and efficiently freeze a system to its ground
state, and which can be realized in quantum dots or defect centers in diamond.
The second goal of this dissertation is to further our understanding of many-
body states in open quantum systems. To this end, we contribute the following
developments: (i) the characterization of a driven-dissipative phase transition in a
parametric amplifier-oscillator system, and (ii) the characterization of dark and bright
states in a family of central spin models describing defect centers or quantum dots
coupled to a spin bath. These contributions are complimentary to the development of
control schemes which rely on detailed knowledge of the states of a system to optimize
speed and efficiency.
The thesis is structured as follows. The first half focuses on harmonic systems.
Chapter 2 treats a harmonic model of a small quantum system coupled to a harmonic
bath. This chapter develops an efficient energy transfer protocol that can be used to
quickly thermalize the system, and applies the protocol in the design of a quantum
engine. Chapter 3 studies an experimental parametric amplifier-oscillator system
coupled to a noisy bath with tunable interactions. This chapter establishes a driven-
dissipative phase transition and characterizes the effect of system-bath interactions
on critical dynamics using the Kibble-Zurek paradigm. The second half of this thesis
focuses on central spin systems. In Chapter 4, we establish the integrability of a
central spin model with fully anisotropic interactions between the spins. Therein, we
fully characterize the system’s eigenstates, which divide into two families of bright
and dark states. Chapter 5 extends this model to the case of partial anisotropy,
and finds that dark states are robust (persistent) against tunings of the anisotropy
parameter. Moreover, we identify a chaotic but non-ergodic phase which coexists
10
with the persistent dark states. To conclude, in Chapter 6 we detail the design of
dynamic polarization protocols for central spin systems which control bright and dark
states effectively to fully freeze a spin bath to its ground state. In this chapter, we






Swift heat transfer by fast-forward driving
This chapter was published in Physical Review A (Villazon et al., 2019). In this
work, Tamiro Villazon Scholer led the project, carried out the theoretical analysis,
and performed numerical simulations. A. Chandran and A. Polkovnikov supervised all
stages of the project. All authors contributed to the preparation of the manuscript.
2.1 Abstract
Typically, time-dependent thermodynamic protocols need to run asymptotically slowly
in order to avoid dissipative losses. By adapting ideas from counter-diabatic driving
and Floquet engineering to open systems, we develop fast-forward protocols for swiftly
thermalizing a system oscillator locally coupled to an optical phonon bath. These
protocols control the system frequency and the system-bath coupling to induce a
resonant state exchange between the system and the bath. We apply the fast-forward
protocols to realize a fast approximate Otto engine operating at high power near the





Fast and efficient heat transfer using small quantum systems plays an important role
in microscopic heat engines (Vinjanampathy and Anders, 2016; Kosloff and Levy,
2014; Levy and Gelbwaser-Klimovsky, 2018; Harbola et al., 2012; Linden et al., 2010),
reservoir engineering (Koch, 2016), and many-body state preparation (Chandra et al.,
2010; Bohn et al., 2017; Verstraete et al., 2009). There are now many experimental
platforms, such as NV centers in diamond (Schirhagl et al., 2014; Klatzow et al., 2017),
trapped ions (Roßnagel et al., 2016; Maslennikov et al., 2019; Blatt and Roos, 2012),
and superconducting circuits (Wendin, 2017; Pekola and Hekking, 2007; Fornieri et al.,
2016), capable of preparing and coherently manipulating small quantum systems. An
important experimentally relevant question, which we address in this article, is how to
achieve swift and efficient heat transfer with limited control of system and system-bath
parameters.
There is generally a trade-off between control speed and efficiency (Reif, 2009;
Kolodrubetz et al., 2017). Reversible processes attain maximal efficiency; however
these need to run asymptotically slowly to remain in instantaneous equilibrium. Slow
driving can be impractical or even prohibitive in real applications which need to run
in finite time to avoid decoherence or generate power. On the other hand, fast driving
typically forces the system out of instantaneous equilibrium and results in dissipative
losses that reduce efficiency.
In isolated systems, fast reversible processes can be realized using shortcuts to
adiabaticity, an umbrella term used for counter-diabatic (CD) and fast-forward (FF)
protocols. CD protocols suppress transitions between the instantaneous eigenstates of
a target driven Hamiltonian H(t) by evolving the system with a modified Hamiltonian
HCD(t) (Demirplak and Rice, 2003; Demirplak and Rice, 2005; Demirplak and
Rice, 2008; Berry, 2009; del Campo, 2013; Muga et al., 2010; Kolodrubetz et al.,
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Figure 2·1: Schematic depiction of a small quantum system coupled to an
optical phonon bath. A system oscillator S with tunable frequency ω̃S(t) is coupled
to a one-dimensional optical phonon bath with central frequency ωB via the bath
oscillator B. We derive FF protocols that resonantly exchange the states of the S and
B oscillators by suitably modulating the system frequency ω̃S(t) and the system-bath
coupling γ̃SB(t). These protocols swiftly thermalize S through a rapid heat exchange
Q with the bath and far out-perform unassisted protocols.
2017). A similar strategy for suppressing transitions is implemented in closely related
superadiabatic protocols (Zhou et al., 2017). Usually, the CD Hamiltonians require
access to non-local controls not present in the original Hamiltonian. FF protocols,
on the other hand, only modulate the couplings present in the original Hamiltonian
to attain the desired adiabatic final state (del Campo, 2013; Muga et al., 2010;
Kolodrubetz et al., 2017; Masuda and Nakamura, 2010; Torrontegui et al., 2012; Bukov
et al., 2019). These FF protocols are related to CD protocols by time-dependent
unitary transformations (Bukov et al., 2019). Several works have used such CD and
FF protocols to speed up the adiabatic parts of various thermodynamic cycles (Tu,
2014; Deng et al., 2013; del Campo and Zurek, 2014; Beau et al., 2016; Kosloff and
Rezek, 2017).
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In this article, we extend FF driving to a small open system. We present new
FF protocols which realize an efficient energy exchange between the system and its
environment and swiftly thermalize the system. These protocols are constructed using
a tractable model for an oscillator system locally coupled to a non-Markovian optical
phonon bath (Fig. 2·1). We use these protocols to design a fast (high-power) heat
engine operating near the Carnot efficiency. Importantly, these protocols can be
experimentally realized, as they only demand control over system parameters and the
system-bath coupling.
The ideas of shortcuts to adiabaticity were recently generalized to speed up
equilibration and isothermal processes in open systems (Mart́ınez et al., 2016; Chupeau
et al., 2018; Dann et al., 2018; Li et al., 2017; Patra and Jarzynski, 2017; Boyd et al.,
2018; Vacanti et al., 2014; Funo et al., 2019). Such protocols assume Markovian
baths and are effective when the protocol duration is much longer than the bath
relaxation time. They however often lead to dissipative losses which increase with the
driving speed. Our results are complementary in three respects. First, the bath in our
setup has a narrow bandwidth and is not Markovian. To capture the non-Markovian
effects, we model the system+bath microscopically as a Hamiltonian system (Weiss,
2012). Second, our FF protocols are most effective when the protocol duration is
much shorter than the relaxation time of the bath. Strikingly, the performance of
these FF protocols is a non-monotonic function of the protocol duration, suggesting
that the Markovian protocols and our FF protocols are not limiting behaviors of a
single general protocol. Finally, unlike the Markovian protocols, the heat dissipated
during our FF protocols remains bounded at all driving speeds.
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2.3 Model system




P 2 + 1
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ω̃2S(t)X
2, which is connected to an optical phonon bath via the
bath oscillator B (see Fig. 2·1). The complete Hamiltonian for the system and bath is
given by:













j − γBB ω2B xj xj+1
]
(2.2)
describes the bath of N optical phonons with central frequency ωB. The B oscillator is
indexed by j = B, and HSB(t) = −γ̃SB(t)ω2B xBX describes the tunable interaction
between S and B. The bare S-B coupling strength when HSB is not varied in time is
denoted by γSB. The bare coupling γSB can be also viewed as a boundary condition
for γ̃SB(t) at the beginning and at the end of a protocol. We work in the regime
γBB, γSB  1, in which all oscillators interact weakly with one another.
We study different driving protocols of the S oscillator frequency ω̃S(t) and S-B
coupling strength γ̃SB(t). In unassisted (UA) driving, the system’s frequency is varied
in time as ωS(t), while the S-B coupling is time independent γ̃SB(t) = γSB. Assisted
fast-forward (FF) protocols modulate both couplings in time, targeting the same final
state as in an adiabatic UA protocol.
The target ramps of ωS(t) sweep across the bandwidth of the bath frequencies.





so that S is resonant with the central frequency of the bath at λ = 0. In a target
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ramp, λ(t) is initialized with a value λi at t = ti and driven to a final value λf at
t = tf . For concreteness, we consider a linear ramp λ(t) which rounds-off sufficiently
smoothly at the ramp boundaries. The ramp duration is denoted by τp = tf − ti. All
FF protocols in this work can be parameterized by λ(t), enabling direct comparison
with UA protocols.
Since H is quadratic, our analysis is valid for both quantum and classical oscillator
systems. For concreteness, we use the language of quantum mechanics. Thus, symbols
such as X or pB are to be understood as operators. The occupation number operator
of oscillator/mode a is denoted by na. Expectation values such as 〈na(t)〉 are with
respect to the state at time t. We set ~ = 1, kB = 1.
2.4 The two-oscillator subsystem
When γBB = 0, the S and B oscillators decouple from the rest of the bath. The
dynamics is thus determined by the Hamiltonian H0 = HS(t) + HB + HSB for two









2.4.1 The unassisted ramp
Fig. 2·2 depicts the frequencies ω± of the instantaneous normal modes as a function of
λ. Far from resonance |λ(t)/γSB|  1, the S and B oscillators weakly hybridize and
the normal modes are either completely of S (dark red) or B (light blue) character.
In the resonance region |λ(t)/γSB| . 1 on the other hand, the normal modes are
approximately equal weight superpositions of the S and B modes. As λ(t) is tuned
across resonance, the instantaneous normal mode of S character evolves continuously
across the resonance region to the normal mode with B character, and vice-versa.
An adiabatic ramp induces no transitions between the instantaneous eigenstates
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Figure 2·2: Adiabatic driving through resonance switches the instanta-
neous occupations of two coupled oscillators. Schematic plot of the normal
mode frequencies ω2± as a function of the detuning λ for the two oscillator system.
Dark red and light blue denote the approximately unhybridized S and B oscillators
respectively. Far from the resonance (|λ|  γSB), S and B are approximately distinct
normal modes with occupation numbers nS and nB. Near resonance (|λ| . γSB), S
and B hybridize. An adiabatic or CD protocol suppresses transitions between the




between S and B.
of H0(t). As the normal modes preserve their occupation numbers n±, the occupation




across resonance. In particular, if we prepare
B in a thermal distribution at temperature T , then S will acquire this distribution
when driven slowly enough through resonance. This exchange-induced thermalization
is reversible; that is, the S+B system comes back to its initial state if the direction of
the ramp is reversed.
At finite ramp rates λ̇, there are two classes of excitations between the instantaneous
energy levels of H0(t). The first class consists of number-conserving exchanges of
energy quanta between the normal modes of H0(t). These exchanges occur near




analogous to a two-level Landau-Zener (LZ) problem where the onset of non-adiabatic
transitions is marked by a speed scale proportional to the square of the interaction
gap (Shevchenko et al., 2010; Polkovnikov et al., 2011). The second class consists of
quanta pair creation/annihilation and becomes important when the ramp speed λ̇
is comparable to the larger scale of ωB (see Appendix 2.B). Both processes induce
diabatic transitions in the instantaneous eigenbasis of H0(t) and reduce the fidelity of
the S-B exchange.
2.4.2 Counter-diabatic driving
To prevent diabatic transitions at any detuning speed λ̇, we engineer a CD Hamiltonian:
HCD(t) = H0(λ(t)) + λ̇A(t) (2.4)
where the gauge potential A(t) is found to be (Appendix 2.C):
A(t) ≈− 1
4(1 + λ(t))





(X pB − xB P ) (2.5)
The first term in Eq. (2.5) represents the gauge potential in the absence of the
system-bath coupling (see e.g. Ref. (Deffner et al., 2014)). It is responsible for
suppressing diabatic transitions in the S oscillator. The second term dynamically
exchanges the S and B oscillator states across resonance, thus preserving normal mode
occupation numbers. Near resonance, this term scales as γ−1SB  1. It enhances the
interaction between S and B to speed up the exchange at finite ramp speeds. The
terms neglected in Eq. (2.5) are suppressed by higher powers of γSB (Appendix 2.C)
and do not qualitatively change the following discussion.
The CD protocol given by Eq. (2.4) realizes transitionless driving for arbitrary λ(t).
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However, it requires new couplings (X P , P X, X pB, xB P ) which are not present in
the original Hamiltonian H0 and which are hard to realize experimentally.
2.4.3 Fast-forward driving
FF Hamiltonians can generally be obtained by unitary rotations of CD Hamiltoni-
ans (Bukov et al., 2019): HFF = U
†HCDU − i U †∂tU . Here U is a unitary trans-
formation that enforces that HFF has the same form as H0, but with different
time-dependence of the S frequency ω̃S(t) and S-B coupling γ̃SB(t). In addition, for
FF protocols to robustly attain the same target state as CD, U must coincide with the
identity and have vanishing time derivatives at the protocol boundaries (Ness et al.,
2018; Kolodrubetz et al., 2017; Torrontegui et al., 2012); (Appendix 2.D).
When λ̇  ωB, we construct a simple FF protocol in a rotating wave (RW)
approximation which ignores pair creation/annihilation processes. This approximation












































A few comments are in order. First, we define aS using ωB instead of ωS(t) to
avoid introducing additional time-dependent corrections into the Hamiltonian. This
construction is adequate since the dominant effects occur near resonance. Next,
we have omitted an additive constant which has no effect on dynamics. Finally,
HCD in Eq. (2.6) has the same form as in the Landau-Zener (LZ) two-level problem
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(Appendix 2.B).
We obtain the rotating-wave FF protocol from Eq. (2.6) by the simple rotation
aS → aS eiθS , tan(θS) =
λ̇
ωB(λ2 + 4 γ2SB)
. (2.7)
The corresponding unitary U = eiθSa
†
SaS which generates the HRWFF from HCD is
analogous to a unitary previously obtained for the LZ problem (Bukov et al., 2019).
It automatically satisfies the boundary conditions U(ti) = U(tf ) = I if λ̇ vanishes at
the protocol boundaries.































λ2(t) + 4 γ2SB
]2
. (2.10)
In a real setup, ω̃2S(t) and γ̃SB(t) are physical control knobs. Contrary to UA
and CD protocols, λ(t) is no longer the physical detuning, except at the protocol
boundaries. Rather, λ(t) should be understood as a free function parameterizing
a family of FF protocols, with boundary conditions: λ(ti) = λi, λ(tf) = λf , and
λ̇(ti,f ) = 0. The latter condition ensures that FF achieves the target adiabatic state.
We also impose λ̈(ti,f) = 0 to ensure H
RW
FF = H0 at the boundaries and stabilize the
final state after the ramp. Given a target UA protocol λ(t) satisfying these conditions,
Eqs. (2.9) and (2.10) show how it must be modulated to realize the RW-FF protocol.
Fig. 2·3b shows the time-modulations (2.9) and (2.10) for a ramp across resonance
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(only the linear part of the ramp near resonance is shown). To achieve the S-B state
exchange, the RW-FF protocol non-monotonically modulates ω̃2S(t) to keep S resonant
with B for a longer time span than UA, while simultaneously enhancing γ̃SB(t) in the
resonance region (|λ(t)| . γSB). The maximum value of γ̃SB(t) can be much larger
than γSB.
In practice, experimental constraints limit γ̃SB(t), and thus the maximum allowed
λ̇. In Ref. (Stefanatos, 2016), optimal control was used to exchange the state of
two coupled oscillators with a bounded time-dependent coupling for optomechanical
cooling. In comparison with the shortcut protocols presented here, such optimal
control protocols are found numerically and are approximately of bang-bang form.
One can improve upon the RW-FF approximation and design an exact local FF
protocol which can be implemented to arbitrary precision by a high-frequency Floquet
drive of γ̃SB(t). The precision error is set by the period 2π/Ω of the drive. In the
resulting Floquet-Engineered Fast-Forward (FE-FF) Hamiltonian HFEFF , ω̃S(t) and
γ̃SB(t) become complicated functions of time in comparison to their bare counterparts,
as shown in Fig. 2·3b. Similar to Eqs. (2.9) and (2.10), ω̃S(t) is non-monotonic, while
the new γ̃SB(t) enhances the S-B interaction to effect the S-B state exchange. Now
however, γ̃SB(t) has an added high-frequency periodic modulation ∝ Ω cos(Ω t) needed
to indirectly control the bath frequency ωB and suppress transitions at any speed λ̇.
We outline the construction of this protocol next, and give a thorough treatment in
Appendix 2.D.
A Hamiltonian can obtained from HCD by a sequence of unitary transformations















x2B − C ′(t)X xB
where now Λ′(t), K ′(t), C ′(t) are non-trivial functions of time (see Appendix 2.D).
23
The need to modulate K ′(t) makes H
′
FF not an experimentally viable protocol because
it requires additional control of an inaccessible bath parameter.
To realize H
′













x2B − γ̃SB(t)ω2B xBX, (2.11)
where
ω̃2S(t) = Λ






2(K ′(t)− ω2B) Ω cos(Ω t) (2.13)
Fig. 2·3b illustrates Eqns. (2.12) and (2.13). When Ω−1 is the smallest timescale in
the problem, the dynamics under HFEFF can be treated perturbatively in 1/Ω using a
high-frequency Magnus expansion (Bukov et al., 2015). To leading order, the effective
Floquet Hamiltonian coincides with H
′
FF . In the appendices, we detail the stroboscopic
equivalence of HFEFF and H
′
FF and show that H
FE
FF is a FF protocol which implements
the complete CD protocol as Ω→∞.
It was shown in Refs. (Boyers et al., 2019; Petiziol et al., 2018; Sun et al., 2016)
that approximate FF protocols can be designed using high-frequency periodic driving
in specific setups. Recently, a high-frequency FE-FF protocol was also realized in an
experiment with NV centers in diamond to achieve high-fidelity state preparation in
a qubit (Boyers et al., 2019). The advantages of this kind of approach range from
experimental viability to robustness against environmental noise (Viola et al., 1999).
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Figure 2·3: FF protocols suppress diabatic transitions by controlling ω̃S(t)
and γ̃SB(t). (a) The energy infidelity W (c.f. Eq. (2.14)) vs normalized ramp speed
λ̇/[ωB γ
2
SB] for several protocols. The rotating-wave (RW-FF) protocol outperforms
UA when λ̇ ωB, while the Floquet-Engineered (FE-FF) protocol outperforms UA
and RW-FF at all speeds. The exact CD drive reproduces an adiabatic protocol to
within numerical accuracy. (b) Time-modulations of ω̃S(t) (left) and γ̃SB(t) (right)
over the ramp period τp in FF driving. Simulation parameters: (a - b) λi = −0.67,
λf = 0.67, ωB = 3, γSB = 0.02, |n−(λi), n+(λi)〉 = |3, 1〉; (a) Ω = 480; (b) Ω = 1.
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2.4.4 Protocol comparison
We compare the performance of the UA, RW-FF, and FE-FF protocols by measuring
the energy infidelity, W . This quantity is a proxy for diabatic transitions, depending




(E − Ead)2 + σ2E
)
. (2.14)
Here, E = 〈H0〉 and σ2E = 〈H20 〉 − E2 are the mean total energy and energy variance
of the S+B subsystem at the end of the protocol. Ead is the mean total energy in the
final state for an adiabatic UA protocol. All protocols are initialized in an eigenstate
of H0(λi).
Fig. 2·3a shows the energy infidelityW as a function of the normalized ramp speed
λ̇/[ωB γ
2
SB] for various protocols. The exact CD protocol realizing a perfect adiabatic
process is shown for reference. For this protocol, W = 0 within numerical accuracy.
In contrast, W dramatically rises for λ̇ > ωB γ2SB in the UA protocol. The RW-FF
protocol shows a substantial improvement over UA, suppressing W by several orders
of magnitude in the regime ωB γ
2
SB . λ̇ ωB. At sufficiently large speeds, RW-FF is
not effective because the rotating wave approximation breaks down when ωB becomes
a relevant time scale. The FE-FF protocol outperforms the UA and RW-FF protocols
at all speeds. We observe such improvement whenever Ω is the largest frequency scale.
In this regime W ∼ Ω−1, so that FE-FF approaches a perfect adiabatic protocol as
Ω→∞ (Appendix 2.D).
2.5 The many-oscillator environment
When all the oscillators in the phonon bath are coupled (γBB > 0), the normal modes
of the bath have frequencies within the bandwidth [ωB(1− γBB), ωB(1 + γBB)] around
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the central frequency ωB. Then γBB sets the internal relaxation rate of the bath.
For the UA protocol, this scale competes with the timescale set by γSB for the S-B
interaction. When γBB  γSB, the dynamics are qualitatively similar to the γBB = 0
case described above. When γBB & γSB, S interacts with multiple bath normal modes
when ωS(t) lies within the bandwidth. These interactions thermalize S and give rise
to a reversible isothermal process when ωS(t) is slowly ramped across the bandwidth.
Fast unassisted ramps, however, fail to thermalize S because they leave no time to
exchange sufficient energy with the bath.
The FF protocols developed in the last section thermalize S through a reversible
S-B state exchange at λ = 0. Fig. 2·4 shows the final temperature of S for ramps
across the bandwidth of a bath at temperature T . S is initially prepared with mean
occupation 2T/ωS(tf ), so that its final temperature is 2T for adiabatic ramps in the
absence of the bath. As S effectively does not interact with the bath in fast UA
ramps, its final temperature is 2T in Fig. 2·4. In contrast, the FF protocols yield
a final temperature near T as λ̇ → ∞. When λ̇  ωB γ2SB, S is in instantaneous
equilibrium at all times in all the protocols. Consequently, all protocols result in a
perfect isothermal process at temperature T .
In Fig. 2·4, the final temperature of S monotonically increases from T to 2T as a
function of λ̇ in UA protocols. The FF curves, on the other hand, are non-monotonic;
specifically, they approximately follow the UA curve up to some value of λ̇ and then
peel off towards 〈HS(λf )〉 ≈ T . We expect that the FF protocols become effective for
thermalization only when the duration of the resonant S-B state exchange (∼ γSB/λ̇)
becomes smaller than the relaxation time of the bath (∼ 1/ωBγBB). This predicts
that the FF curves peel off from the UA one at λ̇/[ωB γ
2
SB] ≈ γBB/γSB, in good
agreement with Fig. 2·4. We note that the speed regime where the FF protocol is
effective cannot be treated in the Markovian approximation because the bath is not in
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Figure 2·4: FF driving induces swift thermalization with a phonon bath.
Plot of the system’s normalized average energy 〈HS(λf)〉/T at the end of a ramp
across the bath’s bandwidth as a function of normalized ramp speed λ̇/[ωB γ
2
SB]. Here
T is the temperature of the bath. S is prepared at λi = −2 γBB in a “hot” state
and ramped to λf = 2γBB. The “hot” state is chosen to yield a final temperature
2T (black dashed line) if S does not interact with the bath. Although the UA and
FF protocols thermalize S at slow speeds, only the FF protocols thermalize S to




local equilibrium on the time-scale of the ramp.
Fig. 2·4 also shows that the final temperature of S under FF driving deviates
from T at fast speeds. The FF protocol only thermalizes S at λ(t) = 0. For
λ(t) 6= 0, S is effectively decoupled from the bath and evolves adiabatically. Since the
occupation number of S is fixed in an adiabatic process, its average energy increases
as 〈H(λ)〉 =
√
(1 + λ)T for λ > 0. This gives 〈H(λf )〉/T ≈ 1 + γBB at small γBB for
λ̇→∞, in quantitative agreement with Fig. 2·4.
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2.6 Application: heat engine
The FF protocols can be used in the design of a highly efficient heat engine capable
of producing a large power output. The engine uses the S oscillator as a working
substance, with cold (C) and hot (H) reservoirs of optical phonons at temperatures
TC and TH respectively. The model depicted in Fig. 2·1 describes the engine when S is
coupled to C (H), with frequency ωB = ωC (ωH) and detuning λ(t) = (ω
2
S(t)−ω2B)/ω2B.
Both reservoirs have the same coupling strengths γBB and γSB. In a full cycle, S
is first coupled to C and its frequency ωS(t) is increased across resonance with ωC .
Subsequently, S is coupled to H and ωS(t) is decreased across resonance with ωH .
Engines with a harmonic working substance behave much like ideal gas engines (Tu,
2014; Deng et al., 2013; del Campo and Zurek, 2014; Kosloff and Rezek, 2017; Abah
et al., 2012; Dechant et al., 2017; Arnaud et al., 2002). For instance, one can define
an effective pressure P = 〈nS〉 and volume V = ω−1S and construct a PV diagram as
shown in Fig. 2·5.
At slow speeds, the engine undergoes two ‘adiabatic’ and ‘thermal’ strokes. Consider
for definiteness the forward ramp (λ̇ > 0) with S coupled to C. During an adiabatic
stroke |λ(t)|  γBB, γSB, S doesn’t exchange energy with C, and 〈nS〉 remains constant.
When |λ(t)| . γBB, γSB, S can exchange energy with the bath and undergo a thermal
stroke. The thermal stroke consists of two processes: (i) a thermalization process
where S is brought to temperature TC , (ii) an isothermal process where S remains
at TC as ωS is tuned across the bath’s bandwidth. During an isothermal process,
〈nS〉 = TC/ωS. Fig. 2·5 shows the four strokes (solid curves) in a complete slow
cycle: (1) a contractive (λ̇ > 0) thermal stroke with C, (2) a contractive adiabatic
stroke, (3) an expansive (λ̇ < 0) thermal stroke with H, and (4) an expansive adiabatic
stroke. This cycle is generally irreversible because the thermalization process in each
thermal stroke is irreversible. The degree of irreversibility is controlled by the ratio
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Figure 2·5: Schematic PV diagram for a heat engine: The engine uses a
harmonic working substance S and two reservoirs of optical phonons. During the
thermal strokes, S draws heat QH from a hot bath at TH , and deposits heat QC into
a cold bath at TC . During the adiabatic strokes (solid black curves), S is effectively
isolated and 〈nS〉 is constant. Solid colored curves show thermal strokes with slow
driving, while colored dotted curves show swift thermalization with FF driving.
r ≡ (TC/TH)/(ωC/ωH) ≤ 1. When r = 1, the thermalization process is eliminated
and we recover a Carnot efficiency (Arnaud et al., 2002) ; (Appendix 2.E).
Several works have used shortcut methods and optimal control to accelerate the
adiabatic strokes of quantum engines (Tu, 2014; Deng et al., 2013; del Campo and
Zurek, 2014; Beau et al., 2016; Kosloff and Rezek, 2017; Stefanatos, 2017b; Stefanatos,
2017a).
We implement a FF protocol to speed up both the adiabatic and the thermal
strokes. At high ramp speeds, the protocol preserves the adiabatic strokes, but changes
each thermal stroke into a swift thermalization process at ωS ≈ ωB. This results in
an approximate Otto cycle; see the dotted colored curves in Fig 2·5. Intermediate
speeds (not shown) result in a mix of partial thermalization, isothermal, and swift
thermalization processes. The cycle is not an Otto cycle at intermediate and slow
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speeds because S has time to interact with bath modes across the entire frequency
range of the bandwidth.
Over a cycle, S absorbs heat from H, uses some of this energy to do work, and
releases the remainder into C. For a thermal stroke with either bath, we define the
heat as Q = |∆〈Hbath〉|, the change in the bath’s average energy between the start and
end of the stroke. Note the convention QC,H > 0. Such heat may have contributions
from spontaneous energy transfer (e.g. thermal conduction), as well as induced energy
transfer (FF swift thermalization). The work done by the engine is then W = QH−QC ,
the difference between the absorbed and released heats. In the following, we consider
two performance measures of the engine: (i) efficiency, given by η = W/QH , and (ii)
average power over a cycle time τ , measured by P = W/τ .
In the slow limit (λ̇→ 0) we have (Appendix 2.E):




r (1− r + 2 γBB)
, P → 0. (2.15)
For 0 ≤ r ≤ 1, η is bounded by the Carnot efficiency ηC = 1 − TC/TH . At r = 1,
η = ηC .
For fast enough ramps (γSB, γBB  λ̇/ωC,H), we break up the analysis into two
cases based on the relation between γSB and γBB.
When γBB  γSB  1, S effectively interacts with a single bath oscillator B of
frequency ωH,C during either thermal stroke. The FF protocol induces an exchange of
thermal occupation distributions between S and B, so that
QH,C = ωH,C(〈nH〉 − 〈nC〉). (2.16)
Above, the H and C baths are taken to be in the classical regime, so that 〈nH,C〉 ∼
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Figure 2·6: High-speed engine efficiency η as a function of r ≡
(TC/TH)/(ωC/ωH). (Left) The difference between the Carnot efficiency ηc and the effi-
ciency η for several values of ωC/ωH . ηc− η is minimized at a special r = rmin ≈ 0.96,
and grows sharply as r approaches the breakdown value r0 ≈ 1. (Right) Upon re-scaling
by ωC/ωH , the curves collapse onto each other. The dark line is the zero bandwidth
limit γBB = 0. The vertical dashed lines indicate the values of r = 0.84 < rmin (light
green), r = 0.96 ≈ rmin (dim blue), and rmin < r = 0.997 < r0 (dark scarlet) used in
Fig. 2·7. Simulation parameters: N = 100, γBB = 0.03, γSB = 0.02, TH = 100. TC is
varied to tune r.
TH,C/ωH,C . Then the efficiency and power are given by
η = 1− ωC
ωH
≤ ηc, P =
kBTH
τ
η (1− r) (2.17)
This efficiency is characteristic of an Otto engine. It is bounded by the Carnot efficiency,
as follows from the consistency condition 〈nH〉 ≥ 〈nC〉. While it is possible to attain
the Carnot efficiency in the limit r → 1, the power output simultaneously tends to
zero. To achieve finite power in practice, one must keep r < 1 at the expense of some
efficiency. We note that one can also optimize P with respect to the ratio ωC/ωH at
fixed TC , TH ; the corresponding efficiency is then the well-known Curzon-Ahlborn
bound (Abah et al., 2012; Dechant et al., 2017).
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(1 + γ2BB)∓ 2Ti γ2BB. (2.18)
We take i = H and the negative sign for the heat released by the hot reservoir, and
i = C and the plus sign for the heat released into the cold reservoir. The correction
O(γ2BB) arises because FF is no longer transitionless. It induces excess excitations in
the bath (i.e. dissipation) during the S-B exchange. This causes S to extract less net
heat from H and dump more into C, reducing the efficiency (Appendix 2.E).
Fig. 2·6 shows the high-speed efficiency for γBB ∼ γSB as a function of r for several
ratios ωC/ωH . As r is increased, the difference between η and ηc decreases until a
minimum is reached at a specific value rmin = 1−O(γBB). By tuning r close to rmin,
the engine can operate near the Carnot efficiency. If we continue to increase r > rmin,
then η diverges from ηc, and the engine eventually breaks down. The breakdown
value r0 = 1−O(γ2BB) occurs when QH = QC and the engine fails to extract useful
work. The figure also shows a collapse of curves upon re-scaling by ωC/ωH . Thus
(η − ηC) ∝ ωC/ωH can be taken arbitrarily close to zero by decreasing ωC/ωH to
further optimize the efficiency. For details, see Appendix 2.E.
The engine’s performance in the regime γBB & γSB across several speed scales
is summarized in Fig. 2·7. The plot shows power P and relative efficiency η/ηc for
FF driving (solid curves) with three different values of r: r < rmin, r ≈ rmin, and
rmin < r < r0 (see vertical dashed lines in Fig. 2·6), and for UA driving (dashed
curves) at r ≈ rmin = 0.96. In the FF protocols, the power decreases with increasing r
over the whole speed domain (recall P → 0 as r → 1). At a given r, P increases with
ramp speed. As λ̇→∞, P becomes linearly proportional to λ̇, since the work done
by the engine approaches a constant value. The power over a cycle in the UA protocol
is not only lower than the corresponding FF power at large speeds, but also decreases
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Figure 2·7: FF driving produces an efficient high-power engine. (Top panel)
Plot of the engine’s power output P as a function of ramp speed λ̇/[ωBγ
2
SB]. Power
decreases with r. At r = 0.96, FF outperforms UA in producing power at high-
speeds. (Bottom panel) Plot of the relative efficiency η/ηc as a function of ramp speed.
η/ηc first increases with r (curves r = 0.84, 0.96), then shows signs of breakdown
at high speeds, when r approaches 1 (curve r = 0.997). At r = 0.96, FF beats the
UA efficiency at high-speeds. Simulation parameters: N = 100, ωC = 1, ωH = 2,
γBB = 0.03, γSB = 0.02, TH = 100. r is varied using TC .
with λ̇. The bottom panel shows that the relative efficiency of FF protocols increase
with r for r < rmin over the whole speed domain. For r > rmin, the r = 0.997 curve
shows signs of the engine breakdown at high speeds. At a given r, η/ηc decreases
from its slow speed value in Eq. (2.15) to its fast speed value derived from Eq. (2.18),
see Appendix 2.E. The efficiency of the UA protocol is less than corresponding FF
protocol at large speeds. Thus Fig. 2·7 establishes that FF outperforms UA in both
power and efficiency.
Since P ∼ τ−1 ∼ λ̇ with FF protocols, P can in principle be arbitrarily enhanced
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by reducing the cycle time τ . There is, however, a practical limit to how small we
can make τ while running the engine without interruption. Any fast cycle takes
the oscillator B out of equilibrium due to the S-B exchange induced by FF. Thus
B must be given enough time (∼ (ωBγBB)−1) to equilibrate with the remaining
bath degrees of freedom before the next cycle. This imposes a ramp speed bound
λ̇ . 2ωB |λf − λi| γBB, which limits the maximum power output. The simulation
results presented here satisfy this condition. One can overcome this constraint and
further increase the power output by reconnecting S to different parts of the bath
after each cycle.
2.7 Discussion
We have developed efficient FF protocols which realize a resonant state exchange
between a system and a bath oscillator by controlling the local parameters of the
system and the system-bath coupling. In the presence of a phonon bath, these FF
drives realize a swift thermalization process with high fidelity. We used these FF
protocols in the design of a high-power engine which can operate near the Carnot
efficiency. Our work demonstrates the power of FF methods to achieve efficient energy
transfer in small open quantum systems and optimize thermodynamic processes. With
recent advances in reservoir engineering (Koch, 2016), this opens up the possibility of
realizing powerful efficient microscopic engines with non-Markovian environments.
Interestingly, the FF protocols are most efficient at fast driving speeds, where the
bath does not relax and cannot be treated in the Markovian approximation. The FF
protocols realize a coherent exchange of energy with a local bath degree of freedom,
which subsequently relaxes with the rest of the bath. In the limit of zero bath-bath
coupling (and hence infinite bath relaxation time), the local bath degree of freedom
does not relax after the exchange, resulting in no irreversible energy dissipation. At
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finite bath-bath coupling, a small amount of residual energy is dissipated due the
mismatch of the final state of the local bath degree of freedom and its equilibrium
state. This mistake is controlled by the bandwidth of the bath and is independent of
the protocol ramp speed (c.f. Eq. (2.18)). Thus our protocols are different from those
previously obtained with Markovian environments (Mart́ınez et al., 2016; Chupeau
et al., 2018; Dann et al., 2018; Li et al., 2017; Patra and Jarzynski, 2017; Boyd
et al., 2018; Funo et al., 2019), where quick equilibration is achieved at the expense of
dissipative losses that increase with the ramp speed.
The approach presented in this article applies broadly to systems with Landau-
Zener characteristics, where adiabatic state exchanges occur as a consequence of
avoided level crossings. In such setups, FF driving can be used for rapid state
preparation. Using swift thermalization, one can cool many-body quantum systems
close to their ground state, of interest in numerous applications of ultra-cold atom
and optomechanical systems.
Appendices
2.A Two oscillator system
Hamiltonian.
The system S consists of a particle (X,P ) in a tunable harmonic potential, which is














where ω̃S(t) is the system’s time-dependent frequency, ωB is the frequency of the bath
mode, and γ̃SB(t) is the dimensionless S-B coupling. Unassisted (UA) protocols set a
target ramp ω̃S(t) = ωS(t), which fast-forward (FF) protocols modify to achieve fast
adiabatic driving. In unassisted (UA) protocols, γ̃SB(t) = γSB  1 is held constant
during the ramp, while in fast-forward (FF) protocols, γ̃SB(t) is enhanced in time
near resonance. In all cases, the value of the S-B coupling at the start and end of the
ramp is given by γSB: γ̃SB(ti) = γ̃SB(tf ) = γSB.
Normal mode dispersion.


































Here, λ(t) measures the detuning of an UA drive from resonance ωS(t) = ωB. The
dispersion in equation (2.21) is shown in Figure 2 of the main text.
2.B Emergent speed scales in unassisted protocols
Emergent speed scales.
In unassisted protocols, the response of the S+B system depends on how the ramp
speed λ̇ compares to two emergent speed scales. We present a heuristic derivation of
these scales.
Consider a transition from the energy level with (n,m) quanta in the (+,−) normal
modes to the energy level with (n′,m′) quanta. The energy change is:
∆(t) ≡ En,m − En′,m′ = δn ω+(t) + δm ω−(t) (2.23)
where δn = n− n′ and δm = m−m′. Such a transition can be classified based on the
relation between δn and δm: (i) δn = −δm for an exchange process which conserves
the total number of quanta, (ii) δn = δm for a pair creation/annihilation process
between the normal modes, and (iii) δn 6= ±δm for processes that create/destroy
quanta within each normal mode.




∣∣∣∣ 1∆(t)  ∆(t) ⇔ |λ̇|  ∆2(λ)|∂λ∆(λ)| .
At a given λ̇, any transition process satisfying this condition is considered inactive
and essentially adiabatic. The energy gap reaches its minimum value at resonance
|λ| ≈ γSB. For the UA protocol, the adiabatic condition is first violated near resonance






∼ ωB γ2SB (2.24)
When λ̇ becomes comparable or larger than λ̇1, number-conserving non-adiabatic
transitions satisfying δn = −δm start to occur.







the pair creation/annihilation processes with δn+ δm 6= 0 occur. These processes lead
to the breakdown of the rotating wave (RW) approximation used to develop a simple
FF protocol in the main text. Since γSB  1, λ̇1  λ̇2. Therefore there is a large
window of protocol speeds where one can rely on the rotating wave approximation
and use the simplified RW-FF protocol.
Number-conserving regime.
When the condition λ̇ λ̇2 is satisfied, there is a mapping of H0 to the Landau Zener
(LZ) problem. To see this, express H0 in terms of creation/annihilation operators and











where g ≈ 1
2
ωB γSB near resonance, (a
†, a) are the system bosonic creation/annihilation
operators, and (b†, b) are the creation/annihilation operators of oscillator B.
Interpreting a and b as Schwinger bosons, we write the Hamiltonian using the
angular momentum operators (Auerbach, 2012)







(a†a− b†b), Lx =
1
2
(a†b+ b†a), Nb = a
†a+ b†b. (2.26)
The total number of bosons Nb is conserved and sets the total angular momentum of
the system L = Nb/2. When Nb = 1 and hence L = 1/2, this Hamiltonian is equivalent
to the LZ Hamiltonian with gap g and tuning parameter λLZ(t) ≡ 12(ωS(t) − ωB).
Because the Hamiltonian (2.26) is linear in the angular momentum operators, the
solution in the Heisenberg picture is independent of L or Nb. Therefore, one can use
well-known results of the LZ problem for identifying the adiabatic breakdown criterion
for general L and for finding CD and FF protocols. In particular, the characteristic
LZ ramp speed defining the adiabatic-diabatic crossover is λ̇LZ ∼ g2 (Polkovnikov
et al., 2011; Shevchenko et al., 2010), which is equivalent to λ̇1 ∼ ωB γ2SB for the
corresponding oscillator problem.
In this number conserving or LZ regime, the ramp speed scale λ̇1 dominates the
physical behavior of the system. Thus physical quantities show a collapse of curves
when re-scaling λ̇ by λ̇1. As an example, Fig. 2·8 shows the occupation number
variance of the (+) normal mode after an unassisted ramp λ(t) across resonance, as a
function of λ̇/ωB γ
2
SB. The plot shows a good collapse of curves over different values
of γSB ≈ 0.1, 0.01 in the regime λ̇ λ̇2.
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Figure 2·8: Number variance of the (+) normal mode versus normalized speed
after an unassisted ramp. The two curves correspond to two different values of the
system-bath coupling. There is a good collapse of the results in the number-conserving
regime |λ̇|  ωB, where the dynamics is equivalent to that of the LZ problem. The
collapse breaks down at higher speeds, where the second scale λ̇2 ∼ ωB becomes
relevant. The system is initialized in an eigenstate |n−, n+〉 = |3, 1〉. Variance is





2.C Two-particle counter-diabatic drive
Counterdiabatic gauge potential.
For any protocol λ(t), one can design dynamics which follow the instantaneous
eigenstates of H0[λ(t)] in accordance with the adiabatic theorem. This is accomplished
by evolving the system under the counter-diabatic Hamiltonian HCD = H0 + λ̇A,
where the gauge potential A satisfies the commutator relation (Kolodrubetz et al.,
2017; Sels and Polkovnikov, 2017):
[H0, i ~ ∂λH0 + [H0,A]] = 0. (2.27)










λ2 + γ2SB (2− λ)
4(1 + λ− γ2SB)(λ2 + 4 γ2SB)
(2.29)
a2 = +
γSB (4(1 + λ) + λ− 6γ2SB)
4(1 + λ− γ2SB)(λ2 + 4 γ2SB)
(2.30)
a3 = −
γSB (4(1 + λ)− λ− 2γ2SB)




4(1 + λ− γ2SB)(λ2 + 4 γ2SB)
(2.32)







a2 ≈ −a3 ≈
γSB






(λ2 + 4 γ2SB)
(2.35)
The factor K1 in Eq. (2.33) is close to 1/2 near resonance (|λ|  γSB) and smoothly
approaches 1 as λ→ ±∞. Note that a2 and a3 are much larger than a1 for |λ|  γSB;
we therefore set K1 = 1 with negligible error. Moreover, a4 ∼ γSB a2 so it can be
ignored to leading order. The expressions in Eqs. (2.33) and (2.34) appear in the main
text in Eq. (5).
Dynamic switch under HCD.
The dynamics under HCD is most simply seen in the γSB → 0 limit, in which
a1 → −1/[4(1 + λ)], a2 = −a3 → (π/2)δ(λ), and a4 → 0. When λ 6= 0, HCD reduces
to the well-known result for a dilated oscillator in vacuum (Kolodrubetz et al., 2017;







X P + P X
)
.
Near resonance λ ≈ 0, the equations of motion become
Ẋ ≈ −π
2
δ(t− tc)xB, Ṗ ≈ −
π
2








where tc is the time at which the system is at resonance, i.e. λ(tc) = 0. Solving these
equations in the time interval [t− = tc − ε, t+ = tc + ε], with infinitesimal ε > 0, we
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find
X(t+) = −xB(t−) , xB(t+) = X(t−)
P (t+) = −pB(t−) , pB(t+) = P (t−)
Up to a minus sign, the counter-diabatic protocol forces a swap of the phase space
coordinates (X,P ) of the system particle with those of the bath mode (xB, pB). As
the character of the normal modes change from S to B and vice-versa across resonance,
the swap ensures the preservation of the occupations of the normal modes of H0
across resonance. Before and after the swap, the occupation numbers are preserved by
driving the system with H
(0)
CD.
2.D Fast forward drive
In this section, we derive a FF Hamiltonian which implements HCD with accessible
controls using Floquet engineering. The task is achieved in two steps: (i) We transform
HCD using a series of unitary rotations Uk to obtain a fast-forward Hamiltonian H
′
FF
with three time-dependent couplings: ω̃2S(t), γ̃SB(t), ω̃
2
B(t). (ii) In order to eliminate
the time dependence in the bath frequency ω̃2B(t)→ ω2B, we apply an additional periodic
modulation of the system-bath coupling γ̃SB(t) to generate a Floquet-Engineered FF
Hamiltonian equal to H ′FF in the limit of high driving frequency.
Unitary transformations.
We shall construct a sequence of four time-dependent unitary transformation Uk(t),





k∂tUk, Hk=0 ≡ HCD.
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Each unitary will depend explicitly only on λ and its time derivatives up to order
5. λ(t) is chosen sufficiently smoothly such that Uk(t) = I and ∂tUk(t) = 0 at the
beginning and the end of the protocol. To do this, we impose that time the derivatives
λ(j), j ≤ 6, vanish at the ramp boundaries.
The condition Uk(ti,f) = I ensures that the FF protocol retrieves the target
adiabatic state at the end of the ramp. To see this, consider the n-th eigenstate of H0
evolved under HCD: |ψCD(t)〉 = |ψn(λ(t))〉. The wave function under time evolution
with the rotated Hamiltonian H4 follows this eigenstate rotated by the corresponding
unitary (Kolodrubetz et al., 2017)
|ψ4(t)〉 = U4(t)U3(t)U2(t)U1(t)|ψCD(t)〉.
Since each unitary is the identity at the protocol boundaries, |ψ4(t)〉 coincides with
the target |ψn(λ(t))〉 at the beginning and end of the ramp.
The condition ∂tUk(ti,f) = 0 ensures H4 = H0 at the protocol boundaries. This
requirement guarantees the stability of the final state after the ramp. Otherwise, any
target eigenstate of H0 would not be an eigenstate of H4, and would not be stationary
after the ramp (see e.g. Ref. (Ness et al., 2018)).
The unitaries Uk are designed to successively eliminate momentum-dependent





















η(t) ≡ (λ̇ ȧ2 + λ̈ a2 + λ̇a1λ̇a3 + λ̇a4λ̇a2)/(λ̇(a2 − a3)),
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µ(t) ≡ λ̇ (a2 − a3)
γSB ω2B
,


















η(t) + µ(t) Λ̃(t)
)
(X P + P X).
Here
Λ̄(t) ≡ ω2S − (λ̇a1)2 − ∂t(a1)− (λ̇ a2)2 + η2 + ∂tη,
K ′(t) ≡ ω2B + λ̇a2 (λ̇a2 − 2λ̇a3)− (λ̇a4)2 − ∂t(λ̇a4),
and
M−1(t) ≡ 1 + 2 η µ+ Λ̄µ2 − ∂tµ.
Note that these transformations also shift the squared-frequency of the system and
bath modes, generate a unit-less mass M(t), and produce a term proportional to the
dilation operator ∼ (XP + PX) of the system.
The extra mass and dilation terms can be removed using the same transformations
that appear in the construction of a FF protocol for a single dilated harmonic oscillator
in vacuum (Deffner et al., 2014; Kolodrubetz et al., 2017). The transformation U3(t) is
a canonical re-scaling of X and P , so that (M, Λ̃)→ (1, Λ̃M−1). The transformation








, U4 = exp
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− C ′(t)xBX (2.38)
where
Λ′(t) ≡ Λ̄M−1 − ξ2 − ∂tξ,
C ′(t) ≡ γSB ω2B
√
M−1.
In what follows, we denote K ′(t) ≡ ω2B + z2(t), where
z2(t) ≡ λ̇a2 (λ̇a2 − 2λ̇a3)− (λ̇a4)2 − ∂t(λ̇a4).
Floquet-engineered fast forward drive.
The FF protocol in equation (2.38) can be implemented by controlling only the
system’s frequency and a local coupling to the environment. The term K ′(t) cannot
be manipulated directly, but can be effectively engineered by applying an additional
Floquet modulation of the system-bath coupling. Then K ′(t) appears in the leading



















2 z(t) Ω cos(Ω t)]xBX (2.39)
The Floquet frequency Ω is taken to be large enough to allow for a timescale separation
between oscillatory part of the drive (cos(Ωt)) and all other time-dependent parameters
(Λ′(t), C ′(t), z(t)). These parameters then become effectively constant on the timescale
of the Floquet driving period.
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A simple way to find the Floquet Hamiltonian in this system is to go to the rotating




2z sin(Ωt)xB XH ′ei
√
2z sin(Ωt)xB X ,
where the overline stands for period averaging and H ′ is the Hamiltonian (2.39)
without the oscillating term. For harmonic systems, the time averaging is easy to



























x2B − C ′(t)xBX (2.40)
where we have used z2(t) = K ′(t)−ω2B. Therefore in the high frequency limit (Ω→∞),
HF becomes equivalent to H
′
FF in Eq. (2.38).
A few comments are in order. First, the Floquet-Engineered FF Hamiltonian is
only defined when z2(t) > 0. This condition is generally satisfied for the protocols λ(t)
considered in this work. Second, the period averaging is sensitive to a gauge choice
of the interval over which the period is measured (Bukov et al., 2015). This implies
the dynamics of HF and H
FE
FF are stroboscopically equilvalent, i.e. their evolution
operators are identical only at integer multiples of the period. It follows that H
′
FF
and HFEFF yield the same dynamics stroboscopically in the high-frequency limit.




FF at high-frequencies enables





ω2B γ̃SB(t) = C
′(t)−
√
2 z(t) Ω cos(Ω t), (2.42)
given any bare protocol λ(t) satisfying proper boundary conditions.
In Fig. 2·9a, we demonstrate the performance of the Floquet-Engineered FF
protocol by plotting the energy infidelity W (c.f. Eq. (9) of the main text) as a
function of the inverse frequency Ω−1. The dotted lines are chosen to have unit
slope. The plot provides evidence that W ∼ Ω−1 as Ω→∞. Fig. 2·9b shows how a
high-frequency FE-FF protocol can decrease the energy infidelity by several orders of
magnitude compared to UA, over a whole range of speeds λ̇ spanning several decades.
2.E Engine
This section describes the application of FF driving to speed up thermalization
processes in heat engines. A detailed description of the engine is given in the main
text.
Slow ramp speeds:
As λ̇→ 0, the UA and FF protocols coincide. The time evolution of S under UA and
FF protocols is thus nearly identical at slow ramp speeds.
In the forward ramp (λ̇ > 0), S comes into contact with the cold bath C when its
frequency is ωS = ωC(1 − γBB). S thermalizes to the temperature of the cold bath
TC at this point. It then undergoes an isothermal process at temperature TC as its
frequency sweeps across the bandwidth of the cold bath, i.e. between ωS = ωC(1−γBB)
and ωS = ωC(1 + γBB). Once ωS > ωC(1 + γBB), S is effectively isolated and contracts
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Figure 2·9: Increasing the drive frequency Ω of a FE-FF protocol minimizes
diabatic transitions. (a) Simulation results for the energy infidelity W (c.f. Eq. (9)
from the main text) as a function of the inverse drive frequency 1/Ω, for a fast ramp
with λ̇ = 500ωB γ
2
SB. The plot shows the convergence W ∼ Ω−1 → 0 as Ω→∞, in
agreement with the high-frequency equivalence of HFEFF and HCD. (b) Energy infidelity
W as a function of normalized ramp speed λ̇/[ωB γ2SB]. The plot shows how FE-FF
protocols suppress diabatic transitions by several orders of magnitude compared to UA,
when Ω is much larger than all other relevant frequency scales. Simulation Parameters:
λi = −0.67, λf = +0.67, ω2B = 3, γSB = 0.02, and γBB = 0.
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adiabatically until the point where λ(t) is reversed. In the backward ramp (λ̇ < 0),
S expands adiabatically until its frequency coincides with the edge of the hot bath’s
bandwidth, i.e. until ωS = ωH(1+γBB). At this point, S thermalizes to the temperature
of the hot bath TH . It then undergoes an isothermal process at temperature TH as
its frequency is decreased across the bandwidth of the hot bath, i.e. as ωS is reduced
from ωH(1 + γBB) to ωH(1− γBB). Once ωS < ωH(1− γBB), S expands adiabatically
until it returns to its initial configuration. This cycle is schematically depicted by the
solid curves in Fig. 5 of the main text.
In the slow ramp speed limit, it is straightforward to calculate the heat absorbed
(emitted) from baths H (C). When S thermalizes at the edge of the cold bath bandwidth
at ωS = ωC(1− γBB), its average occupation changes from 〈ni〉 = TH/[ωH(1− γBB)]









The heat ejected into the cold bath from the subsequent isothermal process is given














































The efficiency and power obtained from expressions (2.43) and (2.44) are given in
Eq. (10) of the main text. Note that P → 0, since τ →∞ in the slow limit.
The thermalization process at the edge of the H/C bath bandwidth makes the cycle
irreversible. Consequently, the efficiency is less than the Carnot bound ηC = 1−TC/TH .











so that QthC,H = 0 at r = 1. The efficiency is then:













) = ηC . (2.46)
Fast driving.
The FF drive boosts the performance of the engine in fast ramps. Assume λ̇ is
larger than all intrinsic frequency scales, in particular, the thermalization rates ωBγBB
and the interaction rates ωBγSB of both baths H and C. We focus on the limit of
γBB  γSB below.
Consider the energy change in either bath due to the resonant S-B exchange
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B 〈(X + xB) (xJ+1 + xJ−1)〉
∣∣∣∣ (2.47)
where xJ±1 denote the coordinates of the bath oscillators coupled on either side of B.
〈nS〉 and 〈nB〉 denote the average occupation numbers of S and B, respectively, before
the switch.
The final state of B after the FF switch is uncorrelated with its neighbors because
the initial state of S is uncorrelated with the bath. Therefore, 〈X (xJ+1 + xJ−1)〉 = 0.
To evaluate 〈xB xJ±1〉 we first express the bath oscillators xj in terms of their













where we have used open boundary conditions.
Since the bath is initialized in a classical thermal state at temperature T , equipar-
tition implies that
〈x̃k x̃k′〉 = δk,k′〈x̃2k〉 = δk,k′ T/ω2k,





























Using Eq. (2.49), we evaluate Eq. (2.50) to leading order in γBB:
γBB ω
2
B 〈xB xJ±1〉 ≈ T γ2BB. (2.51)
A similar derivation, writing operators in terms of normal mode coordinates and




(1 + γ2BB). (2.52)
During engine cycles, S alternates between swapping its occupation with a cold B
oscillator and hot B oscillator. For example, after interacting with the hot bath, its




(1 + γ2BB). (2.53)
This is the occupation of S before the subsequent switch with the cold bath. To obtain
the heat transfer to the cold bath, we substitute Eqs. (2.51), (2.52) (with T = TC),








(1 + γ2BB) + 2TC γ
2
BB. (2.54)








(1 + γ2BB)− 2TH γ2BB. (2.55)
Eqs. (2.54) and (2.55) are summarized in Eq. (13) of the main text.
The efficiency is found to be
η = 1− ωC
ωH
[
(1− r)(1 + γ2BB) + 2 r γ2BB




where r = [TC ωH ]/[TH ωC ]. Observe that the efficiency is smaller than the γBB = 0
limit because less heat is drawn from H and more heat is dumped into C.
The reversibility condition r = 1 is no longer attainable since the engine fails at a
sufficiently large r = r0 < 1. The breakdown ratio r0 is defined such that QC = QH ,
where the engine fails to extract useful work. Using equations (2.54) and (2.55) and
expanding in γBB, we obtain




We therefore operate the engine at r < r0 to extract useful work as high ramp speeds.
There exists an optimal ratio r = rmin < r0 which minimizes the deviation of η
from ηC . We minimize




(1− r)2 (1 + γ2BB) + 4 r γ2BB
(1− r) (1 + γ2BB)− 2 γ2BB
]
(2.58)
with respect to r to obtain
rmin =
1− 2γBB − γ2BB
1 + γ2BB
= 1− 2 γBB +O(γ2BB). (2.59)
The behavior of the efficiency as a function of r is shown in Fig. 2·10a. Observe that
far from the reversibility condition r  1 the high-speed efficiency is comparatively
different from ηC . Near rmin, η is closest to ηC , and in fact, η/ηC can be quite close
to 1 (see for example Fig. 7 of the main text). For rmin < r < r0 we see a sharp
deviation of η from ηC are we approach the breakdown ratio r0. The plot shows curves
for different values ωC/ωH which collapse upon re-scaling by ωC/ωH ; see inset. This
is expected from equation (2.58) and emphasizes that the difference between η and
ηC can always be made smaller by tuning the ratio ωC/ωH . For reference, the inset
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also shows a black dashed line representing the limit γBB = 0, where it is possible to
attain the Carnot efficiency at r = 1 with zero power output. Away from r = 1, the
finite γBB > 0 curves exhibit qualitatively similar behavior to the γBB = 0 case. Only
near r = 1 do we see significant deviations from the γBB = 0 case, as the irreversible
heat terms O(γ2BB) in equations (2.54) and (2.55) dominate the exchange.
While we have focused on γBB  γSB for simple analytic derivations, these results
can be generalized to γBB & γSB by including γSB corrections. The treatment is more
involved since we must take into account the finite extent of the FF S-B exchange in
the frequency domain (that is, the exchange no longer occurs at resonance, but over a
frequency domain around resonance). Nevertheless, the behavior for γBB & γSB has
been studied numerically in Fig 2·10b and has been found to be of the same qualitative
nature as γBB  γSB.
2.F Simulations
We simulate the dynamics of (N + 1) coupled oscillators in the Heisenberg pic-
ture. Specifically, we numerically solve the Heisenberg equations of motion for the









2(0), ...) at t = 0. Here N denotes the number of bath oscillators.
We take as input the parameters ωB, γSB, and γBB, as well as the ramp parameters
described next.
The ramp protocol λ(t) takes in an initial value λi = λ(0) < 0 at ti = 0, a final
value λf = λ(tf ) > 0, a ramp up/down interval δλ λf − λi, and a maximum ramp
speed λ̇ = λ̇0. The speed λ̇ is increased from 0 to λ̇0 for λ in the interval [λi,λi + δλ]
following a polynomial smoothstep of sixth order. The ramp is linear with λ̇ = λ̇0
from λ = λi + δλ to λ = λf − δλ. In particular, the ramp is linear at resonance. The
subsequent ramp-down of λ̇ to zero also follows a polynomial smoothstep of sixth
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Figure 2·10: Deviation of the efficiency from the Carnot bound as a func-
tion r = (TC/TH)/(ωC/ωH). (a) Simulation data for γBB  γSB, together with
analytic curves obtained from equation (2.58). Here rmin ≈ 0.96 and r0 > 0.995.
The inset shows the curves collapse onto each other upon re-scaling by ωC/ωH . (b)
Simulated curves obtained in the same manner as in (a), now with γBB = γSB. Inset:
The curves exhibit an approximate collapse upon re-scaling by ωC/ωH . The dot-dash
lines in both insets show the ideal case with γBB = 0. Simulation Parameters: (a-b)
ω2H + ω
2
C = 5, TH = 100, and λ̇ ≈ 0.2. r is obtained by varying TC from 80 to 99.5.
(a) γBB = 0.02, γSB = 0.01γBB. (b) γBB = γSB = 0.02.
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order over an interval [λf − δλ, λf ]. The ramp up/down intervals are necessary to
satisfy boundary conditions (see Appendix D). In the text, λ̇0 is the speed of the
ramp.
The initial conditions used in simulations depend on the application. When
γBB = 0, we initialize the S-B system in an eigenstate |n−(0), n+(0)〉 of the 2-oscillator
Hamiltonian H0(λi) and compare the time evolved state to the adiabatically connected
eigenstate |n−(tf ), n+(tf )〉 of H0(λf ). When γBB > 0, S is connected to a 1d chain that
models an optical phonon bath at temperature T . In this case, the bath normal-mode
occupations are initialized in their corresponding high temperature Gibbs distributions
with expectation values 〈nj〉 = T/ωj. Since S is far from resonance at t = 0, it is
essentially an independent normal-mode. We therefore initialize it separately at a
temperature different from the bath.
To simulate the engine, we perform two ramps: a forward ramp λ̇ > 0 as described
above, and a backward ramp λ̇ < 0 which runs in reverse. In each cycle, we must
disconnect S from a cold/hot bath and connect it to the hot/cold bath. The con-
necting/disconnecting operations must be done slowly enough to avoid generating
excess heat, or sufficiently far from resonance that this excess heat becomes negligible.
This process is easily sped-up by using a different CD/FF protocol to turn on/off the
coupling γSB away from resonance.
Chapter 3
Critical behavior of driven-dissipative
system
This chapter presents a manuscript in preparation. The work was done in collaboration
with Y. S. Patil, H. F. H. Cheung, A. G. Date under the supervision of A. Polkovnikov,
A. Chandran, and M. Vengalattore. Tamiro Villazon Scholer, H. F. H. Cheung, and
Y. S. Patil carried out the theoretical analysis and performed numerical simulations.
Y. S. Patil, H. F. H. Cheung, and A. G. Date performed the experimental work,
data acquisition, and data analysis. A. Polkovnikov and A. Chandran supervised the
theoretical modeling. M. Vengalattore supervised the experimental work. All authors
contributed to the preparation of the manuscript. A version of the manuscript and
details on the experimental work can be found in (Patil, 2018).
3.1 Abstract
Through steady state measurements of divergent susceptibilities and critical exponents,
we experimentally establish a continuous phase transition in a paradigmatic two-
mode driven-dissipative system of a pair of nondegenerate, parametrically coupled,
optomechanical oscillators. We demonstrate that universality near the transition
manifests in the out-of-equilibrium dynamics of slow ramps across the transition,
and is captured qualitatively and quantitatively by Kibble-Zurek scaling laws with
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two scaling parameters. We further investigate the influence of the system-bath
interactions on the critical behavior by engineering power-law non-Markovian system-
bath interactions through an active feedback protocol. While this non-Markovian
system-bath interactions changes critical exponents, both the Kibble-Zurek paradigm
and universality of the dynamics remain valid. We thus show that non-equilibrium
ramps can be used to extract universal exponents in driven dissipative systems, opening
new avenues to study the theoretically challenging cases of system-bath interactions
and their influence on critical phenomena.
3.2 Model system
Phase transitions and criticality in open systems are active areas of research (Rotter
and Bird, 2015; Sieberer et al., 2016). Open systems need not fall under conventional
universality classes (Sieberer et al., 2013; Marino and Diehl, 2016; Täuber, 2017), and
it is unclear if conventional paradigms like the Landau-Ginzburg formalism even apply
(Wen, 2016). The nonequilibrium critical dynamics of such phase transitions and their
universality is even less understood. Moreover, open systems inherently come in huge
variety, depending on the nature of their interactions with the environment. The
influence of these system-bath couplings on the system’s properties and its critical
behavior has been studied only fairly recently (Nagy and Domokos, 2015; Nagy and
Domokos, 2016; Cheung et al., 2017), and corresponding experiments are scarce.
In this work, we experimentally explore a paradigmatic yet simple realization of
such an open system, consisting of a pair of signal and idler modes with annihilation
operators as,i at frequencies ωs,i, parametrically coupled to each other through a third,
coherently driven, pump mode aP at frequency ωP = ωs + ωi. Each mode is also
dissipatively coupled to its bath at a finite temperature, at rates γs, γi, γP , respectively,
with γs,i  γP . Such an open system has a myriad of physical realizations in optics,
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optomechanics, nanomechanics, cold atoms and cavity QED (Wu et al., 1986; Rugar
and Grütter, 1991; Baumann et al., 2010; Safavi-Naeini et al., 2011; Dalla Torre et al.,
2013; Klinder et al., 2015; Léonard et al., 2017; Patil et al., 2015). In this work,
we implement it in a pair of mechanical modes of a single LPCVD silicon nitride
membrane resonator on a silicon substrate (Patil et al., 2015; Chakram et al., 2014).
In the rotating wave approximation, the coherent evolution of such a system in a

















where g parametrizes the strength of the inter modal coupling, FP represents the
classical pump drive, and the dissipation is captured through Heisenberg-Langevin
equations (Weiss, 2008); (Appendix 3.A). Below a critical drive strength of µ ≡ FP|Fcr| =
1, the signal and idler modes dissipate to the environment at a rate faster than the pump
parametrically actuates them, so that each mode remains unoccupied with 〈as,i〉 = 0,
where 〈·〉 denotes a thermal ensemble average. As the drive strength is increased
beyond criticality, the rate of down conversion into the signal and idler modes grows
larger than the rate of dissipation out to the environment, and the system exhibits
the onset of a non-zero order, i.e. amplitude as,i = |as,i|eiφs,i , with φs,i being the
modes’ oscillation phases. This phase transition can be described through an effective














Figure 3·1: (a) Schematic of the phase diagram for the driven-dissipative
transition, in temperature T and drive strength µ. Temperature has been normalized
to Tnl, the temperature at which the system is nonlinear even without any drive
(µ = 0). A sharp phase transition exists only for T = 0, morphing into a crossover
for finite T . Darker shading denotes a growing influence of finite temperature, with
fluctuations dominating inside the dark blue region. Squares mark the steady-state
experiments realized in this work. The white arrows depict the finite-time, finite-T
quenches across the phase transition. (b-d) Establishing the phase transition: (b)
Steady-state order, measured as |as,i|, with parametric drive strength µ, (c) Divergent
susceptibility of order to external forces, and (d) Critical slowing down of the system.
Dashed lines show a power-law fit with ε = (µ− µcr)/µcr, the reduced distance from
criticality. Solid lines show no-free-parameter estimates of the model described in the
text. (Insets) The measured exponents β = 0.49(2), γ = 0.99(5) and νz = 1.00(2), with
〈x2〉 ∝ εβ, ∂xi/∂Fs ∝ |ε|−γ and τ−1 ∝ |ε|νz are all captured well by the predictions of
the model, βmf = 1/2, γmf = 1 and νzmf = 1. All dashed lines denote fits.
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3.3 Finite temperature phase diagram and steady-state char-
acterization
A schematic of the phase diagram is shown in Fig. 3·1(a), where ε = µ−µcr
µcr
is the reduced
distance from criticality, and the temperature at which the modes are thermalized
has been normalized to Tnl, the temperature at which the system is nonlinear even
without any drive (µ = 0). The system undergoes a true continuous phase transition
only in the limit of zero temperature, while the phase boundary is blurred into a
crossover at finite temperature. Within the dark blue region, universal physics of the
critical point is obscured by the dominant effects of a finite temperature. Well outside
this region, observables scale in accordance with a Gaussian theory of fluctuations.
See Appendix 3.E for details.
We first establish the phase transition through several steady state measurements,
wherein the system observables are measured as the pump is continuously driven at a
constant strength. The experimental steady-state measurements in this work avoid the
crossover regime, as marked by the squares in Fig. 3·1(a), thereby essentially accessing
the T = 0 physics. The measured amplitude 〈x2〉1/2 ∝ |as,i| ∝ εβ yields an exponent of
β = 0.49(2) [Fig. 3·1(b)], where xs,i ∝ (as,i + a†s,i). Secondly, as is usual in continuous
phase transitions, the susceptibility of the order to external forces is observed to
diverge near criticality. This susceptibility is measured by applying a force Fs at the
signal frequency ωs and measuring the steady state response of either of the signal or
idler modes. The extracted exponent of |∂xi/∂Fs| ∝ |ε|−γ is γ = 0.99(5) [Fig. 3·1(c)].
Finally, we observe that the system exhibits critical slowing down, with the relaxation
rate vanishing at criticality. To measure these vanishing rates, the system is first
allowed to reach its steady state at a particular ε, following which a force Fs is applied.
The decay of the perturbed xs,i values back to their steady state is then fit to an
exponential. Empirically, the relaxation time diverges as τ ∝ |ε|−νz, νz = 1.00(2)
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[Fig. 3·1(d)].Each of the experimentally measured exponents is well captured by the
predictions of the model (β = 1/2, γ = 1, νz = 1), whose dynamics is described by
‘Model A’ of Hohenberg-Halperin in the rotating frame (Hohenberg and Halperin,
1977).
3.4 Kibble-Zurek physics
Having established that there is a continuous phase transition in our driven dissipative
system, we turn to critical dynamics and test the Kibble-Zurek (KZ) paradigm. Our
experimental system is ideally suited for the study of finite-time dynamic protocols,
such as KZ, given that its intrinsic timescales are on the order of seconds. Moreover,
our system’s observables (displacements) can be probed in situ, enabling measurement
of system dynamics for each individual dynamical trajectory, as opposed to just an
ensemble measure.
In brief, the KZ paradigm pertains to a system’s evolution as it is slowly quenched
across a continuous phase transition. The system undergoes adiabatic evolution when
sufficiently far away from the critical point, due to its finite and small relaxation time,
small compared to the quench rate inverse. However, as the quench brings the system
close to criticality, it undergoes critical slowing down, i.e. the relaxation timescale
diverges, and the system deviates from its equilibrium or steady state. The premise
of the KZ paradigm is that beyond this point, the system “freezes out”, in that the
system observables do not change appreciably with the changing control parameter,
and that the system “thaws” or restarts responding to the changing control parameter
only when it is sufficiently far on the other side of criticality, where it again has a
small enough response time. These essential dynamical features of a quench across
criticality are captured in the representative data of our system, shown in Fig. 3·2.


















Figure 3·2: Experimental protocol (inset): The system is initialized in the
disordered phase and linearly quenched well into the ordered phase by ramping
the strength of the pump drive, µ. For hysteresis analyses (see text), the quench
is reversed till the system is again disordered. Kibble-Zurek physics and the
measured growth of order: Despite entering the ordered phase for µ > µcr (red
curve), we observe that macroscopic order is not established over a finite “freeze-out”
period. The system lags behind the steady-state response (dashed line) near criticality.
Once sufficiently far away, however, the system enters an adiabatic regime where the
dynamic response follows the steady-state response. On the reverse quench toward
disorder (violet curve), the system again deviates from adiabaticity near criticality.
The KZ paradigm holds even for such driven-dissipative continuous phase transitions.
Data here is shown for |ε̇| = 2γ0, where γ0 is the mechanical dissipation rate.
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be isolated in a scaling limit (Chandran et al., 2012). In this work, we study linear
quenches of the system across criticality, with ε(t) = ε̇t. Typical quenches are denoted
by the white arrows in Fig. 3·1(a), showing that the experiments are restricted to
finite temperature, so that the quenches do not pass through the true critical point at
T = 0. Like in quantum phase transitions, this system exhibits a finite temperature
scaling. As such, a two parameter scaling is required to extract the system’s universal
behavior. This universal scaling is exhibited by the ensemble-averaged signal and
idler modes’ amplitude-squares in the slow ramp limit of ε̇ → 0. For a Markovian
dissipative coupling of the modes to their environments, this translates to







where both the temperature T and time t scale according to a characteristic freeze-out
or Kibble-Zurek time, tKZ,ε̇, and G is a universal scaling function. Moreover, the KZ
paradigm predicts a scaling of tKZ,ε̇ ∝ ε̇−
νz
1+νz = ε̇−1/2, and Cε̇ ∝ ε̇
2β
1+νz = ε̇ 1/2 (see
Appendix 3.F).
Fig. 3·3(a) demonstrates this universality over two orders of magnitude of the
quench rate ε̇. In order to isolate the temporal part of the scaling function G, the
temperature for each quench rate ensemble is varied to hold Tt2KZ,ε̇ ∼ T/ε̇ fixed. The
inset shows the measured growth of 〈x2(t)〉 for various quench rates, each ensemble
consisting of data from 40− 100 quenches. Slow quenches reach adiabaticity nearer to
criticality (ε = 0) than faster quenches, as expected. In accordance with Eqn.(3.1),
the measured growth curves collapse onto each other over four orders of magnitude
of 〈x2〉 when the time and amplitude are rescaled. The scaling exponents extracted
from this collapse yield tKZ,ε̇ ∝ ε̇−0.500(4) and Cε̇ ∝ ε̇ 0.500(6), in good agreement with
the KZ predictions. The KZ paradigm is thus shown to extend to this paradigmatic





























Figure 3·3: Universality in a driven dissipative phase transition: (a) Mea-
sured growth of order for quenches varying over two orders of magnitude in quench
rate ε̇. Each curve represents the ensemble average 〈x2〉 over 40− 100 iterations. The
unscaled growth curves (inset) collapse onto a universal function when time and order
〈x2〉 are scaled appropriately. Note that because temperature is a relevant parameter
for this universal scaling, it is varied across different quench rates (see text). (b)
The quench dynamics for power-law non-Markovian system-bath interactions is also
universal, albeit with modified scaling exponents (see text).
3.5 Effects of non-Markovian system-bath interactions
Non-Markovian system-bath interactions have been theorized to lead to new univer-
sality classes of phase transitions, to dramatically alter phase diagrams, and to induce
novel dynamics (Hoyos et al., 2007; Dalla Torre et al., 2010; Buchhold et al., 2013;
Breuer et al., 2016; Cheung et al., 2017). Anomalous critical exponents measured in
the open Dicke model, which is closely related to the system described in this work,
have previously been attributed to potential non-Markovian system-bath interactions
(Nagy and Domokos, 2015; Nagy and Domokos, 2016). In this work, we employ active
feedback techniques to implement any non-Markovian system-bath interactions of our
choosing to study their influence on critical phenomena (see Appendix 3.C). Not only
can we test KZ universality in the presence of complex system-bath interactions, but
given the precision of our measurements, also determine any concomitant changes to
critical exponents.
An ubiquitous class of non-Markovian system-bath interactions is one with colored
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noise, where the environmental noise buffeting the system is characterized by a scale-
invariant power-law spectrum∝ |ω|s for small frequencies |ω|, and 0 < s < 1. Following
the fluctuation-dissipation relation, the dissipation is correspondingly modified, with
a long-time asymptote given by a power-law damping kernel γ(t) ∝ |t|−(1+s) (Weiss,
2008). For such non-Markovian system-bath interactions, the universal dual-scaling of
our system is modified as







where now tKZ,ε̇ ∝ ε̇−
1
1+s and Cε̇ ∝ ε̇
s
1+s (see Appendix 3.C).
We experimentally implement such non-Markovian system-bath interactions with
s = 0.70(2) for each of the two harmonic oscillators of our system, where the |ω|
of the power law spectrum is now referenced to the rotating frame. We find that
the critical pump drive of µcr = 1 is unchanged as the integrated damping strength
is unchanged. Furthermore, for linear KZ quenches with Tt3s−1KZ,ε̇ held fixed, the
collapse of the measured growth of order over two orders of magnitude of the quench
rate, shown in Fig. 3·3(b), demonstrates that the dynamics remains universal for
the realized non-Markovian system-bath coupling, albeit with modified exponents.
The exponents extracted from the collapse, tKZ ∝ ε̇ −0.600(14) and Cε̇ ∝ ε̇ 0.375(15),
are modified significantly from their Markovian values, and compare well with the
theoretical expectation of −1/(1 + s) ≈ −0.588 and s/(1 + s) ≈ 0.412 respectively.
We can also make explicit measurements of the Kibble-Zurek times, i.e. when the
system begins to develop a macroscopic order, illustrated in Fig. 3·2 as the “freeze-out”
time. Without apriori knowledge or guess of the universal scaling with temperature, we
perform quenches at a fixed temperature and measure those times when the amplitude-
rescaled order grows larger than a particular “macroscopic” value, an ad hoc 10−3 in
this work. As shown in Fig. 3·4(a), these explicit tKZ,ε̇ measurements yield a scaling of
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Figure 3·4: Scaling of the Kibble-Zurek time and hysteretic area in a
driven-dissipative phase transition: (a) Experimentally measured Kibble-Zurek
times tKZ,ε̇ and their scaling with quench rate ε̇. Critical exponents extracted from
this scaling yield νz = 1.00(1) (Markovian, red) and νz = 1.44(2) (power-law non-
Markovian, blue), in close agreement with theory. (b) Work is done by the parametric
drive µ over each cycle of quench into the ordered phase and then back into the
disordered phase. This work, proportional to the hysteretic area illustrated in Fig. 3·2,
scales as a power-law with the quench rate. The scaling is influenced by the system-
bath interactions, as demonstrated here for the Markovian (red) and non-Markovian
(blue) cases, and relates to the system’s critical exponents (see text).
respectively.
The KZ prediction of the scaling exponent of tKZ,ε̇ is the same for both the
varying-T and constant-T quench protocols described above, i.e. tKZ,ε̇ ∝ ε̇−
νz
1+νz ,
thereby relating the critical exponent νz to our measurements. Based on the explicit
tKZ,ε̇ measurements, νz is thus measured to significantly change from 1.00(1) in the
Markovian case, to 1.44(2) for the realized non-Markovian case. This change is
corroborated by the νz exponent extracted from the dual scaling measurements of
the varying-T quenches, i.e. νz = 1.00(2) and νz = 1.50(9), respectively. Both these
measurements can be compared to the theoretical expectation of 1 and 1/0.70 ≈ 1.43,
respectively. These measurements provide clear evidence of the significant influence
of non-Markovian system-bath interactions on dynamical critical exponents and
universality.
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3.6 Universal scaling of the hysteresis-area
In equilibrium phase transitions, the density of defects formed following a linear
finite-time quench into an ordered phase usually follows a scaling law (del Campo and
Zurek, 2014). The energy of this excited state of the system due to its nonadiabatic
evolution during such a quench is approximately proportional to the defect density,
and thus also follows a scaling law. Analogously, in our driven dissipative system, work
is done by the parametric drive µ during the system’s nonadiabatic evolution. This
dissipated energy is proportional to the area E enclosed by the hysteretic response of
〈x2〉 with ε between the forward and backward quenches across criticality, as depicted
by the patterned region in Fig. 3·2 (see Appendix 3.G). Note that while hysteresis is
typically associated with discontinuous phase transitions, hysteresis phenomena also
occur in continuous phase transitions if they are crossed at a finite rate (Klinder et al.,
2015; Casteels et al., 2016).
We observe that E indeed scales as a universal power-law with the quench rate
[Fig. 3·4(b)], with E ∝ ε̇ 0.99(2) and E ∝ ε̇ 0.73(1) in the Markovian and power-law
non-Markovian case, respectively (see also (Klinder et al., 2015; Casteels et al., 2016)).
Both, an integral of the universal scaling forms established earlier and a KZ heuristic
capture the power-law behavior of E – predicting ε̇ 1 and ε̇ 0.82 in the respective cases
(see Appendix 3.G). Apart from being another measure which demonstrates changing
critical exponents with changing system-bath interactions, the reduced exponent of E
for the non-Markovian case hints at possible advantages of engineering system-bath




We experimentally realize and establish a driven-dissipative continuous phase transi-
tion, measure its critical exponents through steady state measurements, demonstrate
its universal dynamics, and ascertain the validity of the Kibble-Zurek paradigm.
Furthermore, through active feedback protocols, we experimentally implement an
instance of a generic power-law non-Markovian system-bath coupling, and reveal
the significant influence of the non-Markovian system-bath interactions on the sys-
tem’s dynamical critical exponents. We also explain the experimental observations
through a model including Gaussian fluctuations. We conclude that in principle, such
non-equilibrium ramps can be used to extract both equilibrium and non-equilibrium
universal exponents in driven dissipative systems. Including the possibility to extract
the nature of system-bath interactions and to determine if a Markovian approximation
is appropriate.
While valid in this work, there is no apriori reason to expect that the KZ paradigm
remains applicable for all non-Markovian system-bath interactions, and identifying
deviations from KZ predictions is a subject of ongoing experimental studies. Further
exploration of the influence of non-Markovian system-bath interactions on critical
phenomena, including tests of the KZ paradigm in its original context of topological
defects, can be pursued by considering coupled, spatially extended versions of the
two-mode systems described in this work. More generally, this work can serve as an
effective touchstone in the development of a field theoretic understanding of criticality,
universality and dynamics of open driven-dissipative systems with non-Markovian
system-bath interactions (Calzetta and Hu, 2008; Bonart et al., 2012). We also
envisage that engineering novel system-bath interactions, either passively or actively,
should allow for the robust preparation and preservation of conventionally fragile
states, e.g. squeezed states, potentially useful for enhanced metrology.
Appendices
3.A System Hamiltonian
















where g characterizes the bi-linear coupling between the signal and idler modes through
the driven pump mode, x0,s, x0,i, x0,P represent the zero point motion, xk = x0,k(ak+a
†
k),
and Fp parametrizes the strength of the pump drive. In a rotating frame of the
































Note that the first term signifies the downconversion from the pump mode into the
signal and idler modes (a†sa
†
iaP ) and the conjugate (a
†
Paias) signifies the upconversion
from the signal and idler modes into the pump mode. The second term denotes the





For future reference, note that xs,i = x0,s,i(as,i+a
†
s,i) and ys,i = −ix0,s,i(as,i−a
†
s,i) are
independent quadratures of motion. The experimentally measured complex amplitudes




In this section, we solve for the steady-state solutions to the system’s equations of
motion in the noise-free limit (no fluctuations), for the Markovian case, and locate
the critical point. We also derive the steady-state and dynamical critical exponents
associated with this driven dissipative continuous phase transition.
Equations of motion
The equations of motion for the signal, idler and pump modes are given by the
Heisenberg-Langevin master equation (Weiss, 2008). These include (a) the Hermitian
evolution of the modes, (b) the non-Hermitian dissipation of the modes to their
environment, captured by the terms involving γs,i,P , (c) the terms ifs,i,P , which
account for the stochastic forces acting on the modes because of their coupling to a
finite temperature bath, and (d) the terms iFs,i, which account for coherent forces






as,i + iFs,i + ifs,i
ȧP = igaias −
γP
2
aP + iFP + ifP
(3.3)
The stochastic terms are related to the dissipation terms via the fluctuation dissipation
relation, and satisfy
〈fk(t)f †l (t
′)〉 = γk(n̄th,k + 1)δ(t− t′)δkl










In the remainder of this work, unless noted otherwise, we will consider the ex-
perimentally valid high temperature (classical) regime of kBT  ~ωs,i, so that
n̄th,s,i ≈ kBT/(~ωs,i)  1 and n̄th,s,i ∝ T . Unless otherwise noted, we also set
the pump noise to zero (fP → 0), given the relatively large coherent drive FP .
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Effective potential and the Mexican hat
Given that γP  γs,i in the experiments, we adiabatically eliminate aP from Eqn.(3.3)
by setting aP =
2
γP
(igaias + iFP ). In the absence of external forces or fluctuations, i.e.














These equations of motion are equivalently given by ȧs,i = −∂Heff/∂a∗s,i, where Heff is

















i + asai) (3.5)
Here, µ is the normalized parametric drive
µ =
∣∣∣∣FPFcr
∣∣∣∣ ,where |Fcr| = γP√γsγi4g (3.6)
sets the critical pump strength beyond which Heff is minimized for |as,i| > 0, i.e. for
finite order. For µ < 1, Heff is minimized for |as,i| = 0, i.e. disorder. Fcr is equivalently
obtained by setting fs,i → 0, Fs,i → 0 and solving Eqn.(3.3) for the onset of nontrivial
(|as,i| 6= 0) steady state (ȧk = 0) solutions.
The Mexican hat potential is easily evident in the experimentally relevant case of
symmetric damping of the two modes, γs,i = γ0. In this case, as,i ≈ −a∗i,s, and the










And the corresponding effective potential is




which is a Mexican hat for µ > 1.
In the experiments, γ0 = 0.50(1) s
−1. Unless otherwise noted, we consider equal
signal and idler damping for the remainder of this work.
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Predictions of critical exponents
The stable steady state solutions of Eqn.(3.3) are
|as,i| =
{
0 µ ≤ 1√
γPγ0/2g ×
√
µ− 1 µ > 1
|aP | =
{
µγ0/2g µ ≤ 1
γ0/2g µ > 1
(3.9)
directly yielding β = 1/2 for µ > 1, where |as,i| ∝ εβ, ε = (µ− µcr)/µcr = µ− 1.
We note that in the absence of fluctuations (fs,i → 0), Eqn.(3.3) constrains the
phase sum φs + φi to be equal to the pump phase, but the phase difference φs − φi is
unconstrained, reflecting a spontaneous symmetry breaking. This is also reflected in
the effective potential Heff of Eqn.(3.5), which depends only on Arg[asai] = φs + φi.
However, at finite temperature, the fluctuations cause the phase difference to diffuse
over time (Cheung et al., 2017), so that there is no “true” spontaneous symmetry
breaking.
To get the critical exponent γ, the susceptibility to a force ∝ Fs ∈ R can be derived
as follows. Eqn.(3.4) is diagonalized by linearizing about the steady state solution
Eqn.(3.9) assuming x0,s,i = x0. Below criticality, the evolution of the cross-quadratures
x± = (xs ± xi)/
√
















This gives |∂xi/∂Fs| ∝ |ε|−γ with the exponent γ = 1. Here,
√




2f± = (fs − f †s )± (fi − f
†
i ).
In the absence of external forces and noise, i.e. F±, f± → 0, Eqn.(3.10) also gives


























This gives τ ∝ |ε|−νz, νz = 1, as measured and described in the main text.
3.C Non-Markovian case
In this section, we detail how the system’s equations of motion change in the non-
Markovian case vis-à-vis the Markovian case of the previous section. We also show how
the non-Markovian system-bath interactions change the phase transition’s dynamical
critical exponent.
Equations of motion
For generic non-Markovian system-bath interactions, the equations of motion in the








dt′γs,i(t− t′)as,i(t′) + ifs,i (3.11)
ȧP = igaias −
γP
2
aP + iFP + ifP
where γs,i(t) is the dissipation kernel (Weiss, 2008), and we have assumed that both
the signal and idler are described by the same kernel, as realized in the experiments.




(n̄th,k + 1)γk(|t− t′|)δkl (3.12)
where k ∈ {s, i} The Markovian case is retrieved by setting the dissipation kernel as
γs,i(t) = γs,iδ(t). Note that when evaluating Eqn.(3.12) in the Markovian case, an
appropriate limit of γk(t) needs to be taken such that it reduces to the delta function
δ(t), also ensuring the usual requirement that γk(t) is causal, i.e. γk(t) = 0, ∀t < 0.
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Predictions of critical exponents (Power law non-Markovian case)
The steady state and noise-free (ȧk, fk → 0) evaluation of the critical drive strength,
above-threshold solutions, and the exponents β and γ, proceed as before. The steady
state solutions considered in the previous section for the Markovian case are still valid
solutions, for which only the total strength of the damping matters, given by the
integral
∫
dtγs,i(t) = γs,i. For the non-Markovian system-bath interactions considered
in this work, these are the only stable steady state solutions. Eqn.(3.11) thus yields
the same results as Eqn.(3.3). In particular, the critical drive strength Fcr, and the
values of β = 1/2, γ = 1 remain unchanged. Dynamics, on the other hand, is affected
by a power law kernel, as described below. In the remainder of this work, we consider
the experimentally relevant case of symmetric non-Markovian damping for the signal
and idler modes, i.e. γs,i = γ(t), unless otherwise noted.
Below threshold, we linearize Eqn.(3.11) around the µ < 1 solution of Eqn.(3.9),









dt′γ(t− t′)x±(t′) + if±








if̃± = χ±(ω) if̃± (3.13)
where χ±(ω) defines the susceptibility. Here, γ̃(ω) is the complex Fourier transform of
the kernel γ(t). The complex poles ωn of χ(ω) characterize the system response, with
the relaxation rates scaling as − Im[ωn]. Note that in general, we may not always
be able to characterize the system response by complex poles of susceptibilities, e.g.
when the susceptibility is not Lorentzian (Nagy and Domokos, 2016), or does not have
well defined poles.
In the Markovian case, γ̃(ω) = γ0 ∀ω ∈ C is the complex extension of the kernel




(1− µ) = −γ0
2
|ε|1, implying that τ ∝ |ε|−νz, νz = 1, as otherwise derived and
considered before.
In the non-Markovian experiments, we consider and realize power law non-
Markovian system-bath interactions with a damping kernel γ̃(ω) = γ̃′(ω) + i γ̃′′(ω),
with
γ̃′(ω) = γ0 + γpl|ω/ω0|se−|ω|/ωc
being the real part, and γ̃′′ being the imaginary part. The two are related through
the Kramers-Kronig relation, giving a low frequency asymptotic form of
γ̃(ω) = γ0 + γpl|ω/ω0|s (1− i sgn(ω) tanπs/2)
which decides the divergence of the relaxation time scale. Note that in this power-law
kernel, the ultraviolet divergence is avoided through an exponential tail with cutoff
frequency ωc. The corresponding non-Markovian kernel γ(t) evaluates to








c Γ(1 + s)
]
×
cos [(1 + s) arctan(ωct)]× (1 + ω2c t2)−
1+s
2 ×Θ[t] (3.14)
where Θ[·] is the Heaviside function, and the kernel asysmptotes to a power-law decay,
for time t ω−1c , i.e. γ(t ω−1c ) ∝ −|t|−1−s. In our experiments, s = 0.70(2), γ0 =
1.00(2) s−1, γpl = 2.12(4) s
−1, ω0 = 1 s
−1 and ωc = 6 s
−1. Note that ω0 is just a
normalization constant, with no physical significance independent of γpl.
χ±(ω), the susceptibility for real ω, is then given by Eqn.(3.13) as[γ0
2
(1± µ) + γpl|ω/ω0|s (1− i sgn(ω) tanπs/2)− iω
]−1
(3.15)
The characteristic frequency scale of the parametrically driven system near criticality
(ε→ 0), characterized by the full width at half maximum of the susceptibility χ−(ω),
is proportional to |ε|1/s, yielding τ ∝ |ε|−νz, νz = 1/s. In the experiments, s = 0.70(2),
predicting that νz ≈ 1.43(4). This analysis sufficiently explains the experimentally
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measured exponent 1.44(2), as described in the main text.
Note that the experimentally realized power-law non-Markovian kernel contains a




dtγ(t) > 0, which is required for the very existence of a continuous
phase transition at a parametric drive µcr > 0 (the contribution from the power-law
part integrates to zero). Moreover, real systems usually do have finite damping at low
frequency, and the Markovian component γ0 represents a broad class of dissipation
kernels where the damping is frequency independent at low frequency (ω → 0).
3.D Divergence of fluctuations in the linearized limit
In this section, we calculate the steady-state behavior of the observable 〈x2〉 for both
the Markovian and non-Markovian cases, and evaluate the power-law of its divergence
at criticality in a Gaussian theory of fluctuations.
The susceptibility χ−(ω) (Eqn.(3.13)) allows us to evaluate the critical divergence







where PSDf−(ω) denotes the power spectral density of the noise f−. Following
Eqn.(3.12), note that PSDf−(ω) ∝ (n̄th + 1) ∝ T . We evaluate this divergence for
future reference, and define the exponent ζ as 〈x2−〉 ∝ |ε|−ζ .
Markovian case: Following from Eqn.(3.13) and the fact that PSDf− is frequency






⇒ 〈x2−〉 ∝ T |ε|−1
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i.e. ζ = 1 for the Markovian case.
Power law non-Markovian case: Like the Markovian case, the divergence of 〈x2〉
for the considered power-law non-Markovian case occurs at ω → 0. This is because for
large |ω|, |χ−(ω)|2 ∝ 1ω2 , which has a finite integral over large |ω|. For small |ω| → 0,
Re[χ−1− (ω)] → γ02 |ε| and Im[χ
−1
− (ω)] → #|ω|s, for 0 < s < 1. And the Markovian






⇒ 〈x2−〉 ∼ T |ε|
−(2− 1s)
for 1 > s > 1/2. Therefore, ζ = 2− 1/s for the considered power-law non-Markovian
system-bath interactions.
We note in passing that for 0 < s < 1/2, there is no divergence of 〈x2〉. Such
non-Markovian system-bath interactions are hot beds for possible violations of the
KZ paradigm, and will be explored elsewhere.
3.E Finite temperature phase diagram (Markovian case)
In this section, we evaluate the interplay between the inherent nonlinearity of the
system and the temperature induced fluctuations near criticality. A ‘true’ critical
divergence of 〈x2〉 is prevented by the intrinsic nonlinearity. The phase transition is
sharp only at T = 0, and morphs into a crossover for finite T .
This is most easily seen through the effective Mexican hat potential described
earlier, Eqn.(3.8),




At T = 0, in the absence of fluctuations, |as,i|2 = 0 for µ < 1. However, as we have
seen in the previous section using the linearized equations of motion below criticality,
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for 1 n̄th,s ≈ n̄th,i ≈ kBT/~ω = 2a2th.
The linearized description fails when the quartic term of Eqn.(3.16) (corresponding
to the nonlinear term in the equations of motion) is commensurate or larger in
magnitude than the quadratic term (corresponding to the linear term in the equations
of motion). This occurs for γ0|1 − µ| = γ0|ε| . 2g
2
γP




γPγ0/2g is the steady-state order at ε = +1, on the ordered side (see Eqn.(3.9)).









ss = 1. Above this temperature, the system is dominated by thermal fluctuations
even at µ = 0, i.e. even without the divergence induced by the parametric drive. The
ratio ã2th/|ε|2, of the linear term to the nonlinear term, is the shading used in the finite
temperature phase diagram in Fig. 3·1(a) of the main-text. Dark blue shading depicts
the region where this ratio is larger than unity.
Typically, in our experiments, ass ≈ 500 pm/(
√
2x0) ≈ 6 × 106, where x0 =√
~/(2mω) ≈ 60 am is the zero point motion of the oscillator. As such, the Tnl for
our experiments is given by
kBTnl
2~ω
= a2ss ≈ 36× 1012
⇒ Tnl ≈ 4× 109 K
The room temperature steady state measurements reported in Fig. 3·1(a) of the main
text are thus nearly seven orders of magnitude lower in temperature than Tnl.
The fluctuations derived in the previous section and used in Eqn.(3.17) are obtained
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by linearizing the equations of motion in the disordered phase (µ < 1). In the ordered
phase above criticality, the linearization is done about the steady-state order. It was
previously shown that the relevant divergent fluctuation quadrature is the amplitude
sum, which diverges as µ×2ã2th/ε (Chakram et al., 2015). The linearization here breaks
down when the fluctuations equal the steady-state order, i.e. µ× 2ã2th/ε ≈ µ− 1 = ε,
giving the relevant ratio as µ× ã2th/ε2, which is plotted in Fig. 3·1(a) for ε > 0.
Note that the lowest experimental temperature realized in this work is room
temperature T ≈ 285 K, for which ath,RT ≈
√
kBT/mω2s,i, whereas ass & 2000×ath,RT .
As such, quantum effects are not observable in the shown phase diagram of Fig. 3·1(a)
- the temperatures would need to be orders of magnitude lower.
3.F Kibble-Zurek prediction of scaling exponents
In this section, we use the Kibble-Zurek paradigm to relate the steady-state critical
exponents derived in earlier sections to the scaling exponents of the nonequilibrium
quenches across criticality, for both the Markovian and the non-Markovian cases. The
amplitude scaling and the time scaling are successfully retrieved for either case. We
further use the KZ paradigm to predict the temperature scaling required to reveal the
universality.
The Kibble-Zurek time tKZ is computed by equating the instantaneous relaxation
time at a given point during a ramp to the time remaining for the system to reach
criticality. The relaxation time diverges as |ε|−νz, where ν and z are the conventional
critical exponents.For a linear quench at rate ε̇ with ε(t) = ε̇t, and where εKZ is defined
as ε(tKZ), we have
tKZ ∝ |εKZ |−νz = (ε̇tKZ)−νz
⇒ tKZ ∝ ε̇−
νz




νz = 1 and 1/s for the Markovian and power-law non-Markovian cases, respectively,
and as such, tKZ ∝ ε̇−
1
2 and tKZ ∝ ε̇−
1
1+s , respectively, as quoted in the main
text. Moreover, according to the KZ paradigm, observables “freeze out” or evolve
negligibly for |t| < tKZ . As such, for a quench of rate ε̇, the value of 〈x2〉 at criticality
〈x2(t = 0)〉 = Cε̇ (Eqn.(3.1)) equates to its value at tKZ . Applying this KZ heuristic
in the ordered phase, where |x| ∝ |ε|β, we get
Cε̇ = 〈x2〉|tKZ ∝ |εKZ |2β ∝ ε̇
2β
1+νz .
β = 1 for both the Markovian and the power-law non-Markovian cases, whereas νz = 1
and 1/s respectively, giving Cε̇ ∝ ε̇
1
2 and Cε̇ ∝ ε̇
s
1+s respectively, as quoted in the main
text.
Temperature scaling
If the dynamics of the system is indeed universal, and if the KZ paradigm does indeed
apply, then the temperature scaling in Eqn.(3.1) and Eqn.(3.2) of the main text can
be derived by applying the paradigm on both sides of the criticality. Given a steady
state critical divergence of 〈x2〉 ∝ |ε|−ζ in the disordered phase, the KZ paradigm
predicts that
Cε̇ ∝ T |εKZ |−ζ ∝ T ε̇−
ζ
1+νz (3.20)





kBT for a harmonic oscillator. Equating this to
the scaling derived in the previous section using the KZ paradigm on the ordered side,
i.e. Cε̇ ∝ ε̇
2β

















In the Markovian case, where β = 1, ζ = 1, and νz = 1, this translates to Tt2KZ =





, the condition is Tt3s−1KZ = constant. In order to bring out the universality
in the experiments, we enforce these constraints by varying the temperature across
different quench rates.
Rescaling arguments for parameter scalings in the Markovian case
In this section, we give a rescaling argument to derive the universal scaling described
in the main text. We note at the outset that the following derivation is for a linear
quench, and does not depend on the initial conditions of the system. It implicitly
assumes that the quench spans from t = −∞ to t = +∞ and thus from ε = −∞ to
ε = +∞. While this assumption does not correspond to the experiments (the quenches
start at a finite time with ε = −1), the behavior near criticality is independent of the
initial conditions for small quench rates ε̇→ 0. More broadly, this argument can be
extended in the limit of ε̇→ 0 to cases where |ε| is bounded, e.g. ε(t) = tanh(ε̇t).

























and also included the noise term, for which x2th =
kBT
~ω and ξ is delta correlated,
〈ξ(t)ξ(t′)〉 = δ(t− t′). We have also assumed a linear quench ε(t) = ε̇t.
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Eqn.(3.21) is invariant under the rescaling of time by u, and the parameters as















The experiments, wherein the dissipative coupling γ0 and the intrinsic-nonlinearity
dependent xss =
√
γPγ0/2g are fixed, constrain us to w = 1 (Eqn.(3.22a)) and v =
√
u
(Eqn.(3.22c)), so that ε̇′ = u2ε̇ and x′th = uxth. The latter condition is equivalently
stated as T ′ = u2T , because thermal motion RMS xth and temperature T are related
through equipartition as 〈x2th〉 ∝ T . The universality with quench rate is exposed by
choosing the rescaling which eliminates the ε̇′ dependence, i.e. u = (K1/ε̇)
1/2 and
concomitantly v ∝ ε̇−1/4, where K1 is a constant. This thus gives the universal scaling
function quoted in the main text –
v2〈x2(t; ε̇;T )〉 = 〈x2(p; ε̇′;T ′)〉
⇒ 〈x2(t; ε̇;T )〉 = v−2 〈x2(t/u;u2ε̇;u2T )〉
⇒ 〈x2(t; ε̇;T )〉 ∝ ε̇1/2 〈x2(t/u;K1;u2T )〉






where Cε̇ ∝ ε̇1/2, G ∝ 〈x2(t/u;K1;u2T )〉, and tKZ,ε̇ ∝ u ∝ ε̇−1/2 is the Kibble-Zurek
time. Here, G is a universal scaling function that does not depend on microscopic
details or the shape of the protocol away from ε = 0 (Chandran et al., 2012).
3.G Hysteresis area and its scaling
In this section, we discuss the hysteretic area enclosed by the signal/idler amplitude
curves during the forward-backward ramps. We first establish the physical basis of the
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hysteresis area as a measure of the energy dissipated during the non-adiabatic ramp.
We then use the universal scaling of the nonequilibrium dynamics derived earlier to
demonstrate that the hysteretic area also scales as a power law in the quench rate, and
further predict this power. We also present a Kibble-Zurek heuristic for the hysteretic
area, predicting the same power law scaling.
Physical basis of the hysteresis area










where we use the Heff of Eqn.(3.8). This definition of work is analogous to the inclusive
work in Jarzynski’s (Jarzynski, 1997; Jarzynski, 2007). See also (Campisi et al., 2011).
While this definition is valid for any ramp protocol of the drive µ, we focus here
on a piece-wise linear cyclic ramp, which starts at µ = 0, continues linearly beyond
the phase transition, immediately turns around at some µf > µcr = 1 and returns
linearly to µ = 0. In the following, we denote this cyclic protocol by the integral
∮
.
In the experiments, we measure the average work as
〈W 〉 = −γ0
∮
dµ〈|as|2〉
where the average is taken over stochastic realizations of the noise due to the environ-
ment. Thus the net work done by the coupling µ on the system is proportional to
the hysteretic area of |as|2 with µ. Note that we extend this definition of work to the
non-Markovian case as 〈W 〉 ∝
∮
dµ〈|as|2〉.
Given that the protocol is cyclic, it does not change the internal energy of the
system, and 〈W 〉 is a measure of the energy dissipated during the non-equilibrium
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ramp. Throughout this work, we thus denote the hysteretic area by E.
Derivation of scaling based on universality
The scaling of the hysteretic area with quench rate ε̇ can be obtained using the
universal scaling form that governs the system dynamics. The rescaling argument
used for the Markovian case in previous sections is insensitive to the sign of ε̇ – The
argument is equally valid for both a forward and a backward quench as long as the
initial conditions do not matter, which holds true for deep, slow quenches.




dε〈x2backward(t = ε/ε̇;T )〉 − 〈x2forward(t = ε/ε̇;T )〉
We take the scaling limit of ε̇→ 0 while holding t/tKZ , T t3s−1KZ fixed and express 〈x2〉






























⇒ E ∝ ε̇
1+2β
1+νz
where C2 = Tt
3s−1






This gives the area scaling to be E ∝ ε̇
1+2β
1+νz .
In Markovian case, β = 1/2, νz = 1, so that the area scaling is E ∝ ε̇1. For the the
power law non-Markovian case, β = 1/2, νz = 1/s, so that the expected area scaling
is E ∝ ε̇
2s
1+s , which for s = 0.70(2) gives E ∝ ε̇0.82(1). See Fig. 3·5 for experimental
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Figure 3·5: Scaling of the hysteretic area in a driven-dissipative phase
transition: Work is done by the parametric drive µ over each cycle of quench into
the ordered phase and then back into the disordered phase. This work, proportional
to the hysteretic area illustrated in Fig. 3·2, scales as a power-law with the quench
rate. The scaling is influenced by the system-bath interactions, as demonstrated here
for the Markovian (red) and non-Markovian (blue) cases.
temperatures.
Derivation of scaling using a Kibble-Zurek heuristic
The hysteretic curve can be approximated as a triangle (see Fig. 3·2) with base
determined by the Kibble-Zurek freeze-out, εKZ ∝ ε̇
1
1+νz , and height determined by











Integrability and dark states in models
with full anisotropy
This chapter was published in Physical Review Research (Villazon et al., 2020a). In
this work, Tamiro Villazon Scholer and P. W. Claeys jointly led the project, and carried
out the theoretical analysis and numerical simulations. A. Chandran supervised the
project. All authors contributed to the preparation of the manuscript.
4.1 Abstract
Central spin models describe a variety of quantum systems in which a spin-1/2 qubit
interacts with a bath of surrounding spins, as realized in quantum dots and defect
centers in diamond. We show that the fully anisotropic central spin Hamiltonian
with (XX) Heisenberg interactions is integrable. Building on the class of integrable
Richardson-Gaudin models, we derive an extensive set of conserved quantities and
obtain the exact eigenstates using the Bethe ansatz. These states divide into two
exponentially large classes: bright states, where the qubit is entangled with the bath,
and dark states, where it is not. We discuss how dark states limit qubit-assisted spin
bath polarization and provide a robust long-lived quantum memory for qubit states.
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4.2 Fully anisotropic models
With the advent of new quantum technologies, there is increasing interest in using
small quantum systems to control and coherently manipulate mesoscopic environments
(Kosloff, 2019; Koch, 2016; De Lange et al., 2012; Cai et al., 2013; Villazon et al.,
2019; Dong et al., 2019). In the simplest setting, a single spin-1/2 qubit controls a
surrounding bath of spins, extending the available degrees of freedom and turning the
detrimental effects of the bath into a useful resource. These systems are modelled
by central spin (or spin star) Hamiltonians, as schematically illustrated in Fig. 4·1.
Central spin models have broad applicability in quantum information (Yung, 2011;
Tran and Taylor, 2018), quantum metrology and sensing (Sushkov et al., 2014; He
et al., 2019), and describe the interactions between nitrogen-vacancy centers and
nuclear spins in diamond (Schwartz et al., 2018; London et al., 2013) and the hyperfine
interaction in quantum dots (Hanson et al., 2007; Schliemann et al., 2003; Urbaszek
et al., 2013).
The central spin ~S0 typically interacts with the bath spins ~Si through anisotropic








i . The fully isotropic XXX model
(α = 1) is common in systems with emergent spherical symmetry, e.g. quantum dots
in semiconductors with s-type conduction bands (Hanson et al., 2007; Schliemann
et al., 2003), while the fully anisotropic XX model (α = 0) arises in resonant dipolar
spin systems in rotating frames (Hartmann and Hahn, 1962; Rovnyak, 2008; Rao
et al., 2019; Lai et al., 2006; Ding et al., 2014; Taylor et al., 2003a; Fernández-Acebal
et al., 2018). Crucially, the fully isotropic XXX model is integrable, belonging to
the class of XXX Richardson-Gaudin integrable models (Gaudin, 2014; Dukelsky
et al., 2004; Rombouts et al., 2010). Integrability guarantees an extensive set of
conserved quantities and allows all eigenstates to be exactly obtained using Bethe
ansatz techniques, which has led to various studies of the equilibrium and dynamical
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properties of the XXX model (Bortz and Stolze, 2007; Faribault et al., 2009; Bortz
et al., 2010; Claeys et al., 2018; He et al., 2019). However, generic central spin models
with α 6= 1 are not known to be integrable.
In this work, we show that the fully anisotropic XX model (α = 0) is integrable
and exhibits a rich eigenstate structure. Its Hamiltonian describes a central spin-1
2





















The interaction strengths gi are taken to be inhomogeneous and the bath spins can have





we set ω = 0 without loss of generality. To establish the integrability of H, we present
an extensive number of conserved charges and construct the exact eigenstates using
the Bethe ansatz (Gaudin, 2014). We note that Jivulescu et al. previously used Bethe
ansatz techniques to construct a subset of exact eigenstates (Jivulescu et al., 2009b;
Jivulescu et al., 2009a), but did not show that H is integrable.
Figure 4·1: Schematic representation of the central spin model. A central spin-1
2
particle interacts with an environment of L spin-si particles with interaction strengths
gi, i = 1 . . . L.
Remarkably, the eigenstates of the XX model separate into two exponentially
large classes with distinct entanglement structure. Dark states |D〉, have a product
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state (unentangled) structure |↓〉0 ⊗ |D−〉 or |↑〉0 ⊗ |D+〉, where the central spin is
fully polarized along the z-direction and the bath state satisfies (Taylor et al., 2003b;







|D±〉 = 0. (4.2)
Dark states are independent of ω0 and form degenerate manifolds with energy ±ω0/2
in every Sz sector. In contrast, bright states |B〉 exhibit qubit-bath entanglement and
are given by linear combinations of definite central spin projection c↓ |↓〉0 ⊗ |B−〉 +
c↑ |↑〉0 ⊗ |B+〉. These states explicitly depend on ω0, and arise in pairs exhibiting level
repulsion in the eigenspectrum of H (schematically shown in Fig. 4·2).
4.3 Conserved charges
The conserved charges of the Hamiltonian H in Eq. (4.1) follow from the class of
integrable XXZ Richardson-Gaudin models (Gaudin, 2014; Dukelsky et al., 2004;
Rombouts et al., 2010) (see the explicit derivation below), and are given by




































where i=1 . . . L. These satisfy [H,Qi] = 0 and [Qi, Qj ] = 0,∀i, j = 1 . . . L. Interpreting
H as Q0, the conserved charges are bilinear in the spin operators and the number
of linearly-independent conserved charges exactly equals the number of spins in the
system (L+1). The system is thus Richardson-Gaudin integrable (Dukelsky et al., 2004;





























The charge Q̃ relates directly to the square of the Hamiltonian
Q̃ = H2 − ω20/4, (4.5)
using the spin-1
2
properties of the central spin. Such quadratic relations between
conserved charges are prevalent in Richardson-Gaudin systems (Claeys et al., 2017;
Claeys et al., 2015; Faribault et al., 2011; Links, 2017)1.
4.4 Supersymmetry
The conserved charge Q̃ is the Hamiltonian of a N = 2 supersymmetric (SUSY) and
integrable quantum theory (Fendley et al., 2003; Yang and Fendley, 2004; Huijse, 2010;
Hagendorf, 2013; Matsui, 2016), as it can be re-written as:











0 hermitian conjugate supercharges satisfying [S
z
0 ,G±] = ∓G±.
The eigenstates of Q̃ can be chosen to have fixed central spin magnetization 〈Sz0〉 =
±1/2 since [Q̃, Sz0 ] = 0. The supersymmetry imposes a specific structure on the
eigenspectrum of Q̃. The (degenerate) ground state manifold has eigenvalue zero
and is spanned by singlet states annihilated by both G+ and G−. States with a
non-zero eigenvalue are twofold degenerate and arise as so-called superpartners |ψ−〉 =
|↓〉0 ⊗ |B−〉 and |ψ+〉 = |↑〉0 ⊗ |B+〉, satisfying G± |ψ±〉 ∝ |ψ∓〉 and G∓ |ψ±〉 = 0.
While the eigenstates of Q̃ at finite (non-zero) energy are not necessarily eigenstates
of H, the zero-energy eigenstates of Q̃ are guaranteed to be eigenstates of H with
eigenvalue ±ω0/2. It is precisely these zero modes that are the dark states. The
remaining states in the spectrum of H will arise as pairs of bright states, since the
interaction term ∝ (G + G†) only couples superpartners: two degenerate eigenstates of




i=1Qi, where C is a linear combination
of su(2) Casimir operators.
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Figure 4·2: Schematic representation of the energy spectrum as a function of the
central field ω0, exhibiting highly-degenerate dark states (black lines) and bands of
bright states (red lines). The dashed lines highlight an example pair of bright states
exhibiting level repulsion near resonance ω0 = ω = 0.
4.5 Dark and bright states
All eigenstates of H can be expressed in terms of generalized spin raising operators
acting on a vacuum state. To distinguish dark and bright states, we assume Sz < 0
and take the vacuum to be the state with all spins maximally down 2. Consider the
Bethe states with N spin excitations on top of the vacuum state |0〉 = |↓〉0 ⊗Li=1 |−si〉,
|ψ(v1, v2, . . . vN)〉 = G+(v1)G+(v2) . . . G+(vN) |0〉 , (4.7)
with generalized spin raising operators that depend on (possibly complex) parameters







2Any eigenstate can be constructed in two ways, either from generalized spin raising operators
acting on a vacuum state with all spins maximally down, or from spin lowering operators acting on
a dual vacuum state with all spins maximally up. For Sz < 0, the former is more transparent and
highlights the differences between bright states and dark states (with central spin necessarily down),
and for Sz > 0 the latter is more convenient since all dark states then have central spin up.
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As no spin raising operators act on the central spin, the central spin points along −z
in these states.
In the regime Sz ≤ 0, the only allowed dark states are those with central spin
down, which are exactly of the form of Eq. (4.7). Namely, dark states satisfy
H |D〉 = −ω0
2
|D〉 , |D〉 = |ψ(v1, v2, . . . vN)〉 , (4.9)













for a = 1 . . . N . Importantly, these rapidities, and hence the structure of dark states,
only depend on {gi} and not on ω0.
The bright states, on the other hand, can be written as a linear combination of
two Bethe states of the form (4.7), with central spin down and up respectively,














S+0 ) |ψ(v1, v2, . . . , vN−1)〉 , (4.11)






























for a = 1 . . . N − 1. The bright states satisfy
H |B〉 = E |B〉 , |B〉 = |φ(E; v1, . . . , vN−1)〉 . (4.14)
While the rapidities v1, . . . vN−1 do not depend on ω0, the quadratic equation for the
energy E does. As such, each solution for v1 . . . vN−1 leads to two possible solutions
for E exhibiting level repulsion.
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Figure 4·3: Energy E and central spin expectation value 〈Sz0〉 for the pair of bright
states corresponding to the ground state and the highest excited state for a central
spin system with L = 100 and N = L/4, where (gi)
−2 = i and si = 1/2,∀i = 1 . . . L.





a 2/va ≈ 69.9787, and Bethe
equations were solved using the methods developed in Ref. (Claeys et al., 2015).















allowing the energy of any eigenstate to be uniquely related to its central spin
polarization, as illustrated in Fig. 4·3 for a pair of bright states. Three limits are
clearly reproduced: at resonance (ω0 = 0) the central spin polarization vanishes
exactly, and for ω0 → ±∞ the central spin is polarized as ±1/2. For dark states,
E = ±ω0/2 returns the expected value of 〈Sz0〉 = ±1/2, such that this relation holds
for all eigenstates.
We end this section with a few comments. For Sz < 0, the solutions to Eqs. (4.10)
and (4.13) respectively identify dark states in which the central spin points along −z,
and bright states. For Sz = 0, the Bethe equations (4.10) do not admit any solutions,
and consequently, all the states in the spectrum are bright. More generally, the Bethe
equations (4.10) do not admit any solutions if Sz ≥ 0. Nevertheless, the spectrum for
Sz > 0 has bright and dark states, with the central spin along +z in the dark states 3.
The dark states now arise as additional solutions to the Bethe equations in Eq. (4.13)
3Within the literature, this distinction is also referred to as “solutions above/below the equator”,
see e.g. (Pronko and Stroganov, 1999; Korff, 2004; Baxter, 2002).
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in which some of the rapidities are zero. In this regime, dark state energies are not
given by E, but by +ω0/2.
4.6 Explicit derivation
The structure of the conserved charges can be understood starting from Q̃ rather than




















i , and (1/2 ± Sz0) projects the central spin along
the z-direction. Hamiltonians of the form G±G∓ arise in the study of topological
superconductivity and superfluidity (Ibañez et al., 2009; Lerma H. et al., 2011; Ortiz
et al., 2014), neutron pairing (Dean and Hjorth-Jensen, 2003), and Sachdev-Ye-
Kitaev-like models (Iyoda et al., 2018). These are Richardson-Gaudin integrable,
and all results for their eigenstates and conserved charges can be found in, e.g.,
Refs. (Dukelsky et al., 2001; Dukelsky et al., 2004; Ortiz et al., 2005; Rombouts et al.,
2010; Van Raemdonck et al., 2014; Links et al., 2015; Iyoda et al., 2018).






























which mutually commute and commute with G−G+. The conserved charges Q
(+−)
i of
G+G− immediately follow from those of G−G+ through spin inversion symmetry,
since mapping S± → S∓ and Sz → −Sz leaves the su(2) algebra invariant and maps
G−G+ → G+G−. The conserved quantities of Q̃ then follow by combining these with
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Using the spin-1/2 properties of the central spin, Eq. (4.18) simplifies to Eq. (4.3). It
can be checked that, not only do these conserved charges satisfy [Qi, Qj] = 0, ∀i, j,
but they also satisfy [H,Qi] = 0,∀i.
The eigenstates of H can be similarly derived from the connection with the
eigenstates of Q̃. The eigenstates of G+G− can be written as two kinds of Bethe states
of the form (4.7), depending on the number of zero rapidities (see e.g. Ref. (Iyoda
et al., 2018)). The first kind are zero-energy (singlet) eigenstates where all rapidities
are nonzero and satisfy Eq. (4.10),
G+G− |ψ(v1, . . . , vN)〉 = 0. (4.19)
The action of Q̃ reduces to the action of G+G− on these states because Sz0 = −1/2 in
the vacuum state in Eq. (4.7). As such, the zero-energy eigenstates of G+G− with
central spin down are zero-energy eigenstates of Q̃, and are thus the dark states |D〉.
The condition G−|D〉 = 0 (5.2) follows directly from Eq. (4.19) since G+G− is positive
definite. The zero modes of Q̃ with central spin up and their properties are similarly
obtained from the zero modes of G−G+.
The second kind of eigenstates of G+G− have one zero rapidity and non-zero
positive eigenvalues:













|ψ(0, v1, . . . , vN−1)〉 , (4.20)
where the non-zero rapidities satisfy Eq. (4.13). Furthermore, the state |ψ(v1, . . . , vN−1)〉
is an eigenstate of G−G+ with the same eigenvalue as in Eq. (4.20). Both states can be
made into degenerate eigenstates of Q̃ by applying the proper central spin projectors
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and Q̃ has doubly-degenerate eigenstates
|ψ−〉 = G+(0) |ψ(v1, . . . , vN−1)〉 ,
|ψ+〉 = S+0 |ψ(v1, . . . , vN−1)〉 , (4.21)
with the same number of spin excitations N . These are related through G±S∓0 |ψ±〉 ∝
|ψ∓〉, such that H only couples these states to each other. The eigenvalue equation
for H in this two-dimensional space leads to the quadratic equation (4.12) for the
states (4.11). In the language of SUSY, the doublet states constituting bright states
are coupled through G±. The dark states are clearly annihilated by G+ = G+S−0
since they have central spin down by construction and by G− = G−S+0 since they are
annihilated by G−, leading to singlet states.
The degenerate pairs of states (4.21) are eigenstates for each separate conserved







such that if |ψ(v1, . . . , vN−1)〉 is an eigenstate of Q(−+)i then G+(0) |ψ(v1, . . . , vN−1)〉
is an eigenstate of Q
(+−)
i with the same eigenvalue. Their eigenvalues follow from the
known eigenvalues of the conserved charges of either G+G− or G−G+ (e.g. Ref. (Iyoda
et al., 2018)). The eigenvalue qi of Qi for the dark states is given by














and for the bright states by















4.7 Counting of states
The number of dark states can be obtained either using dimensionality arguments or
by counting the number of solutions to the Bethe equations. We focus on a system
with a bath of L spin-1/2 particles and Sz < 0; generalizations fall outside the scope






-dimensional subspace of the Hilbert space. By Eq. (5.2), the dark

















orthogonal states with no parallel projection. This is
exactly the number of solutions to the Bethe equations (4.10) for dark states; the
number of solutions to such equations in Richardson-Gaudin models is well-studied in
the literature (Gaudin, 2014; Links, 2017; Faribault and Tschirhart, 2017). A similar
expression for the number of dark states was presented in Ref. (Taylor et al., 2003b).





(Links et al., 2015; Shen et al., 2018), and each solution for the set v1, v2, . . . , vN−1 leads
to two possible solutions for E in Eq. (4.12) and a pair of bright states. Combined,




















returning the expected number of eigenstates in each Sz sector following the com-
pleteness of the Bethe ansatz for spin-1
2
Richardson-Gaudin systems (Links, 2017). It
follows from the binomial coefficients that the number of both dark and bright states
grows exponentially with bath size L.
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4.8 Discussion
We established a new family of integrable Richardson-Gaudin central spin models with
anisotropic XX interactions by deriving the full set of conserved charges and Bethe
eigenstates. Such models arise routinely in physical dipolar systems under resonance
conditions (Hartmann and Hahn, 1962; Rovnyak, 2008; Rao et al., 2019; Lai et al.,
2006; Ding et al., 2014; Taylor et al., 2003a; Fernández-Acebal et al., 2018), where our
results are expected to be applicable. The eigenstates can be divided in two classes,
dark or bright, depending on their qubit-bath entanglement properties.
Dark states exhibit no qubit-bath entanglement and can be used to store qubit
states for quantum memory. Ref. (Taylor et al., 2003b) proposed a scheme to store
(and retrieve) an arbitrary qubit state in the state of the bath using adiabatic passage
in the XXX model with weak inhomogeneous couplings gj. This scheme immediately
generalizes to the XX model, even in the presence of strong inhomogeneities. Starting
from a product state in which the central spin is in the desired qubit state and the
environment in a dark state, the qubit state can be encoded in a superposition of dark
and bright states (taking e.g. large positive ω0 values in Eq. (4.11)). Since the dark
component of the wavefunction is independent of ω0, an adiabatic passage to large
negative values of ω0 transfers the qubit state to the bath as
(u |↓〉0 + v |↑〉0)⊗ |D
−〉
= u |↓〉0 ⊗ |D











where φB are the relative phases accrued during the passage. The final bath state
serves as a robust memory for the qubit state; the qubit state can be retrieved by
symmetrically reversing the process and accounting for the phases φB. This invites
quantum memory applications in defect center or dot systems well described by the
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XX model.
Dark states are also known to limit hyperpolarization protocols which use a central
qubit to transfer polarization to/from a bath (Urbaszek et al., 2013). In such protocols,
the qubit is repeatedly polarized and manipulated (e.g. by tuning the field ω0) to
induce qubit-bath exchange interactions. Since qubit-bath polarization exchanges are
only possible in bright states, the bath polarization saturates to a value determined by
the populated dark states. Several experiments have found saturation at high (above
60%) spin bath polarizations (Bracker et al., 2005; Urbaszek et al., 2007; Chekhovich
et al., 2010), and strategies to overcome the limitations imposed by dark states have
been proposed (Christ et al., 2009; Imamoḡlu et al., 2003). The explicit structure of
dark states presented here may allow for the development of new hyperpolarization
protocols with high saturation values of the bath polarization.
Given that the system is integrable, all eigenstates are nonthermal, not just the dark
states. The bright states exhibit highly nonthermal expectation values, e.g. 〈Sz0〉 = 0
at resonance (4.15), where the central spin is maximally entangled with the bath.
The effect on the dynamics of 〈Sz0(t)〉 is particularly pronounced. Considering e.g. a
system at resonance with an initially polarized state 〈ψ(t = 0)|Sz0 |ψ(t = 0)〉 = 1/2,






|〈ψ(t = 0)|D〉|2. (4.26)
All dynamics of 〈Sz0(t)〉 are due to the dephasing of the bright states, whereas the
nonthermal steady-state value retaining memory of the initial polarization is the RMS
average of the overlaps of the initial state with the (exponential number of) dark
states. This is consistent with the integrability of the XX model. Integrable models
are known to exhibit non-ergodic behaviour at long times and long-lived correlations
due to the presence of conservation laws (Jaynes, 1957; Rigol et al., 2007; Vidmar
and Rigol, 2016). For the XX model, our expression for the conserved quantities (4.3)
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i , may not thermalize at
long times.
To conclude, we note that the Bethe ansatz also allows for exact theoretical and
numerical studies in system sizes beyond the reach of exact diagonalization (Dukelsky
et al., 2004; Faribault et al., 2008; Foster et al., 2013; El Araby and Baeriswyl, 2014;
Claeys et al., 2018; James et al., 2018; Robinson et al., 2019), providing new avenues
for the study of non-equilibrium dynamics in central spin models.
Chapter 5
Persistent dark states in models with
partial anisotropy
This chapter was published in Scientific Reports (Villazon et al., 2020b). In this
work, Tamiro Villazon Scholer led the project, carried out the theoretical analysis
and performed numerical simulations. P. W. Claeys and M. Pandey contributed to
the theoretical analysis and numerical simulations. A. Chandran and A. Polkovnikov
supervised the project. All authors contributed to the preparation of the manuscript.
5.1 Abstract
Long-lived dark states, in which an experimentally accessible qubit is not in thermal
equilibrium with a surrounding spin bath, are pervasive in solid-state systems. We
explain the ubiquity of dark states in a large class of inhomogenous central spin models
using the proximity to integrable lines with exact dark eigenstates. At numerically
accessible sizes, dark states persist as eigenstates at large deviations from integrability,
and the qubit retains memory of its initial polarization at long times. Although
the eigenstates of the system are chaotic, exhibiting exponential sensitivity to small
perturbations, they do not satisfy the eigenstate thermalization hypothesis. Rather,
we predict long relaxation times that increase exponentially with system size. We
propose that this intermediate chaotic but non-ergodic regime characterizes mesoscopic
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quantum dot and diamond defect systems, as we see no numerical tendency towards
conventional thermalization with a finite relaxation time.
5.2 General anisotropic models
State-of-the-art quantum technologies can control and coherently manipulate qubit
systems with exquisite precision (Awschalom et al., 2013; Wendin, 2017; Wineland,
2009; Vandersypen and Chuang, 2005). The surrounding environment of the qubit
however eventually decoheres the qubit and limits quantum applications (Koch, 2016;
Zhang et al., 2007; Lidar, 2014). An efficient way of extending coherence times is to
prepare the system in so-called dark states, in which the qubit is effectively decoupled
from the bath (Taylor et al., 2003b; Kurucz et al., 2009; Villazon et al., 2020a).
Dark states have been identified in several integrable central spin models (Taylor
et al., 2003b; Villazon et al., 2020a), and are central to quantum computing (Niknam,
2018; Tran and Taylor, 2018), metrology (Sushkov et al., 2014; Laraoui et al., 2011)
and control (Dobrovitski et al., 2013; Ramsay, 2010) applications in a variety of
experimental qubit systems, including nitrogen vacancy centers in diamond (Hall et al.,
2014; Rios, 2010) and semiconducting quantum dots (Hanson et al., 2007; Schliemann
et al., 2003). A central goal of this work is to show that dark states can persist in
experimentally relevant non-integrable central spin models. At numerically accessible
system sizes, they exist as exact eigenstates. In the thermodynamic limit, the qubit
could eventually thermalize but only after long times.
Central spin systems are typically described by a spin-1/2 Hamiltonian (~ = 1):




















i ) , (5.1)
where ω0 is a local magnetic field on the central qubit, ω is a uniform magnetic field
on the bath spins, α sets the anisotropy of the qubit-bath interaction, and gi sets the
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Figure 5·1: Schematic of the spin-1/2 anisotropic central spin model. A
central qubit in a magnetic field of strength ω0 interacts with an environment of L− 1
spin-1/2 particles in a uniform magnetic field of strength ω with interaction strengths
gi, i = 1, 2, . . . , L− 1.
strength of the interaction between the central qubit and the ith bath spin for i =
1, 2, . . . , L− 1. Experimentally, the interaction strengths are inhomogeneous because
of the randomness in the positions of the bath spins and/or the geometrical factors
in dipolar interactions. For simplicity, we model the inhomogeneity as uncorrelated
disorder, and take the gi to be independently and identically distributed uniformly in
the interval [1− γ, 1 + γ] with γ setting the disorder strength. Moreover, we study the




j where qubit-bath interactions are enhanced.




j , we set ω = 0 without loss of
generality. Fig. 5·1 shows a schematic of the model.
The Hamiltonian H has three known integrable families. The first is the fully
isotropic XXX model (α = 1 and arbitrary γ), which describes systems with contact
interactions such as quantum dots in s-type semiconductor bands (Hanson et al.,
2007; Schliemann et al., 2003). This model belongs to the class of integrable XXX
Richardson-Gaudin models (Gaudin, 2014; Dukelsky et al., 2004; Rombouts et al.,
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2010). The second is the fully anisotropic XX model (α = 0 and arbitrary γ),
which describes resonant exchange interactions in dipolar spin systems in rotating
frames (Hartmann and Hahn, 1962; Rovnyak, 2008; Rao et al., 2019; Lai et al.,
2006; Fernández-Acebal et al., 2018). It was only recently established that the
XX model is integrable, arising as a singular limit of the class of hyperbolic XXZ
Richardson-Gaudin models (Villazon et al., 2020a). The third is the homogeneous
XXZ model (γ = 0 and arbitrary α), which describes effective two-body interactions
H = ω0 S
z
0 + g (S
x
0 S
x + Sy0 S
y + αSz0 S
z) between the qubit and the collective spin
of the bath ~S =
∑L−1
i=1
~Si (Christ et al., 2009). Fig. 5·2 shows the three integrable
families in a broader phase diagram. The integrability of these models has enabled
analytical and numerical studies of experimentally relevant systems using a variety
of integrability-based techniques (Schliemann et al., 2003; Yuzbashyan et al., 2005;
Bortz and Stolze, 2007; Faribault et al., 2009; Schliemann, 2010; Bortz et al., 2010;
Claeys et al., 2018; Nepomechie and Guan, 2018; He et al., 2019).
A remarkable feature of H is that it exhibits dark eigenstates of a particularly
simple product form when either α = 0 or γ = 0 (Villazon et al., 2020a; Christ
et al., 2009). These product dark states |D〉 are states which exhibit no qubit-bath
entanglement. Namely, they have a product state structure |D〉 = |↓〉0 ⊗ |D−〉 or
|D〉 = |↑〉0 ⊗ |D+〉, in which the central spin is polarized along the z-direction, and







|D±〉 = 0. (5.2)
These states are furthermore independent of ω0 (and ω), making the qubit state
insensitive external axial fields, in addition to bath fluctuations. More generally, we
define dark states as states in which the qubit is nearly z-polarized and is not in
thermal equilibrium with the surrounding bath. Dark states allow the surrounding spin
bath to be used as a robust quantum memory (Taylor et al., 2003b; Taylor et al., 2003a;
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Kurucz et al., 2009; Ding et al., 2014). Moreover, they pose limitations for dynamical
nuclear polarization (DNP) experiments which attempt to polarize a mesoscopic bath
by repeated qubit polarization and transfer (Imamoḡlu et al., 2003; Christ et al., 2007;
Christ et al., 2009; Belthangady et al., 2013). DNP protocols eventually prepare the
system in a statistical mixture of dark states, producing effectively isolated qubits for
decoherence-free quantum computation (Lidar et al., 1998).
In this work, we first establish that dark states are robust to integrability-breaking
perturbations that tune the anisotropy α and the disorder strength γ. Specifically,
in Sec. 5.3, we show that dark states persist as exact eigenstates of the Hamiltonian,
that only perturbatively mix with bright states (i.e. not dark states) over a broad
range of values for α and γ, at system sizes amenable to numerical simulation. This
perturbative mixing only slightly reduces the polarization of the qubit along the
z-direction. Remarkably, while H is non-integrable/chaotic away from its integrable
lines, dark states are well protected due to the presence of quasi-conserved charges
(Sec. 5.4).
To test the stability of dark states, we apply a recently developed exponentially
sensitive probe for chaos, based on the scaling of the norm of the adiabatic gauge
potential (AGP) (Pandey et al., 2020). The AGP is defined as the operator which
generates continuous adiabatic transformations between eigenstates and measures
their sensitivity to perturbations of the underlying Hamiltonian (Kolodrubetz et al.,
2017; Demirplak and Rice, 2003; Berry, 2009; Villazon et al., 2019; Bukov et al.,
2019). Its norm is closely related to the quantum geometric tensor and the fidelity
susceptibility (Kolodrubetz et al., 2017; Campos Venuti and Zanardi, 2007; Sierant
et al., 2019). The norm of the AGP was found to scale exponentially with system size
for chaotic perturbations, in contrast to integrable perturbations leading to polynomial
scaling (Pandey et al., 2020).
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In our present context, the AGP norm grows exponentially in accordance with
quantum chaos (Sec. 5.5), but interestingly, the growth rate of the logarithm of
this norm is twice the rate expected for ergodic systems satisfying the eigenstate
thermalization hypothesis (see Fig. 5·8 in Sec. 5.5). This rate saturates the upper
bound for eigenstate sensitivity to perturbations (Pandey et al., 2020). It reflects a
very strong mixing between neighbouring eigenstates of the system and leads to ultra-
slow (exponentially long in system size) relaxation dynamics (Sec. 5.6), reminiscent
of the Arnold diffusion in classical near-integrable systems (Arnol’d, 1989). While a
similar behavior of the AGP norm was found in the previous work (Pandey et al.,
2020) for spin chains with weak integrability breaking perturbations, here we find that
this chaotic but non-ergodic (CNE) regime extends to large perturbation strengths,
even for the largest system size that we are able to simulate. Sec. 5.7 is reserved for
discussion and conclusions.
5.3 Persistent dark states
Away from the integrable lines in Fig. 5·2, the eigenstates |n〉 of H no longer admit
exact product dark states. Nevertheless, we can identify persistent dark eigenstates
with approximate product form using (i) the eigenstate expectation value of the central
qubit z-projection 〈Sz0〉 ≡ 〈n|Sz0 |n〉, or (ii) the eigenstate entanglement entropy S0E of
the qubit. The latter is defined as
S0E ≡ −Tr(ρ0 log(ρ0)), ρ0 ≡ TrB(ρ), (5.3)
where ρ0 is the reduced density matrix for the qubit obtained by tracing out the bath
B degrees of freedom, and ρ = |n〉 〈n| is the density matrix of eigenstate |n〉 with
energy En.
Consider for reference the XX model (α = 0) at resonance (ω0 = 0) in a sector

































Figure 5·2: Finite size crossover diagram. Integrable lines with ND product
dark eigenstates are shown as dashed black lines, while the integrable XXX line with
no product dark eigenstates is shown in blue. In the chaotic regime between integrable
lines, we show a color plot of the central spin polarization [〈Sz0〉], averaged over ND
eigenstates with the smallest values of |〈Sz0〉+ 0.5| and Ns = 400 disorder samples in




j = −1 at resonance ω0 = α. In this regime,
non-thermal persistent dark states with −0.5 < [〈Sz0〉] 0 (violet region) coexist with
bright states whose central spin polarization is close to zero. While this crossover
diagram shows a fixed system size L = 14, we find no significant dependence on L for
system sizes amenable to numerical simulation.
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product dark eigenstate |D〉 of this model, 〈D|Sz0 |D〉 = −1/2 and S0E = 0. On the
other hand the bright eigenstates |B〉 of the model satisfy 〈B|Sz0 |B〉 = 0 and S0E = ln(2)
at resonance1.
For α > 0, we find eigenstates |D(α)〉 of H that are adiabatically connected to







In these eigenstates, both the z-projection and entanglement entropy of the qubit
will deviate from their α = 0 values. The question becomes whether these deviations
are perturbatively small in α, and how this depends on the system size L. In
chaotic systems, the AGP is generally a highly non-local many-body operator with an
exponentially large norm (Kolodrubetz et al., 2017; Sels and Polkovnikov, 2017; Pandey
et al., 2020). In the present context, the parameter α breaks the integrability of the
system (see Sec. 5.5). Naively, we expect qubit observables in |D(α)〉 to perturbatively
connect to their values in |D(0)〉 only for α that is exponentially small in the system
size.
Remarkably, at numerically accessible system sizes, we find that A0 ≡ Aα(α→ 0+)
can be well-approximated by few-body operators and that perturbation theory works
exceedingly well to characterize qubit observables in |D(α)〉. To illustrate, consider
the perturbative expansion of the Sz0 expectation to leading order in α:




〈D(0)| [A0, [Sz0 ,A0]] |D(0)〉+ · · · (5.5)
The leading term is of order α2, as the coefficient of the linear in α term,
〈D(0)|i[A0, Sz0 ]|D(0)〉 = 0, vanishes because Sz0 |D(0)〉 = ±1/2|D(0)〉. Fig. 5·3 numeri-
1Far from resonance, the central spin is nearly polarized even in the bright states of the XX model:
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Figure 5·3: Dark states persist away from the integrable lines at finite size.
(a) Upper panel: Expectation value of the central spin z-projection for every eigenstate
of H in a typical sample as a function of α. Persistent dark (black circles) and bright
(red diamonds) states are easily distinguished by their value of 〈Sz0〉. Dotted lines
(gray) show α2 scaling, while the horizontal dashed line (red) indicates 〈Sz0〉 = 0.
Inset: System size dependence of 〈Sz0〉 averaged over Ns disorder samples and the
ND eigenstates with smallest z-projection: [〈Sz0〉+ 0.5]. (b) Lower panel: [〈Sz0〉+ 0.5]
(markers) as a function of α for several values of γ. The solid lines plot the perturbative
prediction of Eq. (5.5). Inset: Upon re-scaling the vertical axis by γ2, the curves




j = −1, Ns = 500,
and in (a) γ = 0.5.
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cally demonstrates that the left-hand side 〈Sz0〉+ 0.5 scales as α2 for a subset of the
eigenstates over several orders of magnitude of α and γ.
In more detail, when α > 0, the resonance condition in a given polarization




j (see appendices). For




j = −1, such that
the resonance occurs at ω0 = α. Fig. 5·3(a) shows numerical computations of the
expectation value 〈Sz0〉+ 0.5 in every eigenstate of H at moderate disorder strength
(γ = 0.5) over several orders of magnitude in α. Persistent dark states (black/dark
circles) are easily identifiable, as they connect smoothly to 〈Sz0〉 → −0.5 as α → 0.
The deviation from −0.5 scales as ∼ α2, consistent with Eq. (5.5) (dotted lines).
The bright states (red/light diamonds) are similarly perturbed around their value at
resonance 〈Sz0〉 = 0 (dashed red horizontal line). As α → 1, dark and bright states
attain comparable central spin projections. The inset of Fig. 5·3(a) shows the system-
size dependence of the averaged expectation value [〈Sz0〉+ 0.5], where . denotes an
average over all ND persistent dark states, and [ . ] denotes an average over Ns disorder





approaches zero with increasing L, in a sector with fixed magnetization. However,
we find that 〈Sz0〉 approaches its thermal value only very slowly with system size L,
suggesting that dark state properties persist to system sizes much larger than we
probe here. From the current analysis we cannot conclude whether or not they survive
the thermodynamic limit.
Fig. 5·3(b) shows [〈Sz0〉+ 0.5] for varying disorder strengths γ. The markers show
numerical data and the solid lines show the analytic predictions given by Eq. (5.5)
up to O(α2). Again, we find leading order perturbation theory to be in excellent
agreement with numerical simulations for γ < 1 and the entire α range between the
integrable points α = 0 and α = 1. As γ → 1 perturbation theory begins to break
114
down (see γ = 0.9 line in plot). When γ & 1, perturbation theory breaks down much
faster at α 1 (see appendices).
Persistent dark states are well captured by perturbation theory due to the quasi-
locality of A0 at numerically accessible system sizes. To see this, we decompose the











· · · σλkpk (5.6)
Here σ
λj
pi with λj ∈ {x, y, z} denote the Pauli basis operators on site pi, where
0 ≤ p1 < p2 < . . . < pk ≤ L − 1 for every k = 1, . . . , L. Throughout this work, we








We find A0 has non-zero weight only for k-body operators with k = 3, 5, 7, . . . .
Moreover, the total weight of k-body operators decays as 1/kc for c > 0, so that
A0 is well-approximated by 3-body operators. In the appendices, we showcase the
quasi-locality of A0 and estimate c ≈ 3.
One can similarly find persistent dark states based on translations in the γ-
parameter space, as in Eq. (5.4), with a different adiabatic gauge potential Aγ. We
find perturbatively accessible persistent dark states away from the γ = 0 line at
numerically accessible system sizes. The inset of Fig. 5·3(b) shows the re-scaled
averaged expectation value [〈Sz0〉+ 0.5]/γ2 vs α at resonance. The data collapse for
γ = 0.001, 0.01, 0.1 shows that:
[〈D(α, γ)|Sz0 |D(α, γ)〉+ 0.5] ∝ γ2α2 (5.8)
at small γ, α, in perfect agreement with the perturbative result. At larger values of γ
(γ = 0.9), we see deviations from the perturbative result as α→ 1. Persistent dark
states were previously found by mapping exact product dark eigenstates from the





































Figure 5·4: Low central spin entanglement entropy reveals persistent dark
states. The entanglement entropy of the central spin in eigenstates vs the re-scaled
energy in typical samples at low (top panels) and large (bottom panels) values of γ.
In the top panels, the persistent dark states have low central-spin entanglement at
all α values. At larger disorder (bottom panels), the entropy approaches ln(2) for




j = −1, ω0 = α, Emax is the
maximum energy of H in the given total magnetization sector.
α = 1, γ > 0 (Christ et al., 2007; Taylor et al., 2003b). Our results perturbatively
extend dark states into a broader region of parameter space at finite size (see Fig. 5·2).
Persistent dark states can also be identified by their low central spin entanglement
entropy (see Fig. 5·4). For moderate to low disorder (upper panels with γ = 0.75),
low entanglement (dark) states persist and do not fully mix with high entanglement
(bright) states, even as α → 1. At sufficiently large disorder (lower panels with
γ = 10.0), the persistent dark state picture breaks down as α→ 1, since most states
acquire large central spin entanglement S0E ≈ ln(2).
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5.4 Quasi-conserved operators
The question of whether and how systems thermalize is a fundamental one in quantum
statistical mechanics. Steady states of integrable systems typically have non-thermal
correlations due to the presence of extensively many conserved quantities, and are
described by Generalized Gibbs Ensembles (GGEs) that account for these conserved
quantities (Jaynes, 1957; Rigol et al., 2007; Vidmar and Rigol, 2016). Generic
integrability-breaking perturbations usually yield Hamiltonians which are chaotic
and satisfy the Eigenstate Thermalization Hypothesis (ETH) (D’Alessio et al., 2016;
Deutsch, 2018). Nevertheless, the integrable Hamiltonian can control the approach
to a long-lived pre-thermal state when the strength of the integrability-breaking
perturbation is sufficiently small (Mori et al., 2018).
In this section, we establish that the central spin model in Eq. (5.1) has long-
lived non-thermal states controlled by the XX and XXZ integrable lines at accessible
system sizes. Specifically, we show that H has approximate conservation laws that
persist away from the integrable lines, giving rise to non-thermal correlations in local
qubit observables. A simple way to detect the non-thermal correlations in quench
experiments is through observables, such as 〈Sz0〉, that differentiate between dark
and bright states. As 〈Sz0〉 takes non-thermal values (close to ±1/2) in the dark
state manifold, we find quenched steady states that retain memory of the initial
z-polarization of the central spin.
The integrable lines of the model (α = 0, α = 1, and γ = 0) constitute families of
Richardson-Gaudin models with extensive numbers of bilinear two-body conserved
charges Qi (Villazon et al., 2020a; Claeys, 2018). Upon breaking integrability, there
no longer exists an extensive number of exactly conserved charges. Instead we find
an extensive number of quasi-conserved charges, which very nearly commute with H.
To find such quasi-conserved charges, we numerically construct an exhaustive set of
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few-body operators Qk. These operators are conserved iff ‖[H,Qk]‖ = 0. The quasi-
conserved charges are those operators Qk with very small ratio: ‖ [H,Qk] ‖/‖Qk‖ 
Γtyp, where Γtyp ≡
√
‖H‖2/L sets a typical energy scale.





and restrict {θi} to a complete set of m trace-orthogonal one and two-body spin-1/2
operators with unit norm. To avoid cumbersome notation, we leave the dependence
of qi and θi on k implicit. We further set ‖Qk‖2 =
∑
j |qj|2 = 1. To determine the
coefficients qj, we solve the eigenvalue problem:
M ~q = Γ2 ~q, ~q ≡ (q1, q2, . . . , qm) (5.10)
where Mij ≡ Tr([H, θi][H, θj])/2L and we take Γ > 0. The eigenvectors of M then
yield through Eq. (5.9) a set of orthogonal and bilinear operators with known decay
properties. Specifically, the eigenvalue Γ2 equals the norm of the commutator:







To connect Γ to the operator decay rate, consider the short-time expansion of the
symmetrized unequal time correlator of Qk at infinite temperature (Kim et al., 2015;















The correlator’s decay rate is thus given by Γ = ‖[H,Qk]‖. Hence, if Γ = 0, the
unequal-time correlator equals one for all t. If instead 0 < Γ Γtyp, where Γtyp sets a
typical decay rate, then the correlator is close to one for a long time 1/Γ and Qk is
approximately conserved up to this time.
Away from the integrable lines, we generally find three kinds of eigenvalues Γ2:
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Figure 5·5: An extensive number of quasi-conserved quadratic charges
persist upon breaking integrability. The smallest eigenvalues of Eq. (5.10) in
dimensionless units at fixed L = 10 for a typical sample at different disorder strengths
γ (left) and at different L for fixed γ = 0.1 (right). Values in the shaded region are
zero within numerical accuracy. The left panel shows that the dimensionless decay
rate Γ/Γtyp of the quasi-conserved operators increases with γ, while the right panel
shows that the number of quasi-conserved operators is extensive ∼ L (vertical lines
denote the largest quasi-conserved index for each L). Parameters: ω0 = α = 0.5, (left)
L = 10, (right) γ = 0.1.
a few O(1) zero eigenvalues, O(L2) large Γ2 ≈ Γ2typ eigenvalues, and an extensive
number O(L) of eigenvalues with Γ2  Γ2typ. Zero eigenvalues correspond to exactly
conserved charges related to known conservation laws, while the extensive number of
small positive eigenvalues can be identified with quasi-conserved charges.
Fig. 5·5 shows the smallest eigenvalues Γ2 (re-scaled by Γ2typ) obtained by numer-
ically solving Eq. (5.10) as a function of the index k of the corresponding operator
Qk. The right panel shows the eigenvalues at several system sizes (L = 6, 8, 10)
for a fixed disorder strength γ = 0.1. We find 4 eigenvalues which are zero within











2. We also see a cluster of intermediate eigenvalues
corresponding to quasi-conserved charges, which are separated by a gap from a set
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of larger eigenvalues (only a small fraction of this set is shown). The vertical dashed
lines mark the indices of the quasi-conserved operators Qk with largest eigenvalue
for each system size. These maximal indices increase in precise proportion to L,
showing that the number of quasi-conserved charges is extensive. Furthermore, the
eigenvalues themselves remain of the same order of magnitude for the different system
sizes, indicating that the operator lifetimes have no significant system size dependence
up to L = 10.
The left panel of Fig. 5·5 shows the (L + 1) smallest eigenvalues of Eq. (5.10)
for several values of disorder strength γ at L = 10. As expected, we find exactly
(L + 1) conserved charges as we approach the integrable line γ = 0 (see γ = 0.001
data within gray region). On increasing γ, only 4 charges remain exactly conserved,
while the remaining (L− 3) charges become quasi-conserved. The lifetime (∝ 1/Γ) of
the quasi-conserved charges furthermore systematically decreases with increasing γ.
Previous studies have found similar long-lived quasi-conserved charges in a family of
near-(Richardson-Gaudin)-integrable spin models with all-to-all interactions (Bentsen
et al., 2019).
The extensively many two-body quasi-conserved charges Qk control long-lived non-
thermal states in quench experiments. The top panel of Fig. 5·6 shows the relaxation
of 〈Sz0(t)〉 to a non-thermal value in a typical sample at moderate and large disorder




j = +1 far from
resonance (ω0 = 50) in the mixed state
ρi = |↑〉0 〈↑|0 ⊗ 1, (5.13)
with the bath spins at infinite temperature and the central spin maximally polarized
along +z. The top panel plots 〈Sz0(t)〉 ≡ Tr(ρiSz0(t))/Tr(ρi) following a quench to
resonance (ω0 = −α). We observe a fast decay to a positive value that is different




j /L = 1/L. Thus, 〈Sz0(∞)〉 retains memory of
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its initial condition at these system sizes. This memory is a consequence of the weight
of ρi on the persistent dark state manifold.
Two comments are in order. First, the hybridization between the dark and bright
state manifolds increases with disorder strength. Consequently, at any given α, |〈Sz0〉|
in the persistent dark state manifold decreases with increasing γ (see Fig. 5·3). This
explains why 〈Sz0(∞)〉 decreases with increasing γ in Fig. 5·6. Next, the initial decay
in the top panel of Fig. 5·6 is a consequence of dephasing between the perturbed
bright states. As 〈Sz0〉 ≈ 0 in each perturbed bright eigenstate, the weight of ρi on the
perturbed bright states does not contribute to the non-zero value of 〈Sz0(∞)〉.
The lower panel of Fig. 5·6 plots the re-scaled and disorder-averaged long time
value [〈Sz0(∞)〉] with L. The re-scaling factor PD is the expected polarization of the









where N↑D and N
↑
B are respectively the number of dark and bright states with the
central spin pointing along +z in the appropriate polarization sector at large ω0. On
the integrable XX line at α = 0, we expect that [〈Sz0(∞)〉] = PD. The blue (filled)
curve in the lower panel of Fig. 5·6 is perturbatively accessible from the integrable
line at the numerically accessible system sizes, and thus we find that [〈Sz0(∞)〉]/PD
is close to one. At larger disorder strength however, the hybridization between the
dark and bright states increases with L at the accessible sizes. The long time value
[〈Sz0(∞)〉]/PD is thus smaller than the long time value at α = 0, with the discrepancy
growing with L (see orange curve with open markers). At large disorder strength,
[〈Sz0(∞)〉]/PD shows a trend toward the thermal value 〈Sz0〉th/PD = 0.5 with increasing





j = +1 total magnetization
2. At the given system sizes, we cannot




j /L, 〈Sz0 〉th/PD → min(0.5− s, 0.5 + s) as L→∞.
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Figure 5·6: Central spin z-polarization retains memory in the pre-thermal
state. Top: time evolution of 〈Sz0(t)〉 for a quench to resonance (ω0 = −α) from
the initial density matrix ρi (Eq. (5.13)) in a typical sample at two different disorder
strengths. The late time values (horizontal black dash-dotted lines) differ from the
thermal value (horizontal dashed red line). Bottom: The ratio of the disorder-averaged
long-time value [〈Sz0(∞)〉] to the long-time value on the integrable line PD vs L. The
ratio is close to one with no significant finite-size flow at moderate γ = 0.5, but
decreases with increasing L at large γ = 10.0. Parameters: L = 14 (top), Ns = 1000





determine with certainty whether the qubit will saturate at or before it reaches its
thermal value, even in the presence of strong disorder.
We conclude this section with two remarks. First, in addition to Sz0 , generic
two-body observables with significant overlap on the quasi-conserved charges are
expected to exhibit similar non-thermalizing behavior and non-thermal eigenstate
expectation values. While it is possible that in the thermodynamic limit L→∞ all
such observables will thermalize, there is no indication that this will happen from
available data at small or intermediate disorder. Even if it happens, the non-thermal
state after the quench could crossover to an extremely long-lived and very stable
prethermal regime.
The ratio is less than one for all s ∈ (−0.5, 0.5).
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5.5 Chaotic but non-ergodic regime
In previous sections, we established that dark eigenstates persist on adding putative
integrability-breaking perturbations to Eq. (5.1) at numerically accessible system sizes.
At these sizes, the model thus does not satisfy the ETH and few-body observables do
not thermalize in isolation. However, we expect the eigenstate and dynamical behavior
to change with increasing L. In this section, we provide evidence that the model is
in a chaotic non-ergodic regime (CNE) characterized by an exponential sensitivity
of eigenstates to small perturbations and the presence of relaxation times that are
exponentially long in the system size.
Energy level statistics are a widely used tool to diagnose chaos and predict thermal-
ization (Poilblanc et al., 1993; Casati et al., 1985; Atas et al., 2013). Integrable systems
generally follow Poisson level statistics, while chaotic systems exhibit Wigner-Dyson
statistics due to level repulsion in accordance with random matrix theory (D’Alessio
et al., 2016). The use of level statistics to diagnose chaos is limited to relatively small
system sizes where exact diagonalization can be reasonably implemented. For our
present model, level statistics show weak-to-negligible level repulsion, thus proving
insufficient to establish chaos.
Fig. 5·7 shows the distribution P (r) of the ratio r of consecutive energy level
spacings in a sector with fixed polarization. The ratio rn for the trio of energy
levels with energies En±1, En is defined as rn = min(sn, sn−1)/max(sn, sn−1), where
sn = En+1 − En and the energy levels are ordered E1 < E2 < E3 < . . . (Oganesyan
and Huse, 2007; Atas et al., 2013). The left panel shows that P (r) agrees with that
expected for a Poisson spectrum near/on the integrable lines points with α ≈ 0, α = 1,
and γ ≈ 0. The center panel shows that the Poisson behavior persists in the presence
of moderate anisotropy (α = 0.5) and disorder (γ = 0.5) at the largest size we access
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Figure 5·7: Level-spacing ratio distributions. Left: In the vicinity of the
integrable lines, P (r) agrees with that expected for a Poisson spectrum (red line).
Center: Distributions remain indistinguishable from the Poisson one (red line) at
moderate α and γ when the system is no longer expected to be integrable. Right: At
large disorder strength, we see level repulsion and a weak trend toward the Wigner-




j = −1, Ns = 500,
ω0 = α, L = 16 (left, center), γ = 10.0 (right), α = 0.5 (right). Energies are sampled
in the middle two quartiles of the spectrum.
do we see some level repulsion with a weak trend towards Wigner-Dyson statistics
with increasing L (right panel). Fig. 5·7 therefore shows no tendency of the model to
become chaotic with increasing L at moderate values of α and γ.
Recently, Ref. (Pandey et al., 2020) proposed the norm of the AGP as a highly
sensitive probe for chaos. Related measures were also proposed earlier in the context
of many-body localization, see e.g. Refs. (Serbyn et al., 2015; Crowley and Chandran,
2019). Chaos manifests in the exponential scaling of the Frobenius norm of the
AGP with system size, which can be interpreted as an exponential sensitivity of the
eigenstates to perturbations of the Hamiltonian. In contrast, integrable perturbations
show polynomial scaling (Pandey et al., 2020).
For any Hamiltonian H(α), the AGP operator can be represented as (Claeys et al.,













n |n〉〈n|∂αH|n〉〈n|. In the energy eigenbasis of H(α), the off-diagonal
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matrix elements of Aα read:





where Ωmn = Em−En. Note that the diagonal matrix elements 〈m|Aα|m〉 = 0, which












In chaotic systems, ‖Aα‖2 fluctuates wildly with L when we take the limit µ→ 0+
because the terms with the smallest energy differences Ωmn dominate the sum in the
norm. This is a standard manifestation of the problem of small denominators (Prigogine
et al., 1991). Instead of taking the limit µ → 0+, it is convenient to set µ > 0 as a
regulator. This regulator provides a two-fold advantage: (i) it suppresses the wild
fluctuations of the norm with system size, and (ii) it allows us to retain the exponential
sensitivity of the AGP norm to small perturbations if we pick µ = L 2−L/c, where c is
a system-size-independent constant. The regulator µ is thus parametrically larger than
the level spacing, while maintaining a small deviation from the exact AGP (Pandey
et al., 2020). Physically, µ−1 plays the role of a cutoff time for operator growth in
Eq. (5.15). By picking this time to be exponentially large in L, we probe the sensitivity
of eigenstates to infinitesimal perturbations.
For systems satisfying the ETH (D’Alessio et al., 2016) the states at energy density





where Rmn is a random variable with zero mean and unit variance, and f(Ω) is a
smooth function that is proportional to the Fourier transform of the correlation function
Tr(∂αH(t)∂αH(0) + ∂αH(0)∂αH(t)) at the frequency Ω. In general, the function f
also depends on the average energy (Em + En)/2. However, as the summation in
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Eq. (5.17) is dominated by the eigenstates corresponding to infinite temperature, we
suppress this additional dependence. Typically, |f(Ω)|2 increases as Ω decreases until
1/Ω becomes comparable to the slowest relaxation time scale in the system (such as
the Thouless time) and saturates for smaller values of Ω.
Interestingly, it was recently observed that the function |f(Ω)|2 can be defined
and remains smooth even in generic integrable systems (LeBlond et al., 2019). Then
|f(Ω)|2 vanishes as Ω → 0 for deformations of the Hamiltonian along integrable
directions (Pandey et al., 2020; Dymarsky and Liu, 2019; Brenes et al., 2020b; Brenes
et al., 2020a).
Combining Eq. (5.17) at finite µ and Eq. (5.18) at exponentially small scales





Thus if our system were to satisfy ETH,
‖Aα‖2 ∼ 2L (ETH), (5.20)
up to polynomial corrections. In contrast, we would expect only a polynomial scaling
of ‖Aα‖2 with the system size in an (interacting) integrable system for deformations
of the Hamiltonian along an integrable direction (Pandey et al., 2020).
Fig. 5·8 shows the exponential divergence of the disorder-averaged norm [‖Aα‖2] of
the AGP corresponding to perturbations of the anisotropy parameter α at moderate
disorder strength γ = 0.5. At α = 0, [‖Aα‖2] scales polynomially with system size L.
Away from the integrable point, the scaling of [‖Aα‖2] is polynomial until a critical
length L∗(α), which marks the onset of exponential growth and thus chaos (see vertical
dash-dotted lines). The critical length increases with decreasing α as:
L∗(α) ∼ −ν log2 α, (5.21)
such that L∗ becomes infinite in the integrable limit α→ 0. The power ν ≈ 1.25 is
126































Figure 5·8: The exponential divergence of the adiabatic gauge potential
norm shows signatures of chaos. Plot shows the disorder-averaged norm [ ‖Aα‖2]
as a function of system size L. Dotted lines show the scaling behavior in the chaotic
non-ergodic regime [ ‖Aα‖2] ∼ 22L. Vertical dashed-dot lines mark the onset of
exponential growth at L∗(α). Inset: L∗(α) vs. log2(α), and a regression line whose
slope is numerically found to be −ν ≈ −1.25. Parameters: γ = 0.5, Ns = 200, ω0 = α,∑
j S
z
j = −1, µ/L = 2−L/c, with c ≈ 15.
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Figure 5·9: Nearest neighbor matrix elements of ∂αH do not decay with
system size L. Plot shows nearest neighbor (NN), next nearest neighbor (NNN),
and next next nearest neigbor (NNNN) matrix elements (squared) averaged over
eigenstates |n〉 and disorder. Green filled markers (γ = 10.0) and orange open
markers (γ = 0.5) show no decay with system size in the chaotic non-ergodic regime.




j = −1, Ns = 1000. Eigenstates |n〉 are sampled
in the energy window En ∈ [−0.5Emax, 0.5Emax], where Emax is the maximum energy
of H in the given magnetization sector.
found using linear regression (see inset).
For L larger than the critical length L∗(α), the norm of the AGP in Fig. 5·8 grows
exponentially at twice the rate predicted by the ETH:
‖Aα‖2 ∼ 22(L−L
∗(α)) (CNE). (5.22)
From Eq. (5.19), we obtain |f(µ)|2 ∼ 1/µ ∼ 2L. It follows from Eq. (5.18) that the
off-diagonal matrix elements 〈m|∂αH|n〉 are not exponentially suppressed with system
size in the narrow energy interval Ω ∼ µ ∼ 2−L, in contrast with the ETH prediction.
The absence of an exponential suppression in the off-diagonal matrix elements is
shown in Figure 5·9. The figure shows nearest neighbor (in energy) matrix elements
|〈n|∂αH|n + k〉|2 for k ∈ {1, 2, 3}, averaged over disorder samples and eigenstates
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Figure 5·10: Decomposition of the adiabatic gauge norm into classes based
on the nature of the eigenstates. The disorder-averaged AGP norm (AGP) is
composed of contributions from matrix elements between dark states (DD), bright
states in the same band (BB), bright states in different bands (LZ), and dark and
bright states (DB). Left: At α = 0.1, BB and DD show onset of non-ergodic chaos. The
AGP norm is dominated by BB, whereas DD is negligible. As DB is relatively constant
with L, dark states do not progressively hybridize with bright states at accessible
sizes. Right: At α = 0.5, the AGP norm is still dominated by BB. However, dark
states hybridize strongly with nearby bright states due to the exponential divergence




j = −1, Ns = 1000, cutoff
µ/L = 2−L/c with c = 6 (left) and c = 0.7 (right). The values of c in the two panels
are chosen such that L∗ ≈ 10.
|n〉; we denote this averaging by the double-overline [· · · ]. These matrix elements
differ by several orders of magnitude between low (γ = 0.5) and high (γ = 10.0)
disorder. However, no exponential decay with L is observed at either disorder strength
at numerically accessible systems sizes. This absence of exponential suppression can
only persist when polynomially many nearby eigenstates mix. In contrast, ETH would
require that a given eigenstate mix equally with exponentially many nearby eigenstates
upon perturbing the system.
The behavior of the chaotic non-ergodic regime is manifest separately within the
129
dark and bright manifolds, and jointly in the interactions between these manifolds.
We plot the various contributions to the disorder-averaged AGP norm (AGP) in
Eq. (5.17) from dark and bright classes of eigenstates in Fig. 5·10. The DD (BB)
contribution comes from terms involving matrix elements between dark eigenstates
(bright eigenstates in the same band3). The matrix elements between the dark and
bright states contribute the DB piece, while the matrix elements between the two
bright state bands contribute the Landau-Zener (LZ) piece. At α = 0.1 and α = 0.5,
the sum in the AGP norm is dominated by the intra-band bright-bright (BB) matrix
elements. Consequently, the off-diagonal matrix elements between neighboring bright
states are not exponentially suppressed (see the discussion below Eq. (5.22)). Dark-
dark contributions also exponentially increase with L; however their total value is
many orders of magnitude smaller than the BB contribution at these sizes. The DB
contributions show a striking difference between the left and right panels of Fig. 5·10
at the accessible sizes. The DB contributions only grow exponentially with L in the
right panel with α = 0.5, reflecting the strong hybridization between neighboring dark
and bright states in the spectrum on perturbing α. For α = 0.1, on the other hand,
the dark and bright state manifolds are separated in energy at the accessible sizes.
This limits the hybridization between the two manifolds. However, we expect that
the DB contribution diverges exponentially with L at sufficiently large sizes at any
α > 0. We remind the reader that perturbation theory in Sec. 5.3 worked exceedingly
well to characterize qubit observables in dark states, even in parameter regimes where
the DB contribution exponentially increases with L. This suggests that the strong
DB mixing should primarily affect bath observables in persistent dark states at these
sizes. In the next section, we discuss the potential implications of this behavior in the
thermodynamic limit.
3The bright states in the XX model come in Landau-Zener (LZ) pairs that can be continuously
followed as a function of ω0 in each magnetization sector. These bright states form two bands,
consisting of the positive and negative energy states of each LZ pair, respectively. See the appendices.
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In sum, the exponential divergence of [‖Aα‖2] provides strong evidence that
arbitrarily small in α perturbations are integrability-breaking, with a growth rate
that is twice that predicted by the ETH at numerically accessible system sizes. In
this chaotic non-ergodic regime, eigenstates in exponentially small shells of order µ
hybridize, with interaction matrix elements that show no exponential suppression with
system size.
5.6 Possible fates of the CNE regime in the thermodynamic
limit
We have provided evidence that the family of central spin models in Eq. (5.1) is
chaotic, but non-ergodic at moderate disorder strengths and numerically accessible
system sizes. Eigenstate chaos manifests in the exponential scaling of the AGP norm
with L, while the non-ergodicity is manifest in both the non-thermal value of the
central spin polarization in persistent dark states and the non-ETH scaling of the
AGP norm.
Ref. (Pandey et al., 2020) argued that the non-ETH scaling of the AGP norm in
Eq. (5.22) indicates slow relaxation with exponentially long in L relaxation times. We
repeat the argument for completeness. From Eq. (5.19) we find:
|f(µ)|2 ∝ µ‖Aα‖2. (5.23)





i . Using that µ ∝ L 2−L and Eq. (5.21), we find that for L > L∗(α):
τr ∼ C|α|2ν2L, (5.24)
where 2ν ≈ 2.5 and the constant C can have a weak (power law) dependence on L.
As the DD, DB and BB components of the AGP norm exhibit non-ETH scaling in
the right panel of Fig. 5·10, we expect that Eq. (5.24) characterizes certain relaxation
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processes in both the dark and bright sectors.
In the dark eigensector, the exponentially long relaxation times largely arise
from the dark-bright mixing (cf. Fig. 5·10) and coexist with a robust non-thermal
value of the central spin magnetization. This suggests the following ‘cartoon’ for the




Z | ↑ 〉 ⊗ |D+〉+
√
1− Z |B̃〉, (5.25)
with a non-zero central spin residue Z ∈ (0, 1]. Above, we use the eigenbasis of the
XX model at resonance (ω0 = 0) in a magnetization sector with fixed positive value,
|D+〉 is a dark states satisfying Eq. (5.2), and |B̃〉 is a normalized superposition of









j /L in an infinite temperature
eigenstate of the thermalizing system, which vanishes as L−1 in a fixed magnetization
sector.
Fig. 5·3 indicates that at intermediate disorder γ = 0.5, the residue Z is well-
captured by perturbation theory with no noticeable system size dependence. For
stronger disorder, we however find that Z slightly decreases with L (this can be
inferred from the bottom panel of Fig. 5·6). This suggests that the (exponentially)
long relaxation times are associated with slow dynamics of the bath spins adjusting
to long time (likely non-thermal) configurations. Likewise, the exponential increase
of the AGP norm in the dark sector is mostly due to their mixing with bright states
(cf. Fig. 5·10), in turn implying that the |B̃〉 part of the wave function in Eq. (5.25) is
chaotic, i.e. exponentially sensitive to infinitesimal perturbations.
4In the XX model, Sz0 only connects pairs of bright states with equal and opposite energy (Villazon
et al., 2020a). As the bright states hybridize in (exponentially small in L) energy shells due to the
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Figure 5·11: Schematic of possible scenarios in the thermodynamic limit.
Upper panel shows (log) relaxation time τr vs L, while lower panel shows disordered
averaged central spin magnetization in the dark manifold [〈 Sz0〉] vs L. The integrable
regime (left) is controlled by the integrable lines. In the CNE regime (center), the
relaxation time in the bath is exponentially long in L, despite the persistence of qubit
polarization in dark states. As L → ∞ (right), two scenarios are shown: (i) KAM
(dotted curves), where the CNE regime persists at all system sizes and (ii) Ergodic
(solid curve), where the CNE regime crosses over to the normal ETH ergodic behavior.
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From the presented data, it is not possible to predict what happens as the system
size L increases beyond L ≈ 16. We propose two possible distinct possibilities:
1. KAM-type: the residue Z remains finite, the bath remains non-ergodic, and
||Aα||2 ∝ exp[2 log(2)L] persists as L→∞.
2. Ergodic: the residue Z ultimately vanishes as L → ∞ and the AGP norm
crossovers to the ETH scaling, ||Aα||2 ∝ exp[log(2)L].
One can also imagine other more exotic scenarios, where, for example, the residue Z
remains finite at L→∞ while the bath becomes ergodic, or conversely, Z → 0 but
the whole system remains non-ergodic. We do not discuss these further as we see no
indications that they could be realized.
Fig. 5·11 schematically depicts the possible scenarios of (i) KAM and (ii) Ergodic
behavior. The figure shows the system size dependence of the (log) relaxation time
τr (upper panel) and the disorder averaged central spin magnetization in the dark
manifold (lower panel). At system sizes smaller than the critical size L∗(α), we have a
region where the dynamics of the system are dominated by the integrable lines and
the system quickly relaxes to a non-thermal steady state, with at most polynomial
dependence of τr on L. In the chaotic non-ergodic (CNE) regime, eigenstate mixing
gives rise to an exponentially increasing relaxation time for the bath (cf. Eq. (5.24)),
while persistent dark states maintain a non-thermal qubit polarization. As we approach
the thermodynamic limit L→∞, scenario (i) would result in a continuation of the
CNE regime (see dotted curves), while (ii) would show a second critical size Le(α)
marking the onset of ergodic dynamics. For L Le(α), τr saturates and the system
always reaches local thermal equilibrium under its own isolated dynamics.
Both possibilities outlined above are very interesting and have nontrivial implica-
tions. If the KAM scenario (i) is realized, then there is a true non-ergodic phase in the
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thermodynamic limit. In this case, both the dark and the bright sectors behave non-
ergodically at all system sizes, violating the ETH. They are characterized by bath-spin
relaxation times that are exponentially long in L. These violations will necessarily lead
to a breakdown of various thermodynamic relations such as the fluctuation-dissipation
theorem, which heavily rely on ETH (D’Alessio et al., 2016). If the Ergodic scenario
(ii) is realized, then the system will eventually relax in a finite time to a thermal steady
state with a thermal value of the central-spin magnetization. Even if this scenario
is realized, according to our numerical results, this can only happen at extremely
large system sizes (cf. the lower panel in Fig. 5·6). As the relaxation time τr scales
exponentially with L, it could be astronomically large at L ≈ Le before saturation.
This suggests that the dark states, while not exact eigenstates in scenario (ii), will be
extremely stable and long lived.
Our numerical results do not predict which of the two possibilities is realized.
Based on the available data the KAM scenario (i) seems to be the most likely, at least
for moderate α and γ, as there are no visible deviations from Z(L) = const. (Fig. 5·3)
and ||Aα||2 ∝ exp[2 log(2)L] (Fig. 5·8). The absence of deviations from these scalings
is especially remarkable since there are no small parameters in the system, so there is
no obvious estimate for the length scale Le. Nevertheless, a more careful analysis is
needed to reach a definite conclusion.
5.7 Discussion
Physically, dark states can be realized in several qubit systems with mesoscopic
environments. For example, in diamond systems, a nitrogen vacancy (NV) center
serves as a qubit and the electronic spins on the surface act as a bath. In a suitable
rotating frame, the Hamiltonian is well approximated by the XX central spin model.
Furthermore, as the qubit-bath interactions are dipolar, they decay sufficiently rapidly
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as the distance between the NV and a surface spin grows that only a handful of surface
spins can be experimentally accessed (Hall et al., 2014; Rios, 2010). Our results imply
that such small NV-surface spin systems exhibit dark states that are robust to the
presence of moderate anisotropy and disorder.
One potential avenue for applications involves quantum information processing in
the manifold of persistent dark states. To initialize the system in the persistent dark
state manifold, one can implement dynamic nuclear polarization (DNP) to repeatedly
polarize the central spin and transfer its polarization to the bath. DNP works by






j ) already present in the Hamiltonian
H. This transfer can be achieved with several methods, e.g. tuning external fields to
resonant Hartmann-Hahn conditions where flip-flop interactions dominate (Hartmann
and Hahn, 1962; Rovnyak, 2008). By Eq. (5.2), dark states are unaffected by flip-flop
interactions, and therefore only bright state populations will be continually transferred
to dark states and other bright states. Repeating the process, the system tends to a
statistical mixture of persistent dark states (Gullans et al., 2013; Christ et al., 2007).
The low qubit-bath entanglement of the resulting manifold ensures robust qubit states
with large decoherence times for high-fidelity quantum computing.
A closely related application of DNP is to fully polarize a mesoscopic bath. It
has long been known that DNP protocols populate dark states in which the bath is
only partially polarized, preventing complete bath polarization and severely limiting
this goal (Urbaszek et al., 2013). Methods to overcome these limitations have been
proposed (Christ et al., 2009; Imamoḡlu et al., 2003). Our results extend these
limitations to mesoscopic central spin systems with moderate anisotropy and disorder.
A promising avenue for future research would be to characterize experimentally relevant
integrability-breaking perturbations which destroy mesoscopic persistent dark states.
Our results also extend the class of mesoscopic systems relevant for applications
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to quantum memory. Dark states have been proposed for the storage and retrieval of
qubit states (Taylor et al., 2003b; Taylor et al., 2003a). In one scheme, the qubit is
initialized in an arbitrary state, which can be expressed as a superposition of bright
and dark states. By controlling the external field which does not couple to dark states,
the information about the qubit state can be completely transferred to the surrounding
bath state and retrieved at a later time (Taylor et al., 2003b). The scheme immediately
generalizes to persistent dark states with moderate anisotropy and disorder, opening
avenues for quantum memory in new systems.
To conclude, we investigated the robustness of dark states in a family of central
spin models with anisotropic and inhomogenous qubit-bath interactions. The model is
integrable along three lines in parameter space, two of which exhibit exact product dark
eigenstates in which the central spin is unentangled with its environment. At moderate
deviations away from these exact lines, we found persistent dark states whose central
spin polarization and entanglement entropy are well-described by perturbation theory
at numerically accessible system sizes. We furthermore showed that the extensive
set of conserved operators at the integrable lines morph into an extensive set of
quasi-conserved operators away from the integrable lines. In quench experiments,
these quasi-conserved operators result in non-thermal correlations in a long-lived non-
thermal state. To address the possibility of chaotic behavior at larger system sizes than
numerically accessible, we investigated the scaling behavior of the norm of the generator
of adiabatic deformations of eigenstates with system size. Although the scaling predicts
the onset of chaos at any non-zero strength of the (integrability-breaking) perturbation,
the ETH is not obeyed and the relaxation time of the system diverges exponentially
with system size. While these effects may disappear in thermodynamically large
systems, we see no evidence for this at the numerically-accessible system sizes.
Appendices
5.A Energy spectrum and central spin entanglement off res-
onance
The main text introduces the Hamiltonian with a local magnetic field ω0 on the central
spin, and a global field ω on the bath:




















i ) , (5.27)
where α tunes the qubit-bath interaction anisotropy and gi describes the qubit-bath





with H, giving rise to polarization sectors with definite total magnetization.
This model has a natural resonance point condition where exchange interactions
between the central spin and the bath are strongly enhanced. At α = 0, resonance
occurs when ω0 = ω. At finite α > 0 and in a fixed polarization sector, the last term



















j − h0, where h0 = αg0(Sz0)2 = αg0/4 is a constant for central spin 1/2.
Collecting the terms in the Hamiltonian coupled to the central spin Sz0 yields the
shifted resonance condition:
ω̃0 ≡ ω0 + α g0
L−1∑
j=0
Szj = ω. (5.28)
Without loss of generality, we set ω = 0 throughout this work, such that resonance is





The results shown in the main text focus on the physics of the system near
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Figure 5·12: Spectrum and central spin entanglement on and off resonance.
Left panel plots the energy E as a function of the effective central field ω̃0, for all
eigenstates of H. Right panel shows the central spin entanglement for all eigenvalues
on resonance (ω̃0 = 0) and off resonance (ω̃0 = 4). Vertical lines in the left panel
denote the field values at resonance (gray dash-dotted line) and off resonance (blue
dashed) used in the right panel. On resonance, dark and bright states can be easily
distinguished by E and S0E, while off resonance these observables become comparable.





resonance, where the difference between bright and dark states is most pronounced.
This distinction is most clearly seen in the XX limit (α = 0), where dark states
are product states |↓〉0 ⊗ |D−〉 or |↑〉0 ⊗ |D+〉, whereas bright states have the form
c1(ω0) |↓〉0 ⊗ |B↓〉 + c2(ω0) |↑〉0 ⊗ |B↑〉, with nonzero c1 and c2 dependent on ω0. A
thorough discussion of the spectrum in the XX limit is given in Ref. (Villazon et al.,
2020a). Dark states are insensitive to changes in ω0. In contrast, bright states can be
tuned to equal superpositions of the central spin up and down at resonance (ω0 = 0),
or configurations where the central spin is mostly polarized along either direction (as
ω0 → ∞, c1 → 0, c2 → 1 and as ω0 → −∞, c1 → 1, c2 → 0). Thus the central spin
can be essentially decoupled from the bath in bright states with strong off-resonance
fields.
Figure 5·12 shows the energy spectrum of H (left panel) across a range of shifted
central fields ω̃0, and the central spin entanglement entropy (right panel) for ω̃0 = 0
(squares) and ω̃0 = 4 (circles) – see vertical dash-dotted and dashed lines in the left
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j = −1 < 0, such
that dark states have 〈Sz0〉 ≈ −0.5. In the spectrum, bright states come in pairs
exhibiting level repulsion at resonance (see bands of red/light curves). Dark states
show up as linear bands of near degenerate states (see black lines). Far from resonance,
bright states attain nearly polarized central spins, and therefore lower central spin
entanglement (as ω̃0 → ±∞, their entanglement approaches the entanglement of
dark states). Thus the distinction between dark and bright states (as measured by
observables such as E, 〈Sz0〉, and S0E) becomes progressively less sharp away from
resonance, and must be characterized by alternative means (e.g. by their sensitivity
to ω0).
5.B Central spin projection: breakdown of perturbation the-
ory
In the main text, we established how perturbation theory captures the behavior of
observables such as the central spin expectation value 〈D(α, γ)|Sz0 |D(α, γ)〉, for a
broad range of anisotropies α and small to moderate disorder γ. When γ & 1.0,
perturbation theory breaks down more rapidly as we tune α away from the α = 0
integrable line. This is shown in Fig. 5·13.
5.C Locality of the adiabatic gauge potential
The adiabatic gauge potential (AGP) Aα presented in the main text was used in
developing a perturbation expansion (Section II), as well as establishing chaos (Section
IV). The robustness of perturbation theory in our present context can be traced back
to the locality of AGP; that is, Aα is dominated by few-body terms at mesoscopic
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Figure 5·13: Perturbation theory breaks down rapidly at large γ. Left plot
shows the expectation value of the central spin z-projection Sz0 for a typical sample
of disorder with strength γ = 10.0. We see deviations from perturbation theory due
to mixing between dark and bright states. The color coding used to separate dark
and bright states is only nominal at sufficiently large α, as the states can no longer
be precisely separated into two distinct clusters. Right plot shows the expectation
[〈Sz0〉+ 0.5] averaged over the ND eigenstates with smallest central spin projection, and
Ns = 500 disorder samples. The numerical data (markers) with γ = 1.0 and γ = 10.0
showcase this breakdown, as they deviate from their corresponding perturbation theory




j = −1, ω = α.











· · ·σλkpk , (5.29)
where σ
λj
pi with λj ∈ {x, y, z} denote the Pauli basis operators on site pi, where
0 ≤ p1 < p2 < . . . < pk ≤ L − 1 for every k = 1, . . . , L. In principle Aα has
contributions from operators with all possible supports. However, in Fig. 5·14, we
show that Aα with small α 1 has non-zero weight only for k-body operators with
k = 3, 5, 7, . . . , and is dominated by 3-body terms.
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Figure 5·14: Locality of the Aα. The vertical axis of the figure shows the sum
of all squared-coefficients for operators with k-body terms (normalized by the trace
norm squared of Aα). The horizontal axis gives the support (k). The AGP Aα has
contributions only from operators with odd support, it is dominated by 3-body terms,
and exhibits a power law decay ∼ k−c. The exponent c ≈ 3 was found by linear
regression on a loglog plot. Parameters: Ns = 1 (typical sample), ω = α, γ = 0.5,
α = 0.
5.D Adiabatic gauge potential norm for variations in disor-
der strength
The adiabatic gauge potential which generates translations in γ-space is denoted by
Aγ. The behavior of Aγ is analogous to Aα, and can be used to study integrability-
breaking perturbations, as well as the onset of chaos by tuning γ. Figure 5·15 shows
the exponential divergence of the Frobenius norm of Aγ as a function of system size.
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Figure 5·15: Exponential divergence of the of disorder averaged norm Aγ
with system size. Close to the integrable point (γ = 0.01), the norm scales sub-
exponentially. The curves for larger γ break off from the γ = 0.01 line at a critical size
L∗ and subsequently grow exponentially with slope 2 ln(2), reflecting slow relaxation.




j = −1, c ≈ 1.
Chapter 6
Efficient shortcuts to dynamic spin
polarization
This chapter has been submitted for publication in Physical Review B; for a preprint
see (Villazon et al., 2020c). In this work, Tamiro Villazon Scholer led the project,
carried out the theoretical analysis, and performed numerical simulations. P. W.
Claeys contributed to the theoretical analysis. A. Chandran and A. Polkovnikov
supervised the project. All authors contributed to the preparation of the manuscript.
6.1 Abstract
Dynamic polarization protocols aim to hyperpolarize a spin bath by transferring
spin polarization from a well-controlled qubit such as a quantum dot or a color
defect. Building on techniques from shortcuts to adiabaticity, we design fast and
efficient dynamic polarization protocols in central spin models that apply to dipolarly
interacting systems. The protocols maximize the transfer of polarization via bright
states at a nearby integrable point, exploit the integrability-breaking terms to reduce
the statistical weight on dark states that do not transfer polarization, and realize
experimentally accessible local counterdiabatic driving through Floquet-engineering.
A master equation treatment suggests that the protocol duration scales linearly with
the number of bath spins with a pre-factor that can be orders of magnitude smaller
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than that of unassisted protocols. This work opens new pathways to cool spin baths
and extend qubit coherence times for applications in quantum information processing
and metrology.
6.2 Dynamic polarization
A prevalent goal in several fields of physics and chemistry is to efficiently polarize
an ensemble of spin particles. In nuclear magnetic resonance spectroscopy (NMR)
and magnetic resonance imaging (MRI), polarizing nuclear spins enhances sensitivity
and resolution (Thankamony et al., 2017; Bowen and Hilty, 2008; Gallagher et al.,
2008; Månsson et al., 2006). In applications to quantum information processing,
hyperpolarization schemes can be used to initialize large-scale quantum simulators (Cai
et al., 2013) or to extend qubit coherence times by cooling the surrounding spin
bath (Foletti et al., 2009; London et al., 2013). Where costly or difficult to polarize
the spin ensemble directly, dynamic polarization protocols have been developed to
repeatedly transfer polarization from readily polarized control spins (Atsarkin, 1978;
Maly et al., 2008; Thankamony et al., 2017; Can et al., 2015; Scheuer et al., 2017;
Schwartz et al., 2018; Ajoy et al., 2018). In simple experimental setups, a spin bath
is polarized by controlling a single qubit, such as a nitrogen vacancy (NV) center in
diamond (Schirhagl et al., 2014; Belthangady et al., 2013; Fernández-Acebal et al.,
2018) or a quantum dot (Gullans et al., 2013; Lai et al., 2006; Urbaszek et al., 2013),
whose polarization can be repeatedly reset, effectively generating a zero temperature
reservoir for the bath (Christ et al., 2007). A key goal of this article is to introduce a
fast and efficient scheme for dynamic polarization in central spin models.
Polarization transfer relies on the spin-flip interactions between a control spin and
the spin ensemble to be polarized. The Hamiltonian can be schematically represented
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as
H = Ω(t)Sz +Hspin-flip , (6.1)
consisting of an electromagnetic field Ω(t) acting on the control spin along the z-
direction and spin-flip interactions between control spin and spin bath. Given an
initially polarized control spin, Ω(t) can be tuned to transfer polarization (Overhauser,
1953; Hartmann and Hahn, 1962; Rovnyak, 2008). Specifically, dynamic polarization
protocols can be separated into two classes: (i) sudden protocols in which the control
field Ω(t) is quenched to resonance with the spin-flip interactions to induce polarization
transfer and (ii) adiabatic protocols in which polarization transfer is induced by slowly
driving Ω(t) across resonances (Can et al., 2017). Adiabatic protocols offer an
advantage over sudden protocols as they do not require precise resonance tuning and
pulse timing. They also can cover a broader range of bath spin resonances, enabling
robust transfer in the presence of field and interaction inhomogeneities (Hediger et al.,
1995; Henstra and Wenckebach, 2014; Tan et al., 2020). Their main disadvantage is
the requirement of slow speeds, which can be inefficient or unfeasible in experiments
limited by spin diffusion in the bath and decoherence of the control spins (Fischer
et al., 2009; Ramanathan, 2008).
Apart from the limitations on control speeds, the achievable polarization is also
limited by the presence of dark states, making it seldom possible to completely polarize
the bath even at slow speeds (Christ et al., 2007; Imamoḡlu et al., 2003; Taylor et al.,
2003b; Villazon et al., 2020b; Villazon et al., 2020a). Dark states are many-body
qubit-bath eigenstates in which the qubit is effectively decoupled from the bath.
Since such states have a fixed control spin polarization and cannot be depopulated
through changes in the qubit control field, any initial nonzero population of dark states
will limit hyperpolarization. Experiments in different material systems have found
maximum saturation at about 60% full polarization (Bracker et al., 2005; Urbaszek
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et al., 2007; Chekhovich et al., 2010).
Several schemes have been proposed to enhance hyperpolarization by depopulating
dark states effectively (Urbaszek et al., 2013), for example by modulating the electron
wavefunction of the qubit in quantum dots (Imamoḡlu et al., 2003; Christ et al., 2007)
or by alternating resonant drives which reduce quantum correlations in the bath (Rao
et al., 2019). While studies so far mainly focused spin systems where the central spin
interacts with its environment through fully isotropic (XXX) interactions, arising in
e.g. quantum dots in semiconductors, we consider a model where the interactions are
anisotropic (XX), as in resonant dipolar spin systems (Hartmann and Hahn, 1962;
Rovnyak, 2008; Rao et al., 2019; Lai et al., 2006; Ding et al., 2014; Taylor et al., 2003a;
Fernández-Acebal et al., 2018).
Overcoming the requirement of slow speeds in adiabatic protocols is the aim of the
field of shortcuts to adiabaticity (Torrontegui et al., 2013; Guéry-Odelin et al., 2019).
Shortcut methods such as counterdiabatic driving (CD) suppress diabatic transitions
between the eigenstates of a driven Hamiltonian H(t) by evolving the system with a
Hamiltonian HCD(t) containing additional counter terms (Demirplak and Rice, 2003;
Demirplak and Rice, 2005; Demirplak and Rice, 2008; Berry, 2009; del Campo, 2013;
Muga et al., 2010; Kolodrubetz et al., 2017). CD preserves the system’s adiabatic path
through state space even during ultra-fast protocols. CD protocols typically require
engineering operators which are highly complex and many-body, making them difficult
to implement in practice (Kolodrubetz et al., 2017). Recent progress has focused on
reducing the complexity of CD Hamiltonians, for example by mapping them to simpler
unitary equivalents (Bukov et al., 2019; Deffner et al., 2014; Torrontegui et al., 2012)
or by approximating them with local (few-body) operators (Sels and Polkovnikov,
2017; Claeys et al., 2019; Wurtz et al., 2020). The required local operators can be
realized through e.g. Floquet-engineering techniques, using high-frequency oscillations
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to realize the CD Hamiltonian as an effective high-frequency Hamiltonian using only
controls present in the original adiabatic protocol (Claeys et al., 2019; Petiziol et al.,
2018; Villazon et al., 2019; Boyers et al., 2019; Zhou et al., 2019). Local counterdiabatic
driving has recently been realized experimentally in synthetic tight-binding lattices
(Meier et al., 2020), in IBM’s superconducting quantum computer (Hegade et al., 2020),
and in a liquid-state NMR system for a nonintegrable spin chain (Zhou et al., 2020).
Such methods have also gained attention in the context of quantum thermodynamics,
where (approximate) CD can be used to speed up underlying adiabatic processes and
increase the performance of quantum engines (del Campo et al., 2014; Abah and Lutz,
2018; Çakmak and Müstecaplıoğlu, 2019; Funo et al., 2019; Abah and Paternostro,
2019; Villazon et al., 2019; Hartmann et al., 2020; Dupays et al., 2020; Abah et al.,
2020).
We develop a dynamic polarization scheme which implements approximate coun-
terdiabatic driving (CD) to quickly and efficiently polarize a spin bath using a tunable
qubit while simultaneously depopulating dark states. In the absence of inhomogeneous
bath fields, the model Hamiltoniani is integrable (Villazon et al., 2020a). We first
exploit the integrability of this model to design a CD protocol explicitly targeting
all polarization-transferring bright (i.e., not dark) states. Within all protocols the
bright states arise in pairs acting as independent two-level Landau-Zener systems, for
which CD protocols can be straightforwardly designed. While the exact CD protocol
targets all bright states and gives rise to a highly involved control Hamiltonian, we
show how the CD protocol can be well approximated using local (few-body) operators
and experimentally implemented using Floquet engineering (FE). In the presence of
inhomogeneous bath fields the system is no longer integrable. However, the proposed
protocols still lead to a remarkable increase in transfer efficiency. Furthermore, the
local counterdiabatic (LCD) protocol dynamically couples dark states to bright states,
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such that dark states can be depopulated. Not only are such LCD protocols much eas-
ier to implement than the exact CD ones, we find that they outperform CD protocols
and lead to a complete hyperpolarization of the spin bath.
The FE protocols also lead to natural quantum speed limits: there exists a lower
bound for the protocol durations below which the FE protocol can no longer accurately
mimic the LCD protocol. The emergence of speed limits is ubiquitous in shortcut
protocols and control theory (Bukov et al., 2019; Kolodrubetz et al., 2017; Deffner
and Campbell, 2017; Larocca et al., 2018; Poggi, 2019; Guéry-Odelin et al., 2019;
Garćıa-Pintos and Campo, 2019; Abah et al., 2020; Puebla et al., 2020; Hatomura
and Kato, 2020; Campaioli, 2020). Interestingly, our work now suggests that speed
limits are also intrinsic in approximate local counterdiabatic protocols.
This paper is organized as follows. In Section 6.3, we present the qubit-bath model
system and the hyperpolarization scheme used throughout this work. In Section 6.4,
we construct and detail the CD and LCD protocols and compare their efficiency with
unassisted (UA) protocols which do not use shortcut methods. In Section 6.5, we
show how our shortcut protocols can be applied to fully polarize a spin bath. A
master equation for the hyperpolarization is introduced in Section 6.6, which is used
to analyze the protocols at large system sizes and show that all protocol durations
scale linearly with the number of bath spins. In Section 6.7, we show how to realize
LCD with FE and discuss the emergence of a quantum speed limit. We conclude in
Section 6.8 with a discussion of our results in a broader context.
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6.3 Model and hyperpolarization scheme
6.3.1 Hamiltonian
We focus on a concrete central spin model describing a qubit interacting with L− 1
























where ΩQ(t) is the magnetic field strength on the qubit, ΩB,j is the magnetic field
strength on the jth bath spin, and gj is the coupling strength between the qubit and
the jth bath spin, with j = 1, 2, . . . , L− 1. Eq. (6.2) describes several physical setups
in rotating frames, such as color defects or quantum dots coupled to ensembles of
nuclear spins via dipolar interactions (Hartmann and Hahn, 1962; Fernández-Acebal
et al., 2018; Rovnyak, 2008; Rao et al., 2019; Lai et al., 2006). Spin conserving
(‘flip-flop’) transitions dominate the dipolar interaction provided gj  ΩQ + ΩB, with
the latter set by the amplitudes of the continuous driving fields; a standard derivation
is given in Appendix 6.A. The top panel of Fig. 6·1 shows a schematic of the model.
Experimentally, the bath field and qubit-bath couplings are spatially inhomoge-
neous. For simplicity, we model these inhomogeneities as uncorrelated disorder: we
draw each ΩB,j independently from a uniform distribution
ΩB,j ∈ [ΩB − γz,ΩB + γz], (6.3)
where ΩB sets the mean value and γz sets the z-disorder strength. We also draw each
gj independently from a uniform distribution
gj ∈ [g − γxx, g + γxx], (6.4)
where g sets the mean value and γxx sets the xx-disorder strength. In this work, we
probe the weak coupling and disorder regime given by γxx, γz < g  ΩB.
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its eigenspectrum splits into L + 1 polarization sectors (see left of lower panel in
Fig 6·1). Each sector can alternatively be specified by the number N = M + L/2 of
spin flips above the fully-polarized state |↓〉 ⊗ |↓↓ . . . ↓〉. The aim of hyperpolarization
is then to find protocols that systematically reduce M , where a fully polarized state
corresponds to N = 0 or M = −L/2.
6.3.2 Spectrum
The eigenstates of H capture essential features common in applications of dynamic
polarization: bright states which allow resonant polarization transfer when ΩQ(t)
is varied, and dark states which limit transfer. In the γz = 0 limit, the model is
integrable and the structure of its eigenstates is known (Villazon et al., 2020a). While
our proposed protocols are not restricted to integrable models, the known eigenstate
structure at the integrable point allows for a quantitative understanding of the general
cooling protocols. We briefly review these eigenstates and their basic properties in the
integrable limit, and subsequently extend the discussion to γz > 0.
Bright states (γz = 0)
Bright eigenstates can be written as
|Bα(λ)〉 = cα↑ (λ) |↑〉 ⊗ |Bα↑ 〉+ cα↓ (λ) |↓〉 ⊗ |Bα↓ 〉 , (6.6)
where
λ(t) ≡ ΩQ(t)− ΩB (6.7)
measures the detuning between the qubit and bath fields. On resonance, ΩQ = ΩB
and λ = 0. The index α distinguishes between the different bright states. Crucially,
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Figure 6·1: Model schematic, spectrum, and hyperpolarization scheme.
(Top panel) Schematic of the central spin model in Eq. (6.2). (Bottom panel) On
the left, we illustrate the polarization sectors and spectrum for a system with an
even number L of spins and small disorder strengths. On the right, we illustrate the
spectrum in two polarization sectors with M < 0, ∆max sets the maximal width of the
resonance region, where together with an outline of the transfer-reset hyperpolarization
scheme.
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the bath states |Bα↑,↓〉 do not depend on λ.
As such, when varying λ the bright states only couple in pairs (α = ±k), behaving
as independent two-level Landau-Zener systems. The Hamiltonian in each such





α + ΩBM, (6.8)
where ∆α sets the energy splitting (gap) of the pair at resonance (Villazon et al., 2020a)
and we have introduced generalized spin operators S̃x,y,zα acting on the two-dimensional



















|Bα+〉 〈Bα+| − |Bα−〉 〈Bα−|
)
.
S̃zα corresponds to S
z
0 projected on a bright pair subspace. The apparent simplicity
of the problem in this subspace hides the complexity of the qubit-bath interactions
present in the original spin basis, where the bath states |Bα↑,↓〉 and the gap ∆α are
obtained by solving a set of nonlinear Bethe equations (Villazon et al., 2020a). Within
each magnetization sector M = N − L/2, we label bright state pairs by α = |k|, where







is the number of pairs in the sector for M < 0 1.
The Hamiltonian (6.8) returns the bright state energies




λ2 + ∆2α . (6.10)
We refer to the set of bright states with positive EαB − ΩBM > 0 as the top bright
band, and those with negative EαB − ΩBM < 0 as the bottom bright band (see red
1Since the aim of the proposed protocols is to reduce magnetization, we focus on M < 0.
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bands in bottom panel of Fig. 6·1).
In bright states, polarization can be transferred between the qubit and the bath.
At resonance (λ = 0) the bright state pairs are fully hybridized with c±k↑ = ±c
±k
↓ .
Initializing the system in a fully polarized central spin state and then quenching to
resonance, as is done in sudden protocols, transfers polarization on the timescale ∆−1α .
Adiabatic protocols induce a qubit-bath polarization transfer in bright states by slowly
varying λ(t) resonance. As λ→ ±∞, bright states approach a product form and the
initial eigenstate |↑〉 ⊗ |Bα↑ 〉 is adiabatically connected to |↓〉 ⊗ |Bα↓ 〉 and vice versa.
Each Landau-Zener problem is fully characterized by its gap. The distribution
of bright pair gaps at resonance ∆α is shown in Fig. 6·2 for various polarization
sectors. As shown in Appendix 6.B, the gap distribution can be obtained analytically
at zero disorder (γxx = 0) in the thermodynamic limit where we take L→∞, holding
m ≡ |M |/L fixed. Since these gaps set the necessary time scales for adiabatic protocols,





L− 1 g, (6.11)
shown as a gold vertical dashed line in Fig. 6·2, whereas the maximal gap, also setting
the maximal width of the resonance region, is given by
∆max ∼ Lg, (6.12)




2(M + 1) ∼ g
√
2mL. (6.13)






; ∆ ≥ ∆min. (6.14)
This distribution is shown in Fig. 6·2 as a dashed black curve. We find good qualitative
agreement between the analytical curve at γxx = 0 and our numerical results for small
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Figure 6·2: Distribution of bright pair gaps at resonance. Histogram of
number n(∆α) of bright state pairs with gap ∆α. Data is shown for a typical disorder
realization in multiple polarization sectors. The gold vertical dashed line denotes
the typical gap ∆typ. The black dashed curve denotes the distribution of gaps from
Eq. (6.14). Parameters: L = 16, λ = 0, g = 0.1, γxx = 0.05, γz = 0, and 60 bins.
but finite disorder γxx = 0.05 in the magnetization sector M = −1 with the largest
Hilbert space dimension. The main difference comes from the non-zero density of gaps
for ∆ < ∆min. However, as will be shown in following sections, this non-zero density
does not qualitatively influence our protocols.
In sum, the bright bands consist of an ensemble of independent Landau-Zener
systems with a non-trivial distribution of gaps. For each bright pair, an adiabatic
passage of λ across resonance prevents excitations across its gap and flips polarization
of the qubit, transferring polarization to the bath.
Dark states (γz = 0)
Dark states have the following product form with the central qubit fully polarized:
|Dα〉 = |↑〉 ⊗ |Dα↑ 〉 or |Dα〉 = |↓〉 ⊗ |Dα↓ 〉 , (6.15)
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where the index α distinguishes between the different dark states. The bath states
|Dα↑,↓〉 depend implicitly on {gj}, but crucially not on λ, and are obtained by solving
a set of ‘dark’ Bethe equations (Villazon et al., 2020a).









dark states. Dark states with central qubit polarized along +z only exist in sectors
M > 0, while dark states with central spin polarization along −z only exist in sectors
M < 0, and no dark states exist in the sector M = 0. Dark state are eigenstates of
Sz0 and are annihilated by the interaction part of the Hamiltonian (Villazon et al.,
2020a), such that the energies given by




change linearly with the qubit field detuning λ. Their wave functions however do not
change with λ, preventing polarization transfer to the bath.
Bright & dark states (γz > 0)
In the presence of z-disorder (γz > 0), the system is not integrable. However, the same
qualitative picture for the eigenstates holds: on adiabatically changing the detuning λ
and comparing the polarization of the central spin far away from resonance (λ = ±∞),
there exists a subset of ‘bright states’ in which the polarization is changed and a
subset of ‘dark states’ for which the polarization is unchanged.
Since the central spin is polarized far away from resonance, a counting argument
can be used to determine the number of bright and dark states. Consider a sector with
















states in which the
qubit is fully polarized along the +z-direction. Far from resonance, the energies are
given by ΩBM−λ/2 and ΩB +λ/2 respectively. Comparing the total number of states
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in the top and bottom band far away from resonance, there must be nD = n↓ − n↑
dark states in which the polarization of the qubit does not flip for an adiabatic passage
across resonance (see also Fig. 6·1). The remaining nM − nD = 2n↑ states are bright
states in which the spin of the qubit flips during such an adiabatic process, consistent
with Eqs. (6.9) and (6.16). This simple counting argument only uses conservation of
total z-magnetization and produces the same qualitative eigenstate band structure as
one sthe Bethe ansatz in the integrable limit (γz = 0) (Villazon et al., 2020a).
There are, however, important differences between the integrable (γz = 0) and
non-integrable (γz > 0) models in the resonance regime. When γz > 0, the simple
product state structure of dark states and the Landau-Zener structure of bright states
is no longer exact: the non-integrable eigenstates are mixtures of the unperturbed
states and exhibit ergodic behavior (Appendix 6.E).
While adiabatic protocols transferring polarization in the inhomogeneous model are
qualitatively similar to those in the homogeneous model, and bright and dark states
can generally be defined by their central spin polarization far away from resonance,
non-adiabatic effects can enhance polarization transfer in the inhomogeneous model.
Finite z-disorder is useful for the purposes of dynamic polarization: in a non-adiabatic
protocol dark states can be excited to bright states since |〈Dα|Sz0 |Bα
′〉| > 0. Dark states
in the inhomogeneous model can be depopulated during a non-adiabatic passage across
resonance, such that the limit on hyperpolarization can be overcome by preferentially
inducing transitions from dark states to bright states.
6.3.3 Hyperpolarization scheme
We now discuss the basic hyperpolarization scheme as illustrated in Fig. 6·1.
To polarize the spin bath, we apply a cyclical scheme. In each cycle, we (i)
reset the polarization of the qubit to |↓〉 at large detuning (using for example a
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rapid external pulse which leaves the bath state untouched), and (ii) we transfer
polarization from the qubit to the bath by sweeping the central field detuning λ(t)
across resonance over a timescale τr. Specifically, we ramp λ(t) from an initial value
λi to a final value λf = −λi, such that the cycle starts and ends far from resonance
λ0 ≡ |λi| = |λf |  ∆max, where the qubit is completely polarized in every eigenstate.
From one cycle to the next, the direction of the ramp is reversed (after each reset) in
a forward-backward fashion.
During a single reset and sweep cycle probability is transferred in every magneti-
zation sector2 (M) from states with up qubit polarization |↑〉 in sector M to states
with down qubit polarization |↓〉 in the magnetization sector (M − 1) (as depicted
in Fig. 6·1). The effects on a single bright state can be readily understood: suppose
the system is initially in a bright eigenstate |↓〉 ⊗ |Bα↓ 〉, factorizable far away from
resonance and with fixed magnetization M . Then the total magnetization of the bath
state is necessarily M + 1/2. After an ideal adiabatic transfer across resonance, this
bright state is given by |↑〉 ⊗ |Bα↑ 〉, again far away from resonance. From conservation
of magnetization, the bath state now has total magnetization M − 1/2. Following the
reset step of the central spin, this state is reset to |↓〉 ⊗ |Bα↑ 〉, which is no longer an
eigenstate but rather a superposition of eigenstates. Crucially, these states all have
magnetization M − 1: the total bath magnetization has been reduced. Dark states of
the form |↓〉 ⊗ |Dα↓ 〉 are left invariant by these steps. After several cycles, dark state
populations build up and ultimately saturate the bath spin polarization well above its
fully polarized value.
The success of the protocol depends on the suppression of diabatic excitations.
However, transitions between bright states within their own band are irrelevant for
the purposes of polarization transfer, and thus we only require that transitions be
suppressed between the bands. Specifically, we mimic a slow smooth ramp λ(t) with
2The reset and transfer steps have an effect on all polarization sectors simultaneously.
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sets the timescale for the onset of diabatic transitions between eigenstate bands
(Appendix 6.C). While such a protocol may still be too slow in practical applications,
here it serves only as a starting point which guarantees efficient transfer.
6.4 Polarization transfer protocols
We detail how to speed up adiabatic ramps with the assistance of CD and LCD
protocols in a single sweep. Such (L)CD protocols can be exactly analyzed in the
integrable limit. We further compare our CD protocols to unassisted (UA) protocols
which, unlike CD, attempt to polarize the bath without engineering additional controls.
A full cooling protocol consisting of repeated sweeps will be analyzed in Section 6.5.
We simulate sweeps λ(t) across resonance by numerically solving the time-dependent
Schrödinger equation 3 in a specific polarization sector (e.g. M = −1) and measure
efficiency. The system is initialized at λi = −λ0  −∆typ in a mixed state:
ρ(t = 0) = |↓〉 〈↓| ⊗ ρB, (6.19)
where the bath is in an infinite-temperature state ρB. This gives an initial probability










in which P↓ ≡ |↓〉 〈↓| ⊗ I is the projection operator to the subspace with down qubit




3−1), which has vanishing first and second derivatives at the protocol boundaries.
However, any form λ(t) with sufficiently smooth boundary conditions can be used.
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polarization and similarly P↑ ≡ |↑〉 〈↑| ⊗ I. At the end of the ramp (λf = +λ0),
the state ρ(t = τr) has a probability PB↑(t = τr) of being in the top bright band,
PD↓(t = τr) of being in the dark band, and PB↓(τr) of having transitioned to the
bottom bright band. For protocol efficiency, we use two measures: (i) the transfer
efficiency,
ηT ≡ PB↑(τr)/PB↓(0), (6.22)
which measures how effectively the qubit polarization in bright states is flipped during
a single sweep, and (ii) the kick efficiency,
ηK ≡ 1− PD↓(τr)/PD↓(0), (6.23)
which measures how effectively dark states are depopulated (or ‘kicked’) into the
bright manifold. Throughout this section, we continually refer to Fig. 6·3, which plots
these efficiencies over a range of ramp times τr for numerically simulated UA and CD
protocols. Note that we average over Ns realizations of disorder in ΩB,j and gj , which
we denote by an overline as ηT or ηK .
6.4.1 Unassisted driving (UA)
We first discuss unassisted (UA) protocols, corresponding to a sweep of λ over a
finite time. Adiabatic protocols correspond to infinite ramp times τr →∞, where all
bright state polarization is transferred across a single sweep: ηT = 1 while ηK = 0.
At finite ramp times diabatic effects become important and generally ηT < 1 and
ηK > 0. In the fast limit (τr → 0) the system does not have time to respond to the
drive, completely preventing polarization transfer and dark state depletion such that
ηT , ηK → 0.
In a system with a homogeneous bath field (γz = 0), the operator S
z
0 only couples
bright state pairs4, and within each M sector all excitations induced by a finite ramp
4Note that dark states at γz = 0 are eigenstates of S
z
0 , so they cannot couple to bright states on
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Figure 6·3: Efficiency vs. ramp time. Disorder-averaged transfer efficiency (top)
and kick efficiency (bottom) of UA, CD, and LCD protocols in systems with γz = 0.00
(crosses) and γz = 0.05 (boxes). Dashed lines show the analytic prediction for the UA
transfer efficiency (6.26), the analytic predictions for LCD transfer (6.41) and kick
efficiencies (6.43) at large ramp velocities. Parameters: Ns = 150, L = 10, M = −1,
ΩB = 10, λ0 = 5, g = 0.1, γxx = 0.05, and τ0 ≈ 1000.
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speed λ̇ > 0 occur only between bright state pairs (Villazon et al., 2020a). Each bright
state pair can be treated as an independent two-level Landau-Zener problem following
Eq. (6.8), for which the known transition probability for a ramp λ(t) across a resonant









Averaging this transition probability over the gap distribution (6.14) returns an





























The transfer efficiency in Eq. (6.26) is plotted in Fig. 6·3 as a dashed gold curve and
shows excellent agreement with the black UA curves for γz = 0 and γz = 0.05.
As shown in Fig. 6·3, the distinction between a system with a homogeneous bath
field (solid black curves) and an inhomogeneous bath field (dotted square-marked
black curves) has little impact on the UA transfer efficiency. The transfer efficiency
in UA dynamics varies drastically with τr. When τr is sufficiently large (τr  τ0; cf.
Eq. (6.18)), transitions between eigenstate bands become suppressed and the system
becomes effectively adiabatic for the purposes of polarization transfer: the qubit flips
in bright state bands, but not in dark bands. Fig. 6·3 shows the tendency of simulated
UA protocols toward unit transfer efficiency.
The difference between homogeneous and inhomogeneous systems is important
when considering the kick efficiency. In a system with inhomogeneous bath fields
changing the qubit z-field in time.
162
(γz > 0), S
z
0 couples bright and dark eigenstates. As such, inhomogeneous fields lead
to a nonzero kick efficiency because diabatic transitions can depopulate dark states,
whereas homogeneous fields lead to a zero kick efficiency at all ramp rates.
The convergence ηT → 1 (shown) occurs much faster than the convergence ηK → 0+
(not shown). The former is determined by the gap between bright state pairs, which
remain finite throughout the ramp at numerically accessible system sizes, whereas the
latter is determined by the dark-bright gaps, which tend to close away from resonance.
This leads to dark-bright transitions at large yet finite τr . (∆E)−2, where ∆E is on
the order of the level spacing (Appendix 6.C). Any attempt to drive the system faster
(τr . τ0) leads to diabatic excitations between eigenstates. When γz = 0, speeding
up UA protocols decreases the transfer efficiency due to transitions between bright
bands, but again does not deplete dark states. At finite disorder strength γz = 0.05,
UA protocols suffer a similar loss of transfer efficiency, but gain the ability to kick
dark states, with a peak kick efficiency at intermediate speeds τr ∼ τ0.
6.4.2 Exact counterdiabatic driving (CD)
CD protocols suppress transitions between the eigenstates of an instantaneous Hamil-
tonian by evolving the system with an assisted Hamiltonian that exactly cancels all
diabatic excitations (Kolodrubetz et al., 2017). The inclusion of counterdiabatic terms
in a hyperpolarization protocol can hence be used to increase the transfer efficiency.
Within each two-dimensional Landau-Zener subspace (6.8), the system remains
in an instantaneous eigenstate of Hα(λ(t)) at all times when evolved with a time-
dependent Hamiltonian (Kolodrubetz et al., 2017)




where the auxiliary (counterdiabatic) term ∝ S̃yα exactly cancels diabatic transitions
between the bright states for arbitrary ramp speeds provided λ̇ = 0 at the beginning
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and end of the ramp.
CD is realized for the full system if the system is evolved with the time-dependent
CD Hamiltonian
HCD(t) = H(λ(t)) + λ̇(t)Aλ(λ(t)), (6.29)







The summation index α runs over all bright pairs in all magnetization sectors. The
effect of the counterdiabatic term can be understood in the limit λ̇→∞, where the














− i π S̃yα
)
. (6.31)
The gauge potential generates a rotation around the y-axis that exchanges |Bα+〉 ↔ |Bα−〉
when λ is swept across resonance, exactly as happens in the adiabatic protocol.





(H − ΩBM)−2 [H,Sz0 ]. (6.32)
The first (inverse) term in the product is to be interpreted in the sense of a pseudo-
inverse, and the second (commutator) term in the product is given by:












The gauge potential is a complex many-body operator, difficult to compute in
theory and even harder to implement in practice (Kolodrubetz et al., 2017). Only
in certain special cases, for example when ∂λH is an integrable perturbation of
an integrable model H, is this operator sufficiently local (del Campo et al., 2012;
Kolodrubetz et al., 2017; Pandey et al., 2020). Fortunately, ∂λH = S
z
0 is an integrable
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perturbation of H in the γz = 0 limit of our present model, and the pair structure
of the bright state could be used to immediately write down the adiabatic gauge
potential. A similar two-level structure for the gauge potential also arises in integrable
free-fermionic systems (del Campo et al., 2012).
In a system with an inhomogeneous bath field (γz > 0), we can no longer express
the adiabatic gauge potential explicitly. Nevertheless, as CD mimics an adiabatic
protocol, the transfer efficiency will be maximal.
The unmarked solid and diamond-marked dotted green curves in Fig. 6·3 showcase
the effect of exact CD in a transfer protocol across resonance, for systems with
γz = 0 and γz = 0.05, respectively. In both cases, the complete suppression of bright
state transitions yields a maximally efficient transfer protocol ηT = 1, systematically
improving on the UA protocol, while the complete suppression of dark state transitions
results in zero kick efficiency ηK = 0.
6.4.3 Local counterdiabatic driving (LCD)
In practice, it is hard to realize exact CD, and we must resort to approximation
schemes. In this section, we follow the method devised in Ref. (Claeys et al., 2019) to
develop a local approximation ALCD to Aλ. We refer to assisted driving (see Eq. (6.29))
with ALCD as local counterdiabatic driving (LCD).
As proposed in Ref. (Claeys et al., 2019) and detailed in Appendix 6.G, a for-





αj [H, [H, . . . [H︸ ︷︷ ︸
2j−1
, ∂λH]]]. (6.34)
For q →∞ Eq. (6.34) reproduces the exact gauge potential. A local approximation
for Aλ is obtained by truncating the commutator expansion of Eq. (6.34) to a desired
order q, and using a variational minimization scheme (Sels and Polkovnikov, 2017) to
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set the coefficients αj for j = 1, . . . , q.
We focus on the leading order term because it (i) is simple enough to be implemented
by Floquet driving on the qubit field (see Section 6.7) and (ii) is already remarkably
effective for polarization transfer. One can always refine the approximation to CD by
adding higher-order commutators in Eq. (6.34); the rapid convergence of higher-order
LCD to CD is shown in Appendix 6.G.
To leading order (q = 1), we obtain:




This scheme leads to a coefficient α1(λ) depending on a single energy scale which
coincides exactly with the typical gap ∆typ, in contrast with exact CD, where the
prefactor depends either explicitly (6.28) or implicitly (6.32) on all bright state gaps
∆α. In sum,

















Fig. 6·3 shows the resulting LCD curves as unmarked solid red curves (γz = 0.0), and
circle-marked red curves (γz = 0.05). LCD is approximate, ηT < 1 (see top panel
of Fig. 6·3). Nevertheless, LCD’s transfer efficiency is high (ηT & 0.75) over the
whole range of ramp times τr, even as τr → 0 where UA becomes completely transfer
inefficient.
A finer comparison between ALCD and Aλ can be made for γz = 0 by expressing











Rather than targeting individual gaps as in Eq. (6.30), the LCD protocols effectively
target a single typical energy splitting scale to suppress diabatic transitions between
the bright bands. In contrast with Eq. (6.30), the Lorentzian prefactor of S̃yα has
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a fixed width ∆typ, which does not vary with bright state gap, and a modulated
amplitude ∆α/∆typ.
This discrepancy introduces polarization transfer errors in LCD at intermediate
and fast ramps (τr . τ0). Comparing with Eq. (6.31), in the limit λ̇→∞ the LCD


















LCD strongly suppresses transitions between those bright pairs with a gap ∆α ≈ ∆typ,
but otherwise yield only partial suppression.
From Eq. (6.38) we can define a mismatch error between CD and LCD for each
bright pair with gap ∆α as





































This expression agrees with the LCD transfer efficiency in Fig. 6·3 (dashed line) and
will be discussed in more detail in the following section.
Fig. 6·3 (bottom panel) also shows the LCD kick efficiency over several τr orders.
In the γz = 0 limit, LCD has no effect on dark states, just like UA and CD, again
leading to a zero kick efficiency (solid red curve in bottom panel of Fig. 6·3). When
γz > 0, LCD protocols do not prevent dark-bright transitions and exhibit non-zero
kick efficiency. Since the bright-dark gap is smaller than the typical bright band gap
∆typ, especially far from resonance where the bright-dark gap tends to close, LCD
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allows dark-bright transitions as in UA driving.
The difference in gap scales gives LCD both the advantages of CD for efficient
transfer, and the advantages of diabatic UA for depopulating dark states. For slow
ramps τr > τ0, LCD and UA have similar transfer efficiencies as the diabatic transition
probabilities are small. In faster ramps (τr . τ0), bright band transitions are suppressed
by LCD but not UA. Meanwhile, LCD saturates to a maximum kick efficiency for
τr < τ0, in contrast with UA protocols which peak around τr ∼ τ0 and then lose kick
efficiency as τr → 0. The distinction between LCD and UA protocols in this fast limit
will be further quantified in Eq. (6.43), following Appendix 6.E, where it is argued
that in the limit τr → 0 the kick efficiency is proportional to the transfer efficiency.
Finally, note that this work focuses on the weak xx-disorder limit γxx < g where
there is a finite gap between bright bands at numerically accessible system sizes.
However, a finite bright pair gap is not necessary to design efficient LCD protocols
that need only target a typical gap between the bright bands. In Appendix 6.D we
show that LCD maintains high transfer and kick efficiencies in the presence of strong
xx-disorder even in the presence of small gap as long as the bulk of the bright spectrum
still has a gap ∼ ∆typ.
6.4.4 Protocol efficiency and polarization sector
We compare the efficiencies of CD, LCD, and UA protocols for a single sweep across
different polarization sectors M . The results are summarized in Fig. 6·4 for a fast
ramp (τr = 0.05 τ0) in a system with an inhomogeneous bath field (γz = 0.05) for
multiple system sizes L.
As expected, CD always produces unit transfer efficiency and zero kick efficiency.
Moreover, LCD outperforms UA by both efficiency measures in every polarization
sector. The top panel shows the transfer efficiency ηT , plotted against (N − 1)/(L−
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Figure 6·4: Efficiency vs. polarization sector. The vertical axes show transfer
efficiency (top) and kick efficiency (bottom) for fast LCD (colored) and UA (grey)
sweeps across resonance in a system with an inhomogeneous bath field. The horizontal
axis shows the density N/L of spin flips above the fully polarized state in M < 0
sectors. We plot theoretical predictions to ηT based on the thermodynamic limit
calculations at zero disorder (cf. Eqs. (6.26) and (6.41)), and to ηK based on ηT (cf.
Eq. (6.43)). For reference, we also plot corresponding efficiencies for CD protocols.
Parameters: Ns = 150, ΩB = 10, λ0 = 5, g = 0.1, γxx = 0.05, and τr = 500/L.
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1).For both LCD and UA protocols, the transfer efficiency decreases with N/L because






in turn increasing the likelihood of diabatic transitions between bright pairs. For LCD,
the transfer efficiency is maximal (ηT = 1) in the sector with N = 1 because there is
only one bright state pair with gap ∆typ = ∆LCD to target.
The bottom panel shows the kick efficiency ηK , plotted against N/L.For both
LCD and UA, the kick efficiency increases with polarization. This increase can be
understood by comparing the number nD of dark states to the number of bright
pairs nB within each sector. In the sector with N = 1, there are (L− 2) dark states
compared to a single pair of bright states, which severely limits the pool of bright
states that dark states can transition to. As we probe increasingly larger N , nB
eventually surpasses nD such that nB/nD → O(L) as N/L → 0.5. The number of
available bright states that dark states can transition to increases and thus enhances
kick efficiency.
Fig. 6·4 also shows the analytic predictions (dashed black curves) for the transfer
efficiency from Eq. (6.26) and (6.41), consistent with the collapse of the curves. For
LCD in fast ramps (6.41), the only dependence of ηT is on m = M/L, consistent with
the collapse of ηT curves at different system sizes as a function of spin flip density
(N/L ∼ m+ 1/2). The transfer efficiency in Eq. (6.26) depends on both m and g2L/λ̇.
To achieve a collapse of curves at different system sizes, one must also scale λ̇ ∼ L
to eliminate the residual L dependence, yielding a transfer efficiency which depends
only on N/L. In practice, the collapse can be achieved by scaling up λ0 ∼ L at
fixed ramp-time τr or scaling down τr ∼ 1/L at fixed ramp range; in our simulations,
we have implemented the latter. Both predictions show excellent agreement with
simulation results in most magnetization sectors, except near N ∼ O(1) where finite
size effects are significant.
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Remarkably, there is a simple approximate relation between ηT and ηK for LCD
and UA protocols in the presence of z-disorder at moderate-to-fast ramps τ . τ0.
Assume that the probability weight that is not successfully transferred to states with
up qubit polarization ergodically mixes between the available dark and bright states
with spin down. Then,
PD↓(τr) ≈ PD↓(0)
nB(1− ηT ) + nD
nB + nD
, (6.42)










The dashed black curves in Fig. 6·4 show ηK computed using Eqs. (6.43) and (6.26).
These curves are in good agreement with the numerical data for both LCD and UA.
The resulting protocols hence depend on the interplay of different effects across
magnetization sectors: increasing m, the total number of bright states capable of
transfering polarization increases, the average transfer efficiency decreases, and the
kick efficiency increases.
6.5 Hyperpolarizing the bath
We now turn to the performance of the various protocols over multiple reset-transfer
cycles. In particular, we show how the ability of LCD to kick dark states enables
complete bath spin polarization.
Figs. 6·5 and 6·6 illustrate the progressive polarization of the bath over multiple
(Nc = 100) reset-transfer cycles in UA, CD, and LCD protocols. We focus on fast
sweeps τr/τ0 ≈ 0.05, where the effects of LCD and UA are significantly differentiated.
For this simple demonstration, we consider a qubit coupled to 3 bath spins; however,
the observed qualitative behavior generalizes to larger baths (see Section 6.6). In both
figures, we measure the expectation value of the average bath spin polarization per
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Figure 6·5: Polarizing the spin bath. Expectation value of the bath polarization
per spin 〈〈SzB〉〉 along a sequence of Nc = 100 back and forth cycles of the detuning
λ across resonance. Top and bottom panels show a typical realization for systems
with zero and finite z-disorder, respectively. The system is initialized in an infinite
temperature state. The forward-backward transfer flow between resets is illustrated by
the gold arrows. Grey dotted lines denote the polarization of the fully polarized state.
Parameters: L = 4, ΩB = 10, λ0 = 5, g = 0.1, γxx = 0.05, γz = 0 (top), γz = 0.05
(bottom), and τr/τ0 ≈ 0.05.
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Figure 6·6: Spin bath polarization vs. cycle. Average bath polarization per
spin vs. cycle number with the same setup as in Fig. 6·5. Parameters: Ns = 1,









where 〈Szj 〉 ≡ Tr[ρ(t)Szj ] is the expectation value of Szj in the density matrix ρ(t) of
the system at time t.
In Fig. 6·5, the bath polarization per spin is shown as a function of the detuning
λ(t) across resonance. After each transfer sweep, the qubit polarization is reset and
the direction of the ramp reversed; the resulting forward-backward motion is depicted
by the gold arrows. Fig. 6·6 shows the corresponding bath polarization per spin after
every cycle.
In a typical realization of a system with a homogeneous bath field (γz = 0),
CD protocols at first quickly reduce the bath polarization due to their maximal
transfer efficiency, but soon slow down and saturate as dark states become populated.
The saturation point lies well above the fully polarized state (see grey dotted line
〈〈SzB〉〉 = −0.5). In contrast, UA protocols are relatively inefficient and much slower to
reach saturation, requiring many more sweeps. LCD protocols perform only slightly
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worse than CD and much better than UA; they eventually also saturate above the
fully polarized state.
In a typical realization of a system with an inhomogeneous bath field (γz = 0.05),
CD protocols behave the same as in the homogeneous limit, quickly polarizing the
bath to a saturation point. LCD protocols no longer saturate and can polarize the
bath close to the fully polarized state due to their non-zero kick efficiency. Since the
hyperpolarization scheme progressively populates smaller M sectors, and the kick
efficiency decreases with decreasing M (see Fig. 6·4), the polarization rate per cycle
decreases as we 〈〈SzB〉〉 → −1/2. UA protocols, like LCD, are able to fully polarize the
bath, but their smaller kick efficiency requires many more sweeps.
6.6 Scaling to large baths
In this section, we explore how the number of cycles needed to hyperpolarize the
bath scales with system size L. So far we focused on relatively small system sizes
L . 10 to design and test our protocols with accessible exact dynamic simulations.
To circumvent the resource cost of simulating exact dynamics with larger system sizes,
we introduce a scalable master equation of the hyperpolarization process in terms of
probability flow equations which should be accurate at large transfer speeds.


















where PB,↓[N ] is the probability of finding the system in a bright state with down
qubit polarization in the sector with N spin flips above the fully polarized state,
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and PD,↓[N ] is the probability of finding the system in a dark state with down qubit
polarization in the same sector. We do not track the probabilities of bright and dark
states with up qubit polarization, as they are always converted to states with down
qubit polarization after reset. Moreover, as there exist no dark states with down qubit
polarization for M ≥ 0, PD,↓[N ] = 0 for N ≥ L/2.
The dynamics of the system is obtained by applying a transfer matrix T :
P (c+ 1) = T P (c), (6.46)







The transfer efficiency ηT sets the probability that the qubit polarization is flipped in
bright states during a sweep across resonance. On the other hand, the kick efficiency
ηK sets the probability that dark states are kicked into bright states. We assume that
dark states with down qubit polarization are only kicked into bright states with down
qubit polarization. When the qubit polarization is reset after each sweep, bright states
with qubit state |↑〉 transition to either bright states (with |↓〉) or dark states (with
|↓〉) in a lower magnetization sector, with relative probability rB and rD, respectively.
Therefore, the non-zero matrix elements of the transfer matrix are given by:
TBB[i, i] = 1− ηT [i] (6.48)
TBB[i− 1, i] = rB[i] ηT [i] (6.49)
TDB[i− 1, i] = rD[i] ηT [i] (6.50)
TDD[i, i] = 1− ηK [i] (6.51)
TBD[i, i] = ηK [i] (6.52)
for every sector index i = 0, . . . , L. Fig. 6·7 illustrates the transfer and reset rates for
a single cycle. Note rB[i] + rD[i] = 1, so only one reset rate needs to be specified.
As shown in Section 6.4, the different protocols CD, UA, and LCD have different
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Figure 6·7: Effective model. Schematic representing the action of the transfer
matrix through the efficiency functions η and reset rates r in bright (red) and dark
(black) manifolds in two neighboring polarization sectors N = i+ 1 and N = i during
a single polarization (transfer+reset) cycle.
efficiency functions ηT [i] and ηK [i]. Here, we consider moderate-to-fast ramp speeds
(τr . τ0) where LCD and UA have distinct effects. Since we are interested in obtaining
the scaling of the full protocol, we linearize the previous expressions and model the
kick efficiency for LCD and UA as
ηK [i] = η0
i
L
; (i ≤ L/2), (6.53)
and model the corresponding transfer efficiency ηT [i] (i ≤ L/2) using Eq. (6.43).
The reset rates rD[i] and rB[i] depend on the probability distribution of the state
within each bright/dark band and details of the structure of eigenstates. Furthermore,
these rates can drastically change from one disorder realization to another and are
hence difficult to predict. To get a reasonable estimate for our master equation, we
take rD[i+ 1] and rB[i+ 1] proportional to to the number of accessible dark and bright
states in the ith sector, respectively. For M ≥ 0, all the weight is transferred to bright
states,
rB[i+ 1] = 1, M ≥ 0, (6.54)
176
since dark states have qubit spin up and are not accessible during reset. For M < 0,




, M < 0, (6.55)
with nD and nB given by Eqs. (6.9) and (6.16), and we refer to this reset rate as
well-mixed. Although we cannot generally satisfy the equiprobable condition within
every bright band, we expect to approximately have well-mixed reset rates on average
in large disordered systems.
We test the master equation in Fig. 6·8, which compares UA, CD, and LCD
dynamics with Eq. (6.46) to the corresponding exact dynamics for different system
sizes (L = 4, 8). The figure plots the average bath polarization per spin over many
cycles for a single disorder realization. Our master equation agrees well with the
results from exact dynamics for all protocols. The exact dynamics is computed at
small ramp times τr ≈ 0.05 τ0. To properly capture protocol efficiencies at this ramp
speed, we set η0 ≈ 1.0 for LCD and η0 ≈ 0.4 for UA in accordance with the results in
Fig. 6·4.
The master equation allows acces to much larger system sizes compared to exact
diagonalization. Fig. 6·9 shows the number of cycles Nc required to reach 99% of the
polarization of the fully polarized state against system size L. The opaque and faint
curves denote master equations capturing τr = 0.01 τ0 and τr = 0.05 τ0, respectively.
We find that the number of polarization cycles needed to fully polarize the bath in
both LCD and UA protocols scales linearly with system size L. The main difference
between LCD and UA is in the prefactor, depending on protocol duration, and which
can be orders of magnitude larger in the UA protocol compared to the LCD protocol
at sufficiently fast ramps. In slower ramps τr > τ0 (not shown), LCD and UA have
similar prefactor, but the prefactor for UA however increases as τr is decreased. Our
results are consistent with the expectation that as τr → 0, UA takes progressively more
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Figure 6·8: Spin bath polarization vs. cycle. Average bath spin polarization
after every transfer-reset cycle over many cycles. The left and right panels show
simulation results for systems of size L = 4 and L = 8, respectively. Colored markers
indicate numerical results using our scalable master equation. Solid colored lines
correspond to exact dynamics simulations. Parameters: Ns = 1, ΩB = 10, λ0 = 5,
g = 0.1, γxx = 0.05, γz = 0.05, and τr = 500/L.
Figure 6·9: Number of cycles to 99% polarization vs. system size. Master
equation simulation results are shown for UA (dashed black) and LCD (solid red)
protocol. Opaque curves show results for η0 = 1.0 set for LCD and η0 = 0.1 set for
UA, which model ramps with τr = 0.01 τ0. At this ramp speed, we find Nc ≈ 4L for
LCD and Nc ≈ 40L for UA. Faint curves show results for η0 = 1.0 set for LCD and
η0 = 0.4 set for UA, which model ramps with τr = 0.05 τ0. At this ramp speed, we
find Nc ≈ 4L for LCD and Nc ≈ 10L for UA.
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cycles to fully polarize the bath. Thus, moderate-to-fast LCD is not only time-efficient
but also optimizes the number of cycles required to reach the fully polarized state.
We conclude this section with a couple of remarks. (i) The master equation is
applicable at sufficiently fast ramp times τr < τ0 ∼ λ0 ∆−2min, where ∆min ∼
√
Lg in the
lowest polarization sectors. To ensure this condition holds as L→∞, we scale λ0 ∼ L.
Otherwise at fixed λ0 and sufficiently large L ∼ λ0/(τr g2), the master equation would
need to be refined to properly account for more complicated speed dependencies in the
transfer and kick efficiencies. (ii) Similarly, our master equation is based on efficiency
measurements at sufficiently large z-disorder, where γz & ∆2min/λ0. In the lowest
energy sectors, this requires γz & Lg2/λ0. Again, the L dependence can be cancelled
by scaling λ0 ∼ L.
6.7 Floquet engineering (FE) of LCD
The physical implementation of the LCD protocol requires realizing a non-trivial
operator [H,Sz0 ]. We show how it is possible to obtain this LCD Hamiltonian as an
effective high-frequency Hamiltonian through Floquet engineering.
Floquet engineering focuses on the design and physical effects of periodic drives (Bukov
et al., 2015). A periodically driven system exhibits dynamics which can be described
stroboscopically using an effective slow/static Floquet Hamiltonian HF . Frequently,
a control is periodically modulated at a frequency scale ω larger than any other
dynamical frequency in the system, and HF can be (Magnus) expanded in powers of
ω−1 (Bukov et al., 2015). In addition to capturing high-frequency physics, the Magnus
expansion has a commutator structure closely related to the structure of the gauge
potential in Eq. (6.34), and can be used to realize local counterdiabatic driving at
every order (Claeys et al., 2019).
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6.7.1 Two-level system
In order to give some intuition for the many-body Floquet protocol, we illustrate the
general ideas on the two-level system of Eqs. (6.8) and (6.28). Temporarily dropping
the bright state label and making the time-dependence implicit, the CD Hamiltonian
to be realized can be written as
HCD = λS̃
z + ∆S̃x + λ̇α1∆S̃
y. (6.56)
In an experimental set-up only λ is an accessible control parameter, whereas ∆ is
constant and the S̃y term is absent (as it corresponds to a complex many-body operator
acting on the bright pair states). In order to realize HCD as an effective Hamiltonian,
we consider a LZ Hamiltonian and add high-frequency oscillations modulated by a
slowly-varying amplitude. Specifically, we consider a time-dependent Hamiltonian of
the form
HFE(t) = γ(t)S̃z + ∆S̃x
+
[
β(t)ω sin(ωt) + β̇(t)(1− cos(ωt))
]
S̃z, (6.57)
with β(t) and γ(t) slowly-varying functions to be determined.
The choice of this time-dependence is motivated by the resulting effective Hamilto-
nian: in the limit of a large driving frequency ω, the stroboscopic dynamics for this
time-dependent Hamiltonian is generated by the Floquet Hamiltonian (derived in
Appendix 6.H)
HF = γS̃z + J0(β)∆
[
cos(β) S̃x − sin(β) S̃y
]
, (6.58)
where the slow time-dependence has been made implicit and J0 is a Bessel function of
the first kind.
The effective Hamiltonian is of the form (6.56), containing a S̃y term not present in
the instantaneous Hamiltonian. However, in the CD Hamiltonian the prefactor of S̃x is
constant and the prefactor of S̃y is time dependent. Since the (slow) time dependence
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of these terms in the Floquet Hamiltonian is determined by the same factor β(t), it
is not possible to directly realize the CD Hamiltonian in this way. Rather, we can
realize a Hamiltonian proportional to the CD Hamiltonian.
Demanding HF = G(t)HCD, the prefactor for S̃x immediately returns the time-
dependent prefactor of the full Hamiltonian as
G(t) = J0(β(t)) cos(β(t)). (6.59)
Time evolution follows the time-dependent Schrödinger equation
i∂t |ψ(t)〉 = G(t)HCD |ψ(t)〉 . (6.60)
Defining a ‘rescaled time’ s(t) such that ∂s = G(t)∂t, Eq. (6.60) can be used to realize
counterdiabatic control in the rescaled time provided i∂s |ψ(t(s))〉 = HCD(s(t)) |ψ(s(t))〉.
The counterdiabatic term is obtained by setting
tan(β(t)) = −α1(s(t))λ̇(s(t)), (6.61)
determining β(t) as function of α1(t), leaving
γ(t) = G(t)λ(s(t)), (6.62)
to finally return HF = G(t)HCD(s(t)). Note that the experimental time necessarily
runs in the positive direction, requiring G(t) > 0 and β ∈ [−π/2, π/2].
6.7.2 FE protocol
The ideas in Section 6.7.1 can be immediately extended to the many-body Hamiltonian
and LCD of Eq. (6.36). Given a target LCD ramp with λ(t) = ΩQ(t)− ΩB, we drive
the system with the Floquet engineered (FE) Hamiltonian:
HFE = H(Λ(t)), (6.63)
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with a modified field detuning Λ(t) = ΩQ(t)− ΩB given by
Λ(t) = J0(β(t)) cos(β(t))λ(s(t))
+ β(t)ω sin(ω t) + β̇(t) (1− cos(ω t)). (6.64)













′)) cos(β(t′)) dt′ > 0. (6.66)
This FE Hamiltonian is designed precisely so that the leading order approximation to
its Floquet Hamiltonian HF in the high-frequency limit is the LCD Hamiltonian in
the rescaled time:





























j )− tan(β(t)) i [H,Sz0 ]
]
, (6.68)
where δΩ′j ≡ (ΩB,j − ΩB)/G(t) is the renormalized z-disorder.
The FE protocol is stroboscopically equivalent to LCD with ALCD in Eq. (6.35).
Moreover, in a smooth ramp λ with λ̇i = λ̇f = 0, HFE and HF yield the exact
same initial and final states, which guarantees that FE and LCD produce the same
polarization transfer during our hyperpolarization scheme.
We remark that HF equals HLCD only in the absence of z-disorder (γz = 0). At
finite z-disorder (γz > 0), the two differ due to the renormalization δΩ
′
j of the bath
fields. Away from this point, the renormalization tends to enhance z-disorder since
G(t) ∈ [0, 1]. No significant quantitative differences in performance were found between
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FE (in lab time) and LCD (in rescaled time) with renormalized disorder, as shown
next.
The upper panel of Fig. 6·10 showcases the FE ramp Λ(t) in Eq. (6.64) for various
ramp times τr. The vertical axis is re-scaled by the magnitude of the initial/final
detunings Λ0 ≡ λ0, which are designed to coincide with the target ramp at the ramp
endpoints. The target ramp λ(t) is shown for reference (dashed black curve). Near the
adiabatic breakdown time τr/τ0 = 1, the FE ramp Λ(t) has a base profile (averaging
out the oscillations) similar to λ(t), with small oscillation amplitudes that get slightly
more pronounced in the middle of the ramp around resonance. For progressively
faster ramps τr/τ0 = 0.05, 0.025, the FE ramp Λ(t) shows more pronounced deviations
from λ(t). First observe that the base profile of FE changes, keeping the system near
resonance for a progressively larger amount of time. Moreover, the amplitude of the
high-frequency oscillations around resonance progressively increases due to β(t) in
Λ(t). Physically, these properties ensure the qubit and bath interact strongly and long
enough to effect polarization transfer in accordance with LCD.
The lower panel of Fig. 6·10 serves two purposes: (i) to show the effect of FE on
the mean qubit z-polarization 〈Sz0〉 over the course of a sweep, and (ii) to highlight
the equivalence of FE and LCD protocols. The qubit is initialized with spin down
〈Sz0〉 = −0.5 in a mixed state. Over the course of the ramp Λ(t), FE (solid colored
curves) transfers a large fraction of the qubit polarization to the bath in perfect
agreement with LCD (dashed white lines). For reference we also show an UA protocol
at τr/τ0 = 0.05 (dashed black curve); as expected it is much less efficient compared to
FE/LCD and CD at this ramp speed.
In sum, we can systematically realize LCD with FE, where the LCD protocol
can be implemented indirectly in experiments by driving the local qubit field ΩQ(t)
periodically at high-frequencies ω  ΩQ,ΩB, τ−1r . Importantly, the FE protocol
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Figure 6·10: Floquet engineered ramp. Top panel shows the FE ramp Λ(t) (solid
colored curves) as a function of time t for ramp times τr = 0.025, 0.5, 1.0. The target
ramp λ(t) (dashed black curve) is shown for reference. The bottom panel shows the
effect of FE ramps on the mean qubit polarization 〈Sz0(t)〉 over the course of the ramp
at τr = 0.25, 0.5. The corresponding LCD curves are shown to coincide with the FE
curves. Curves for UA and CD at τr = 0.05 τ0 are shown for reference. Parameters:
L = 8, ΩB = 10, Λ0 = λ0 = 5, g = 0.1, γxx = 0.05, γz = 0.05, τ0 ≈ 1000, and ω = 100
(Note: For display, we have graphically reduced ω by a factor 10 to decrease curve
density).
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requires no controls which are not already present in H in Eq. (6.2), similar in spirit
to Ref. (Boyers et al., 2019). It can be achieved by setting a fixed global field ΩB and
dynamically varying ΩQ(t), without modifying the qubit-bath interactions. This result
differs from other schemes which require controlling interactions to realize LCD with
Floquet engineering (Villazon et al., 2019; Petiziol et al., 2018; Claeys et al., 2019).
6.7.3 Quantum speed limit
The distinction between the lab time t and the rescaled time s gives rise to a quantum
speed limit. Namely, there exists a critical ramp time τr = τSL > 0 in the lab frame
for which the protocol duration τS in rescaled time becomes zero and β → π/2. Given
sufficiently large driving frequencies, it is always possible to realize LCD using FE if
the LCD ramp time is larger than this critical ramp time. However, at shorter ramp
times, the proposed protocol would lead to negative protocol durations in stretched
times, and the FE protocol can no longer realize LCD. The speed limit can derived





[G(t(s′)]−1ds′ ∼ ∆−1typ. (6.69)
The timescale τSL is set by the typical bright pair gap ∆typ, which is on the order of
the time needed to transfer polarization from the qubit to the bath while sitting at
resonance. In fact, the profile G(t)λ(s(t)) of the FE protocol in Eq. (6.63) reduces to
a sudden quench protocol to resonance as τ → τSL.
Eqs. (6.64) and (6.69) provide an additional connection between sudden and adia-
batic polarization protocols: Floquet-engineering implements the adiabatic polarization
protocol in a transformed frame, which resembles a sudden protocol in the lab frame
when the speed limit is approached. For ramps faster than the speed limit τr/τSL < 1,
FE can be extended by taking Λ(t) = π
2
ω sin(ω t); then FE effectively oscillates
around resonance for a shorter time than τSL and is no longer as effective as LCD.
185
Figure 6·11: Power vs. protocol time. Disorder-averaged transfer power against
the scaled ramp time τr/τ0 for UA, CD, and FE protocols. The vertical axis is
scaled by (1/τSL) (grey dash-dotted line). The vertical blue solid line marks the
disorder-averaged speed limit timescale τSL. Parameters: Ns = 50, L = 8, ΩB = 10,
Λ0 = λ0 = 5, g = 0.1, γxx = 0.05, γz = 0.05, τ0 ≈ 1000, and ω = 100.
This speed limit is quantified in Fig. 6·11, showing the transfer power vs. ramp




〈Sz0(λf )〉 − 〈Sz0(λi)〉
τr
, (6.70)
measuring the rate at which polarization is extracted from the qubit per unit ramp time.
In the absence of tunable qubit-bath interactions, the maximum possible polarization
transfer is a unit of polarization on the timescale τSL, shown in the plot as a grey
dash-dotted line. We find that UA protocols operate far below this rate over the whole
range of ramp times. On the other hand, FE protocols significantly enhance power,
peaking in the vicinity of the speed limit. At protocol durations τ > τSL FE nears the
efficiency of CD protocols which, as expected, transfers polarization more effectively
than UA and FE per unit time. At protocol durations τ < τSL, the FE power lies
significantly below the CD power.
The presence of this speed limit suggests a broader physical limitation: Any ramped
protocol which does not directly tune system-bath couplings or add extra controls
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cannot transfer polarization at a faster rate than a sudden resonant exchange.
6.8 Conclusion
In this work, we apply the tools of shortcuts to adiabaticity to a class of hyperpolar-
ization protocols. In a single cycle of each such protocol, the qubit is reset along the
−z direction by an external pulse, after which the z-field of the qubit is swept across
a resonance region. Polarization is transferred from the qubit to the spin bath during
the sweep.
We introduce local counterdiabatic driving (LCD) protocols that mimic an adiabatic
protocol. The LCD protocols simultaneously tackle two problems: (i) the small sweep
rates necessary for the adiabatic transfer of polarization to the bath, and (ii) the
limits on hyperpolarization imposed by dark states. The LCD protocols tackle (i)
by efficiently suppressing diabatic transitions between bright bands. They tackle (ii)
by depleting dark states in the presence of inhomogeneous bath fields (i.e., when the
system is non-integrable). In this way, LCD protocols outperform both unassisted
protocols and exact counterdiabatic protocols since the former does not suppress
transitions between bright bands and the latter suppresses transitions from dark to
bright bands.
Using exact numerics and a master equation, we show that the LCD protocols
outperform the unassisted ones by various metrics (efficiency, power, and number
of cycles). Additionally, the LCD can be experimentally implemented through a
high-frequency Floquet drive on the qubit. These engineered protocols have a natural
quantum speed limit; once the sweep rate exceeds this limit, the LCD protocols cannot
be realized through Floquet drives.
The LCD may be used to speed up hyper-polarization in several experimental
systems with dipolarly interacting spins. Indeed, Eq. (6.2) models the (rotating-
187
frame) Hamiltonian of a shallow nitrogen-vacancy (NV) defect coupled to surface
electronic spins in high-purity diamond(Rosskopf et al., 2014; Myers et al., 2014;
Sushkov et al., 2014), as well as the (rotating-frame) Hamiltonian of a NV defect
coupled to bulk C-13 nuclei (London et al., 2013; Scheuer et al., 2017) or the nuclei of
external molecules in solution (Fernández-Acebal et al., 2018). A promising avenue for
future work is to compare the performance of LCD protocols to sudden protocols that
satisfy the Hartmann-Hahn condition (Hartmann and Hahn, 1962) in these systems.
Hyperpolarization of powdered diamond using NV-centers (Scheuer et al., 2017; Ajoy
et al., 2018) is also an important goal for magnetic resonance imaging. It would be
interesting to develop LCD protocols that account for the random orientation of the
NV center axes (the z-direction of the central spin in Eq. (6.2)) in these systems.
Theoretically, our work raises questions about the precise interplay between inte-
grability and hyperpolarizability in central spin models. The model in Eq. (6.2) with
γz = 0 is (i) integrable, and (ii) has dark states for any choice of gj (Villazon et al.,




~S0 · ~Sj is integrable without exhibiting dark states (Gaudin,
2014; Dukelsky et al., 2004). The XXX model describes the hyperfine interactions of
the electronic spin of a quantum dot with surrounding nuclei (Hanson et al., 2007;
Schliemann et al., 2003). Previous work (Christ et al., 2009; Imamoḡlu et al., 2003)
suggests that the spin bath can be efficiently polarized in the XXX model despite its
integrability. A natural direction for future work is to quantify the general role of
integrability in the polarization process.
A third direction is to examine the role of interactions in the spin bath. The
accompanying diffusive spin transport is expected to aid in the polarization of distant
bath spins with negligible gj.
Appendices
6.A Derivation of central spin Hamiltonian
Consider a driven qubit-bath spin system in a magnetic field B along the z-direction
described by the Hamiltonian:
H0 = HQ +HB +HD +HQB +HBB, (6.71)
Here HQ = γQB S
z
0 is the Zeeman energy of the central qubit with gyromagnetic




j is the Zeeman energy of the bath spins with
gyromagnetic ratio γB. The driving term is given by
HD = 2 ΩQ cos(ωQt)S
x






where ΩQ is a Rabi amplitude on the central spin, ΩB,j = ΩB + δΩj is a generally
inhomogeneous Rabi amplitude on the bath, and ωQ, ωB are respectively the corre-








~S0 · ~Si − 3 (~S0 · r̂i) (~Si · r̂i)
]
(6.73)
where ~ri is the vector between the central qubit and the i
th bath spin. The interaction
term HBB between bath spin pairs is generally also dipolar. In this work, we assume
bath-bath interactions are small compared to the qubit-bath couplings, which is
realized in experiments with sufficiently low bath spin density or with bath spins that
satisfy γB  γQ. The Hamiltonian H0 in Eq. (6.71) describes single qubit systems,
such as NV centers in diamond or quantum dots, interacting with an ensemble of spins
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(e.g. spins on the surface of diamond) and driven by continuous irradiation fields (such
as radio waves) (Hartmann and Hahn, 1962; Fernández-Acebal et al., 2018; Rovnyak,
2008; Rao et al., 2019; Lai et al., 2006; Belthangady et al., 2013; Cai et al., 2013).















H0 can be simplified by matching the driving frequencies to the Zeeman energies
(ωQ = γQB, ωB = γBB), and applying a rotating wave approximation to eliminate
rapidly rotating non-secular terms which average to zero on the timescale of the
dynamics (Rovnyak, 2008). Relabeling our axes (x, z) → (z,−x), the dominant




















[1− 3 cos2(θi)], (6.76)
and θi is the angle between ~B and ~ri in the frame of H0. We note our rotating wave
approximation requires |gj/B|  γQ , γB , |γQ ± γB| , which is readily satisfied in NV

























describes zero quantum (flip-flop) transitions in its first two terms, and double quan-
tum (flip-flip/flop-flop) transitions interactions in its last two terms. Zero quantum
transitions dominate when gj  ΩQ + ΩB,j (Rovnyak, 2008), yielding the Hamiltonian
presented in the main text:
























6.B Distribution of energy gaps in the homogeneous limit
In this section, we compute the approximate distribution of bright pair gaps ∆α
(Eq.(6.14)) in a system with a homogeneous bath field (γz = 0).
In the homogeneous limit (γxx = 0), the central spin model reduces to a two-body
Hamiltonian













j . Each bright state pair in the spectrum is obtained by diag-
onalizing the Hamiltonian restricted to the subspace spanned by |↑〉 ⊗ |s,m〉 and
|↓〉 ⊗ |s,m+ 1〉. Here s is the total spin quantum number of the bath, and m is the
total z-projection of the bath state, leading to M = m+ 1/2. We take −s < m < s,
since the states |↑〉 ⊗ |s, s〉 and |↓〉 ⊗ |s,−s〉 are dark eigenstates of the Hamiltonian.
The energy in each two-dimensional subspace is fully determined by the quantum




The number of gaps equal to ∆s,m is fully determined by the number of ways the
L spin-1/2 bath spins can be coupled to a collective spin s with spin projection m.
Furthermore, since m < s and m is fixed by specifying M , this also leads to a minimal
gap within each polarization sector M , given by ∆m = g
√
2M + 1, obtained by setting
s = m+ 1 = M + 1/2. Increasing s resulting in an increasing ∆s,m, whereas smaller
values of s are not allowed within this polarization sector.
Given L bath spins, the number of spin-s representations is given by Catalan’s
triangle as
Ns(L) = C (L/2 + s, L/2− s) (6.81)
=
L!(2s+ 1)
(L/2− s)!(L/2 + s+ 1)!
, (6.82)
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L/2 + s+ 1
√
L
(L/2− s)(L/2 + s)
, (6.83)
with fs(p) = −p ln(p) − (1 − p) ln(1 − p). The total magnetization M fixes m such














As mentioned before, every fixed magnetization sector has a minimal gap, which we
write as ∆m ≡ g
√
2M + 1, such that n(∆ < ∆m) = 0. Due to the presence of the
exponential term, in the limit of large L all integrals over n(∆)d∆ will be dominated
by the boundary terms where ∆ ≈ ∆m. Approximating the exponential factor at





















6.C Diabatic transitions in the Landau-Zener problem
The Landau-Zener (LZ) problem, described in Eq. (6.8) of the main text, consists of a
two-level system with gap ∆LZ =
√
λ2 + ∆2, where λ is a control field and ∆ is the
minimum gap (Polkovnikov et al., 2011; Shevchenko et al., 2010).
When the control field is varied at a speed λ̇ ∼ λ0/τr, we can estimate the speed
scale below which the system remains adiabatic. Adiabaticity occurs when the rate of
change of the gap ∆LZ (per unit gap) is smaller than the dynamical timescale (also set
by the gap) over the whole range of the control field λ. In particular, this condition
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=⇒ λ̇ ∆2. (6.88)
Therefore we satisfy the adiabatic condition when the ramp timescale τr  λ0/∆2. In
faster ramps moreover, the scale τ0 ∼ λ0/∆2 sets the scale for the onset of diabatic
transitions.
As discussed in the main text for our central spin model, the LZ problem directly
captures the interactions between bright bands. Nevertheless, the LZ problem can
also help understand transitions between dark and bright bands, as we discuss next.
In system with γz = 0, the gap ∆DB between a dark state with energy ED and a
neighboring bright state with energy EB is given by








where ∆min ≡ minα∆α is the minimum bright-bright gap at resonance. At resonance,
the gap is ∆DB = ∆min/2, comparable to the minimum bright-bright gap. In contrast










In systems with γz = 0, the presence of a small bright-dark gap does not imply fast
ramps yield diabatic transitions because the driving operator Sz0 does not couple bright
and dark states.
When z-disorder γz > 0 is introduced in the bath field, dark and bright bands
perturbatively mix and γz sets an energy window for perturbed dark/bright energies.
Then the perturbed dark and bright bands will begin to overlap at a critical z-disorder
γcz given by
γcz ∼ min ∆DB ∼ ∆2min/λ0. (6.91)
For γz & γcz, the gap between dark and bright bands is effectively closed away from
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Figure 6·12: Histogram of resonant gaps at large xx-disorder strength. Plot
shows histogram of resonant gaps for γxx = 0.5 at L = 14 and M = −1. Vertical
dashed grey lines shows reference scale ∆typ. Parameters: Ns = 1, ΩB = 10 M = −1,
λ = 0, g = 0.1,γz = 0.00, L = 14, γxx = 0.5.
resonance. Then dark-bright transitions depend on the fine-grained level spacing




On the other hand, for small but finite z-disorder regime 0 < γz  γcz, Eq. (6.90)
accurately approximates the dark-bright minimum gap. The ramp timescale for the
onset of diabatic dark-bright transitions is then given by:
τr ∼ λ0/(min ∆DB)2 ∼ λ30/∆4min. (6.93)
6.D LCD with a gapless model
Our main work has focused on the weak disorder limit γxx, γz < g, in which there is a
clear non-zero gap between the bright bands at numerically accessible system sizes.
Although there is weak trend suggesting the gap may close in the thermodynamic
limit, it is not clear from our numerics whether and how this gap will close. In this
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section, we show that our LCD protocols are still efficient for polarization transfer
and depopulating dark states in a gapless system.
To probe a gapless system, we consider the strong xx-disorder limit γxx  g of the
Hamiltonian model in equation (6.2). Then bright pair gaps close as shown in the gap
distribution in Fig. 6·12. Although many bright pairs show exponentially small gaps,




j , as shown by the
dashed grey vertical line.
Fig. 6·13 shows the transfer and kick efficiency for CD, LCD, and UA protocols as
a function of ramp time τr at large xx-disorder γxx = 5, g = 0.5. For concreteness,
we focus on the magnetization sector M = −1 with large Hilbert dimension to bring
out the exponential closing of the smallest gaps. Since the minimum bright pair
gap is exponentially small5 in L, making τ0 ∼ ∆−2min exponentially large, we rescale




j , which sets the scale for the onset
of diabatic transitions between a typical bright pair in the bulk of the spectrum.
The behavior of all protocols is qualitatively similar to the weak disorder limit. In
particular, our LCD protocol maintains a relative high transfer efficiency and non-zero
kick efficiency at fast ramp speeds. This is to be expected since LCD suppresses
transitions by targeting a single bright pair gap ∆typ, which is the gap scale for the
bulk of bright pairs.
6.E Breaking integrability with z-disorder
Energy level statistics are a widely used diagnostic for ergodicity and chaos (Poilblanc
et al., 1993; Casati et al., 1985; Atas et al., 2013). The average level spacing ratio
〈r〉 is obtained by averaging over an ordered distribution of energies {En} the ratio
rn = min(sn, sn−1)/max(sn, sn−1), where sn = En+1−En (Oganesyan and Huse, 2007;
5For comparison with the main text, at weak xx-disorder, ∆min ∼ g in this magnetization sector
at accessible system sizes.
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Figure 6·13: Efficiency vs. ramp time at large xx-disorder. Disorder-averaged
transfer efficiency (top) and kick efficiency (bottom) of UA, CD, and LCD protocols
in systems with γz = 0.00 (solid curves) and γz = 0.05 (dotted curves with markers).
Dashed grey line indicates the theoretical prediction based on Eq (6.39). Parameters:
Ns = 100, L = 10, M = −1, ΩB = 10, λ0 = 5, g = 0.1, γxx = 0.5, and τtyp ≈ 10.
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Figure 6·14: Average level spacing ratio vs. qubit field detuning. The
average ratio 〈r〉 is shown for several system sizes L. Left panel (homogeneous bath
field) shows a trend toward Poisson statistics with increasing system size. Right panel
(inhomogeneous bath field) reveals a trend toward GOE statistics around resonance.
Grey dashed lines indicate the Poisson and GOE values. Parameters: Ns = 100,
M = −1, ΩB = 10, λ0 = 5, g = 0.1, γxx = 0.05, γz = 0.0 (left), γz = 0.05 (right).
Atas et al., 2013). In integrable systems satisfying a Poisson distribution of energy
spacings, 〈r〉 ≈ 0.3863, while ergodic systems are expected to satisfy a Wigner-Dyson
distribution in accordance to a grand orthogonal ensemble with 〈r〉 ≈ 0.5307.
Fig. 6·14 shows 〈r〉 for a range of detunings λ around resonance and multiple system
sizes. We average the level spacing ratio over the middle two quartiles of the spectrum
in the sector M = −1 and further average over Ns = 100 disorder realizations. The
left panel shows a system with γz = 0, where the ratio 〈r〉 tends to the Poisson value
with increasing system size over the whole range of detunings. In contrast, the right
panel shows a system with γz = 0.05, where 〈r〉 tends to the Wigner-Dyson value with
increasing system size around resonance λ ≈ 0. This result implies that γz > 0 breaks
the integrability of model and establishes chaos and ergodicity.
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6.F Gauge potential in the absence of z-disorder
In the presence of a homogeneous global bath field ΩB, the central spin Hamiltonian
H is integrable and varying λ(t) constitutes an integrable perturbation (Villazon
et al., 2020a). Then the closed form of the gauge potential Eq. (6.32) is obtained from
Eq. (6.34) as follows. Let ∆H ≡ H − ΩBM . Then it can be checked that
[H,Sz0 ] = [∆H,S
z












∆H[∆H,Sz0 ] = −[∆H,Sz0 ] ∆H. (6.95)
The exact gauge potential satisfies (Kolodrubetz et al., 2017)
[∂λH + i[Aλ, H], H] = 0, (6.96)
which can be solved for ∂λH = S
z




(∆H)−2 [∆H,Sz0 ]. (6.97)















An alternative way of motivating this solution is by noting Eq. (6.95) implies that
[H, [H, . . . [H︸ ︷︷ ︸
k
, [H,Sz0 ]] = (2∆H)
k [∆H,Sz0 ] = 2 ∆H[∆H,S
z
0 ]
Since all nested commutators are proportional to [∆H,Sz0 ], the commutator expansion
for the gauge potential implies that the gauge potential itself needs to be proportional
to this commutator up to a ∆H-dependent prefactor (Claeys et al., 2019).
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Figure 6·15: Transfer error vs. ramp time for higher order LCD. Curves
are shown for LCD in the leading three orders labeled by the number of occurrences
of the H in [H, [H, . . . , [H, ∂λH]]]. Higher order curves progressively approach the
exact CD result 1− ηT = 0. Parameters: L = 8, Ns = 1, M = −1, ΩB = 10, λ0 = 5,
g = 0.1, γxx = 0.05, γz = 0.0, τ0 = 1000.
6.G Local variational approximations of the gauge potential
The gauge potential can approximated by truncating Eq. (6.34) to a desired order
q (Claeys et al., 2019). The approximation can be improved by setting new coefficients
αj which variationally minimize the following action (Sels and Polkovnikov, 2017):
S(Aλ) = Tr[G2]; G ≡ ∂λH + i[Aλ, H]. (6.100)
First we express Aλ =
∑
j αjAj, where {Aj : j = 1, . . . , q} is the operator basis of
order q with
Aj = [H, . . . , [H︸ ︷︷ ︸
2j−1
, ∂λH]]].












Thus solving for the variational coefficients αj is equivalent to solving a matrix equation.










For our purposes, ∂λH = S
z









in accordance with Eq. (6.35) presented in the main text.
Higher order approximations can be obtained by solving Eq. (6.101) analytically or
numerically. Fig. 6·15 showcases the progressive convergence of local CD approxima-
tions to the exact CD as order q is increased. The plot shows the transfer efficiency for
a numerical simulation of a sweep across resonance over several orders of magnitude
in ramp time. Although higher order approximations mimic CD more closely, they
come at the cost of increased complexity which may not be experimentally feasible.
6.H High frequency Floquet Hamiltonian
We detail the stroboscopic equivalence between the Floquet Hamiltonian HF and
the LCD Hamiltonian in Eqs. (6.57) and (6.63) to leading order in the limit of high
frequency ω.
Considering the two-level Hamiltonian (6.57), we first go to a rotating frame to
cancel the rapidly oscillating term ∝ β(t)ωsin(ωt) that will be dominant in the limit
ω →∞. Given a unitarity transformation U , the effective Hamiltonian in the moving
frame is given by
H̄FE = U








generating a rotation about the z-axis by an angle θ(t) = β(t) (1 − cos(ω t)). The
resulting Hamiltonian in this rotating frame reads:
H̄FE = γ(t)S
z + ∆ [cos(θ(t))Sx − sin(θ(t))Sy] . (6.106)
In the high-frequency limit, ω−1 is the fastest timescale, leading to a time-scale
separation such that all parameters in the Hamiltonian are effectively constant over
multiple driving periods of cos(ω t). Moreover, we can perform a Magnus expansion
of H̄FE in powers of ω
−1 to approximate the Floquet Hamiltonian HF (Bukov et al.,
2015). To leading order, HF is found by averaging H̄FE over a period T = 2π/ω:
















dt sin(θ(t)) ≈ J0(β) sin(β), (6.108)
where J0 is a Bessel function of the first kind, and any time-dependence of β has been
neglected. This returns the Floquet Hamiltonian proposed in the main text, satisfying
HF = G(β)HLCD with G(β) = J0(β) cos(β).
The same derivation holds for the central spin model, with the unitary transforma-





























Regrouping terms and using Eq. (6.33) of the main text, we obtain the presented
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Floquet Hamiltonian as the period-averagd H̄FE.
We conclude this section with a couple of remarks: (i) The lab and rotating frames
periodically coincide such that the state of the system under dynamics generated by
HFE(t) is stroboscopically identical in both frames. (ii) The evolution under HFE(t)
is further stroboscopically equivalent to the evolution under HF (t) by design. This
implies by extension that dynamics under the LCD captured by HF (s) is stroboscopi-
cally equivalent to HFE(t) to leading order at high driving frequencies. (iii) Requiring
that λ̇ = λ̈ = 0 at the ramp endpoints further guarantees the equivalence and stability
of FE and LCD over a full sweep across resonance.
6.I Speed limit
The mapping between HFE and HLCD requires a time-rescaling transformation dt→
ds = G(t)dt. Interestingly, there exists a finite lab timescale τSL at which the
corresponding rescaled time vanishes. Although FE ramps over shorter timescales are
possible, they no longer map to LCD ramps.
To derive the speed-limit timescale consider a lab frame ramp with timescale τ















Re-scaling the integral by s′ = s/τS and expanding the J0(β) cos(β) term to leading
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order for β ≈ π/2, we obtain:













For concreteness, we evaluate this limit directly for a linear ramp λ̇ = 2λ0/τS. Using
























where the last scaling is obtained for ramps which begin/end far from resonance
λ0  ∆, and using grms ∼ g for γxx . g.
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Léonard, J., Morales, A., Zupancic, P., Esslinger, T., and Donner, T. (2017). Super-
solid formation in a quantum gas breaking a continuous translational symmetry.
Nature, 543:87–90.
Lerma H., S., Rombouts, S. M. A., Dukelsky, J., and Ortiz, G. (2011). Integrable
two-channel px + ipy-wave model of a superfluid. Physical Review B, 84(10):100503.
Levy, A. and Gelbwaser-Klimovsky, D. (2018). Quantum features and signatures of
quantum-thermal machines. arXiv, 1803.05586.
Li, G., Quan, H., and Tu, Z. (2017). Shortcuts to isothermality and nonequilibrium
work relations. Physical Review E, 96(1):012144.
Lidar, D. A. (2014). Review of decoherence free subspaces, noiseless subsystems, and
dynamical decoupling. Advances in Chemical Physics, 154:295–354.
Lidar, D. A., Chuang, I. L., and Whaley, K. B. (1998). Decoherence-free subspaces
for quantum computation. Physical Review Letters, 81(12):2594.
214
Linden, N., Popescu, S., and Skrzypczyk, P. (2010). How small can thermal machines
be? the smallest possible refrigerator. Physical Review Letters, 105(13):130401.
Links, J. (2017). Completeness of the Bethe states for the rational, spin-1/2
Richardson-Gaudin system. SciPost Physics, 3(1):007.
Links, J., Marquette, I., and Moghaddam, A. (2015). Exact solution of the p + ip
Hamiltonian revisited: duality relations in the hole-pair picture. Journal of Physics
A: Mathematical and Theoretical, 48(37):374001.
London, P., Scheuer, J., Cai, J.-M., Schwarz, I., Retzker, A., Plenio, M. B., Katagiri,
M., Teraji, T., Koizumi, S., Isoya, J., et al. (2013). Detecting and polarizing
nuclear spins with double resonance on a single electron spin. Physical Review
Letters, 111(6):067601.
Maly, T., Debelouchina, G. T., Bajaj, V. S., Hu, K.-N., Joo, C.-G., Mak-Jurkauskas,
M. L., Sirigiri, J. R., van der Wel, P. C., Herzfeld, J., Temkin, R. J., et al. (2008).
Dynamic nuclear polarization at high magnetic fields. The Journal of Chemical
Physics, 128(5):02B611.
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