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This dissertation is a summary of the research effort for the theoretical study, 
modeling, design, and optimization of solid state photovoltaic devices. Efficiency 
improvements may be gained in solar cells through engineering of optical properties and 
electronic structure of materials. The first part of the dissertation is focused on the 
optimization of metal back reflectors of thin-film solar cells. The light trapping property 
of thin-film solar cell is improved through optical modeling and a randomized back 
reflector structures is proposed for broad band solar spectrum application. The second 
part of the dissertation is the theoretical study of intermediate band solar cells where the 
conversion efficiency is improved through the insertion of intermediate energy band in 
the fundamental energy gap. The theoretical aspect of intermediate band photovoltaic 
devices is investigated and the predicted high efficiency is confirmed by drift-diffusion 
modeling. A practical way to spectrally decoupling absorption spectrum is proposed, and 
the practicability of intermediate band concept is assessed and compared to experimental 
work.    
The effect of grating structures on the back reflector is studied using electromagnetic 
modeling and an optimized structure is proposed to enhance the optical absorbance of 
these devices. The specific thin film solar cell studied is based on an amorphous silicon 
structure, though qualitative findings are applicable to any thin film solar cell technology.  
The goal is to find an optimal diffraction grating structure that is capable of exceeding 
solar cell efficiency for 1-D periodic grating couplers. A genetic algorithm (GA) is 
employed for this purpose. Solar cells with optimized arbitrarily shaped gratings exhibit a 
29% improvement over planar cells and 9.0% improvement over the optimal cell with 
periodic gratings. 
A new model incorporating carrier transport and recombination is proposed and 
simulation result shows the significance of this model in the modeling of intermediate 
xii 
 
band solar cell. The material ZnTeO is used as a numerical example for the intermediate 
band solar cell model. The optimal impurity concentration is determined to be 1018 cm-3 
for an optical absorption cross section of 10-14 cm2. The conversion efficiency of a ZnTe 
solar cell with a total recombination lifetime of 10 ns is calculated to increase from 14.39 
% to 26.87 % with the incorporation of oxygen. A spectrally decoupled scheme for 
subbandgap photovolatics is proposed in which, device structures with non-uniform 
occupation of intermediate electronic states are employed to reduce the dependence of 
conversion efficiency on spectral overlap. Solar cell conversion efficiencies are 
calculated for structures where absorption bands are spatially decoupled due to defined 
occupation of intermediate states. The spectrally-decoupled device provides a means to 
achieve high theoretical efficiency independent of spectral overlap that approaches the 
detailed balance efficiency limit of 63.2 % for intermediate state devices without spectral 
overlap. Fully coupled solution to partial differential equations provides insight into the 
operation of intermediate band solar cell. A doping compensation scheme is proposed to 
mitigate the space charge effects, and the device achieves conversion efficiencies of 
approximately 40%, similar to the maximum expected values from prior 0-D models. The 
analysis of experimental work using the model developed for intermediate band solar cell 
is conducted and ZnTeO alloy is chosen to be the material for intermediate band solar 





Chapter I Introduction 
  
1.1 The Importance of Solar Energy 
As greenhouse effect becomes more and more pronounced and fossil fuel resource 
will reach its limit in near future, the need for clean alternative energy emerges as an 
urgent issue in recent years. Utilization of solar energy has been one of the potential 
candidates for this, and is a technology that has been developed for many years. The use 
of solar photons to generate energy is undoubtedly a clean process, having minimal 
impact on the environment and ecology. 
1.2 Photovoltaic Effect and Its Limitation 
The photovoltaic effect is the phenomenon of generating electrical potential 
difference by light. The incident photons induce the transition of electrons from lower 
energy to higher energy states, and thus separate electron and hole quasi-Fermi levels. In 
the practical design of solar cells, the electric field in the depletion region of a p-n 
junction diode is utilized to separate excited electron-hole pairs, which are then collected 




Figure 1.1 illustration of photovoltaic effect 
 
The bandgap of semiconductor is an important consideration for solar cells, where 
large bandgap material is preferred for higher open circuit voltage, due to less 
recombination and higher potential barrier, while small bandgap material is preferred for 
higher short circuit current, due to more absorption. There is clearly a tradeoff where the 
optimal bandgap is near 1.1 eV [1]. For a given semiconductor, increasing optical 
absorbance is another consideration since it is related to the short circuit current. In 
practice, a thicker active region is preferred for higher optical absorbance, although this is 




Figure 1.2 Illustration of the tradeoff between open circuit voltage and short circuit 
current and the existence of Shockley and Queisser limit. 
 
 
Figure 1.3 Solar cell efficiency vs. cost. M.A Green, Progress in Photovoltaics 9, 123 
(2000) [2] 
 
Figure 1.3 illustrates the solar cell efficiency vs. cost. First generation cells generally 
consume more materials and thus are higher cost devices. Second generation thin film 
technology reduces the cost by using thin-film structures but light trapping is important 
especially for long wavelength photons. In chapter 2, the efficiency for thin-film cells is 
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increased by properly designed back reflectors. Third generation cells increase the 
efficiency by eliminating thermalization loss with multiple transitions or energy gaps and 
thus can be more cost-effective technology. In chapter 3-6, the theoretical aspects of 
intermediate band solar cells are examined and its practicability is assessed.  
Traditionally, bulk crystalline silicon solar cells dominate solar energy technology and 
single crystalline silicon wafers are used to fabricate devices which can achieve 
conversion efficiency around 20 %. The fundamental problem with this kind of device is 
electron (and hole) thermalization in which high energy photons dissipate excess energy 
as heat. Materials with large bandgap alleviate this phenomenon but also lead to lower 
short circuit current due to no absorption below the fundamental bandgap. Tandem cells 
are proposed as a solution. In this scenario, two or more junctions with different 
bandgaps are connected in series as in Figure 1.5 and light incident from the larger 
bandgap side of the device. Common material systems include silicon/germanium and 
III-V semiconductors. Recently, II-VI semiconductors have also attracted significant 
attention. The currently achieved highest efficiency is around 40% [3]. Nonetheless, the 
fabrication process is complex for multi-junction cells and current matching between 
different subcells has to be ensured in order to achieve high efficiency. In the more 
advanced form/next generation of tandem cell, states are inserted into the bandgap of the 
materials, where a single junction device may provide a broadband absorption spectrum 
while maintaining a large open circuit voltage. This is the concept of the intermediate 
band solar cell. It is promising in the aspect that it avoids the complicated design and 





Figure 1.4 Illustration of thin-film solar cell and the need of light trapping  
 
 
Figure 1.5 Illustration of a multi-junction cell 
 
To date, crystalline silicon solar cells have demonstrated efficiency near 25%. Notice 
that the silicon bandgap is close to optimal value of single junction conventional 
photovoltaic cell. GaAs based devices can achieve efficiency around 26%. The bandgap 
of GaAs is not optimal, though the higher mobility and longer recombination lifetime 
provides an advantage over silicon technology. The multi-junction cell base on III-V 
materials can achieve efficiency near 32%. Nevertheless, this kind of device is expensive 
and thus limited to space application. For low cost and large area, terrestrial application, 
thin-film amorphous/nano-cystalline silicon cell can be promising and currently achieve 
efficiency around 10%. Nonetheless, device degradation is still a concern. Thin-film 
CIGS or CdTe cell have emerged in recent year and can achieve efficiency as high as 
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20%, though cadmium and its compounds are carcinogens. While tremendous amount of 
effort is spent on the technology side of conventional devices, it is clear that the third-
generation photovoltaics are an important subject since it boosts the efficiency, and 
reduces the cost of power generation [4]. 
1.3 Efficiency Enhancement Techniques: Optical Aspect 
Solar cells based on single crystal silicon or epitaxial III-V compound 
semiconductors continue to provide the highest conversion efficiency. However, single 
crystal solar cells and associated concentrator cells are still higher in cost than desired for 
generalized commercial use. Thin-film solar cells provide a lower cost alternative to bulk 
and epitaxial single-crystalline solar cells[5].  Several thin film materials are currently 
under extensive study including copper indium gallium selenide (CIGS), CdTe, organic 
materials, amorphous silicon, microcrystalline silicon, and thin film silicon alloys [6]. 
The minority carrier diffusion lengths are generally small in these polycrystalline or 
amorphous thin films, requiring thin layers to maximize charge collection efficiency. The 
requirement for thin layers for maximum charge collection efficiency, however, is 
contradictory for the requirement to maximize solar energy absorption. Optical 
absorption in thin films is particularly small at longer wavelengths near the bandedge of 
the thin film material, where the absorption coefficient is low.  As a result, the optical 
design or equivalently, increasing solar cell’s light trapping capability is very important. 
Randomly textured surfaces have been used and investigated for both bulk crystalline and 
thin-film solar cell for many years [7-13]. These randomly textured surfaces are generally 
achieved through specialized etching techniques, where light can be reflected and 
“trapped” in a thin film structure by total internal reflection. Small pyramid structures 
have also been used on the front side of silicon solar cells in order to increase solar 
transmission and light trapping [14, 15].  Lithographically defined 1-D periodic gratings 
have also been investigated [7, 16-19] as an alternative to randomly textured surfaces. 
The randomly textured back reflector, however, typically shows superior performance 
experimentally when compared to lithographically defined gratings. The typical 
superiority of random gratings is generally attributable to the diffractive characteristics of 
light and the need to optimize the optical design across the broad solar spectrum. Despite 
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many past research efforts on thin film solar cells, the question may still be asked: what is 
the optimal design for light coupling and trapping in thin film solar cells? In the effort to 
work towards an answer to this important question, detailed studies of the optical 
characteristics and optimization of reflectors for thin film solar cells are described in this 
work. 
 
Figure 1.6 The concept of light trapping 
1.4 Efficiency Enhancement Techniques: Intermediate Band Concept 
Single-junction photovoltaic solar cells have demonstrated the ability to achieve 
power conversion efficiency values near the maximum theoretical limit [1, 4]. However, 
the maximum power conversion limitation for single-junction solar cells is lower than 
desired, due to energy loss for solar photons with energy exceeding the bandgap energy 
and absence of solar cell response to solar photons with energy below the bandgap energy. 
Power conversion efficiency has been improved for tandem and multi-junction solar cells, 
but these devices are more complex and are accompanied by higher manufacturing costs. 
In recent years, intermediate-band solar cells (IBSC) have been proposed to exceed 
efficiency limitations of conventional single-junction cells [1, 20]. In these devices, 
electron states are introduced in the forbidden bandgap of a conventional semiconductor 
to provide three optical absorption bands to respond to incident solar energy. Previous 
calculations have suggested a theoretical 63.2% efficiency limitation[20] for single-
junction intermediate band solar cells, motivating experimental efforts to realize these 
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promising photovoltaic devices. Several approaches have been proposed to practically 
realize an intermediate band solar cell (IBSC), including  quantum dots [21-26], dopant 
impurities ( often termed impurity-band photovoltaics) [27, 28], and dilute semiconductor 





























ZnTe (EG = 2.3 eV)
ZnTe w/ IB (Ei = 2/3 EG)
 




Figure 1.8 Illustration of intermediate band operation principle 
 
1.5 Outline of the Dissertation 
The first chapter is the introduction for the solar cell technology. Conventional 
technology and the current status of conversion efficiency achieved is described and 
compared. The concept of light trapping and intermediate band and their use and 
importance in the solar cell operation/technology is presented.  
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The second chapter is devoted to the electromagnetic modeling of photovoltaic 
devices. The effect of grating structure on the back reflector is studied and an 
optimization scheme and optimized structure is proposed to enhance the optical 
absorbance of these devices. Solar cells with optimized multi-level rectangular gratings 
exhibit a 23% improvement over planar cells and 3.8% improvement over the optimal 
cell with periodic gratings. Solar cells with optimized arbitrarily shaped gratings exhibit a 
29% improvement over planar cells and 9.0% improvement over the optimal cell with 
periodic gratings. The third chapter is devoted to the 0-dimensional, semi-analytical 
modeling of intermediate band solar cell. The previous work of detailed balance 
efficiency limit is reviewed and studied. A new model incorporating carrier transport and 
recombination is proposed and simulation result shows the significance of this model in 
the modeling of intermediate band solar cell. The material ZnTeO (EG = 2.3 eV,  EI = 1.8 
eV) is used as a numerical example for the intermediate band solar cell model, where 
conversion efficiency drops from 30.36 % to 19.4 % for a 10 μm long device for a 
recombination lifetime decrease from 1μs to 5 ns. The optimal impurity concentration is 
determined to be 1018 cm-3 for an optical absorption cross section of 10-14 cm2. The 
conversion efficiency of a ZnTe solar cell with a total recombination lifetime of 10 ns is 
calculated to increase from 14.39 % to 26.87 % with the incorporation of oxygen.  
The fourth chapter is spectrally decoupled scheme for subbandgap photovolatics in 
which, device structures with non-uniform occupation of intermediate electronic states 
are proposed to reduce the dependence of conversion efficiency on spectral overlap. Solar 
cell conversion efficiencies are calculated for structures where absorption bands are 
spatially decoupled due to defined occupation of intermediate states. Conversion 
efficiencies for a two section and three section device with spectral overlap of 4 eV are 
determined to be 52.8 % and 61.5 %, respectively, and are significantly larger than the 
calculated efficiency of 35.1% for the case of a standard multi-photon cell with uniform 
half-filled intermediate states The spectrally-decoupled device provides a means to 
achieve high theoretical efficiency independent of spectral overlap that approaches the 
detailed balance efficiency limit of 63.2 % for intermediate state devices without spectral 
overlap and 63.8 % for unconstrained triple-junction tandem cells. 
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The fifth chapter is the drift-diffusion modeling of intermediate band solar cell. Fully 
coupled solution to partial differential equations provides insight into the operation of 
intermediate band solar cell. Physical phenomenon including carrier transport, generation, 
intermediate band filling, and radiative/non-radiative recombination are all explicitly 
modeled under the framework of drift-diffusion model. The band diagram of intermediate 
band device is first time presented here, and its implication on device operation is 
discussion. The model is applied to a prototypical solar cell device, where strong space-
charge effects and reduced conversion efficiency are identified for the case of lightly-
doped absorption regions. A doping compensation scheme is proposed to mitigate the 
space charge effects, with optimal doping corresponding to one-half the concentration of 
intermediate band states. The compensated doping device design provides calculated 
conversion efficiencies of approximately 40%, similar to the maximum expected values 
from prior 0-D models.  
The sixth chapter is the analysis of experimental work using the model developed for 
intermediate band solar cell. The ZnTeO alloy is chosen to be the material for 
intermediate band solar cell, where oxygen states are served as intermediate sites in the 
fundamental bandgap and provide transitions in addition to conduction to valence band 
transitions. Absorption spectrum measurement shows significant sub-bandgap absorption 
with increased oxygen concentration. n-GaAs/p-ZnTeO diode is fabricated and spectral 
response shows enhanced long-wavelength response attributed to oxygen incorporation. 
The ZnTeO diode J-V under illumination shows higher short circuit current compared to 
ZnTe baseline devices. The theoretical calculation is conducted for both absorption 
spectrum and current voltage characteristics and result is compared to experiment data. 
Time-resolved photoluminescence measurements are used to infer carrier relaxation 
lifetimes, where time constants of > 1 μs and < 100 ps are measured for optical 
transitions at oxygen states and the conduction band, respectively. Rate equation analysis 
suggests excitation dependence for the lifetime of conduction band electrons, where an 
increase of carrier lifetime due to increased occupation of oxygen states is believed to be 
critical in achieving high conversion efficiency for solar cells based on multi-photon 










Chapter II Light Trapping in Thin Film Solar Cell 
  
2.1 Introduction 
Thin-film solar cells provide a lower cost alternative to bulk and epitaxial single-
crystalline solar cells.  Several thin film materials are currently under extensive study 
including copper indium gallium selenide (CIGS), CdTe, organic materials, amorphous 
silicon, microcrystalline silicon, and thin film silicon alloys. The minority carrier 
diffusion lengths are generally small in these polycrystalline or amorphous thin films, 
requiring thin layers to maximize charge collection efficiency. The requirement for thin 
layers for maximum charge collection efficiency, however, is contradictory for the 
requirement to maximize solar energy absorption. Optical absorption in thin films is 
particularly small at longer wavelengths near the bandedge of the thin film material, 
where the absorption coefficient is low. As a result, the optical design or equivalently, 
increasing solar cell’s light trapping capability is very important. 
The specific thin film solar cell studied is based on an amorphous silicon structure, 
though qualitative findings are applicable to any thin film solar cell technology. The goal 
is to find an optimal diffraction grating structure that is capable of exceeding solar cell 
efficiency for 1-D periodic grating couplers. A genetic algorithm (GA) is employed for 
this purpose.  In this approach, two different structures are proposed: multi-level 
rectangular gratings and arbitrarily shaped diffraction gratings. The former is 
experimentally feasible since multi-levels can be achieved by separate lithography and 
etch steps. The latter is somewhat difficult to realize experimentally but it mimics a 
randomly textured surface, and would indicate the morphological characteristics desired 




2.2 Thin Film Solar Cell Structures and Optical Modeling 
In order to study light trapping in thin film solar cells, the amorphous silicon thin-film 
solar cell structure is used as the prototype structure in this study. The baseline thin film 
solar cell structure consists of an amorphous silicon junction with top and bottom 
transparent ZnO contacts, and a back metallic reflector. The solar cell structure is shown 
in Figure 2.1 for the case of a flat cell and cell with a periodic grating. The amorphous 
silicon thickness is assumed to be 1 μm and conformal coverage is assumed for cells with 
periodic gratings. Material parameters used for a-Si and ZnO are taken from literature 
[39-42].   As a result, flat cells and cells with periodic gratings have the same amount of 
amorphous silicon material, and comparison of quantum efficiency reflects the light 
trapping capability of the structure. The ZnO front contact thickness is 100 nm and the 
thickness of the ZnO bottom layer varies with reflector geometry with groove height (hg) 
ranging between 0 and 800 nm. The groove period (P) ranges from 0.5 μm to 5 μm. Two 
proposed structures are shown in Figure 2.6 with potential to exceed periodic rectangular 
gratings through optimization. The first structure is a multi-level rectangular grating, 
which represents an option that may be fabricated lithographically. In the multi-level 
rectangular grating, adjacent groove height may be changed and adjusted independently 
between predefined levels. The number of predefined levels is chosen to be four in our 
simulation to represent a reasonable number for fabrication. The arbitrarily shaped 
diffraction grating structure can essentially have any shape down to the spatial resolution 
in the simulation, which is 0.0125 μm in the lateral x-direction and 6.25 nm in the 
vertical y-direction. Higher resolution in the y-direction can be realized by specifying 
higher precision for the variables in GA, but this also requires more generations to locate 
the maxima 
Solar cell efficiencies are calculated using finite element methods for Maxwell’s 
equations using the software COMSOL. Solar radiation is assumed to be at normal 
incidence, where a scattering boundary condition is used for the top surface and perfect 
electric conductor boundary condition for the bottom metallic reflector. For left and right 
boundaries, periodic boundary conditions are applied. One period of gratings is therefore 
sufficient to represent infinitely many periods of gratings. For multi-level rectangular and 
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arbitrarily shaped gratings, a device length of 5 μm is assumed. The device length of 5 
μm was chosen based on a series of simulations, where no apparent improvement was 
observed for larger devices lengths. The incident wave is assumed to have TE 
polarization, while TM or hybrid simulation can be easily implemented with same 
approach. Due to the assumption of TE polarization and two-dimensional device 
geometry, only one component of electric field needs to be solved, Ez. The electric field 
may be obtained by the solution of Helmholtz equation Eq. 2.1[43] 
0)()( 22 =+∇ rErE zz
vv μεω  2.1
where μ, ε are the permeability and permittivity of the materials, respectively.    
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where Pav, incident is the time-averaged pointing vector of the monochromatic incident field.  
Eq. 2.3 is under the assumption that all of the photo-generated electron-hole pairs are 
collected by the electrodes and contribute electrical current. In other words, the carrier 
recombination time in amorphous silicon is assumed to be much longer than the transit 
time in the intrinsic region of p-i-n diode. The integrated quantum efficiency is then 
















where S(λ) is the spectral response of the solar cell, which equals to QE(λ), and I(λ) is 
AM 1.5 solar spectrum [48]  
2.3 Electromagnetic Modeling Numerical Approaches and Finite 
Element Method  
Transfer or scattering matrix is the method based on matching the boundary condition 
for incoming and reflecting plane waves at different layers for a one dimensional 
structure. The scattering matrix in general has better numerical stability compared to the 
transfer matrix approach. While they are very easy to implement, their use may be limited 
to solving 1-D structures such as distributed Brag reflector (DBR). Effective index or 
other approximation may be applied to 2-D structures, though the result has to be verified 
with more accurate numerical methods. 
The rigorous coupled wave approach is based on a series expansion and can solve two 
dimensional periodic structures. It has been applied to solve diffraction gratings of 
various shapes, polarizers, and reflectors. The truncated series is used as an 
approximation to the solution, and the trade off is made between the accuracy, 
convergence and computational complexity.  
Finite difference time domain is a differential equation based numerical approach. 
Finite difference discretization is used to construct difference equations of Maxwell’s 
equations. It is very suitable for transient problems, and even for harmonic steady state 
problems, where the transient solution is still computed, and the convergence is achieved 
when the error between the solution at the current instant of time and the solution at the 
previous instant of time becomes negligible. Practically, FDTD is easy to implement 
using C/C++ or Matlab. Nonetheless, the geometry might be limited to rectangular 
shaped structures. The grid has to be very dense, normally a tenth to twentieth of the 
wavelength in the dielectric materials, and grid spacing should be uniform or quasi-
uniform in order to have accurate results.   
The finite element method is in general more difficult to implement due to the 
complexity of the formulation and coding. The convergence is not as clear as the finite 
difference method. The advantage is that it is not restricted to rectangular structures, and 
triangular mesh can conform to irregular geometry.  
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Ray tracing techniques are widely used to estimate the enhancement of optical path 
length for solar cells. Nonetheless, the wave characteristics are lost and interference is not 
taken into account. While it provides insight into the optical path length inside the device 
to some extent, the dependence of response on wavelength may not be accurate. Wave 
optics is recently employed to investigate the optical property of solar cell structures 
since the diffraction of back reflectors is a complex phenomenon and requires full wave 
simulation. Potential techniques for EMW simulation include T-matrix or S-matrix, RCW, 
and beam propagation. Here we choose the most accurate and computational demanding 
ones, i.e., FDTD and FEM, to have the most accurate and reliable result. FDTD method 
is implemented with Sentaurus Device EMW and the FEM is implemented with Comsol 
Multiphysics RF module. 
2.4 Design of Zno/Ag Back Reflector  
2.4.1 Flat Cell and Periodic Gratings  
It is illustrative to first compare the characteristics of planar solar cells and solar cells 
with periodic gratings. For periodic gratings, optical coupling and trapping will depend 
on the relationship of groove height and groove period, which will have strong optical 
interaction with specific wavelengths in the solar spectrum. The calculated QE for 
varying groove height and a fixed groove period of 1 μm  are  shown  in Figure 2.2  for λ = 
1000  nm  and  λ =  400  nm.  For the planar solar cell, the groove height equals the total 
bottom ZnO thickness in excess of 200 nm. In these plots, the planar cell shows 
impedance matching characteristics where periodic maxima and minima in QE 
correspond to optical interference in the structure. Clear resonant peaks are observed for 
cells with periodic gratings at λ =  1000  nm  corresponding to the Bragg condition in the 
cell at this wavelength. The observation of strong resonance in the QE versus groove 
height is due to weak absorption in a-Si at this near infrared wavelength. At λ =  400  nm, 
cells  with  periodic gratings show significant performance improvement over flat cells for 
groove height exceeding ~100 nm. The enhancement of QE for cells with periodic 
gratings at λ=1000 nm can be qualitatively understood by the following argument. 
Incoming solar radiation will experience reflection at the solar cell surface, ZnO/a-Si 
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interfaces, and back reflector. For flat cells, light that is coupled into the cell, but not 
absorbed in the a-Si, will reflect from the backside and escape from the top surface. The 
periodic grating on the backside will diffract the light at an angle, with potential for 
multiple internal reflections, leading to a longer optical path length and increased 
probability for absorption. At shorter wavelengths, optical absorption is high, leading to 
rapid decay of the incoming wave, as illustrated in Figure 2.3. The enhancement observed 
at λ=400  nm  for  QE  of  cells  with  periodic  gratings  is  then  primarily  related to 
improved transmission of the front side in solar cell structure. The grating structure on 
the top side therefore acts as an anti-reflection layer. 
 
Figure 2.1 Device structures of flat cell and cell with periodic grating couplers. The cells 




Figure 2.2 Quantum efficiency versus groove height for flat cells and cells with periodic 




Figure 2.3 Electric field profile for cells with periodic grating couplers for λ=400 nm 
(upper left), λ=600 nm (upper right), λ=800 nm (lower left), and λ=1000 nm (lower right).  
hg=300 nm and P=1 um. 
 
The comparison of solar cells with periodic gratings of varying groove height 
illustrates the complex dependence of QE on grating geometry. For shorter wavelength, 
QE is generally strong for groove height exceeding a particular value. For longer 
wavelengths, QE will be optimal for particular geometry at a particular wavelength due to 
resonant behavior. The resonant behavior, however, will not correspond to other 
wavelengths in the solar spectrum, and may not provide the optimal overall solar cell 
efficiency. Integrated quantum efficiency, therefore, should be calculated and used to 
assess and optimize periodic diffractive grating performance. The dependence of 
integrated QE on the groove height and groove period of solar cells with periodic gratings 
is plotted in Figure 2.4. From this plot, the optimal groove height and groove period are 
hg=325 nm and P=1.4μm respectively, with an integrated QE of 0.579. This maximum 
integrated QE may then be defined as the optimal solar cell with a periodic grating, to be 
compared to random grating structures later. Qualitative dependencies of integrated QE 
on periodic grating geometry are discussed in the following. For groove periods that are 
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too large, there is insufficient interaction with the incoming radiation at short 
wavelengths, reducing the effectiveness of the grating to act as an anti-reflection layer. 
Similarly, groove periods that are too small (less than ~1 μm) result in decreased 
integrated QE, likely due to weak interaction between the electromagnetic wave and the 
small feature size. Similar to groove period, small groove height results in a decrease in 
integrated efficiency due to insufficient interaction with the optical wave. The integrated 
QE is relatively insensitive to groove height at larger dimensions. This insensitivity is 
related to the broad band nature of the solar spectrum, where a given groove height only 
results in resonant behavior for particular wavelengths.  
 
Figure 2.4 Integrated quantum efficiency versus groove period (P) and groove height (hg). 
AM 1.5 solar spectrum is assumed 
2.4.2 Genetic Algorithm  
A genetic algorithm (GA) or evolutionary algorithm is a stochastic global search 
method that mimics the metaphor of natural biological evolution [49]. The principle of 
survival of the fittest is applied to a population of individuals, which are potential 
solutions to the problem. Individuals with higher fitness in the problem domain have a 
better chance to be selected and to reproduce their own offspring. This results in 
individuals who are better suited to the environment tend to have more children and 
higher fitness as the evolution process proceeds, just as in natural adaptation. Genetic 
algorithms are particularly suited for search in very large or unbounded sample spaces, 
and it has been proven useful in many different fields [50-53]. In the case of light 
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coupling and trapping in solar cells, the complexity associated with the wave nature of 
light and broad solar spectrum results in a similarly large samples space for possible 
grating structures for optimization of solar cell efficiency.  
 
Figure 2.5 Genetic algorithm flow chart 
 
The specifics of the GA employed in this study are detailed below. Binary coding is 
employed for chromosome representation, where randomly generated bit strings are used 
to initialize the population. Population size ranges from 10-50 individuals were used in 
this study.  For selection, stochastic universal sampling (SUS) is employed, which is a 
single-phase sampling algorithm with minimum spread and zero bias. Instead of the 
single selection pointer employed in traditional methods (e.g. roulette wheel methods), 
SUS uses N equally spaced pointers, where N is the number of selections required. The 
population is shuffled randomly and a single random number, ptr, in the range [0 Sum/N] 
is generated, where Sum is the summation of all individuals’ fitness value. The N 
individuals are then chosen by generating the N pointers spaced by [1, ptr, ptr+1, ... , 
ptr+N-1], and the individuals whose fitness span the positions of the pointers are selected.  
Single point crossover is used for recombination. Randomly determined position in the 
chromosome (binary bit strings) is set as the crossover point. The portion of the 
chromosome after the crossover point is substituted with the chromosome of the other 
parent, and thus two parents reproduce two new individuals. For mutation, each bit in the 
chromosome has small probability to change its parity, as mimics natural evolution. 
Finally, uniformly random reinsertion is used to form new populations. When deciding 
which members in the old population should be replaced by new individuals, the most 
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straightforward strategy will be replacing the least fit ones. Nonetheless, many other 
schemes are proposed and it has been shown there is not much difference in their 
convergence behavior.  In addition, it is advocated that replacing the least fit individuals 
during reinsertion equivalently implements elitist strategy.  Here, uniformly random 
scheme is used and thus the replacement of the old individuals in a population is 
determined randomly.  
2.4.3 Genetic Algorithm Optimized Grating for Solar Cell Application  
The definition of the device structure using the GA approach is described in the 
following, and illustrated in Figure 2.7. For a four-level rectangular grating, the variables 
in the GA are hg(i) and P. The variable hg(i), i=1, 2, … ,10 is the groove height for each 
index point in the grating, and P is the groove width. Four-level grating can give larger 
searching space (or equivalently randomness) in the optimization process and thus higher 
efficiency can be achieved compared to two-level gratins. For arbitrarily shaped gratings, 
401 vertices, (x(i), y(i)), i=1,2, …, 401 are utilized to “draw” the device structure. The 
values for x(i)=0, 0.0125 μm, 0.025 μm, …, 5 μm are fixed with a total device length of 5 
μm. Although the vertices define the shape of the gratings, the slopes between vertices 
are used as the variables in the GA to define the shape of the structure. The values for the 
vertices are then given by y(i) = y(i-1)+s(i-1)Δx, where Δx=0.0125 μm is the x-spacing 
and s(i) is the slope. Specifying the slope of the structure turns out to be an effective way 
to “draw” the device geometry since by limiting the slope, GA gives gradually changed 
profile, which is a more realistic picture of a randomly textured surface. The optimal 
shape may then be generated as the result of evolution. Diffraction gratings defined in 
this way can have virtually any shape within the resolution and slope limitation. Genetic 
algorithm is an excellent method for this kind of problem because of its ability to find 
maxima of irregularly behaved functions. Due to the fact that the optimal geometry 
cannot be known from simple analysis or analytical solutions and sweeping entire 
parameter space is computationally impossible, genetic algorithm have to be utilized to 
find local or even global maxima of objective function. Here the objective function is the 
efficiency of solar cells. Other techniques such as Fourier analysis may be applied 








Figure 2.7 Illustration of the genetic algorithm scheme for multi-level rectangular 
gratings (top) and arbitrarily shaped gratings (bottom) 
 
A random square grating may then be considered to improve integrated QE in 
comparison to a periodic grating. The advantage of a non-periodic geometry is that the 
diffractive behavior of a more randomized grating will be distributed over a wider range 
of the solar spectrum. The optimization of these structures cannot be performed directly 
as in the case of periodic structures, due to the much larger number of possible 
geometries. To further examine potential improvements over periodic gratings, a multi-
level randomized rectangular grating is studied. The four level grating may be fabricated 
using three photolithography and etch steps. Rectangular gratings of more levels may be 
capable of providing even better performance due to a larger search space, but the four-
level system is chosen for practicality. The groove height (or etch depth) was varied to 
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have four levels in the range of 0-800 nm, and groove width varying between 0.4 μm and 
0.8 μm. These values were chosen to correspond to dimensions examined in the study of 
periodic gratings as shown in Figure 2.2. The statistics using the genetic algorithm 
methodology are shown in Figure 2.8 for one run, where the mean is the average of 
integrated quantum efficiency among all individuals of a certain generation. The mean 
shows an initial increase and then convergence to a maximum of the objective function. 
Standard deviation quantifies the diversity within a population, which should decrease 
since the fittest individuals tend to dominate in the evolution. The final structure obtained 
in one run is shown in Figure 2.8, with corresponding electric field profile at λ=1000nm 
and λ=400nm shown in Figure 2.9. The GA optimized four-level rectangular grating 
structure is capable of achieving integrated QE of 0.6010, in comparison to 0.5790 (3.8% 
improvement) for the optimal periodic grating and 0.4873 (23.3% improvement) for a 
planar solar cell.  
 




Figure 2.9 (Left) electric field profile at λ=1000nm.  (right) electric field profile at 
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λ=400nm for multi-level rectangular gratings.    
 
 




Figure 2.11 (Left) electric field profile at λ=1000nm.  (right) electric field profile at 
λ=400nm for arbitrarily-shaped rectangular gratings.    
 
The four-level rectangular grating demonstrates an appreciable increase in efficiency 
over the periodic grating, though it is not clear that this geometry is the optimal grating, 
based on the practical constraints defined for rectangular geometry and four level 
limitation. Experimentally, randomly textured ZnO/Ag back reflectors have always 
demonstrated high performance, but the underlying reason is still not very clear. The use 
of the GA approach to examine an arbitrary reflector geometry may provide insight to the 
optimal geometry and high performance of solar cells using textured surfaces. Initializing 
a random structure for the GA optimization resulted in high integrated QE before 
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optimization, indicating the high performance achievable for randomized patterns in 
comparison to well-defined grating structures. The final structure of a GA optimized 
structure is shown in Figure 2.10, with electric field profiles at λ=1000 nm and λ=400 nm 
shown in Figure 2.11. The GA optimized arbitrarily shaped grating is capable of 
achieving an integrated QE of 0.6313, an improvement of 9.04% over the best cell with 
periodic gratings and 29.6% over a planar solar cell.  
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Figure 2.12 The spectral response of flat cell for TE polarization, cell with the most 
efficient periodic grating couplers, and GA optimized gratings. 
 
It is instructive to examine the spectral response of the various grating structures, in 
addition to the integrated QE, as shown in Figure 2.12.  Flat cells and periodic gratings 
show impedance matching characteristics, which can be easily observed at short 
wavelength (λ=400 nm-600 nm). The GA optimized structure demonstrates a relatively 
flat response at these wavelengths, which is a primary source for overall solar cell 
efficiency improvement. Since optical absorption is strong at these short wavelengths, the 
flat response may be attributed to improved optical coupling (i.e. broadband anti-
reflection) rather than light trapping. At longer wavelengths, absorption in the cell is 
weaker, where cell efficiency will depend on the ability to diffract and trap light in the 
cell. Light diffraction and trapping in periodic cells only occurs strongly at defined 
resonance peaks, where optical interactions are weak for the remaining solar spectrum. In 
the arbitrary grating structure, there is significant light trapping across a broad range of 
the solar spectrum, leading to increased efficiency. This point is reinforced by the 
comparison between the spectral response of multi-level rectangular grating and 
arbitrarily shaped gratings where the latter has much higher integrated quantum 
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efficiency. Although not as strong as in periodic gratings, some resonance is still 
observed for the four-level rectangular gratings, while there is almost no resonance peak 
for the arbitrarily shaped gratings. From these results, it is clear that a flat response is a 
desirable characteristic for diffraction gratings in the solar cell. 
It is also illustrative to exam the polarization dependence of optimized structure. 
Figure 2.13 shows the spectral response and resultant integrated quantum efficiency for 
the case of TM polarized light. Notice that the efficiency is higher for the randomized 4-
level or arbitrarily shaped structure, compared to optimal cell with periodic gratings. This 
finding further pinpoints the superiority of the random reflector over a well-defined 
structure as far as the broad-band solar spectrum is concerned. For a random structure, 
the polarization preference is much weaker, though on the contrary, periodic structures 
normally lead to strong polarization dependence due to its well-defined geometry that can 
only respond well to certain wavelengths at one polarization. Periodic 2-D gratings might 
eliminate the polarization dependence, though stronger resonance peaks are expected and 
overall integrated quantum efficiency might not be improved to noticeable extent. 
Polarization dependence can be completely removed in 2-D randomized gratings. In 
addition, it might also be capable of achieving weak angle dependence structure where 
the change in cell absorbance is minimal with respect to varying incidence angles.   
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Figure 2.13 The spectral response of flat cell for TM polarization, cell with the most 
efficient periodic grating couplers, and GA optimized gratings. 
 
 
Figure 2.14 The power spectral density (PSD) of flat cell, cell with the most efficient 
periodic grating couplers, and GA optimized gratings. 
 
The surface texture of the GA optimized structure may be further analyzed to gain 
insight to the high QE observed. Fourier analysis of the rectangular periodic grating and 
arbitrarily shaped GA optimized grating are shown in Figure 2.14. Here we utilize the 
Power Spectral Density (PSD) to characterize our proposed ZnO/Ag back reflectors 
structure [54, 55].  PSD is a spectral analysis method based on FFT (Fast Fourier 
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Transform) and our calculation of PSD is done with the help of Matlab signal processing 
toolbox using the Multitaper method. Detailed mathematics background can be found in 
[56]. The PSD provides a means of illustrating the spatial frequency components of the 
surface texture, and hence facilitates the analysis of the interaction between the surface 
microstructures and light. PSD is a valuable analysis tool particularly when regularity of 
the surface needs to be minimized. A standard technique of characterizing surface 
roughness is through simply providing a value for rms roughness, however this does not 
provide information on the spatial dimensions of the roughness. In fact, it is possible for 
both a virtually random and an extremely regular surface to produce the same rms 
roughness value. However, a random surface will have essentially no peaks in the PSD 
plot, while a very regular surface will show strong peaks[57]. By placing limits on the 
power measured in the PSD, a desired level of randomness in the surface can be ensured. 
The PSD for periodic and GA optimized random gratings are shown in Figure 2.14. The 
PSD for the periodic grating shows strong peaks at several spatial frequencies 
corresponding to the periodicity in the structure, while other frequencies have a relatively 
weak spectral power. The vertical scale is from -360 to -170 dBm and the variation of the 
power spectrum is very significant. The sharp features in the PSD would be undesirable 
for a solar cell grating, where sharp resonance will be observed, but only at narrow bands 
within the solar spectrum. It should be noted that these preferential frequencies may not 
directly coincide with the resonance frequency observed in the solar cell spectral 
response since detailed analysis (e.g. Maxwell’s equations) has to be done in order to 
know the interaction between the optical wave and spatial dimensions of the grating. For 
GA-optimized arbitrarily shaped gratings, no strong peak is observed in its PSD plot 
while the power spectrum has spatial frequency components at almost every frequency. 
The power decreases by several orders of magnitude with increased spatial frequency, 
similar to experimentally measured PSD of textured ZnO surface. Note the vertical scale 
is from -280 to -170 dBm and the variation of the spectral density is relatively small 
compared to periodic gratings indicating GA-optimized arbitrarily shaped gratings’ 
random nature. The PSD is consistent with its spectral response where there are no strong 
resonant peaks. The optimal grating will therefore provide the maximum optical coupling 
and trapping when considering the full solar spectrum, generally resulting in a flat PSD 
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across spatial frequencies. Some shape of the PSD spectrum might be expected for the 
optimal diffraction grating to match the shape of the solar spectrum, though we observe 
little, if any, shape for the GA optimized structures studied.    
2.5 Conclusion 
Optical aspect of photovoltaic devices is studied and conversion efficiency is 
calculated for thin film solar cells with varying diffraction grating geometry assuming 
ideal collection efficiency and using rigorous solutions of Maxwell’s equations. Planar 
cells show QE fluctuations with the thickness of the individual layers or wavelength, 
attributed to impedance matching and wavelength dependent absorption coefficient. Cells 
with periodic grating couplers show higher QE at short wavelength in comparison to 
planar cells as a result of higher transmission introduced by the grating structure on the 
front contact. At longer wavelength, resonance peaks are observed at specific 
wavelengths corresponding to the geometry of the grating. The resonant behavior 
provides an overall higher QE for cells with periodic gratings in comparison to planar 
cells, attributed to light trapping. GA optimized multilevel-rectangular gratings provide a 
23% improvement over flat cells and 3.8% improvement over the best cell with periodic 
gratings. The improved behavior is believed to be the result of light coupling and 
trapping effects for a broad range of the solar spectrum.  GA optimized arbitrarily shaped 
gratings further enhance this effect, where a 29% improvement over flat cells and 9% 
improvement over the best periodic gratings are observed. Arbitrarily shaped grating 
demonstrate a very flat spectral response and uniform PSD. Analysis of the PSD on 
experimental solar cell diffraction gratings would provide a useful tool in the 
optimization of these structures. This work further confirms the value of utilizing 





Chapter III 0-Dimensional Semi-Analytical Modeling of 
Intermediate Band Solar Cell 
  
3.1 Introduction 
Single-junction photovoltaic solar cells have demonstrated the ability to achieve 
power conversion efficiency values near the maximum theoretical limit [1, 4]. However, 
the maximum power conversion limitation for single-junction solar cells is lower than 
desired, due to energy loss for solar photons with energy exceeding the bandgap energy 
and absence of solar cell response to solar photons with energy below the bandgap energy. 
Power conversion efficiency has been improved for tandem and multi-junction solar cells, 
but these devices are more complex and are accompanied by higher manufacturing costs. 
In recent years, intermediate-band solar cells (IBSC) have been proposed to exceed 
efficiency limitations of conventional single-junction cells [1, 20]. Since the original 
IBSC model by Luque and Marti in 1997 [20], there have been several continued efforts 
similar to this detailed balance approach [58-67]. Nevertheless, the effect of carrier 
transport and recombination has not been adequately incorporated in these models despite 
the major impact of these processes on the solar cell conversion efficiency. The neglect 
of carrier transport and recombination in IBSC models ignores important physical 
characteristics of the devices, where proposed approaches of realizing an intermediate 
band are well known to strongly influence carrier transport and recombination properties 
in the material and ultimate solar cell conversion efficiency. The incorporation of 
impurities or introduction of a dilute alloy (e.g. N in III-Nx-V1-x or O in II-Ox-VI1-x)  will 
significantly alter carrier transport and will typical decrease the minority carrier lifetime 
[31, 35, 36, 38]. Techniques of synthesizing quantum dots may also increase non-
radiative or interface recombination rates, while the radiative recombination lifetimes 
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may be inherently short in the  range of nanoseconds [38, 68-72].  It is therefore highly 
important to include the effects of carrier transport and recombination for IBSC models 
to ensure that calculated power conversion efficiency values are not significantly over-
estimated. The incorporation of carrier transport and recombination also provides a 
means of investigating the impact of important material parameters such as carrier 
mobility and minority carrier recombination lifetime on solar cell operation to properly 
guide the design and analysis of these devices. In this study, we assess the performance 
of IBSC via a semi-analytical model that incorporates the influence of finite carrier 
mobility and carrier recombination mechanisms to highlight the influence of these non-
ideal properties and their influence on conversion efficiency. The IBSC model presented 
is further applied to determine the optimal concentration of intermediate band states and 
energetic position of these states for an IBSC.  
 
3.2 Detailed Balance Efficiency Limit for Intermediate Band Solar Cell 
The derivation of detailed balance efficiency limit is under the assumption that only 
radiative recombination exists in semiconductor [20]. Starting from photon rate equation, 
the spontaneous emission, absorption, and stimulated emission are three mechanism that 
transfer the electrons from one band to the other.  
 
 
Figure 3.1 Illustration of different transition mechanism in IBSC 
The existence of intermediate band provides two additional paths for generation and 
recombination processes to occur, which corresponds to the second and third summation 





































n is refractive index of the semiconductor, c is the speed of the light. h is the coefficient 
relates to oscillator strength of radiative transition, f is the occupation factor of the 
electronic states. Subscript is of the form Xy (X = C, V, I, y = i, j). X represents CB, VB, 
or IB. y is the state index, representing initial or final state. υ is the photon number in the 
mode. x is space coordinate. 








where αVC, αIC, αVI are the absorption coefficient for VB to CB, IB to CB and VB to IB 










where E is energy and μXY = EFX-EFY is the separation between quasi-Fermi levels. It 
should be noted that μCV = EFC-EFV = VA is the applied bias of the diode. The efficiency 
then can be calculated by integration over photons of different energy. The details for the 




Figure 3.2 Comparison of intermediate band solar cells and single and multi-junction 
cells. Reference A. Luque and A. Marti, Phys. Rev. Lett. Vol. 78, pp. 5014, (1997) [20] 
 
The detailed balance model predict an ideal efficiency of 63.2% [20, 59, 60, 62] 
though it doesn’t include the effect of finite mobility and realistic lifetime which might be 
much shorter than radiative lifetime predicted by black body radiation.  In the following 
section, carrier transport and recombination model is presented to provide deeper insight 
into the operation of intermediate band solar cell.   
 
3.3 Carrier Transport and Recombination Model 
3.3.1 Theoretical Background and Formulation 
The neglect of carrier transport and recombination in IBSC models ignores important 
physical characteristics of the devices, where proposed approaches of realizing an 
intermediate band are well known to strongly influence carrier transport and 
recombination properties in the material and ultimate solar cell conversion efficiency. It 
is therefore highly important to include the effects of carrier transport and recombination 
for IBSC models to ensure that calculated power conversion efficiency values are not 
significantly over-estimated. 
A common photovoltaic solar cell device structure proposed for the IBSC is the p-i-n 
(or p-υ-n and p-π-n) configuration [21, 22, 24-26, 73-75], which will also be used in this 
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study (Figure 3.3). This device structure incorporates a lightly doped absorber region and 
highly doped p- and n-type layers that clamp the built-in potential to maintain a large 
open circuit voltage [73].  
 
Figure 3.3 Illustration of device structure and generation-recombination mechanisms in 




Figure 3.4 Illustration of  absorption coefficient v.s. photon energy (top) and EL, EH, EG 
(Bottom).  
The baseline photocurrent density due to valence to conduction band optical 
transitions for this device structure may be expressed as [76-78] 















where W is the width of absorber, JL0 is the photocurrent density at large reverse bias [77],  
μn and μp are the electron and hole mobilities, τn,tot and τp,tot are the total recombination 
lifetime values for electrons and holes, F is the electric field, ln and lp are the electron and 
hole drift length, and lC is the collection length defined by lC = ln + lp = μnFτn,tot + μpFτp,tot. 
The ratio of W/[ lC(1-VA/Vbi)] determines the charge collection efficiency, where the case 
of large W with respect to drift length would result in low charge collection efficiency 
due to carrier recombination prior to collection at the  p- and n-type emitters. 
The intermediate band provides an additional generation-recombination path 
represented by  
( ) ( ) ( ) ( )( )∫ −= HL tot0ICIC exp
E
E dExEEIExG αα  3.5.a.






where GIC is the generation rate from intermediate to conduction band and GVI is the 
generation rate from valence to intermediate band, I0(E) is the incident light from the 
solar spectrum, E represents energy, and αIC and αVI is the absorption coefficient for IB 




















where fs =  1/46050 is the solid angle subtended by the sun, X is the solar concentration, 
and Tsun = 5963 K is the temperature of sun, k is the Boltzmann constant, c is the speed of 
light, and h is the Plank constant. In this study, X=1 (one sun condition) is assumed 
unless otherwise noted. The absorption coefficient for the optical transitions is dependent 
on carrier occupation in the intermediate electronic states, represented by [23]:  
( )ff −== 1, VI0VIIC0IC αααα  3.7
where αIC and αVI are the absorption coefficients for IB to conduction band (CB) and 
valence band (VB) to IB transitions, respectively (Figure 3.4), and f characterizes the 
filling of IB. This formulation accounts for the effect of IB electron state filling on the 
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absorption process, where the presence of an electron (hole) is required for for IB (VB) to 
CB (IB) transitions. The absorption coefficient constants αIC0 and αVI0 represent the 
oscillator strength of the transitions and density of states in the  energy bands. 
The net photocurrent density due to photo-generated carriers via the intermediate 
band may then be calculated by substituting the generation rates above into the continuity 
equation for photo-generated excess carriers, as described in the following. The uniform 
field approximation is used [76], assuming that the electric field does not significantly 
vary across the lightly doped or intrinsic region. The electric field may deviate from this 
assumption near the edge of the depletion region, but is not expected to significantly alter 
charge collection. The diffusion current is assumed to be negligible for this device, where 
the i (υ, π) region will be fully depleted and the drift field will be responsible for 
electron-hole pair separation for photo-generated carriers. The continuity equation for 
excess electron concentration can then be written as  










where vn = μnF, F=Vbi/W, μn is electron mobility, Vbi is the built-in potential, W is the 
absorber basewidth, and τn,tot is the net recombination lifetime for electrons in the 
conduction band. The boundary condition for this device defines that the excess carrier 
concentration vanishes at the depletion region edge under short circuit conditions [73, 74, 
76]. The net recombination lifetime, including non-radiative processes, may be described 
by  
nrintn,CVCItotn, 11111 /τ/τ/τ/τ/τ +++=  3.9.a.
Similarly for holes, the net recombination lifetime may be described by 
nrintp,CVIVtotp, 11111 /τ/τ/τ/τ/τ +++=  3.9.b.
where τCV, τCI, and τIV are radiative recombination lifetime for CB to VB, CB to IB and 
IB to VB transitions respectively. The variable τint is the internal recombination lifetime, 
which represents recombination  associated with the overlap between optical absorption 
spectra for the three transisitions in the IBSC [60]. Non-radiative recombination is 
represented by the lifetime parameter τnr. The radiative carrier lifetimes associated with 
































































where n0 and p0 are electron and hole equilibrium carrier concentrations. The energy 
values EL, EH and EG represent the edge of the absorption transitions, as shown in Fig. 2. 
The calculated values of τCI and τIV using Eq. 3.10.a and Eq. 3.10.b are in the range of μs. 
Overlap between the absorption spectra of the optical transitions is assumed to be 
negligible in this analysis (neglect τint). Non-radiative recombination processes are 
lumped in the constant τnr, including Shockley-Read-Hall and other non-radiative 
processes. 
The solution to the continuity equation (Eq. 3.8) is 










IC exp/  3.11
where ln = vnτn_tot is the electron drift length. The electron photocurrent density due to 
optical generation via the intermediate band can then be determined by 












ICnnIB,ph, exp  3.12.a.
 
Similarly, the hole photocurrent density due to optical generation via the intermediate 
band can be determined by 













VIppIB,ph, exp0  3.12.b.
Substituting GIC and GVI (Eq. 3.5.a and Eq. 3.5.b) into the electron and hole current 
density equations (Eq. 3.12.a and Eq. 3.12.b), the intermediate band occupation factor f 
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The constraint to match electron and hole photocurrent density via the intermediate band 
is based on the requirement that the net generation and recombination rate in the absorber 
are balanced to maintain charge neutrality. The intermediate band occupation factor, f, 
may have a spatial dependence, but is assumed to be a constant for the intrinsic or lightly 
doped absorber region [20, 59, 60].  
The diode dark current density may be expressed as 
nrCIr,CVr,diffD JJJJJ +++=  3.14.a.


































where VA is the applied bias, Wp and Wn are the width of the p- and n-type emitter layers, 
NA and ND are the acceptor and donor concentration in the p- and n-type  emitter layers, 
ni is the intrinsic carrier concentration, and Dn and Dp are electron and hole diffusion 
coefficients. In this study, the device parameters for the heavily-doped p- and n-type 
layers are assumed to be Wp = Wn = 0.1 μm, NA = ND = 1019 cm-3. The values of Dn and 
Dp are determined by the Einstein relation using the mobility values defined. The term 






































































where μCI  = EFC – EFI represents the splitting of Fermi level between CB and IB.  
The value of μCI  is a fraction of VA related by (1-ξ) VA , where ξ is a value between 0 
and 1 under dark conditions. The parameter ξ is determined by matching the electron and 

























































































The parameter μIV  = EFI – EFV can be represented as ξVA due to the relation μCI +μIV 
= (1-ξ) VA +ξ VA = VA  [20]. The final term for nonradiative recombination current 






















where γ = 1+ τnr/τr. In this study, γ is generally assigned a value of 10 corresponding to a 
radiative efficiency of 90%, which is a typical value for a high quality direct bandgap 
semiconductor material such as GaAs. Finally, the total diode current density is 
determined by the sum of dark current, photocurrent due to valence- to conduction-band 
and intermediate-band radiative transitions   
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( )IBph,baselineph,D JJJJ +−=  3.15






where Jsc is the short circuit current density, Voc is the open circuit voltage, FF= JmVm/ 
JscVoc is the fill factor, and Isun is the solar irradiace under one sun condition [58]. The 
values Jm and Vm are the current density and voltage at the operating point where the 
power output from the solar cell is maximum. Similar to the original detailed balance 
model [20], the analytical model here does not incorporate transport properties within the 
intermediate band. The carrier transport in the intermediate band may help to balance the 
charge distribution in the intermediate band, and thus analytical models may be applied 
more appropriately to the case of efficient IB transport since in these models [20, 58-60, 
62, 65, 68], constant absorption coefficient or uniform state filling is assumed. 
Nonetheless, the true effect of IB transport on solar cell operation has not been clear to 
date.     
The physical processes associated with the intermediate band will depend on the 
nature and density of the intermediate band electronic states, and will be material and 
process specific. As a first order approximation, the dependence of optical absorption 
and carrier lifetime will be related to the concentration of intermediate band states (NI) 
according to the following description. Optical absorption coefficients and net 
recombination lifetime are assumed to have the following linear relationships [23, 27, 
28]  
fNfN Inopt,IC0IIC )( σαα ==  3.17.a.








where σopt,n and σopt,p are electron and hole optical absorption cross sections, and C is 
the capture coefficient. The expressions in Eq. 3.17.a and Eq. 3.17.b follow the 
formulation for Shockley-Read-Hall recombination and optical generation from 
localized donor or acceptor states [27, 28] and has been recently used in the context 
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of IBSC to explain experimental observations [23]. The recombination lifetime in Eq. 
3.18 simply assumes that the recombination lifetime is inversely proportional to the 
concentration of intermediate band states, similar to SRH lifetime where the lifetime 
is inversely proportional to trap density. The absorption coefficient αVC and the 
prefactors αIC0 and αVI0 are defined in each simulation. Selected simulations define 
the optical absorption cross section, rather than αIC0 and αV 0, in order to study the 
effect of NI on IBSC characteristics. 
3.3.2 The Numerical Result and Discussion 
The model defined for IBSC devices in this work is applicable for any semiconductor 
material of interest. Material parameters for ZnTe are chosen in this analysis as a 
prototypical material for IBSC due to recent interest in oxygen-doped ZnTe as an active 
region for IBSC devices [33, 79]. Two sets of device parameters are used in these 
simulations to investigate the influence of electron transport and carrier recombination:  
(1) W = 1 μm with αIC0 = αVI0 = 103 cm-1, αVC = 104 cm-1 and (2) W = 10 μm with αIC0 = 
αVI0 = 104 cm-1, αVC = 104 cm-1. The parameters for device (1) represent the case of a 
realistic thin-film IBSC where the absorber region thickness is near 1 μm and the 
intermediate band optical transition is an order of magnitude weaker than the valence- to 
conduction-band optical transition. The parameters for device (2) represent the case of a 
nearly ideal IBSC with a long absorption region and strong intermediate-band optical 
absorption. Detailed simulation parameters are indicated in the figure caption for each 
figure. The net electron and hole carrier lifetime values are assumed to be equivalent in 
these calculations for simplicity. 
The current-voltage characteristics for an IBSC with varying absorption coefficients 
for the IB are shown in Figure 3.5(a), where the short circuit current density Jsc clearly 
increases with increasing αIC0 and αVI0 while the open circuit voltage Voc does not change 
significantly. The increase in Jsc over the baseline cell (the case of αIC0 = αVI0 = 0 cm-1) is 
due to subbandgap photon absorption. The higher Jsc while maintaining nearly the same 
Voc is the key aspect of intermediate band photovoltaics. The slight decrease of Voc in the 
case of αIC0 = αVI0 = 104 cm-1 is due to the increase of radiative recombination current via 
the intermediate band. The current-voltage characteristics calculated for the transport and 
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recombination model (CTR) are compared to prior IBSC calculations that do not account 
for carrier transport and recombination, as shown in Figure 3.5 (b). Curves (1)-(2) are 
calculated using the model presented by Luque [20, 60]  while curve (3) is the result of 
the model presented here  (CTR). Curve (1) is for an ideal IBSC with full absorption, 
fully concentrated sunlight, and infinite mobility. Curve (2) assumes a finite base width 
(W = 1 μm) and no solar concentration (X = 1). The material and device parameters (i.e. 
W, X, α, EG, EI) are the same for curve (2) and curve (3), where differences are the direct 
result of accounting for carrier transport and recombination. Differences in curves (2) and 
(3) from curve (1) are primarily related to the effect of assuming full absorption and fully 
concentrated sunlight. For curve (3), Voc= 1.80 V and Jsc /X = 18.30 mA/cm2 while for the 
ideal IBSC in curve (1), Voc= 2.28 V and Jsc /X = 30.88 mA/cm2. The reduced Voc is 
primarily the result of assuming one sun condition (X=1) in comparison to fully 
concentrated sunlight assumed in previous studies [20, 60]. Solar concentration 
effectively multiplies the short circuit current Jsc by the solar concentration factor X, 
while also significantly increasing Voc. The increase in Voc is the result of increased 
generation rate, which increases the energy separation between the electron and hole 
quasi Fermi levels. The smaller Jsc /X predicted in the CTR model is a result of finite 
device length and consequent incomplete absorption.   
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(1) Luque's Ideal IBSC
     (full absor. full conc.)
(2) Luque's X= 1, W = 1μm
(3) CTR X= 1, W = 1μm
 
Figure 3.5 Current density versus voltage curves (a) comparing different absorption 
coefficients for intermediate band transitions with  W= 1 μm, τtot=1 μs, αVC = 104 cm-1, 
EG = 2.3 eV, EI = 1.8 eV, μn = μh = 100 cm2/Vs and  (b) comparing the CTR model of 
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this work to an ideal IBSC model (Ref. 3) with αVC = 104 cm-1, αIC0 = αVI0  = 104 cm-1, EG 
= 2.3 eV, EI = 1.8 eV, and (for curve (3)) μn = μh = 100 cm2/Vs and τtot=1 μs.  
 
Carrier recombination lifetime has a major influence on conversion efficiency, where 
the mitigation of non-radiative processes is highly important. The dependence of IBSC 
conversion efficiency on minority carrier lifetime and intermediate band position is 
depicted in Figure 3.6. In the case of τtot = 1 μs, the calculated efficiency provides similar 
results to  previous models for an IBSC [60], where maximum efficiency occurs when EI 
is symmetrically at one-third and two-thirds of EG. A decrease in τtot, which may result 
from the incorporation of impurities or quantum dots, non-radiative recombination, or 
lower and more realistic values for carrier lifetime, leads to lower conversion efficiency. 
In addition to the decrease in conversion efficiency with lower carrier lifetime, the peak 
conversion efficiency occurs with EI nearer to the mid-gap for the case of EI  < EG/2, or 
nearer to the conduction band for the case of EI  > EG/2. The shift of the peak conversion 
efficiency to different EI values is a result of the optical absorption characteristic 
proportional to exp(-αx) along the device. The overall collection efficiency will therefore 
be much higher for photo-generated holes than electrons for light incident from the p-side 
of the diode due to the higher optical generation rate near the p-side and shorter transport 
length for these excited holes. The maximum conversion efficiency will occur when the 
electron and hole photocurrent generated by the IB are both at a maximum [20, 60]. 
Shorter carrier lifetime will result in more charge collection efficiency reduction in 
electrons then holes, and the shift in IB toward the conduction band edge will provide an 
increased absorption and corresponding photogeneration rate associated with the IB to 
CB transition to compensate for this. As a result, the peak efficiency will occur at an EI 
value nearer to the conduction bandedge for shorter carrier lifetime. The optimal position 
for the intermediate band will therefore have a dependence on the carrier lifetime value. 
It should be noted that the lifetime-dependent optimal position for EI is a unique outcome 
of the CTR model employed in this work, a conclusion that is not found in previous 
models that neglect CTR. 
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τtot = 1 μs
τtot = 100 ns
τtot = 10 ns
τtot = 5 ns
τtot = 2 ns
 
Figure 3.6 Efficiency versus intermediate band energy level (EI) for varying 
recombination lifetime values with αVC = 104 cm-1, EG = 2.3 eV, μn = μh = 100 cm2/Vs, 
W= 10 μm, and αIC0 = αVI0 = 104 cm-1. 
The energetic position of the intermediate band will strongly influence the power 
conversion efficiency of the solar cell. Calculations of the efficiency versus energetic 
position of intermediate band electronic states with respect to the valence band edge (EI) 
are shown in Figure 3.7(a), along with the occupation of electronic states in the 
intermediate band. The occupation of IB electronic states is determined by the balance 
between generation-recombination mechanisms and carrier transport in the CB and VB. 
The occupation of IB states will affect optical transitions via the IB and resulting IBSC 
efficiency. It is generally believed that a half-filled intermediate band is optimal, though it 
has not been clear how the occupation of intermediate-band states affects the efficiency 
since occupation is not accounted for in previous IBSC device models [20, 58, 60, 61, 68]. 
In these simulations, optimal efficiency is confirmed to be near 50% occupation, as 
shown in Figure 3.7(b). Two curves appear in Figure 3.7(b), corresponding to two 
possible efficiency values for a given value of IB occupation, depending on the position 
of EI.  
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Figure 3.7 Efficiency dependence on intermediate band characteristics as shown by (a) 
efficiency versus intermediate band energy level (EI) and (b) efficiency versus IB 
occupation. EG = 2.3 eV, μn = μh = 100 cm2/Vs, W= 10 μm, τtot = 1 μs, αVC = 104 cm-1, 
and αIC0 = αVI0 = 104 cm-1. 
The density of electronic states in the IB (NI) will impact both optical absorption 
properties and carrier recombination processes. A quantitative understanding of these 
relationships is necessary for an accurate IBSC model. First order approximations of the 
influence of NI on IBSC performance may be obtained by assuming values for optical 
absorption cross section and capture coefficient and evaluating trends with respect to 
conversion efficiency as described in section 3.3.1. Plots of calculated efficiency versus 
NI are shown in Figure 3.8 and Figure 3.9 for varying values of carrier lifetime, absorber 
width, optical absorption cross section, and capture coefficient. For a given set of 
material parameters, an optimal value for NI can be found.  
Increasing the optical absorption cross section σopt shifts the optimal NI to lower 
values, due to increased optical absorption via the IB. Increasing capture coefficient C 
also results in a shift of the optimal NI to lower values, but also results in reduced 
conversion efficiency due to faster relaxation of photogenerated carriers. For higher 
carrier capture, such as C = 10-8 cm3s-1 curve,  the benefit of the IB is lost and the 
efficiency of the IBSC is reduced to a value below a single junction without an IB. Large 
values for capture coefficient C represent correspondingly small values in carrier lifetime. 
Experimental data for α(ΝΙ) and τtot(NI) may alternatively be used in these calculations, 
and would provide a more accurate method of evaluating the optimal NI for a specific 
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material system proposed for IBSC. The determination of optimal NI in this work is 
another unique outcome of the CTR model that has not been previously examined, and 
can guide the future design of IBSC given the establishment of IB physical parameters. 
 
 
Figure 3.8 Efficiency versus density of intermediate band states (NI) for a device with a 
base width of W= 1 µm, and αVC = 104 cm-1, EG = 2.3 eV, EI = 1.8 eV, μn = μh = 100 
cm2/Vs, αIC0 = αVI0 = 103 cm-1 with values of optical cross section of (left) σopt = 10-14 
cm2 and (right) σopt = 10-16 cm2. 
 
 
Figure 3.9 Efficiency versus density of intermediate band states (NI) for a device with 
base width of W= 10 μm, αVC = 104 cm-1, EG = 2.3 eV, EI = 1.8 eV, μn = μh = 100 cm2/Vs, 




The IBSC device structure under study will have a strong dependence on carrier 
transport, where photogenerated carriers in the depletion/lightly-doped region will 
need to drift to the n- and p-contacts prior to recombination. The carrier mobility will 
therefore be a crucial parameter for this device. The dependence of conversion 
efficiency on carrier mobility for a ZnTeO IBSC is shown in Figure 3.10 Efficiency 
versus carrier mobility comparing intermediate band solar cells with baseline solar 
cells without an intermediate band.. Solar cell conversion efficiency increases with 
mobility, and then approaches the ideal case where mobility is high enough for 
perfect charge collection. In the case of a 10 μm thick absorber region, the 
conversion efficiency can be much lower than the ideal case, where high mobility 
values would be necessary to ensure reasonable charge collection. This behavior 
implies the existence of an optimal base width, where shorter devices are beneficial 
in alleviating recombination loss while longer devices are preferred for higher optical 
absorbance.   

























W = 10 μm IBSC
W = 10μm Base.
W = 1 μm IBSC
W = 1 μm Base.
 
Figure 3.10 Efficiency versus carrier mobility comparing intermediate band solar cells 
with baseline solar cells without an intermediate band. Material and device parameters 
are αVC = 104 cm-1, EG = 2.3 eV, EI = 1.8 eV. For W= 1 μm , αIC0 = αVI0 = 103 cm-1, τtot=1 




The influence of charge collection on conversion efficiency is further illustrated by 
varying carrier lifetime, as shown in Figure 3.11. A kink is observed for W =10 μm 
curves, and its origin is still under investigation. One possible explanation is that for 
larger mobility, most carriers are efficiently collected and thus increasing mobility only 
leads to incremental increase in efficiency. In this regime, the efficiency value saturates 
according to optical absorption. For smaller mobility, the recombination loss is severe, 
and the efficiency decreases exponentially due to inefficient charge collection. The 
observed kink is believed to represent a crossover point associated with efficiency limited 
by charge collection to efficiency limited by optical absorption. The kink is not observed 
for shorter devices since the charge collection is not problematic, where the decease of 
efficiency with mobility is not as steep as W =10 μm devices. The efficiency decreases 
significantly with carrier lifetime, where perfect charge collection does not occur for 
sufficiently thick absorption width  and small recombination lifetime τtot.  In a realistic 
IBSC device, it will be difficult to obtain both full optical absorption (long base width) 
and perfect charge collection (high carrier lifetime and mobility where the drift length is 
much longer than base width). The CTR model presented provides a means of identifying 
and quantifying the optimal base width for an IBSC upon the establishment of physical 
material and device parameters.  


























W = 10 μm IBSC
W = 10 μm Base.
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W = 1 μm Base.
 
Figure 3.11 Efficiency versus total recombination lifetime comparing intermediate band 
solar cells with baseline solar cells without an intermediate band. Material and device 
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parameters are αVC = 104 cm-1, EG = 2.3 eV, EI = 1.8 eV, μn = μh = 100 cm2/Vs. For W= 1 
μm , αIC0 = αVI0 = 103 cm-1. For W= 10 μm, αIC0 = αVI0 = 104 cm-1. 
 
The dependence of power conversion efficiency on base width for ZnTeO (EG = 
2.3 eV, EI = 1.8 eV) is shown in Figure 3.12 Efficiency versus base width comparing 
the CTR model of this work to an ideal IBSC solar cell and a baseline solar cell 
without an intermediate band. comparing an ideal IBSC (Luque’s model [20] without 
CTR),  a baseline ZnTe cell without IB using the CTR model, and a ZnTeO IBSC 
with IB using the CTR model. For the ideal IBSC, perfect charge collection is 
assumed, where the efficiency will increase with increasing base width W, saturating 
at a maximum efficiency for complete optical absorption at large W [60]. An optimal 
base width W is found for finite carrier mobility (CTR) associated with the tradeoff 
between charge collection efficiency and optical absorption. The difference between 
the ideal IBSC model and CTR model becomes more pronounced at large basewidth 
where the effect of charge collection is no longer negligible. For the prototypical 
IBSC in this work, the optimal base width is in the range of W~2.9 μm for τtot = 2 ns 
and W~3.9 μm for τtot=10ns, as shown in Figure 3.12. It should be noted that the 
presence of a back reflector and light trapping effect could reduce the optimal base 
width to about half of these values. The peak conversion efficiency for Luque’s 
model is 32.76 %. The peak conversion efficiency for IBSC using CTR model are 
26.87 % and 23.29 % when total recombination life time are 10 ns and 2 ns 
respectively, and the peak conversion efficiency for baseline cell is 14.39 % for τtot = 
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Figure 3.12 Efficiency versus base width comparing the CTR model of this work to an 
ideal IBSC solar cell and a baseline solar cell without an intermediate band. Material and 
device parameters are αVC = 104 cm-1, EG = 2.3 eV, EI = 1.8 eV, μn = μh = 100 cm2/Vs, 
and αIC0 = αVI0 = 104 cm-1. 
 
3.4 Conclusion 
Carrier transport and recombinationh model (CTR) is presented to assess the effect of 
charge transport and collection in IBSC based on electron and hole continuity equations 
and IB filling factor. Calculations using this model indicate that power conversion 
efficiency can be much smaller than the ideal case where infinite mobility and full 
absorption are assumed, and provide quantitative data on the influence of these 
parameters. The design of IBSC devices is therefore facilitated by the CTR model 
allowing one to determine optimal device parameters for a given IB material. The CTR 
model has also identified a lifetime-dependent optimal energetic position for the 
intermediate band (EI), which originates near EG/3 from the band edge for large lifetime 
and shifts toward the conduction bandedge with decreased carrier lifetime to compensate 
for carrier recombination. Similarly, the CTR has been used to identify the optimal 
density of IB states NI  associated with the tradeoff between optical absorption and carrier 
lifetime. The effect of carrier transport on solar cell efficiency was determined with 
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varying parameters for mobility and carrier lifetime. The modeled dependence of 
conversion efficiency on carrier transport provides a means of determining the optimal 
base width W, provided material parameters of the intermediate band material 
(μ, τtot, α, ΕG, ΕI). ZnTeO is used as a prototypical IBSC example using the CTR model, 
where the peak conversion efficiency decreases from the theoretical, detailed balance 
limit value of 32.76 % to 26.87 % for a value of τtot=10ns in the CTR model, and further 
decreases to 23.29 % for τtot=2 ns. Comparing the conversion efficiency at optimal base 
width, the improvement of a ZnTeO IBSC over a baseline cell without IB is an efficiency 





Chapter IV Spectrally Decoupled Devices 
  
4.1 Background 
Spectral overlap between different absorption processes is a fundamental problem for 
solar cells based on multi-photon processes, often referred to as intermediate band solar 
cells (IBSC) [20, 21, 23, 37, 58-68, 73, 80-83] or impurity photovoltaics (IPV) [27, 28, 
84, 85]. Ideally, the incident solar photons are absorbed by the appropriate highest 
threshold process to minimize thermalization of photoexcited carriers. In this approach, 
two subbandgap photons excite an electron from the valence band (VB) to conduction 
band (CB) via intermediate levels and contribute to one electron–hole pair. In common 
semiconductor materials, there is a high density of states beyond the band edge, enabling 
higher energy photons to participate in lower energy optical transitions leading to 
undesired energy loss via carrier thermalization (Figure 4.1 (a))The resulting spectral 
overlap between optical transitions can span an energy range of several eV, where the 
efficiency of the solar cell can drop to a value below a standard solar cell without 
intermediate electron states [60]. The prevention of undesired optical transitions in select 
spatial regions in the device would reduce or eliminate problems related to spectral 
overlap. In this study, the influence of varied occupation of intermediate electron states is 
examined as a means of spatially separating sub-bandgap optical transitions. This 
approach is shown in (Figure 4.1(b)), where the intentional high/low occupation provides 
a means of preventing optical transitions into/out of the intermediate states. This 
approach relies on charge carrier transport via the intermediate band to transfer electrons 
between spatially separated absorption bands. The conversion efficiency of these 
structures is examined as a function of spectral overlap and compared to conventional 




4.2 The Solar Cell Model 
The detailed balance approach is a self-consistent thermodynamic argument that 
provides an estimate on the highest efficiency that can be achieved by photovoltaic solar 
cells. Although the detailed balance approach does not solve the complete set of partial 
differential equations as described in drift-diffusion model in previous section, it can 
provide meaningful theoretical estimate on the upper bound of conversion efficiency 
achievable by a particular scheme. This study follows the prior models and associated 
assumptions [20, 59-62, 64-66], with the modification of a spatially dependent optical 
absorption coefficient based on intermediate band occupation for analysis in one 
dimension. Spatially dependent generation and recombination processes are then 
evaluated to determine integrated values of current density and corresponding conversion 
efficiency.  
 
Figure 4.1 (a) illustration of spectral overlap and associated thermalization (left figure, 
dashed black arrows). (b) illustration of entire device structure of low-high state filling 
cells. 
 
The derivation for solar cell efficiency based on intermediate band electron state 






















where αVC, αIC, αVI are the absorption coefficient for VB to CB, IB to CB and VB to IB 
transitions respectively, ζ is the Asbeck factor characterizing intermediate state 
occupation. The assumption of the “half-filled” condition in the original derivation [20, 
59-62, 66] corresponds to ζ = 0.5 in this analysis. The values of νXY (X, Y = C, I , or V) 












where E is energy and μXY = EFX-EFY is the separation between quasi-Fermi levels. It 
should be noted that μCV = EFC-EFV = VA is the applied bias of the diode. 
The photon number given in Eq.4.1 holds for the entire base region, which may be 
solved piecewise for the case of spatially varying absorption coefficient. The photon 






























where x0 is the boundary of the particular piecewise section of the base region. The net 









































where h = 6.626×10-34 Js is Plank’s constant, c=3×108 m/s is the speed of light, and  Ω is 
the solid angle. The total electron or hole current density due to generation-recombination 
(dominant mechanism for ideal case) can be calculated by integrating over the total 
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The current density is a function of the quasi-Fermi level separation μCI , μIV , and 
μCV = VA, where μCI and μIV can be solved by given the relation μCI+μIV  = μCV = VA and 
requirement that electron and hole current density must be balanced  to maintain charge 
neutrality and particle conservation in the entire base region. The current density is then 






where Jsc is the short circuit current density, Voc is the open circuit voltage, FF= JmVm/ 
JscVoc is the fill factor, Jm and Vm are the current density and voltage at the operating point 
where the power output from the solar cell is maximum, and  Psun is the incident solar  
power density. 
In this study, the bandgap energy and intermediate band position are assigned values 
of EG = 1.95 eV and EI = 1.24 eV, respectively, based on the optimal values obtained 
from 0-D detailed balance calculations [58, 60]. Calculations are performed with Solar 
concentration at either X = 1 (one sun) or 46050 (fully concentrated sunlight) as indicated 
in figure captions. Values for absorption coefficients αVC, αIC, αVI are chosen to be 104 
cm-1 at the ideal half-filled IB condition, as representative values reported in previously 
published work [59-62, 81].   
Four device structures are studied as shown in Figure 4.2 to compare the influence of 
spatially varying occupation of intermediate band states on spectral overlap and solar cell 
conversion efficiency. The first two device structures are (A) uniform absorber with half-
filled (HF) IB and (B) absorber with nearly empty IB in half of the device and nearly 
filled in the other half of the device, assuming efficient carrier transport in the IB between 
the two regions. Structure (A) serves as a point of reference, while structure (B) is the 
primary structure under study where a base region with empty IB in one region prevents 
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IB to CB transitions and filled in one region prevents VB to IB transitions. Structures (C) 
and (D) are essentially the same as (A) and (B) respectively, but each contains an 
additional section without IB states to further spatially separate absorption processes. The 
regions without IB states are beneficial in ensuring solar photons with energy E > EG are 
absorbed by the VB to CB transition instead of other low-threshold processes such as the 
VB to IB transition. (B) is referred to as spectrally decoupled devices (SD) and (D) is 
referred to as full spectrally decoupled devices. It should be noted that the proposed 
spatially varying occupation of intermediate band states may be realized in principle by 
doping and control over impurity/nanostructure placement, providing spectral separation 
of absorption bands while maintaining a single-junction device structure.   
 
Figure 4.2 (a) HF (b) SD (c) HF+base semiconductor (d) full spectrally decoupled 
 
4.3 Results 
The current-voltage characteristics of the device structures are shown in Figure 4.3. 
The Jsc and Voc for the device with half-filled IB demonstrates a clear decrease with 
spectral overlap Eov while the decrease in Jsc and Voc is significantly reduced for the 
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structure with separate low/high IB occupation regions. In structure C, photons with 
energy EH < E < EG are absorbed in the first section of the device via the VB to IB 
transition, while photons with energy EL < E < EH are not absorbed due to the low density 
of electrons available in the IB available for absorption. This configuration ensures that 
photons are absorbed by the highest threshold process. Photo-excited electrons may then 
transport to the second section of the base region to be subsequently excited to the CB by 
solar photons with energy EL < E < EH. For the half-filled IB device B, all photons with 
energy E > EL can be absorbed by the IB to CB transition where excess electron energy 
of E - EL is lost by phonon emission. Without spectral overlap (Eov = 0), the intermediate 
band devices behave identically, where distinctions become pronounced with increasing 
spectral overlap. 

































Figure 4.3 J-V for spectrally-decoupled cells. (ζ1, ζ2) = (0.1,0.9). W = 2 µm. X = 1. 
 
The influence of the spatially varying absorption is illustrated in Figure 4.4, where 
subbandgap absorption occurs selectively according to electron state occupation.  
Increasing spectral overlap results in more pronounced differences in absorption, as 
shown in Figure 4.5. One clear characteristic is observed in Figure 4.5(a), where there is 
significant re-emission for the CB to IB transition. The re-emission is due to the spectral 
overlap, where high energy photons are absorbed by inappropriate low-threshold 
processes (EL < E < EH), leading to significant thermalization. The thermalized high-
energy photons then recombine through low threshold CB to IB transitions, assumed to 
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be radiative in this analysis. The recombination rate in the context of detailed balance 
theory is proportional to exp(-E/kT) and thus the low-threshold CB to IB transition (EL < 
E < EH) is the most efficient recombination process. This is consistent with experimental 
observation where thermal generation-recombination is more severe in small bandgap 
materials. In the case of  the two-region structure (B) (Figure 4.5(b)), the re-emission is 
suppressed since low-high IB occupation decouples the spectral overlap between αIC and 
αVI. The efficiency of structure (B) is therefore much closer to the ideal Eov=0 condition 
even if spectral overlap is present. 
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Figure 4.4 Eov = 0eV, X = 1. (a) a HF device (b) a SD device with (ζ1, ζ2) = (0.1,0.9).The 
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Figure 4.5 Eov = 4eV, X = 1. (a) a HF device (b) a SD device  with (ζ1, ζ2) = (0.1,0.9).The 
photon energy is 0.05 eV above transition threshold. 
 
The dependence of conversion efficiency on spectral overlap (Eov) more clearly 
illustrates the impact of spatially varying IB population, as shown in Figure 4.6. For no 
spectral overlap (Eov = 0 eV), conversion efficiency is the same for all IBSC device 
structures studied since solar photons are absorbed by the highest threshold process. 
Device structures with a  half-filled IB show a rapid decrease with increasing Eov due to 
thermalization of photo-generated electrons or holes in the CB and VB for optical 
transitions excited that are not the highest possible energy transitions, similar to 
calculations reported in previously published work [60]. An anomaly in the figure is that 
the efficiency of both HF and SD devices increases with Eov for short basewidth due to 
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more absorption resulting from spectral overlap. The efficiency for device structures with 
variable intermediate band occupation shows a significantly lower sensitivity to spectral 
overlap and higher efficiency compared to their HF counterparts.  























Figure 4.6 η vs Eov for varying Wtot.  (ζ1, ζ2) = (0.1,0.9).X = 1. 
 
The dependence of efficiency on the occupation level of the IB states is clearly an 
important factor, as shown in Figure 4.7 for device structure (C). In the analysis, IB 
occupation is assumed to be symmetric in the two regions such that ζ2 = 1−ζ1. It is clear 
that the contrast in occupation for the two regions (ζ1,ζ2) =(0.1,0.9) is sufficient to 
achieve high efficiency, where only small improvements are achieved beyond these 
values. High occupation in the first section of the base region (ζ1 > 0.5) corresponds to 
high absorption of the low energy transition nearest the incident surface, resulting in a 
decrease in efficiency to below the value for the case of a half-occupied IB due to 
increased thermalization losses. This behavior is similar to the requirement for multi-
junction cells where incidence at the large bandgap side is required. 
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Figure 4.7 η vs ζ. for varying W , Eov = 4eV. X = 46050. 
 
The dependence of conversion efficiency on base width is shown in Figure 4.8 for the 
various device structures. The full spectrally decouple device (D) is essential to further 
increasing the efficiency toward the Eov=0 efficiency limit to eliminate the spectral 
overlap still present between αIC (or αVI) and αVC. In the structure (D), the three regions 
of the device completely separate/decouple the three absorption bands to minimize 
thermalization losses. The highest efficiencies calculated in Figure 4.8 are 35.1% for 
structure (A), 45.0% for structure (B), 52.83% for structure (C), and 61.5% for structure 
(D) (referred to Figure 4.2). It should be noted that the efficiency is calculated to be 
63.2% for the ideal  IBSC [20], 63.8 % for the unconstrained triple--junction tandem cell 
[86], and 63.2 % for the series constrained triple-junction tandem cell [87]. The fully 
decoupled structure (D) provides a theoretical efficiency limit >60% that approaches the 
efficiency limit of both the ideal IBSC and triple-junction solar cell. The spectrally 
decoupled structure essentially provides a “triple-band” structure analogous to a triple-
junction solar cell, while maintaining a single-junction device. 
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Figure 4.8 η vs W. for varying scheme (ζ1, ζ2)  =  (0.01,0.99) for SD and full spectrally 
decoupled scheme. Eov = 4eV. X = 46050. 
 
4.4 Practical Implementation of Low-High State Filling 
The absorber layer structure with non-uniform intermediate band occupation may be 
implemented in practice by variable doping levels. The electrostatic potential (ψ) is 
affected by several different charge contributions: 
)NpnN(Nqψεεr IAD0 ζ−+−−−=∇⋅∇
−+vv  4.8
The Poisson equation for electrostatic potential (ψ) includes the charge density for 
electrons (n), holes (p), ionized acceptors (NA-), ionized donors (ND+), and charge in the 
intermediate band represented by the occupation of states (ζ) and concentration of 
intermediate band states (NI), εr is relative permittivity and ε0 = 8.84×10-12 F/m is the 
permittivity in vacuum. In this calculation, NI = 1019 cm-3, εr = 10, basewidth W = 2 μm, 
and the width for p- and n- contact layers are 0.3 μm with heavy doping concentration of 
1019 cm-3. The IB are assumed to lie at a fixed energy level in the bandgap. Alternative 
density of states functions with IB states distributed in energy may be similarly defined. 
The doping profile and resulting occupation of IB states are shown in Figure 4.9, where 
the n-type doping profile in the base region is varied for three cases of 0.5NI (half-filled), 
(0.1NI, 0.9NI), and (0.01NI, 0.99NI). The resulting energy band diagram is shown in 
Figure 4.10, where only small variation in potential energy results in large variation in IB 
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occupation as a result of the exponential dependence of occupation on potential according 
to Fermi-Dirac statistics. The energy band profile is very similar to IB devices with half-
filled IB and flat band region in the base region, implying a minimal effect of variable IB 
occupation of these device structures on carrier transport in the base region.  
 























































Figure 4.9 (a) Doping vs position (b) ζ vs position 
 


















































The efficiency of a device spatially decoupling VB-IB and IB-CB absorption by 
defining a non-uniform occupation of IB states is calculated to be 52.8% for the case of 
significant spectral overlap between bands. This efficiency is significantly higher than the 
efficiency of 35.1% calculated for devices with IB states at uniform 50% occupation. A 
full spectral decoupling scheme for CB-VB, VB-IB, and IB-CB transitions may further 
increase the conversion efficiency, where a value of 61.5% is calculated for the case of 4 
eV spectral overlap, approaching the detailed balance efficiency limit of 63.2 % for IBSC 
devices with no spectral overlap. The success of this approach is reliant on the ability to 
spatially vary IB occupation by doping or other mechanisms, and to realize efficient 
transport via the IB. These two challenges are identified as key areas of future 









Since the original detailed balance 0-D model [20] for intermediate band solar cells 
(IBSC), further efforts have been published to enhance the understanding of this device,  
including the effect of intermediate band position and spectral overlap [60, 62], Auger 
generation [63, 67], thermodynamic consistency of subbandgap photovoltaic [66], quasi-
drift-diffusion modeling [61], and equivalent circuit modeling [65]. Thusfar, 
experimental data has not confirmed the high conversion efficiency expected for the 
IBSC approach, where both the open circuit voltage (Voc) and short circuit current density 
(Jsc) have been measured to be less than a single junction cell without an intermediate 
band [21, 23, 82]. Existing 0-D detailed balance models do not provide an adequate 
framework to explain this experimental behavior, and also do not adequately incorporate 
physical processes for device design. In previous chapter, a semi-one-dimensional 
modeling incorporating charier transport and recombination is presented. The results 
provide insight into the operation of IBSC and make clear the need of a truly 1-D model. 
The development of a 1-D drift-diffusion model would enable the design, optimization, 
and interpretation of IBSC by incorporating material and device parameters including 
generation-recombination, carrier transport, device dimensions, and doping profiles. 
Conventional drift diffusion models for semiconductors only describe generation-
recombination through trap states [27, 28], and do not provide a straightforward means of 
incorporating electron states corresponding to an intermediate band. Furthermore, 
convergence for conventional drift-diffusion numerical models becomes highly difficult 
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when the concentration of IB states becomes larger than the background doping 
concentration of the host semiconductor material. Conventional simulation normally 
employs non-radiative Shockley Read Hall formulation while radiative transitions 
associated with the IB are generally not available in commercial and custom 
semiconductor drift-diffusion software packages. 
 
5.2 The Conventional Drift-Diffusion Model and Impurity Photovoltaic 
Effect 
5.2.1 The Formulation of Conventional Drift Diffusion Model 
 
The conventional drift-diffusion model basically contains three  equations governing 






( )RGqJ −=⋅∇ n
vv
5.1.b.
( )RGqJ −=⋅∇ p
vv
5.1.c.
The solution process consists of discretization of differential equations into difference 
equations, and then using the Newton-Raphson technique to iterate the variables until the 
roots of the equations are found. Fully coupled Newton method or decoupled Gummel 
iteration can be employed. The former method provides faster convergence and more 
relaxed constraint on bias stepping, with the shortcomings of significantly higher demand 
on memory, while the later provides efficient usage of memory demand, with the 
shortcomings of slow convergence especially at elevated bias.  
5.2.2 The Formulation for Impurity Photovoltaic Effect: Modified Shockley-   
Read-Hall Recombination 
 
The trap charge can be influential to the electrostatic potential, and thus should be 





εr is relative permittivity, ε0 is permittivity in vacuum, q is the fundamental charge, ψ is 
potential NA is ionized acceptor concentration, ND is  ionized donor concentration, n is 
electron concentration, p is hole concentration, and nt is the electron concentration in the 
trap states. It should be noted that the trap states can be donor-like or acceptor-like. In the 
first case, the state carries a positive charge when empty and being neutral when filled 
with an electron. In the second situation, the state carries a negative charge when filled 
with an electron and being neutral when empty. The Poisson equation in Eq.5.2 is under 
the assumption of acceptor-like states. For the donor-like states, the equation has to be 
modified to 
)nNpnN(Nqψεε tr )( tDA0 −−−+−=∇⋅∇
+−vv  5.3
 
Figure 5.1 Acceptor and donor states 
 
The optical generation from the trap states can be modeled according to the Shockley-

















0ptptntnt =+−− grgr  5.4.b.
Eq 5.4.b states the generation-recombination rate has to balance itself locally, where 
rnt is thermionic emission rate of electrons, rpt is thermionic emission rate of holes, gnt is 
the optical generation rate of electrons, and gpt is optical generation rate of holes, Cn and 
Cp are capture coefficient for electrons and holes, and en and ep are emission coefficient 




5.2.3 Result for Impurity Photovoltaic Effect   
[27, 28]Band diagram of the p-n junction with uniform distributed trap states show a 
strong space charge effect. The built-in potential is significantly reduced in the case of 
trap density equal to or higher than the base doping concentration. The open circuit 
voltage is thus degraded while the short circuit current is increased due to the additional 
generation from localized trap states. To contrast Voc reduction, heavy doping in the p- 
and n- emitters may be used to clamp the built-in potential [27]. The increase in Jsc is 
limited by the density of trap states. Since the trap density cannot be very high, due to the 
consideration of non-radiative recombination and practical limitation of impurity 
incorporation, the benefit of the impurity photovoltaic effect is restricted. On the other 
hand, intermediate band photovoltaics is normally referred to devices where impurity 
concentration is much higher and the radiative processes dominate. The intermediate 
band photovoltaics is thus a more promising route toward ultra high efficiency solar cells. 
5.3  The Drift-Diffusion Model of Intermediate Band Solar Cell 
5.3.1 Background 
Since the original detailed balance 0-D model [20], various continued efforts and 
improvements have been made including the effect of intermediate band position and 
overlapping [60, 62], investigation of low threshold Auger generation [63, 67], equivalent 
circuit modeling [65], the thermodynamic consistency of subbandgap photovoltaics [66], 
quasi-drift-diffusion model [61]. Some attempts have also been made to link between 
conventional semiconductor device modeling and IBSC theory which somewhat differs 
from the framework of widely accepted drift-diffusion model for semiconductor devices 
in which the variable is n, p, ψ, rather than μCI, μIV [23, 59]. It is desirable to have a drift-
diffusion model to facilitate the device design and optimization, gain deeper insight into 
the operation of the intermediate band device, and link between conventional 
semiconductor device modeling and recently proposed IBSC models. To date there has 
not been any reported experimental work that has confirmed high efficiency for IBSC. 
Experimental reports show that both the Voc and Jsc of the IBSC are lower than the 
baseline cell, while in some other cases Jsc indeed increases though the Voc is significantly 
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lower than the baseline cell. The 0-D detailed balance model is not convincing since it is 
an idealized and simplified approach, where it is important to regain the confidence for 
IB photovoltaics and verify the result of the 0-D model by a more realistic 1-D drift-
diffusion model. The 1-D drift-diffusion model also enables the design and optimization 
by assessing the various physical effects on the device performance, such as non-
radiative recombination, doping, and device dimensions.  
In the Quasi-Drift-Diffusion model [61], the electron and hole continuity equations 
are solved while the Poisson equation is neglected in the modeling, where the effect of 
space charge and its effect on the electrostatic potential are ignored. This also leads to the 
mathematical relation between the carrier concentration and quasi-Fermi potential, and 
the boundary conditions have to be modified and deviate from conventional drift 
diffusion models. The neglect of the Poisson equation also prevents the possibility of full 
device simulation, which should include p- and n- emitter and base region. In addition, 
the diffusion current is assumed to be dominant in the charge collection absorber region, 
which may only be true under select conditions. The effect of intermediate band filling 
cannot be shown explicitly in this model, where the assumption of a half filled 
intermediate band cannot be justified. In the complete drift diffusion model presented in 
this chapter, it is verified that the half-filled IB can be achieved with compensated base 
doping. One of another assumption made either proposed along the line of original IBSC 
theory or used in quasi-drift-diffusion model is that the quasi-Fermi level for the IB (EFI) 
is pinned at its equilibrium position, and since the half filled IB is assumed, this position 
coincides with the position of the IB (EI). This results in a relationship between the 
electron and hole quasi-Fermi levels and electron and hole concentrations that can be 
arranged into the form depending on μCI, μIV, deviating from widely accepted 
semiconductor carrier statistics. In our drift-diffusion model, it is shown that with 
compensated base doping, the pinning of EFI at EI can be achieved, though this may not 
be true in all situations.  
In 2006, the formulation of a modified SRH recombination theorem was presented to 
explain the physics of IB photovoltaic devices [23]. The Poisson equation is solved, 
while the electron and hole continuity equations are ignored with the assumption of flat 
electron and hole quasi-Fermi level in the base absorber region. The modified SRH 
71 
 
formulation is typically used for impurity photovoltaic cells (IPV) where donor or 
acceptor-like states are intentionally added to the base semiconductor. The calculation 
results match authors’ group’s experimental results quite well, although the results show 
that the incorporation of IB only degrades the Voc while Jsc is nearly the same as baseline 
cell.  
AIthough it is desirable to have states within the fundamental bandgap to increase Jsc, 
this may be accompanied by a decrease in Voc due to reduced built-in potential (Vbi) or 
increased recombination. For the issue of reduced Vbi, highly doped material without 
intermediate band to achieve clamping of Voc. In our drift-diffusion model, it is verified 
that this structure is indeed capable of clamping Voc at a value as high as the baseline cell 
without intermediate band. This is of theoretical importance since most experimental 
work to date shows decreased Voc in comparison to a baseline cell. Our work suggests in 
principle Voc should be able to be kept as high as baseline cell from the electrostatic 
potential point of view while the degraded Voc should result from other sources such as 
non-radiative recombination, coming from excess defects introduced by the incorporation 
of intermediate band.  
In the following model, formulation for radiative transitions along the line of Luque’s 
original paper [20] is used and the result shows that IBSC may lead to high efficiency for 
optimized device parameters. 
5.3.2 The Formulation 
The drift diffusion model generally consists of the Poisson equation, electron and 
hole continuity equations. The various generation-recombination terms include the IB <-
> CB, VB <-> CB, VB <-> IB transitions. The charge in the intermediate band will also 
affect the electrostatic potential and thus the band bending. This is modeled by the last 
term on the right hand side of the Poisson equation below, 
)fNpnN(Nqψεεr IDA0 −−+−=∇⋅∇
+−vv  5.5.a.
( )nrCICVICVCn RRRGGqJ −−−+=⋅∇
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 5.5.b.





where ψ is electrostatic potential, n and p are electron and hole concentration, f is the 
filling of the intermediate band, and NI is the IB density of states. The electron and hole 
current equations consist of both drift and diffusion components:  
nFq
dx
dnqDJ nn μ−−=n  5.6.a.
pFq
dx
dpqDJ pp μ+−=p  5.6.b.
Where F is electric field. Both drift and diffusion components are important and cannot 
be ignored since in certain circuimstances, large electric fields may exist in the absorber 
base region where drift is the dominant transport mechanism while in other situations 
there may be a flat band region where diffusion current is dominant. This also depends on 
the device length since for longer devices the total depletion of the base region is not 
achievable. In the quasi-neutral p- and n- emitter layers, only diffusion current needs to 
be taken into account while drift field dominates near emitter/base interface and sweeps 
the carriers out of the depletion region. Consequently, for carrier transport over the 
complex band profile of the entire device, it is not appropriate to ignore any of these two 
current components. This may become clearer when the simulation result for devices 
with different base doping schemes are shown in the following sections.  
 
Figure 5.2 Illustration of the prototype intermediate band solar cell device structure and 

















where EI is IB energy position and EFI IB quasi-Fermi level. The three optical transition 


























































where E is energy, fs = 1/46050 is the solid angle subtended by the sun, X is solar 
concentration, αIC, αVI, αVC are absorption coefficients for IB to CB, VB to IB, and VB 
to CB, respectively, and αtot = αIC+αVI+αVC. Under non-degenerate approximation, the 











































































































where Br is the radiative band to band recombination coefficient as in conventional 
semiconductor device modeling [27, 61].  
It has been shown that the non-degenerate approximation works well beyond the 
operation point [59] in the case of 0-D modeling. In our drift-diffusion model result, it 
actually works far beyond the open circuit condition. In the detail balanced formulation, 
E actually extends from EG to infinity, though it is illustrative using EG as the worst case 
study, and at open circuit condition, VA = Voc, the non-degenerate approximation is still 
very accurate where the difference between Boltzman and Fermi-Dirac approximation is 
negligible (= 5.4×10-7 %). The approximation can become inaccurate as the bias is 
increased further, though as far as efficiency calculation is concerned, the validity of the 
approximation from short circuit condition to operating point is more than satisfactory. 
























































































= ∫  5.10.b.
Notice that the formulation for RCI and RIV are dependent on μCI, μIV, and some 


















































































































































Where Ec is conduction band energy and Ev is valence band energy. EFC and EFV are 
electron and hole quasi-Fermi levels. Nc and Nv are electron and hole effective density of 
states. The Boltzman statistics are used in the above derivation where the electron and 













It is worth noting that this differs from the proposed formulation in earlier papers [59-
61], where the assumption of pinning of EFI at equilibrium position is made in order to 















































































In the derivation of Eq. 5.13.a and Eq. 5.13.b, EFI is assumed to be constant in order to 
factor out n0 and p0. The generation and recombination via intermediate band has to 
balance according to 
)(),,()(),( ICFICIIVFI,VI xGxnERxGxpER −=−  5.14
Notice the above equation implies that the intermediate band carrier transport is ignored 
[23]. In this model, we assume that the intermediate band current is negligible compared 
to conduction and valence band current [23].  Eq. 5.14 together with three equations 
(Poisson, electron and hole continuity equations) coming from conventional 
semiconductor device modeling are sovled using coupled Newton’s method. 
Finally, the SRH recombination is assumed to be the dominant non-radiative 




































where ni is intrinsic carrier concentration, Et is the trap energy position, and Ei is intrinsic 
Fermi energy. The electron and hole lifetimes are assumed to be equal here for simplicity, 
where the trap level Et is assumed to coincide with intrinsic Fermi level Ei as in 
conventional silicon device simulations where the traps are assumed to be near mid-gap. 
This can be regarded as a worst case assessment for the effect of non-radiative 
recombination on the efficiency since the SRH is most efficient when Et = Ei. Figure 5.3 
illustrates the solution process of drift-diffusion model. 
 
Figure 5.3 Illustration of the solution process   
 
Other recombination mechanisms can be easily incorporated into the model without 
difficulty since the formulation depends on ψ, n, and p rather than μCI and μIV. Ohmic 
contact are assumed for boundary conditions, where the carrier concentration is at the 
equilibrium value. The parameters used in our simulation are summarized in the Table 
5-1. The EG = 1.95 eV and EI = 1.24 eV is chosen according to the optimal value from 0-




Table 5-1 Simulation parameters 
Band gap Energy EG 1.95 eV  
IB Energy position EI 1.24 eV  
Mobility μn, μp 100 cm
2/Vs  
IB density of states NI 1018 cm-3  
p-emitter doping NA  1018 cm-3 
n-emitter doping ND  1018 cm-3 
Effective density of states NC, NV 1019 cm-3 
Solar concentration X  1  
Lattice temperature T 300 K  
Solar temperature Ts 5963 K  
Relative permittivity εr 10  
p- and n- emitter width Wp, Wn  0.3 μm  




5.3.3 Lightly Doped Case 
Initial simulations were conducted for an IBSC with uniform absorber layer n-type 
doping of ND=1014 cm-3 and base width of W=1 μm. The calculated band diagram for this 
device is shown in Figure 5.4 and the generation and recombination rates are shown in 
Figure 5.5. The band diagram deviates from a conventional p-i-n (or similar p-π-n, p-υ -n) 
device where the energy band profile variation is nearly linear in the i (π, υ) region. The 
nonlinear profile for the IBSC is a result of the spatial variation of charge in the 
intermediate band, and illustrates a primary shortcoming of 0-D models and quasi-1-D 
models where linear potential profiles are assumed. The calculated quasi-Fermi level EFI 
is significantly below EI, with a corresponding low occupation of the IB. The assumption 
of a half-filled IB [20, 59, 61] will therefore not hold unless there is another mechanism 
for electron capture/escape such as field emission [58, 68]. Consequently, the high-



























Figure 5.4 Calculated energy band diagram for a lightly doped base (W = 1 µm, 
ND=1014cm-3). 
 






































Figure 5.5 Recombination (left) and generation (right) rate  
 
The J-V curve shows degraded filled factor deviating from ideal box-shaped 
characteristics, resulting from strong space charge effect in the intermediate band. The 
current-voltage (J-V) characteristics of this device under varying SRH lifetime are shown 
in Figure 5.6. The finite slope near the short circuit condition is due to an increase in 
recombination rate with bias and reduced carrier collection due to the reduction in 
electric field with increasing forward bias. The fill factor and resulting conversion 
efficiency (η) decrease with decreasing τSRH, as shown in the inset of Figure 5.6. The 
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decreased Voc is the result of increased diode dark current due to non-radiative 
recombination. Thusfar, experimental results have  shown a decrease in Voc for the case 
of  IBSC, while results for Jsc have been variable[21, 23, 24, 65, 80, 82]. The results of 
Figure 5.6 suggest that the reduction in Voc may be associated with increased SRH 
process associated with the material with impurity sites. In the extreme case of high SRH 
recombination, Jsc for IBSC may be reduced below the value of a control sample without 
IB.   
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Figure 5.6 (a) Current-voltage characteristics for varying τSRH and (b) resulting 
conversion efficiency (W = 5µm, ND (base)=1014cm-3). The baseline is p-i-n type device 




Solar cell conversion efficiency will depend on base width (W), where there is a clear 
tradeoff related to maximizing optical absorption (large base width W) and maximizing 
carrier collection (small base width W). This tradeoff is typically deemed to be limited by 
SRH recombination. In these simulations, however, an optimal W is also found for the 
case of no SRH recombination. The J-V characteristics and conversion efficiency 
dependence on W for the case of no SRH are shown in Figure 5.7. The decrease in 
efficiency for large W is the result of increased recombination rates via the intermediate 
levels in the base region. The recombination processes via the IL will depend on carrier 
populations in the IL, where increasing W will increase filling of impurity states and 
increase recombination rate. This result emphasizes the importance of the 1-D drift 
diffusion model, where filling of impurity states and recombination rates have a 
significant dependence on space charge characteristics of the device. 
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Figure 5.7 (a) Current-Voltage characteristics for varying base width (no SRH 
recombination) and (b) resulting conversion efficiency (ND (base) = 1014cm-3). 
 
5.3.4 Compensated Base Doping  
From section 5.3.3, it is clear that it is desirable to improve the state filling at 
intermediate band. Nonetheless, half-filled intermediate band also comes with strong 
space charge effects. For acceptor-like states or equivalently, for the materials with 
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chemical potential below intermediate band at 0 K, the half-filled states carry negative 
charges. On the other hand, for donor-like states or equivalently, for the materials with 
chemical potential above intermediate band, the half-emptied states carry positive 
charges. Consequently, In order to achieve the half-filled condition, the remedy has to be 
proposed to compensate the strong effect of space charge in the intermediate band. Here 
the use of base doping is proposed as a way to compensate the space charge effect 
brought about by the carriers in the intermediate states. 
The following figure shows the occupation of IB for different base doping. The 
doping is n-type from 1x1017 cm-3 to 9x1017 cm-3 and the concentration of impurity 
incorporation (NI) is 1x1018 cm-3. it is clear that when the base doping is half of NI, the 
state filling of IB is clamped at 50%. 






























Figure 5.8 Spatial depenedence of IB fill factor f for the case of ND=5×1017cm-3 and 
(inset) dependence on base doping. 
 
The resulting band diagram looks very similar to Luque’s “hand-drawn” band 
diagram, and the idea of compensated base doping may have already been intended 
though there have not been any direct results shown since no drift-diffusion model has 
been available for IBSC. From the equilibrium band diagram, there is a flat band region, 
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and the intermediate band Fermi level (EFI) is pinned at EI. This results in half-filled 
condition for a majority of the base region. At the base/emitter interface, the occupation 
of the intermediate band is emptied or completely filled in order to support the field 
necessary for the formation of the depletion region. The carrier transport at the flat band 
region is dominated by diffusion where diffusion length has to be much longer than the 
base width to maintain satisfactory charge collection. Nonetheless, the fact that a 
depletion region exists at both sides of the base region somewhat alleviates this problem. 
This also reflects the importance of the drift-diffusion model since the carrier transport 
and recombination on the complex band profile can only be accurately described by a 1-
D numerical model. 












































Figure 5.9 Calculated energy band diagram for the case of compensated base doping with 
W = 1 μm, NI=1x1018 cm-3 and ND=5x1017 cm-3.  










































From Figure 5.11, it is clear that the compensated base doping clamps the IB 
occupation at 0.5 even at biased condition (for all of the biasing condition of interest. i.e. 
from Jsc to Voc). This is important for the operation of solar cell device since the 
photocurrent has to be sustained at roughly the same value even at elevated bias in order 
to achieve high efficiency. This issue is specific to intermediate band photovoltaic device 
since for conventional baseline cell the optical generation does not depend on the state-
filling for there are abundant empty states and filled states in the CB and VB, respectively.  
 
Figure 5.11 IB occupation v.s. bias 
 
The Luque’s assumption in the original 0-dimensional IBSC model (PRL 1997) can 
be achieved by compensated base doping, which includes: (1) Half-filled IB (2) EFI is 
pinned at EI (EFI has its equilibrium position) (3) EFI, EFC, EFV are flat in absorber base 
region. The fact that EFI is pinned at EI is the prerequisite for Eq. 5.13.a and Eq. 5.13.b to 
be true. The fact that EFI, EFC, EFV are flat in absorber base region validates 0-D modeling 
since the spatial dependence of the physical quantities can be ignored. This is also the 
assumption made in Ref. [20]. This result implies that the predicted high efficiency using 
0-D analytical or semi-analytical model may only be achievable in some idealized cases, 
such as compensated base doping or efficient thermionic field. The 1-D numerical drift-
diffusion model is important since it reveals the true scenario for a specific situation, 
material system, or device structure. 
In Figure 5.12, Luque and Luque baseline are J-V calculated using detailed balance 
model while DD base doping, DD no base doping and DD baseline are J-V calculated 
using drift-diffusion model presented in this chapter. The baseline cell is devices with no 
intermediate band present. It is clear that the IBSC with compensated base doping can 
achieve nearly the same efficiency predicted by ideal IBSC theory (efficiency limit of 0-
D model). In addition, the compensated base doping fixes the decreased FF caused by the 
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charge in the intermediate band, which is clear by comparing to the case of intrinsic or 
lightly doped base. The Voc of IBSC and baseline cell are nearly identical, indicating the 
increased photocurrent might not be accompanied by decreased Voc. This strengthens the 
confidence for intermediate-band photovoltaics since while most experimental work 
shows decreased Voc, the theoretical study here shows that Voc can actually be maintained 
by using a highly doped emitter without intermediate band. As a result, from the point of 
view electrostatics, carrier transport, generation and recombination, the increased Jsc does 
not have to be accompanied by degraded Voc in principle. The observed degradation may 
result from other sources such as excessive defect states introduced by imperfect process 
technology during impurity or quantum dot incorporation. 
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Figure 5.12 (a) J-V curves and (b) efficiency comparing detailed balance 0-D model and 
drift-diffusion 1-D model. EG=1.95 eV, EI=1.24 eV, ND (base) =5×1017cm-3 for drift-
diffusion model.  
 
The higher Voc of the baseline cell calculated with Luque’s 0-D model [20] is 
primarily due to the neglect of minority carrier injection current, which is significant 
since the p- and n- emitter should be kept thin. The Drift-diffusion model provides a more 
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realistic picture of device operation. The same Voc for IBSC calculated with DD and 
Luque’s 0-D model indicates that when IB exists, the recombination current via IB is the 
primarily component for diode dark current. The fact that Jr,IB > Jdiff >> Jr,BB near the 











































At VA = Voc = 1.457 V, Jr,CI = 19.49 mA/cm2, Jr,IV = 18.94 mA/cm2, Jr,CV = 0.0044 
mA/cm2, Jdiff = 13.9 mA/cm2. 
The J-V characteristics and conversion efficiency for varying SRH lifetime and base 
width are repeated for the case of compensated base doping 
(











Figure 5.13 and Figure 5.14). An increase in conversion efficiency is calculated for 
the compensated base doping design in comparison to lightly-doped absorber layers. The 
occupation of intermediate states is increased from nearly empty to f~0.5 through 
compensated base doping. The resulting fill factor is improved from 0.811 to 0.871 (W=1 
μm), and the maximum efficiency for large W is increased from 29.0% to 41.1%. 
Compensated base doping clamps the quasi-Fermi level EFI at the EI regardless of bias 
condition, preventing the depletion of the IL that would occur for the lightly-doped base 
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design. Similar to prior IBSC model formulations [59-62, 68], the effect of IL occupation 
on the optical absorption coefficient is not incorporated in this model. The incorporation 
of IL occupation is expected to provide even lower efficiency values for the case of a 
lightly doped base, where low occupation in the impurity states would provide small 
values for absorption between the IL and CB (αIC). The dependence of calculated 
efficiency on base width for the case of no SRH recombination in the compensated base 
doping design is shown in Figure 5.14. The compensated base doping design eliminates 
any constraint on maximum W, in contrast to Figure 5.7. The doping in this design serves 
to fix the occupation of IL near f=0.5, providing a fixed recombination rate that would 
otherwise vary with IL occupation due to space charge characteristics. The efficiency in 
Figure 5.14 is η = 28.05% (W = 1 μm) and 41.12% (W = 5 μm), very close to the detailed 
balance limit of η =28.36% (W = 1 μm) and 44.57% (W = 5 μm) [20]. This indicates 
transport between impurity states is not essential for high efficiency subbandgap 
absorbing solar cells once half-filled band and suppressed non-radiative recombination is 
achieved. One of the outcomes of the simulations for the compensated base doping 
scheme is an increase in the solar cell fill factor, where a more “box-like” J-V curve is 
observed in relation to the lightly doped device structure. This result is consistent with 
recent experimental results, where a δ-doping scheme matched to the density of quantum 
dots  has  resulted in a “box-like” J-V curves  [23, 65, 82],. On the contrary, IBSC 
consisting of quantum dots embedded in a p-i-n device structure have demonstrated 
reduced  fill factors in comparison to baseline control samples [21, 80], similar to the 
case of an subbandgap absorbing solar cell with lightly doped base and increased SRH 























































Figure 5.13 (a) Current-voltage characteristics for varying τSRH and (b) resulting 
conversion efficiency (W = 5 µm, ND (base) =5×1017cm-3). The baseline is p-i-n type 
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Figure 5.14 (a) Current-Voltage characteristics for varying base width (no SRH 
recombination) and (b) resulting conversion efficiency (ND (base) =5×1017cm-3)  
 
5.4 Conclusion 
A one-dimensional IBSC drift-diffusion model is presented. The results are consistent 
with prior 0-D models verifying the ability to achieve high efficiency in the case of low 
non-radiative recombination and good electronic transport properties. The drift-diffusion 
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model has identified that space-charge effects are significant for IBSC with lightly-doped 
regions, where devices would have low occupation of IB states and corresponding low 
conversion efficiencies. A doping compensation scheme is proposed to clamp the IB 
quasi-Fermi level at the IB position to reduce space-charge effects and to maximize 
optical generation. The compensated base doping scheme also eliminates the intrinsic 
dependence of efficiency on base doping due to space-charge effects and increases the 
maximum achievable efficiency to >40%, near the values predicted for 0-D IBSC devices. 
The 1-D drift diffusion model facilitates the future design of IBSC and related devices 




Chapter VI Analysis of Experimental Work on Intermediate 
Band Solar Cells 
  
6.1 Introduction 
Chapters 3-5 focus on theoretical aspects of intermediate band devices where 
predictions are made on the efficiency achievable by subbandgap photovoltaic devices. 
Experimental effort has been made in our group with ZnTe:O although the efficiency 
achieved is still far below the predicted high efficiency. The goal of this chapter is to 
provide competent analysis of experimental data and help to understand the physical 
reasons for the observed low efficiency. The material growth and device fabrication is 
done by Dr. Weiming Wang in author’s group and the time resolved photoluminescence 
is measured by Dr.  Wyatt Metzger at the National Renewable Energy Lab. Some of the 
material parameters are not currently available, where further experimental work is 
required. For example, the optical absorption coefficient for subbangap states should 
depend on state occupation though it is difficult to measure absorption coefficient with 
uniform state occupation given the complex spatial dependence on illumination. The 
emphasis of this chapter is to apply IBSC models presented on this thesis to recent 
experimental work on ZnTe:O devices. 
 
6.2 ZnTe:O Material System 
Wide bandgap semiconductors based on ZnO, ZnTe, and related II-VI compound 
semiconductors are attractive for several device applications including light emitters and 
detectors operating in the visible/ultraviolet spectral region, and transparent electronics. 
Research and development efforts on alloys related to ZnO have predominantly focused 
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on the mixed cation materials CdZnO, MgZnO, and BeZnO. Mixed anion alloys related 
to ZnO such as ZnO(S,Se,Te) may also provide the ability to tune semiconductor 
bandgap energy in the visible and ultraviolet spectral region, but are less understood. 
ZnTe has a direct bandgap at 2.29eV, corresponding to the green optical wavelength, and 
has been investigated in great detail for application to ZnSe-based visible light emitters, 
CdZnTe x-ray detectors, and ZnTe buffer layers for HgCdTe infrared detectors. ZnTe has 
shown the ability for controllable p-type doping by nitrogen [88-91], with hole 
concentrations of up to 1020 cm-3. The source of the unique p-type nature for this wide-
bandgap material is believed to be the native defect structure, where defects lie within the 
valence band rather than within the bandgap [92]. The unique p-type behavior of ZnTe, a 
notorious problem for ZnO and many wide-bandgap semiconductors, and possibility for 
tunable bandgap energy in the visible spectral region make alloys of ZnTeO a potentially 
attractive material for optoelectronic devices.  
Comparing to oxygen doping in CdTe, where oxygen acts as a shallow acceptor [93], 
doping or alloying of ZnTe with oxygen is believed to result in a “highly mismatched 
alloy” where Te and O atoms possess a very different electronegativity. In the extreme of 
low oxygen concentration, a substitutional impurity of OTe in ZnTe results in a defect 
level 0.4eV from the conduction band and a strong radiative transition at 1.9eV [94, 95]. 
This strong radiative transition in ZnTe:O has in fact been used as red light emission 
diode [96], and also a phosphorescent material for x-ray detectors, where long radiative 
lifetimes of > 1 μs have been reported [97]. Higher oxygen content in ZnTe is predicted 
to introduce a narrow electronic band in the material, as explained by a band anticrossing 
model [33]. Experiments and calculations have suggested the presence of such an 
intermediate band in ZnTeO and the quaternary ZnMnTeO [33]. Bandgap reduction in 
ZnTe with the introduction of oxygen has also been reported by other research groups 
recently [98, 99], providing further evidence of an intermediate band in this alloy. In this 
work, the synthesis of ZnTeO thin films by pulsed laser deposition and molecular beam 
epitaxy is investigated to further examine the possible formation of an intermediate band 




6.3 ZnTe:O Growth and Photoluminescence Spectrum 
ZnTe:O samples were grown by molecular beam epitaxy using solid source effusion 
cells for Zn and Te, and an RF plasma source for oxygen and nitrogen incorporation. 
Samples were grown on n+-GaAs (100) substrates for material characterization and solar 
cell device structures. Nitrogen was used to achieve p-type ZnTe for the diode structure. 
An oxygen flow rate of 1 sccm was used, where a concentration of 1x1019 cm-3 is 
estimated based on the assumption of a similar incorporation rate for oxygen and nitrogen. 
Solar cell devices were fabricated using photolithography, metallization and liftoff, and 
wet chemical etching. Current-voltage characteristics were measured using a Keithley 
4200 semiconductor parametric test system. Solar cell optical measurements were taken 
using a grating spectrometer for spectral response and a solar simulator for efficiency 
measurements. 
A room-temperature photoluminescence spectrum for ZnTe:O grown on GaAs is 
shown in Figure 6.1, indicated both a bandedge response for ZnTe at 2.3 eV and a strong 
sub-bandgap response related to oxygen doping in the range of 1.6-2.0 eV. In a majority 
of the ZnTe:O samples, the spectrum is dominated by defect emission, where the 
spectrum in Figure 6.1 was chosen in order to illustrate both defect and ZnTe bandedge 
emission. In comparison, the photoluminescence spectrum for an undoped ZnTe sample 
shows a sharper bandedge transition, and a much weaker defect emission. The presence 
of defect emission in the undoped ZnTe sample is believed to be due to residual oxygen 
present in the growth chamber. The strong radiative emission due to oxygen in ZnTe is 
consistent with previous detailed studies [94-96]. The strong emission for the oxygen 
defect in ZnTe denotes a highly radiative transition, and is therefore a highly desirable 
characteristic for the IB solar cell. Complementary optical absorption spectra inferred 
from transmission measurements have been reported previously for samples deposited on 
sapphire under varying oxygen partial pressure [100]. A sharp bandedge response is 
observed for ZnTe without oxygen, while increasing sub-bandgap optical absorption is 
observed with increasing oxygen. The sub-bandgap optical absorption is consistent with 

























Figure 6.1 (Left) energy band diagram for ZnTe:O with associated optical transitions for 
intermediate band solar cells and (right) room-temperature photoluminescence spectra of 
ZnTe:O illustrating emission from both the ZnTe bandedge and oxygen related defect 
states Acknowledgement: Dr Weiming Wang, the University of Michigan, Ann Arbor.  
 
6.4 ZnTeO Alloy and Absorption Spectrum 
In this section, the analytical expressions for absorption cross sections are applied to 
calculate absorption coefficient for various transitions mechanisms includes band to band 





Figure 6.2 Absorption coefficient of ZnTe:O grown by molecular beam epitaxy with 
different oxygen partial pressure 
 
Band to band optical transitions can be derived from first order time dependent 

























where DCV is the joint density of states, and (a·p)if is the momentum matrix element for 
the transition. Under parabolic band approximation, the absorption spectrum has a square 
root dependence on energy. The matrix element may be determined from initio band 
structure calculation. Several groups have performed calculations and experimental 
measurements for ZnTe absorption coefficicents [101-104] though the value of matrix 
element is not revealed in literature. In addition, the matrix element for ZnTeO is 
generally unavailable, and the absorption spectrum for ZnTeO deviates from ZnTe due to 
oxygen incorporation, and thus using ZnTe matrix element is not accurate due to the fact 
that incorporation of high concentration oxygen atoms can alter the band structure and 
thus the absorption of VB-CB transitions [100]. Here we choose to extract the matrix 
98 
 
element from experiment optical transmission measurement by plotting α×hν v.s. hν -EG 
[105, 106], where the value will be utilized later to calculate subbandgap transitions.   














Figure 6.3 Illustration of squart-root dependence of absorption coefficient on energy for 
ZnTe:O 
 
For valence band to intermediate state transitions, the model proposed by Sundstrom 
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where ε0 is permittivity in vacuum, c is the speed of light, e is elementary charge, h is 
Plank’s constant, m0 is free electron mass, M is the number of conduction band minima 
(valence band maxima). The dipole moment pCV can be extracted from αVC by plotting 
α×hν v.s. hν -EG. The matrix element pCV for valence band to conduction band transition 








where V is the volume of the crystal. In the derivation for σopt, the parabolic band 
approximation is employed for the density of states function [102]. Lucovsky 
wavefunction [109] is assumed at intermediate states (final states) and the wavefunction 
at initial states is the superposition of plane waves. 
The absorption coefficient for intermediate to conduction band transition, αIC, is not 
available from experimental measurement due to low state filling for oxygen state under 
equilibrium. This results from the fact that undoped ZnTeO is intrinsically p type due to 
native acceptors and the Fermi level at equilibrium is closer to the valence band [92]. 
Therefore, a theoretical model is used here to model the transition from intermediate 
states to the conduction band. A hydrogenic model has been utilized to calculate the 
energy levels for dopants in semiconductors though in the case of deep electronic states, 
the hydrogen atom model is inaccurate since the ion core potential instead of the 
columbic potential is responsible for the ground state binding energy. The Lucovsky 
model is in general more suitable to model states deep in the bandgap [109]. A simple 
delta function is assumed to represent the core potential and Fermi-Golden rule is then 

































where c is the speed of light, e is elementary charge, h is Plank’s constant, m* is the free 
electron mass, Feff is the effective field at impurity site and F0 is average field in crystal. 











and is typically in the range of 1~5. 
The absorption coefficient is proportional to optical absorption cross section and state 
filling, and is calculated by integration over the energy distribution of intermediate states. 
Gaussian density of state is assumed for oxygen state though other DOS function can also 
be applied in the same way 
100 
 
∫ −= )()1)(()()( VI opt,VI νζννσνα hdhDhh  6.6.a.





















where ζ Characterizes state filling, D(hν) is the density of states function for intermediate 
states, and σopt is optical absorption cross section  
The straight line segment for the lower energy portion in log(α) vs E plot is the 
bandtail absorption due to the poly-crystalline nature of the ZnTeO film, and can be 
modeled by Urbach absorption  [115] 
 
)/)(exp()( 00bandtail kTEhh −−= νβανα  6.7
where α0, β, E0 are fitting parameters. The clear cutoff between bandtail absorption and 
band to band or intermediate band absorption may be difficult to determine and thus is a 
fitting parameters, and here E0 is chosen to be 1.81 eV since in measured spectrum it is 
clearly a straight line below valence to intermediate band absorption. 
 
Table 6-1 Simulation parameters for ZnTeO absorption spectrum 
Band gap Energy EG  2.3 eV  
IB Energy position EI  1.85 eV  
mC  0.13m0  
mV  0.6m0  
IB density of states NI  1.0x1019  cm-3  
IB bandwidth σIB  0.05 eV  
Refractive index nr  2.7  
 
The bandgap energy EG and EI can be found in reference [33, 79, 100, 116, 117], mC, 
mV in reference [118], and refractive index in reference[119] For oxygen-doped ZnTe 
films grown by MBE, oxygen concentration is too low to be detected by X-ray 
photoelectron spectroscopy measurement. Assuming similar incorporation rates for 
101 
 
nitrogen and oxygen, the oxygen concentration in ZnTe grown with 2×10-5 Torr oxygen 
partial pressure is estimated to be near 1019 cm-3. σIB may be found in reference [33]. 
   



















































Figure 6.4 Calculated optical absorption coefficient of ZnTeO samples grown by MBE 
with oxygen plasma 
 
Figure 6.4 shows the calculated absorption spectrums for ZnTe:O. By utilizing 
analytical expression as described in this section, the absorption coefficient for different 
absorption mechanism including VB-CB, VB-IB, and IB-CB transtions can now be at 
least estimated. In Figure 6.4, αIC is shown in a separate plot since ZnTe:O is intrinsically 
p-type and thus IB-CB transitions might not be observed in measured date. From Figure 
6.4 we see that significant spectral overlap presents between absorption spectrums of 
different transitions. This is not surprising since the density of state of conduction and 
valence band tends to increase beyond bandedge, and thus there is no appropriate 
mechanism to cutoff low threshold absorption process for high energy photons. 
Nonetheless, this can significantly lower the efficiency for intermediate band 
photovoltaics [60]. In later section, the effect of spectral overlap is going to be 
incorporated into ZnTe:O diode current-voltage characteristic calculation and the result 
will be compared to experiment. In Figure 6.5, the theoretical absorption curve for αtot is 
plotted with measured spectrum. Theoretical and experimental curves basically match 
each other and a strong absorption peak due to oxygen states is observed. 
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Figure 6.5 Theoretical and experimental absorption coefficient for ZnTeO.  
Acknowledgement: Dr. Weiming Wang, the University of Michigan, Ann Arbor. 
 
6.5  Time Resolved Photoluminescence  
In this section time resolved photoluminescence (TRPL) for ZnTe:O is measured. The 
goal is to experimentally measure/approximate carrier recombination lifetimes for band 
to band and intermediate band transitions. Time-resolved photoluminescence data for the 
three samples with representative scans at 550 nm and 700 nm shown in Figure 6.6. The 
emission peaks at 550 nm demonstrate fast decay times for both ZnTe:N and ZnTe:NO, 
with time constants on the order of 100 ps. The time resolution of the TRPL setup is on 
the order of tens of picoseconds, similar to the time constants for conduction to valence  
band transitions, suggesting that the carrier lifetime for electrons in the conduction band 
is <100 ps. The emission at 700 nm follows a biexponential function with two time 
constants, where the PL intensity follows the relation Ao+A1exp(-t/τ1)+A2exp(-t/τ2), as 
shown in Figure 6.6(b). The fast and slow time constants of the 700nm emission may be 
attributed to surface and bulk recombination processes, respectivetly. For the ZnTe:O 
sample, long decay times exceeding 1μs are observed at low injection levels. In contrast 
to the ZnTe:N and ZnTe:NO samples, the decay time constant for bulk recombination in 
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the ZnTe:O sample exhibits a  dependence on injection level, as illustrated in Figure 
6.7(a). 














































Figure 6.6 Time-resolved photoluminescence of (a) ZnTe:N and ZnTe:NO at 550nm and 
(b) ZnTe:NO at 700nm.  Acknowledgement: Dr. Wyatt Metzger,  National Renewable 





The carrier populations in the CB, VB, and IB can be expressed by the following rate 















where n, p, and nI are the electron density in the CB, hole density in the VB, and electron 
concentration in the oxygen states, respectively. Radiative recombination is assumed to 
be the dominant process for this analysis, with the exception of relaxation of carriers 
from CB to oxygen states. The carrier lifetimes for various transitions are given by the 
























where B0 is the radiative recombination coefficient for CB to VB transition in  ZnTe, with 
a value of 7.1×10-10 cm3/sec [120], B1 is the radiative recombination coefficient extracted 
from the power dependent TPRL as shown in Figure 6.7(a). The electron and hole 
concentrations p0 and n0 are values under thermal equilibrium, where Δp is the injected 
hole concentration. The equilibrium electron concentration is neglected in the lifetime 
expressions due to p-type conductivity in all samples. The value of τCI is determined 
using the thermal velocity of electrons at room temperature vth =2.6×107cm/s, 
concentration of oxygen atoms NI inferred from absorption measurements, and assuming 
a capture cross section for electrons of σn =2×10-14 cm2 [101]. The injected carrier density 
may be related to the TRPL excitation conditions assuming the the absorption coefficient 
for ZnTe at 3.1eV of approximately α=1.5×104cm-1 [121] and a uniform carrier 
distribution in the ZnTe layer.  
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The simulated decay time constants for electrons in the IB under varying excitation 
are shown in Figure 6.7(b) in good agreement with TRPL measurements. The effective 
carrier lifetime for electrons in the CB based on simulations of the above rate equations is 
also shown in Figure 6.7(b) for varying injection density, along with the lifetime of 
electrons in the IB. Based on these simulations, the effective carrier lifetime for CB 
electrons show the expected increase with increasing excitation density due to an increase 
in electron population in IB states. The carrier lifetime for IB electrons also show a 
corresponding decrease with injection density, though is still orders of magnitude higher 
than the lifetime for CB electrons. The dependence of lifetime for CB and IB electrons 
may be divided into three regions according to injection density relative to the  
background hole concentration (1015 cm-3) and IB state density (1018 cm-3). The effective 
lifetime of CB electrons may be extended to approximately 1 ns when the IB states are 
fully occupied, which would greatly improve the ability to extract carriers generated from 
a multi-photon process in an IBSC device.  
Long carrier lifetime (>1μs) is measured for electrons in oxygen states in ZnTe, 
where lifetime shows an inverse proportionality with hole density. Shorter carrier lifetime 
is measured for IB states in p-doped ZnTe:NO and ZnTe:N material where hole 
population is significantly larger. Short lifetime is observed for electrons in the CB, and 
is attributed to the fast relaxation of carriers from the CB to IB. Rate equation analysis 
suggests that the effective lifetime of CB electrons also exhibits a dependence on injected 
carriers, where increase in lifetime is possible when injection is on the order of the IB 
state density. High injection conditions, such as would be present in solar concentrator 
cells, would serve to enhance the carrier lifetime for CB electrons and resulting 
conversion efficiency for intermediate band solar cells based on these materials. 
Therefore, the lifetime for electrons in intermediate band is approximately 1 μs, and the 
lifetime for electrons in conduction band is short and shown to be less than 100 ps. The 
increased injection is proposed as a way to alleviate the short carrier lifetime in the 
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Figure 6.7 (a) Excitation-dependent time-resolved photoluminescence of ZnTe:O at 
700nm and (b) Simulated effective carrier lifetime for electrons at the CB and IB for 
varying injection.  Acknowledgement: Dr. Wyatt Metzger, National Renewable Energy 






6.6 The Current Voltage Characteristic of n-GaAs:p-ZnTeO Diode 
Prototype IBSC devices where fabricated incorporating a ZnTe:O absorber, the 
structure is illustrated in Figure 6.8, which consists of p+-ZnTe emitter, p-ZnTe:O 
absorber, n+ -GaAs, and n+-GaAs substrate. The measured current-voltage characteristic 
is shown in Figure 6.8. The goal in this section is to plug in real material parameters as 
shown in Table 6-2 and spectral overlapping as evaluated in previous section, and 
calculate the realistic efficiency that is achievable by ZnTe/ZnTeO material system. 
Carrier transport and recombination model (CTR) presented in chapter 3  is employed 
here to calculate the J-V for n-GaAs/p-ZnTeO diode. The calculation in section 6.4 has 
shown that significant overlap in absorption spectrum is present in ZnTe:O. Notice that 
spectral overlap decreases efficiency significantly by detailed balance argument [60, 62]. 
In this scenario, the high energy photons are absorbed by low threshold processes and 
excess energy is dissipated as heat. Nonetheless, the measurement of spectral overlapping 
in absorption spectrum is somehow difficult, since experimentally αtot is measured and it 
is very difficult to distinguish between different absorption mechanism that contribute to 
αtot. With the analysis present in section 6.4, by utilizing several analytical expressions 
for localized states to continuum transition, and compared to experimental result, the 
spectral overlap between different absorption band is estimated and its effect is included 















Table 6-2 Parameters for p-ZnTeO/n-GaAs diode current voltage characteristics 
Band gap Energy EG  2.3 eV  
IB Energy position EI  1.85 eV  
mC  0.13m0  
mV  0.6m0  
IB density of states NI  1.0x1019  cm-3  
IB bandwidth σIB  0.05 eV  
Refractive index nr  2.7  
Mobiltiy μn (ZnTe)  300 cm
2/Vs  
Mobiltiy μp (ZnTe)  100 cm
2/Vs 
Mobiltiy μn (ZnTeO)  150 cm
2/Vs 
Mobiltiy μp (ZnTeO)  50 cm
2/Vs 
τCV  1 ns  
τCI  <100 ps  
Basewidth W  1 μm 
Emitter width Wp(ZnTe)  0.3 μm 
Emitter width Wn(GaAs)  substrate  
ni (GaAs)  2.1x106  cm-3  
Lp (GaAs)  40 μm 
Dp (GaAs)  10 cm2/s  
 
The expression for optical generation is slightly modified in order to take into account 
to take into account the spectral overlap in our absorption spectrum. The first order effect 
of spectral overlapping can be modeled by knowing the fact that the fraction of absorbed 
photons at certain frequency by a particular absorption mechanism, is proportional to the 


















αXY is absorption coefficient, GXY is generation rate and AXY is absorbance. I, V, and C 
represent intermediate band (IB), valence band (VB), and conduction band (CB). W is 
base width, and I0 is solar irradiance.  
The optical generation expression in Eq.6.10.a and 6.10.b is then plugged into carrier 
transport and recombination model (CTR) in Chapter 3 with real material parameters as 
shown in Table 6-2, and the entire J-V can obtained. Figure 6.8 shows experimental and 
calculated J-V using parameters in Table 6-2. 






















Figure 6.8 (Left) Experimental J-V for p-ZnTeO/n-GaAs diode and (right) calculated J-V 
for p-ZnTeO/n-GaAs diode. Acknowledgement: Dr. Weiming Wang, the University of 
Michigan, Ann Arbor. 
 
Compared to theoretical calculation, the Voc and Jsc of measured J-V curves are 
clearly smaller. The physical reason for Voc reduction in experiemnt is still under 
investigation and is discussed below: GaAs n-emitter basically reduces the Voc to 1.1 
volts due to the minority carrier diffusion current. This is consistent with our calculated 
result. Larger open circuit voltage is expected if large bandgap material is used for n-
emitter, such ZnSe. The band to band recombination (τCV), in ZnTe and ZnTeO is in the 
range of nano-second, which is not significant compared to minority carrier injection 
current and thus the Voc should still be maintained > 1 volt. Nonetheless, the time-
resolved photo luminescence data for τCV has not been very clear and further effort might 
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be made to clarify the physical reason of experimentally measured small Voc. The Voc 
reduction due to the recombination through oxygen states should not be very severe, due 
to the recombination current through intermediate sites is proportional to exp(VA/2kT) or 
exp(VA/nkT); however, the recombination through oxygen state can be detrimental to Jsc 
especially for the case of long basewidth compared to drift length. This is illustrated in 
Figure 6.9. Series resistance is on the order of 200 Ω−cm2 for our devices, primarily 
resulting from the non-ideal electrode structure where the distance between interdigitated 
fingers is much larger than the carrier transport length and recombination occurs before 
carriers can be collected. Nonetheless, series resistance usually reduces Jsc and thus is 
unlikely the reason leading to Voc reduction. From the above discussion, it is inferred that 
the potential reason for reduced Voc is the interface trap states located at GaAs/ZnTeO 
interface. The trap charge affects electrostatic potential of the junction and thus the turn-
on voltage of the diode, which in turn reduces Voc. Using ZnSe may alleviate this problem 
since the lattice constant of ZnSe is closer to ZnTe compared to GaAs, as is important for 
reducing interface trap densities. The fact that calculated series Jsc is larger than 
measurement is mainly due to series resistance, which should be solved after electrode 
structure is optimized. The lack of box-shaped J-V in experimental data is also due to 
series resistance where the rectification behavior is not pronounced and linear ohmic 
behavior is observed. Since there are several potential reasons of degraded behavior and 
the precise physical reasons and parameters are not available, below the J-V of different 
lifetimes, series resistances, and shunt resistances are examined. The circuit model is 
lumped parameter model standard to solar cell equivalent circuit modeling. The J-V for 
varying lifetime calculation are based on CTR model. The J-V for varying series 
resistance and shunt resistance are superimposed on the calculated result in Figure 6.8. 
Figure 6.9 shows the effect of varying recombination lifetime. 
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Figure 6.9 Calculated J-V for varying recombination lifetime 
 
Figure 6.10 is the simulation of J-V including the effect of series and shunt resistance, 
and Figure 6.12 is simulation where series and shunt resistance is adjusted in order to fit 
experimental curve.  
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Figure 6.11 Illustrating the non-ideal properties of IBSC 
 





































Absorption coefficient for ZnTeO alloy is calculated based on Sundstrom et al. [107] 
and Lucovsky’s model [109]. The calculated result is basically in agreement with 
experimentally measured data where incorporation of oxygen states introduces a peak in 
absorption spectrum below fundamental bandgap. Time resolved photoluminescence 
(TRPL) is measured and result shows the CB to IB lifetime depends on injection levels. 
Calculation based on rate equations analysis suggests the short lifetime from CB to IB 
might be suppressed by using solar concentrators. p-ZnTeO/n-GaAs J-V is then 
calculated using the absorption coefficient from previous section and the result indiciates 
the Voc and Jsc achievable by ZnTe:O should be larger than currently measured in real 
devices. The reduction in Voc might be attributed to excessive interface traps between 
ZnTeO and GaAs where electrostatic potential is affected by trap charges. From time-
resolved photoluminescence measurement, it can be inferred that the incorporation of 
impurity atoms can lead to significant reduction in carrier lifetime in the materials, which 
is detrimental to the operation of photovoltaic cells. Thus, it is not surprising that the 
measured current voltage characteristics show small Voc and Jsc. Nonetheless, from 
absorption measurement, it is also clear that in order to achieve noticeable improvement 
in subbandgap absorption, high concentration of impurity is desired. Therefore, the trade-
off between optical absorption and recombination is important consideration as pointed 
out in our carrier transport and recombination model. In reality, whether the improvement 
can be made by subbandgap states thus greatly depends on the properties of the particular 
material such as optical absorption cross section and thermal capture cross section. Since 
these parameters are primarily determined by the material’s bandstructure, a b initio 
study of intermediate band material is essential in order to find out the true potential of 




Chapter VII Future Work 
  
7.1 Intermediate Band Solar Cells 
The future direction of intermediate band solar cell should focus on the experimental 
effort on high efficiency devices. The searching for new and more promising materials 
with significant subbandgap absorption, high mobility, and suppressed non-radiative 
processes is crucial for the success of intermediate band devices. This might include 
alloys and quantum confined structures. The theoretical and modeling effort should focus 
on explanation of the low efficiencies observed in real devices, revealing the underlying 
physical reasons, and provides feasible solutions to the problems. In addition, continued 
effort on theoretical work can predict/propose novel concepts to either exceed current 
efficiency limits or more practically, suggests new high efficiency cell structures where 
the gap between concept and experiment is smaller than IBSC.  
7.2 Rigorously Coupled Wave Approach and Advanced Concepts in 
Light Trapping 
7.2.1 Incidence with an Angle 
Thus far, most studies of optical modeling of solar cells based on wave optics assume 
normal incidence in the simulation. Nonetheless, the oblique incidence as illustrated in 
Figure 7.1 is also of great importance as far as the design of solar cell structure is 
concerned since the sun light can come from any direction depending on the time during 
a day and latitude. Designing an incidence angle insensitive structure is certainly the goal 
and it can eliminate the need of expensive solar tracking system currently employed to 
increase cell efficiency. Nonetheless, before the development of novel structure robust to 
incidence angle, the effort has to be made in studying rigorous coupled wave analysis 
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(RCWA) [122-131] . RCWA is the electromagnetic numerical method most suitable for 
studying oblique incidence on 2-D or 3-D dielectric structure due to its semi-analytical 
and frequency domain analysis nature and the formulation inherently takes into account 
the incident and reflected waves propagating in different directions. It is also generally 
faster than finite difference time domain (FDTD) method and finite element method 
(FEM), though the limitation of RCWA is that it is more suitable for rectangular shaped 
structures. 
 
Figure 7.1 Illustration of oblique incidence on grating structures 
 
7.2.2 Photonic Crystals and Air Holes Reflectors 
Embedding air holes or nano-crystalline TiO2 may modify the optical property of 
ZnO/metal back reflector by index contrasting and thus enhanced light scattering. In the 
case of photonic crystal, the altering of photonic density of state might increase the 
absorption or reflection properties at certain wavelengths. This can provide higher 
reflectivity. This helps increase the absorbance of long wavelength photons in the solar 
spectrum where light generally penetrates through the entire thin film and reaches back 
reflectors. The air holes and TiO2 particles might also provide more scattering at the back 
side of the devices and thus are beneficial for achieving longer optical path length. The 
randomness in size and position of these nano-sized particles also benefits achieving truly 




Figure 7.2 The structure of Ag/ZnO reflector with TiO2 particles 
 
7.2.3 Broad-Band Dielectric Mirror 
The subwavelength gratings have been proved capable of realizing several different 
optical components including filters [132-135] and broad band dielectric mirrors[133, 
136-141]. The physical origin of broad band flattop high reflectivity region in spectral 
response is referred to as guided mode resonance (GMR) where the incoming light is 
coupled to the leaky modes of the periodic grating structure. The broad band dielectric 
mirror based on subwavelength gratings (SWG) can potentially replace conventional 
metal back reflectors due to higher reflectivity. SWG can also be utilized to replace 
distributed Brag reflectors (DBR) in lasers, LED, detectors, and solar cells since DBR are 
in general too thick in dimension, especially for infrared application. Scaling the 
dimension of the SWG reflector structure can change or tune the wavelength of reflection 
band, which is promising for broad band application. Currently, the reflection band of 
SWG might not be wide enough for entire solar spectrum, although the target frequency 
range might be chosen for long wavelength portion of the spectrum where a back 




Figure 7.3 The structure of a broad band reflector 
 
7.2.4 Controlled Resonance for Multi-Junction/Multi-Layer Cells 
The broad band subwavelength gratings (SWG) reflector might be incorporated into 
multi-junction or multi-layer cells to further increase conversion efficiency as illustrated 
in Figure 7.4. The SWGs are inserted into the device structure, and the absorption 
materials that target at different wavelength are sandwiched between these mirrors. The 
different wavelength portions in incident solar spectrum are separated into different cells 
by SWG mirrors and thus all photons are absorbed by appropriate processes and thus 
thermalization is minimized. If properly designed, the efficiency can potentially exceed 
conventional tandem cell due to better light management. The SWG reflectors might 
form Fabry Perot cavity (FP). In this case, the absorbance can increase dramatically. The 
film thickness required for full absorption might also be reduced by this kind of structure 
due to better light trapping and resonance behavior, and this is beneficial for lower cost 
devices. The design and optimization of entire structure is the challenge since all of the 
dimension/material/device parameters affect each other and thus for the purpose of 
achieving ultra high efficiency device, significant effort has to be made in iterating in 
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