This chapter reviews micromagnetic simulations of cylindrical magnetic nanowires and their ordered arrays. It starts with the description of the theoretical background of micromagnetism. The chapter discusses main magnetization reversal modes, domain wall types and state diagrams in cylindrical nanowires of different types and sizes. The results on the hysteresis process in individual nanowires and nanowire arrays are also presented.
and commercial (Scheinfein, 2003; Berkov, 2007) , which can be used for running own simulations.
For very small ferromagnetic particles, strictly speaking of the ellipsoidal form (Aharoni, 2000) , and with the size less than single domain limit, the Stoner-Wohlfarth model for coherent magnetization rotation has been developed many years ago. Later the disagreement between this model and experiment showed its limitations for high aspect ratio nanoparticles. The coherent reversal has been also investigated as a possible mode for NWs. This mode would correspond to homogeneous rotation of magnetization at unison along the whole length of the NW. Prior to the use of computers, the curling reversal mode was also suggested and evaluated analytically by the pioneer in the micromagnetic theory (Aharoni, 1997) based on the cylindrical symmetry property. His analytical theory for magnetization reversal is valid for homogeneous ferromagnetic prolate spheroid only. He calculated the angular dependence of the nucleation field and coercivity of the high aspect ratio particles for coherent rotation and curling modes for the case of isotropic and anisotropic ferromagnetic material. Later the coherent rotation and the curling reversal modes have become a paradigm in the magnetization reversal studies of nanoobjects and very frequently the experimental results of the angular dependence of coercivity in magnetic NWs are fitted to these models (FernandezPacheco, 2013; Lavin, 2009; Vivas, 2012a; Salem, 2012; Rheem, 2007a; Rheem, 2007b) .
More recently the nucleation theory of A.Aharoni has undergone several generalizations in application to NWs. For example, Escrig (2008) have generalized his results, taking into account localized nucleation in the volume of the order of the exchange correlation length. They have discussed three main reversal modes for isolated cylindrical NWs, depending on their geometry: coherent rotation, transverse domain wall (TDW) and vortex domain wall (VDW) modes. The transverse and vortex wall reversal modes correspond to nucleation and propagation of a domain wall-like (transverse or vortex type) in long NWs. The transition between two last modes is expected to occur with the increase of NWs diameter (Hertel, 2004) . These models were successfully fitted to experiments in several cases (Lavin, 2009; Vivas, 2012a) . For example, the fitting of the experimentally measured angular dependence of coercivity (Vivas, 2012a; Vivas, 2012b) to models based on TDW or curling within finite volume (similar to VDW) has allowed to associate the coercivity mechanism in Co-based nanowires with possible occurrence of these processes.
However, analytical calculations based on the aforementioned approach can only qualitatively describe the experimental results (Lavin, 2009; Vivas, 2012a; Vivas, 2012b) .
First of all, the analytical calculations are based on some pre-defined form for the magnetization distribution with trial anzats functions for non-coherent modes. Secondly, the models simplify or do not consider real geometry, structural characteristics of NWs as well as realistic magnetocrystalline anisotropy (MA) and frequently simplify the magnetostatic energy calculation, for example, taking it as an additional shape anisotropy, disregarding the influence of non-homogeneous magnetization distribution.
Micromagnetic simulation is a powerful instrument to investigate the magnetization reversal modes in NWs as well as their ordered arrays (Usov, 1993; Hertel, 2004; Hertel, 2002; Lebecki, 2010 , Vila, 2009 Lee, 2007; Forster, 2002; Vivas, 2013; . These simulations allow the prediction of the reversal mode without any simplifications related to its functional form and magnetostatic fields. The first micromagnetic simulations (Usov, 1993; Belliard, 1998; Hertel, 2004; Hertel, 2002) have corrected the analytical concepts, showing that the reversal in nanowires never takes place by means of coherent rotation or curling but by the nucleation of domain walls at the ends of NW and subsequent depinning and propagation along its length. The DW structure is TDW or VDW depending on the NW diameter (Hertel, 2004) . The TDW occurs in NWs with small diameter while for larger diameter the reversal takes place by means of the VDW. In larger micron-size NWs the reversal modes can have even more complex structure (Usov, 1998; Stoleriu, 2012) .
Experimentally TDW and VDW were previously observed in magnetic nanostripes (the nanowires with rectangular cross section and relatively small thickness in comparison with the width and length of the NW) (Boulle, 2011) . The spin configuration of such NWs can be described in 2D. Strictly speaking, the TDW and VDW spin configurations in nanowires with rectangular and cylindrical cross-section are different and should be distinguished. However, historically, the same names are used. Recently domain walls in cylindrical nanowires have been observed by means of X-ray circular magnetic dichroism (Da Col, 2014) . The understanding of the magnetic structure in these objects is more complicated due to a 3D nature of spin configuration. To distinguish VDW in 3D from the VDW in nanosripes, Da Col (2014) proposed to call VDW in cylindrical NWs as a Bloch-point DW. The DW propagation in cylindrical NWs according to (Thiaville 2003; Hertel, 2004) can be described as a Bloch-point nucleation and propagation. The Bloch-point is a singularity sitting on the core of the VDW where the magnetization is changed from the up to the down direction, strictly speaking passing through zero magnetization. The magnetization reversal through the Bloch point makes the magnetic configuration in such NWs very stable versus thermal fluctuations since the corresponding energy barrier separating the two states is very high. In addition, recently it has been shown that in NWs with strong uniaxial magnetocrystalline anisotropy the remanent magnetization can be characterized by the vortex-like configuration in the whole NW, depending on the direction of the magnetocrystalline easy axis in respect to the NW axis (Ivanov, 2013a) .
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This chapter is organized as follows. In section 2 the theoretical background of micromagnetism is presented and some technical aspects related to the finite differences and finite element methods are briefly discussed. Section 3 is devoted to description of the main reversal modes, domain wall types and state diagrams in cylindrical nanowires.
In section 5 we will describe some results on the hysteresis process in individual nanowires and nanowire arrays. Modeling results will be compared with the experimental ones. The role of magnetostatic interactions will be also discussed. Section 5 is devoted to describing future trends in nanowires in relation to the simulations, as for example, the current-driven dynamics, spintronic and spincaloritronic applications. Future possibilities for modeling of microwires using large computer resources and graphical cards will be outlined. Main micromagnetic programs and their web pages are highlighted in section 6.
Micromagnetic model
Micromagnetism is a continuum theory of ferromagnetic materials that allows for the computation of spin configuration of the samples with arbitrary shape. The theory is based on the assumptions that the length of the magnetization vector is constant and all energies vary slowly at the atomic scale. Thus this theory is very suitable for nano objects but breaks down approaching the atomic size. The assumption of the constant magnetization length also restricts the theory for temperatures far from the Curie temperature.
The micromagnetism is based on the energy minimization. Most of micromagnetic programs either uses a direct energy minimization by means, for example, of conjugategradient method or solves the dynamical equation of motion. The dynamics of the magnetization vector in external magnetic field is described by the Gilbert equation (Brown,1963a) 
where m is the (normalized) magnetization vector, 0 is the (positive) gyromagnetic ratio, is the Gilbert damping parameter and is defined as the effective field. It consists of the external magnetic field and the contributions of the exchange, magnetic anisotropy and magnetostatic energies. can be represented as the first derivative of the total energy density in respect to the magnetization
where Ms is the saturation magnetization. The total energy of the ferromagnetic element (particle) includes exchange, magnetic anisotropy, magnetostatic and Zeeman energies contributions and can be written in the international system of units as follows
Here A is the exchange constant, 0 is the vacuum permeability, Ea is the anisotropy for cubic anisotropy, where K1 and K2 are the cubic anisotropy constants and α, β and γ are the directional cosines of the magnetization in respect to the cubic easy axes.
For numerical integration the Gilbert equation (1) is converted into the Landau-LifshitzGilbert (LLG) equation and used in the following form
The first term on the right-hand-side corresponds to the gyroscopic behavior and the angular momentum associated with the interaction between the magnetization and .
Dissipation of the energy is given by the second term often in a phenomenological sense.
In the case of hysteresis simulation this term is introduced to make the system to go down to the equilibrium state.
In order to find the equilibrium state or to solve for the dynamics, a sample with specific finite shape is divided into cubic cells (finite-difference, FD simulations) or finite elements, FE. The magnetization is specified either as the value in the center of the cube (representing the average value over this portion of the volume) or as the value on the nodes. In the latter case the magnetization is continuously interpolated inside the element.
The initial state of all these cells is defined before starting the simulation. The evolution of the system is calculated either by direct energy minimization or by integrating the LLG equation in time for each cell. The calculation is finished until the Brown condition (Brown, 1963b ) is reached.
One of the main criteria which have to be rigorously taken into account is the size of the cubic cells or average size of the finite elements. For small anisotropy materials, they must be smaller than the exchange correlation length of the simulated material. The is defined as :
Exchange lengths for typical materials of the cylindrical NWs and other relevant parameters are presented in table 1. Additionally, for meaningful micromagnetic model, the appropriate crystal structure in terms of the type of the magneto-crystalline anisotropy, its constant value and easy axis directions and distribution must be taking into account. In the table 1 the parameters of typical materials of cylindrical NWs are presented. Note that the so-called shape magnetic anisotropy is a part of the magnetostatic energy and thus should not be included explicitly into the anisotropy term. This makes it difficult the extraction of the anisotropy parameter from the hysteresis cycle measurements since the so-called "effective anisotropy" is the sum of all possible contributions, including the magneto-crystalline and the "shape" one.
The quantitative agreement between simulation data and experimental ones strongly depends on the inclusion of realistic experimental nanostructure and parameters into the model (Vivas, 2013; Ivanov, 2013a) .
Micromagnetic simulation are very demanding in terms of computer resources. The first resource is the amount of the RAM available in the computer system. Since the cell size must be around few nanometers, a large structure can significantly increase the number of cells and consequently the RAM needed. The NWs with 40 nm diameter and 2 µm length may consume up to 1 Gb of RAM. The model used in FE packages pre-calculate the magnetostatic energy matrix and requires even higher RAM. In order to keep the time required to simulate a large structure at a minimum, the processor must be able to fully access the data in RAM as fast as possible. Thus, in order to minimize the time taken by a simulation, the use of the parallel computing is desirable. The major micromagnetic programs have in nowadays parallel versions.
Reversal modes in cylindrical nanowires
First, let us discuss the reversal modes of the NWs with negligible or very small magnetocrystalline anisotropy. These will correspond to NWs with polycrystalline structure or single crystal NWs with cubic anisotropy such as permalloy or Ni NWs. Fig.   2 shows the reversal modes diagram (Ivanov, 2013b) As shown on fig.4a for all NWs the coercivity decreases with the increase of the NW diameter as corresponds to the decrease of the shape anisotropy which scales with the ratio length/diameter. Note that for the smallest diameters the coercivity of Co and Py
NWs is twice larger than for Ni and Fe NWs, which is related to the change of the magnetic reversal mode as shown on the diagram, fig. 2(a) . In general the coercivity value for the TDW mode is higher than for VDW mode. Similar effect can be observed for the same material and fixed NW's diameter under, for example, annealing. In (Bran, 2013b) it has been reported that the coercivity of the CoFeCu NWs was increased after annealing at 500 0 C which can be attributed to the decrease of the Ms value and consequently the increase of .and the transition of the reversal mode from VDW to TDW.
The data represented in fig. 4 are in a good agreement with those reported in the literature from experimental data for NWs with the same geometry and crystal structure (see table   2 ). Small discrepancies between experimental results and our micromagmetic simulations can be attributed to the change of MA due to the different crystal quality of NWs prepared at different electrodeposition conditions. Also, as shown in figure 4, for Fe NWs with different easy axis orientations and for Co NW the coercivity value cannot change too much with the crystal quality of NWs, especially for NWs diameters larger than 50 nm.
Our simulations show that the change of cubic anisotropy in three times, as presented in table 1, does not affect too much the magnetic properties of fcc Co nanowires. The data presented in figure 4 can be also applied to the NWs based on Fe, Co, Ni alloys, taking into account that correct simulation parameters can be varied depending on the alloy composition (Bran, 2013a) and would change slightly the resulting coercivity value. (Zhang, 2007) In the case of magnetic field applied perpendicular ⊥ to the NW axis the magnetic behavior of NWs is practically non-hysteretic (figure 2b) and magnetic parameters are almost independent on the NW diameter. The reversal mode is the quasi-coherent rotation. The spins on the open vortex area are not following the direction of the applied magnetic field simultaneously with those in the inner structure.
Magnetocrystalline anisotropy (MA) can be used as a very efficient instrument to control the magnetic behavior of the cylindrical nanowires (Vivas, 2013; Ivanov, 2013a; Henry, 2001; Lui, 2008) . For the efficient control of magnetic properties via engineering of the magnetocristalline anisotropy, its constant should be large enough to compete with the shape anisotropy of the high aspect ratio NWs. Since the strength of the magnetocrystalline anisotropy is strongly affected by crystal quality of the NW's, the best samples to compare with theory are the single crystalline NWs. For example, Co NWs frequently show a preferential, almost single crystal, hcp crystallographic structure (Pan, 2005; Henry, 2001; Lui, 2008) . The presence of such crystal phase leads to a noticeable uniaxial MA of the same order of magnitude (4.8x10 5 erg/cm 3 ) as the shape anisotropy.
Depending on the orientation of MA easy axis in respect to the NW axis, the MA can both increase and decrease the effective anisotropy of NWs. Consequently, the magnetic properties of Co NWs can be tuned by modifying the crystal growth direction (Vivas, 2012b; Henry, 200) 1 or NWs composition (Co-based alloy NWs) (Vivas, 2012a; Bran, 2013a; Vega, 2012) . Note that for the ┴ configuration the number of vortices is larger than for // configuration.
The same transition is also observed for textured Co(100) hcp NWs with the easy plane anisotropy in-plane of NW diameter (Ivanov, 2013b) . The corresponding mode is called quasi-curling because of different speed of the curling at the NW ends and in the center.
The core of the vortex is remagnetized by domain wall nucleation and propagation. diameter. The strong decrease of the remanence is associated with the formation of the vortex state along the whole NW length (see figure 6 ). Note that recently the existence of the vortex state along the whole NW has been confirmed by the MFM measurements (Ivanov, 2013a) . The tilt of the anisotropy in respect to the NW axis makes the vortex structure loose its circular symmetry and produces visible by MFM magnetic charges. It is common to use the angular dependence of coercivity to elucidate the occurrence of different magnetic reversal modes in NWs (Fernandez-Pacheco, 2013; Lavin, 2009; Vivas, 2012a; Salem, 2012; Rheem, 2007a; Rheem, 2007b) . For this purpose, the magnetic loops are measured at the different directions of the applied magnetic field in respect to the NW axis (defined by the angle α) for hexagonal ordered arrays of NWs (Lavin, 2009; Vivas, 2012a; Salem, 2012) or single NW (Fernandez-Pacheco, 2013; Rheem, 2007a; Rheem, 2007b) . After that the data can be fitted using the analytical expressions for nucleation field (Lavin, 2009; Vivas, 2012a; Salem, 2012; Rheem, 2007a; Rheem, 2007b) . Specifically, Vivas (2013a) basing on analytical models, have concluded about the transition between TDW and VDW modes in CoNi-alloy NWs as a function of the applied field angle.
Another approach is to use the micromagnetic simulation with the realistic model parameters (geometry, material properties, magnetocrystalline anisotropy). In Ivanov Importantly, the simulations showed the differences between the angular dependence of the nucleation and the coercivity fields Hn and Hc. For large applied field angles, Hc is not equal to Hn in agreement with the experimental data reported by numerous authors (Escrig, 2008; Yang, 2000; Paulus, 2001) . Their angular dependence is the same in the range of the applied field angles 0 0 ≤α≤60 0 . However, for 60 0 ≤α<90 0 the two fields are different: the Hn starts to increase, while the Hc decreases. The angular dependence of Hc is similar to the curling reversal mode although, but in fact, the VDW or TDW occur for all angles. Based on analytical formula, the functional dependence of coercivity in
CoNi nanowires, has been interpreted as a change of the reversal mode from TDW to VDW at 60 deg (Vivas, 2012a) while the micromagnetic simulations report the same trend but do not show such a transition .
Finally, we summarize the type of the DWs in cylindrical NWs extracted from micromagnetic simulation (Ivanov, 2013b) . helical DWs (Sekhar, 2012) .
Simulation of hysteresis in individual nanowires and nanowires arrays.
The Frequently the strength of the dipole-dipole interaction in ensembles of nanomagnets is estimated by measuring the first-order reversal curves (FORC) diagrams (Mayergoyz, 1985; Stancu, 2003; Spinu, 2004) . In particular the FORC analysis used in the Vivas (2012a) indicated the presence of intense dipolar magnetic fields for Co NWs when compared to the CoNi ones. The authors attributed this effect to the increase of the axial anisotropy due to the addition of Ni.
Theoretical calculation of the magnetostatic field in NW's arrays is very complicated due to the inhomogeneous spin structure of the NW and its change in applied magnetic field.
In the case of the homogeneously magnetized NWs whose magnetic behavior is determined by the shape anisotropy, the magnetostatic interaction up to 70000 NWs has been calculated numerically assuming each NW as one macrospin pointed up or down (Escrig, 2008) . In real array the situation is more complicated, mostly due to the specific NWs is reasonably possible using parallel computers. However, the influence of interactions can be already seen in the modeling of 7 NWs. Our experience shows that the parallel loops are only slightly modified by the presence of interactions, for example, in terms of the saturating field value. However, the perpendicular, i.e. in-plane, hysteresis loops are very sensitive to interactions, due to the influence of the thin film geometry producing an additional "thin film" anisotropy. fig. 8 c,d ) which indicates a stronger interaction between NWs in contrast to the case of NW which magnetic behavior is determined only by the shape anisotropy ( fig. 8c,d ). The calculated angular dependence of the coercivity and the remanence for single NW and NW's array are also quite similar. When the ratio diameter/interpore distance decreases, the magnetostatic interactions become more important. In general the experimental value of the coercivity of the arrays is less than the coercivity of the single NW (Vega, 2012) . The experimental loop of the arrays of the NWs with dominated shape anisotropy is inclined [Nielsch, 2001; Paulus, 2001; Pan, 2005; Liu, 2008; Escrig, 2008; Vivas, 2012a; Salem, 2012] and does not show the one step magnetization reversal process as for single NW in the case of the magnetic field applied parallel to the NW axis. Such behavior is also reproduced in micromagnetic simulations. Figure 9 shows the calculated magnetic loops for arrays of Co nanopillars with 75 nm diameter and 120 nm lengths. After taking into account the random distribution of the magnetocrystalline anisotropy direction and the increasing of the amount the nanopillars in the array (up to 49), the simulated loops fit very well the experimentally observed behavior (Vivas, 2013) . shown that with an increase in the diameter the linear velocity of TDW decreases correspondingly; but with the damping factor decreasing, the linear velocity increases.
The results of micromagnetic simulations demonstrated that multiple CIDWM in cylindrical NWs provides an ideal way to control the DWs motion in magnetic nanodevices.
As we showed in the previous sections, there are two types of DWs in cylindrical NWs, depending on the NW diameter: For thinner NWs the TDW is favorable, for thicker -VDW (or Bloch point DW). Recently Piao (2013) studied micromagnetically the dynamics of the VDW in cylindrical NWs. The feature of this type of DW is the presence of a topological singularity in its center, a Bloch-point (BP) structure (Hertel, 2004) .
Actually, it is a complex three-dimensional (3D) spin structure, which is basically composed of two magnetic vortex structures with head-to head or tail-to-tail vortex cores.
Recently topological singularities like skyrmions attracted a lot of interest due to promising application in data storage devices (Sampaio, 2013) . In particular in Piao One of the promising issues on the way to realize the 3D memory device based on the cylindrical NWs is the creation of the periodic potential along the NW for DWs pinning.
In Franchin (2011) the authors studied in details by micromagnetic simulations the effect of the pinning sites (with the size much less than the DW size) on the field-and currentdriven DW motion in cylindrical NWs. In particularly they determined the critical fields and current densities required to push the DW through the barrier for various directions of the pinning potential. It has been found that the critical applied field decreases as the pinning direction gets orthogonal to the nanowire axis. Importantly, the critical current density increases by more than a factor of 130 when the pinning direction gets orthogonal to the nanowire axis.
The ordered arrays of multilayered cylindrical nanowires is also very attractive for application in new generation of the microwave devices based on arrays of the spin-torque nanooscillators (Kiselev, 2003; Kaka, 2005; Dussaux, 2010) . It has been shown by micromagnetic simulation of multilayered Co/Cu/Co nanowires (Abreu Araujo, 2012) that depending on the field amplitude and the injected dc current, a particular magnetic configurations appear, involving either a one-vortex state or a two-vortex magnetic state.
The two-vortex states were found to be the most promising as microwave signals, originating from the GMR effect, and can be obtained without any static bias magnetic field. Recently it has been shown experimentally on the electrodeposited Co/Cu/Co nanowires embedded in AOT (Abreu Araujo, 2013).
Nowadays the new field in the magnetism, the so-called spin caloritronics, have received particular attention in the scientific community (Bauer, 2012) . This is the combination of the thermoelectric effects with spintronics and nanomagnets. Thermal effects can be used 
Further information
Main micromagnetic programs and their web pages.
Nowadays there are several micromagtetic packages available, both open source (Scholz, 2003; Donahue, 2006; Fischbacher, 2007) and commercial (Scheinfein, 2003; Berkov, 2007) , allowing for reseachers to run their own simulations.
One of the frequently used public programs and tools for micromagnetics is the OOMMF Nmag is based on a finite-element discretization of space and has the same advantages of more accurate description of non-cuboidal shapes over finite difference approaches, and the same disadvantages that mesh creation needs to be taken care of separately. Nmag is less tuned for performance than Magpar, and instead provides greater flexibility in its usage: an Nmag simulation script is a Python program that makes use of the Nmag library, and thus allows to carry out arbitrary scripted loops, decisions, use of saved data, postprocessing etc. Additional features include efficient data storage (binary compressed) in hdf5 files, and extraction into vtk files, support for arbitrary crystal anisotropy, periodic boundary conditions through the "macro geometry approach" in 1, 2 and 3 dimensions, and spin torque transfer terms, and postprocessing tools for magnonics. Nmag supports use of the matrix compression library (HLib) for the boundary element matrix. One of Nmag's great strength is the extended documentation and tutorials available.
The one of the frequently used commercial software is the LLG Micromagnetics Simulator TM , developed by Michael R. Scheinfein. This package has a very friendly graphical interface on Windows operation system. The last version is partially parallel.
Very suitable for current driven dynamics, simulation of the spin-transport phenomena and Ferromagnetic resonance measurements. The visualization part includes the possibility to simulate contrast produced by Magnetic force microscopy.
http://llgmicro.home.mindspring.com/AboutLLGFrame.htm
Another popular commercial micromagnetic software 2 is the package MicroMagus, developed and maintained over more than 15 years by Dmitry Berkov and Natalia Gorn.
The package was initially intended for simulations of thin layer systems only, but later it was extended by the ability to study nanostructured elements of an arbitrary shape. The CPU-version of the software is parallelized and takes full advantage of the multicore processor architecture; very recently, the GPU-version has also been released. The standard package version for Windows contains a very intuitive and simple user-friendly interface, the version for Linux (without such an interface, but with the detailed instruction how to write the input files using any text editor) is available on demand.
MicroMagus is a completely stand-alone tool, i.e. it does not require any additional http://www.goparallel.net
