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ABSTRACT 
This paper gives convergence conditions for asynchronous block-iterative meth- 
ods for the solution of the almost linear equation Ax = F(x), where A is a linear 
operator, F a block-diagonal Lipschitz-continuous operator, and x a vector, in terms 
of a splitting of A and the Lipschitz constant of F. The methods used are a 
combination of the contraction-mapping approach using a vectorial norm and a 
large-scale systems approach using vector difference inequalities. The load-flow 
equations for a power system are almost linear in the above sense, and considerable 
speedup can be obtained on a four transputer machine. 
1. INTRODUCTION 
A great deal of research is currently being focused on the efficient 
implementation of iterative algorithms on parallel computers (Ortega, 1988, 
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and references therein). In particular, asynchronous implementations, in 
which computation and communication are performed independently in each 
processor, are attracting a lot of attention on account of several potential 
advantages such as reduction of processor idle times, shorter time to conver- 
gence, simpler programming, and so on (Bertsekas and Tsitsiklis, 1989). 
In this paper, we consider asynchronous block-iterative methods to find 
the fixed point of the almost linear equation Ax = F(r), where x is an 
n-vector, A a nonsingular linear operator, and F a diagonal or block-diagonal 
Lipschitz-continuous operator. For this commonly occurring class of fixed- 
point problems it is natural to consider the synchronous and asynchronous 
versions of the classical block-iterative methods such as Jacobi and SOR 
(Varga, 1962; Young, 1971; Golub and Van Loan, 1989) which are based on a 
splitting of the matrix associated to the linear operator A. Sufficient condi- 
tions for the convergence of an asynchronous iteration have been given by 
several authors and can be broadly classified as follows: (a) the iteration 
operator is required to be a contraction in a vectorial norm (Baudet, 1978; 
Miellou, 1974; Robert, 1976); (b) the iteration operator is required to be a 
contraction in a weighted maximum norm (El Tarazi, 1982; Bertsekas and 
Tsitsiklis, 1989, and references therein); and (c) a Liapunov function of the 
weighted maximum-norm type is used to prove asymptotic stability of the 
iteration (Kaszkurewicz, Bhaya, and Siljak, 1990). Using a result of Miellou 
(19741, El Tarazi (1982) pointed out that conditions of type (b) generalize 
(i.e. are weaker than) conditions of type (a), while the Liapunov approach (c) 
is essentially equivalent to approach (b). 
In Section 2, we present a hybrid approach to the problem of finding 
conditions for convergence of an asynchronous block iteration used to solve 
an almost linear equation: a vectorial norm is used to set up an asynchronous 
difference inequality, and then the Liapunov approach is used to prove 
stability of the associated comparison vector difference equation. Although 
results similar to those derived by the above approach can be derived (under 
slightly different hypotheses) using an approach of the type (b) above, we 
believe that the simplicity of our approach and the connections that it makes 
between “large-scale” techniques on the one hand and numerical analysis 
techniques on the other justify its presentation. Finally, we note that related 
ideas are used in a different context by Mitra (1987) to prove convergence of 
asynchronous relaxations for ordinary differential equations. 
In Section 3 we apply the asynchronous method proposed in this paper to 
an example of an almost linear equation arising in a real power system. The 
power system is only described briefly, since the main concern is to show the 
speedup achievable with asynchronism. 
Finally, in Section 4, we make some concluding remarks and give some 
suggestions for further research. 
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2. ASYNCHRONOUS BLOCK ITERATION FOR ALMOST 
LINEAR EQUATIONS 
In this section we consider block-iterative methods for large systems of 
equations of the form 
Ax = F(x), AEFY'~", F:R”-,lR”, (1) 
in the special case where F is a block-diagonal Lipschitz-continuous opera- 
tor. The class of methods we consider is suitable for asynchronous implemen- 
tation on a distributed-memory multiprocessor. Our objective is to find 
conditions on a block splitting of the matrix A and conditions on F such that 
the corresponding asynchronous block-iterative method converges. 
The special case of a block-diagonal, Lipschitz-continuous nonlinear 
operator F is quite common in practical applications such as the load-flow 
problem for electrical networks and is also susceptible to an analysis inspired 
by large-scale systems techniques. The main ideas of our analysis are: (i) to 
manipulate the asynchronous error equation so that it has the form of a 
standard vector difference inequality; (ii) to use the Liapunov stability 
theorem of Kaszkurewicz, Bhaya, and Siljak (1990) (Appendix A below) to 
prove exponential stability of the associated comparison vector difference 
equation; and (iii) to use the comparison lemma (Appendix B) to show that a 
suitable norm of the error tends to zero. To formalize these ideas, we will 
introduce some notation and assumptions below. 
Let a Cartesian product decomposition of Iw” be given: 
[w” = R”1 x . . . x ~“rr, 
72, + ‘. * + n,, = n. (2) 
A block splitting of the matrix A conformal with the decomposition (2) is 
given: 
A=M-N, 
where M is block-diagonal, and if m = (1,2,. . . , ml, 
M=diag(M,,...,M,), Mi E Wx”i, detM,#O ViEm, (4) 
Nij E [WniXnj, N := (NJ. 
Note that (4) implies that M is nonsingular. 
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Let Dc[W” and D= D,X ... X D,n with Dj c [w”~ Vi E m. We assume 
that F : D + F(D) is block-diagonal, i.e., if x = (XT,. . . , x:,,)~ E D, xi E Di 
Vi E m, and F = (F,, . , F,rL)T, then F, depends only on xi. More precisely, 
we have 
ASSUMPTION 1 (Block-diagonal nonlinearity). 
D CR”, D= D,x ‘9. x D,,, Di~[w”l ViEm, 
and 
Fi : Di + Fi( Dj) : xi ++ Fi( xi) Vi E m, 
F:(x;,...,x;f- ( Fd%)TY., FrrL(d)T. 
(61 
We also assume that a single norm Il.11 is used on all spaces [w”~, 
i=l , . . . , m, and on l%” as well, and that each Fj is Lipschitz-continuous with 
constant I, with respect to this norm. In other words, we have 
ASSUMPTION 2 (Lipschitz continuity). 
Substituting the splitting (3) in (1) yields 
x = M-‘Nx + M-‘F(x) =:G(x), (8) 
where G = M-‘N + M-IF. The equation (1) has a solution in a set D iff 
there exists a fixed point x* E D for G, i.e., x* = G(x*). Throughout this 
paper we will make the following important assumption. 
ASSUMPTION 3 (Uniqueness of fixed point). There exists a closed set 
D CR” such that G(D)c D [ w ere h G is defined in (8) above], which 
contains exactly one fixed point x* of the operator G. 
ASYNCHRONOUS BLOCK-ITERATIVE METHODS 491 
Let D admit a Cartesian decomposition as in Assumption 1. Then using 
(4)-(6) and denoting the fixed point by x* = (r Tr,. . , xzT)T gives 
Vi E m, x* = g M;‘Nijq + M,‘F,( XT), (9) 
j=l 
which is the fixed-point equation that must be satisfied by all solutions of (1). 
Asynchronism refers to the possibility of using delayed or “old” variables 
in iterative methods based on (8). To be more specific, we will assume that, 
at time instant k, the ith processor (which updates xi) receives information 
from the jth processor with a time-varying delay of k - d;(k) units. We 
make the important assumption that the delays are uniformly bounded in 
time (over all processors) by a positive integer d. This is stated formally as a 
restriction on the range of the positive integer-valued functions df:(.) in 
Assumption 4 below. 
ASSUMPTION 4 (Uniform bound on delays). 
3dEN, VkEN, Vi,jEm d;(k)E{k,k-l,..., k-d]. (10) 
COMMENT 1. We emphasize that the dj(k)‘s are functions of three 
variables: time (k), sending processor (j), and receiving processor (i). We 
will return to these points below. This uniformly-bounded-delay asynchro- 
nism is referred to by Bertsekas and Tsitsikhs (1989) as “partial asynchro- 
nism” to distinguish it from the case of possibly unbounded delays. We also 
point out that this bound is enforceable in practice, by the use of the 
so-called synchronization barriers, at which all processors are forced to stop 
and communicate before proceeding with their individual computations. 
Using this notation, we write the general bounded-delay asynchronous 
block-iterative method based on (8) as 
ViEm, ~i(k+l)=j~~M;l~~j~j(d)(k))+~~lFi(~i(dj(k))). (11) 
Subtracting (9) from (11) yields the following asynchronous error equation 
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+M,‘[Fi(x,(d:(k)))-Fi(x*)]. (12) 
We now define two error vectors: 
Vi,jEm, ei(k+l):=Xi(k+l)-r~, ej(dj(k)):=xj(dj(k))-x7. 
(13) 
Then (12) can be rewritten as 
Vi E m, e,(k +l) = F M,T’Nijej(dj(k)) 
j=l 
+M;‘[F,(x,(d:(k)))-F,(q)]. (14) 
Taking norms in (14) and using (7) gives 
+ M~‘~~allei(di(k))ll~ (15) 
COMMENT 2. The use of Assumption 2 above (Lipschitz continuity of 
the Fi’s in the domains DJ implicitly uses the further hypothesis that 
Vi E m, Vk E N, x$&(k)) E Di and x* E Di. This is guaranteed by Assump- 
tion 3. 
ASYNCHRONOUS BLOCK-ITERATIVE METHODS 493 
We introduce the following notation: 
V’ t,j 65 m, .zi(k+l):=(lei(k+l)I(, aj(df(k)) :=((ej(di(k))([, (16) 
~i,,(k):=))ei(k-P)ll~ p=O,l d, ,..., (17) 
II Mz’ 'Nii II + II Mt’1 llzF,) i= j, 
hij := 
IIMi'Nijll~ i# j; 
(18) 
H := (hij). (19) 
COMMENT 3. All z variables are nonnegative scalar variables. The 
z,,,(k)‘s introduced in (17) are norms of delayed error variables, and by (10) 
we only need to consider p = 0, 1,. . . , d. 
We now introduce some notation for vectorial norms. Let x E R”, with 
XT = (2 1,. . ., x;f;) and xi E R”i. Then Ix] := (Ilx,Il,. . . , IIx,,,II)~ E R” and UC] = 
Wijll> E WX”, where C = CC,,> E Rnx” and C.. E R”iXnj. Then the non- ZJ 
negative m x m matrix H can be expressed as 
H = [M-‘N]+[M-‘IL,, (20) 
where 
L, =: diag( Z,,, . . . , ZF,). (21) 
The inequality (15) is now rewritten as the asynchronous difference inequal- 
ity 
ViEm, Zi(k +l) < E hijzj(df(k)). (22) 
j=l 
Now, by Assumption 4, 
Vk EN, Vi,jEm, z,(dj(k)) ~(~j(k),zj,l(k),...,zj,d(k)}. 
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Thus, if we stack the variables ai and their delayed versions zi,,(k) for 
i=l ,...,m, p=l , . . , d, in an augmented vector .z,(k I, where 
%(W := (4+1,1(k) ,...,~l,d(k),...,~,,(k),...,~,,,,d(k)), (23) 
then we can rewrite the m scalar asynchronous difference inequalities (22) as 
a standard vector difference inequality in lR~(d+l) as follows: 
VkEN, z,(k +1) <H,(k)z,(k), (24) 
where, for all k, H,(k) is an m(d + 1)X m(d + 1) time-varying nonnegative 
matrix whose elements are the (nonnegative) elements of H, ones and zeros 
(for details of its definition and interpretation, see Appendix A). 
Let y,(k) be a solution of the associated comparison-vector difference 
equation, i.e. 
IfkEN, y,(k +I) =H,(k)y,(k). (25) 
Then, by the Liapunov stability theorem of Kaszkurewicz, Bhaya, and Siljak 
(1990) (Appendix A below), p(H) < 1 is a sufficient condition for y,(k) to 
tend to zero exponentially as k + 03. Since, for all k, H,(k) is a nonnegative 
matrix, the comparison lemma of Appendix B now implies that z,(k) + 0, 
provided that (24) and (25) start from the same initial condition. This means 
that the asynchronous block iteration defined in (11) is locally convergent for 
all initial conditions in D. In other words, we have proved the following: 
THEOREM 2.1. Consider a matrix A with a block splitting M - N as in 
Equation (3), subject to (4), and a block-diagonal nonlinear operator F with 
Lipschitz-continuous components Fi (Assumptions 1 and 2). Zf the spectral 
radius of the nonnegative matrix H (18) is strictly less than unity and the 
operator G = M-‘N + M-IF i s subject to Assumption 3, then the bounded- 
delay (Assumption 4) asynchronous block iteration (11) to solve the fixed-point 
problem Ax = F(x) (1) is locally convergent to the fixed point x* E D for all 
initial conditions in D. 
COMMENT 4. For a nonnegative matrix H, there are many conditions 
equivalent to p(H) < 1, some of which may be easier to check-for example, 
the condition that Z - H is a nonsingular M-matrix. For more details see 
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Lemma A2, Appendix A. In addition, an obvious sufficient condition is that 
llHl[ is strictly less than unity in any matrix norm: the infinity norm being one 
which lends itself to easy computation. Note also that, by Theorem Al, we 
actually prove local exponential stability of the asynchronous block iteration, 
which is somewhat stronger than proving local convergence or attractivity. 
We now give some generalizations of Theorem 2.1, noting that the first 
one (Theorem 2.2) has not been studied using the contraction-mapping 
approach, but falls out of the Liapunov approach in a natural manner. 
THEOREM 2.2. If a time-varying splitting of the matrix A is given-i.e., 
in equations (4)-(51, Mi, Nij are replaced by M,(k), Nij(k), the lFi’s are 
Lipschitz constants of the time-varying F,‘s, and we redefine the quantities in 
(18) and (19) us 
hij := 
suP~(IIM;'(k)N,,(k)lI+IIM;'(k)II',)~ i=j, (26) 
suP~(IIMT’(k)Wj(k) II}> i# j, 
H := ( hij) (27) 
-then, under Assumptions 1 to 4, the time-varying version of Theorem 2.1 
holds, i.e., p(H) < 1 is a su.acient condition for the convergence of the 
time-varying asynchronous block iteration. 
Proof. The only change in the proof is that we now use the full power of 
the time-varying Liapunov stability result (Theorem Al) to prove stability of 
the associated comparison-vector difference equation. n 
COMMENT 5. In the numerical-analysis literature, the word “nonsta- 
tionary” is commonly used instead of “time-varying.” Thus Theorem 2.2 is a 
generalization of Theorem 2.1 to the nonstationary case. 
We now state a generalization of Theorem 2.1 in which a different 
relaxation factor oi may be used for each processor. This is useful in a 
variety of situations in which different processors have different values of 
optimal relaxation factors. 
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THEOREM 2.3. Zf relaxation factors wi > 0, Vi E m, are introduced into 
the asynchronous iteration (11) as 
xi = ~~~M,--Wijxi(d;(k))+ M;‘F,(x,(d;(k))), (28) 
x,(k+l)=x,(d;(k))+w$q-q(d;(k))], (29) 
and if p(H,) < 1, where H, = (hc), o = (w,, . . . , urn), and 
h; := 
Il-oi/+wi(llM,~lIIZ,~+IIM;lN,iII), i=j, 
millM;‘NijII, 
(30) 
i# j, 
then the relaxed asynchronous iteration defined by (28) and (29) converges. 
Proof. Virtually identical to that of Theorem 2.1. n 
COROLLARY 2.4. If 
Vi E m, wi = w, (31) 
then 
H,=wH+Il-&Ill, (32) 
so that H, = H of (19). Let p(H) < 1. Since H > 0, 
p( H,) = wp( H) + I1 - 4. (33) 
Thus, under the classical condition (Chazan and Miranker, 1969) 
2 
O<W< 
1+ p(H) ’ 
we can conclude that p(H,) < 1, which guarantees convergence. 
(34 
COMMENT 6. Using the techniques of Theorem 2.1, it is possible to 
define convergent asynchronous versions of the parallel multisplitting meth- 
ods introduced in White (1986) for the nonlinear algebraic equation Ax + 
F(x) = b, where A is an M-matrix, F a diagonal hnction with continuous 
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nondecreasing components, and b a vector in Iw”. It is also possible to 
consider overlapping block decompositions of A (in this context see Sezer 
and Siljak, 1990). 
As pointed out in the introduction, various sufficient conditions for the 
convergence of asynchronous iterations have been derived in the literature 
under slightly different hypotheses on the classes of allowable asynchro- 
nisms. For instance, let us assume with Miellou (1974) and El Tarazi (1982) 
that the delays are functions of j (sending processor) and k (time) only: in 
other words, for each time k, the same set of delayed variables is used by all 
the processors which are updating. Under this slightly more restrictive 
hypothesis, our result becomes equivalent to Miellou’s (1974) result that, if 
G is a contraction with respect to a vectorial norm, then a class of asyn- 
chronous iterations to solve the fixed-point equation u = G(u) converges. 
Miellou also observed that a contraction with respect to a vectorial norm is 
always a contraction in an appropriately chosen weighted maximum norm. In 
fact, El Tarazi (1982) proved that if G is a weighted maximum-norm 
contraction, then a class of asynchronous iterations to solve u = G(u) con- 
verges. In addition to the hypothesis on the delay mentioned above, the class 
of iterations considered by Miellou and El Tarazi is also somewhat different 
from ours in that a uniform upper bound on the delays need not exist; this 
assumption is replaced by a “no-starvation” condition for each processor. 
3. EXAMPLE: ALMOST LINEAR LOAD-FLOW EQUATION 
In this section we point out that the load-flow problem of electrical power 
networks can be formulated as an almost linear equation of the type Ax = 
F(x), where A is an admittance matrix, which is generally not an M-matrix, 
and F is a (block) diagonal nonlinear locally Lipschitz-continuous function, 
which is not isotonic, so that the parallel-synchronous multisplitting methods 
of White (1986) are not applicable. Stott (1974) observes that practical 
experience shows that a class of sequential iterative methods to solve the 
almost linear equation of the load-flow problem has slow convergence. 
However, for a practical example presented below, we show that an asyn- 
chronous block-iterative method of the type considered in Section 2 above 
has good convergence properties and has a smaller time to convergence than 
its synchronous counterpart (for most initial conditions). 
From Kirchhoffs laws for electrical circuits, it is easy to arrive at the 
so-called load-flow equation for an electrical power network. This equation 
has the following form: 
Yu=Z(u)+i,=:F(u), (35) 
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where Y is a complex, symmetric (not Hermitian) matrix, called the nodal 
admittance matrix, w is a complex vector of node voltages, i, is a complex 
constant, and I(* ) is a nonlinear complex vector-valued function (current) 
that is diagonal in the sense of Section 2 with Lipschitizian components. 
More precisely, let 
The nonlinearity I( a) is of the form 
Z:C”-tC”:(u, )..., v,,,)-(l~(vJ >...> I&,“))> 
I, : C”‘; --f Cnk : (l&..,v;“) -($ ,..., 5). 6kEC Vi, 
where S:* is a complex constant (conjugate of power injected at node i) and 
up is the complex conjugate of 0:. 
Let us assume temporarily that nk = 1. Then for Ik(. ) to satisfy a 
Lipschitz condition in a domain D c C, we must have 
Vz,w E D, IIk(z)-ZI,(w)(6L,lz-wl forsome L,E[W, 
or 
V,Z,WE D 
SC SW I I >-s G&b--wt, 
or 
Iskl*lw*- z*1< LklZ - wI.Iz*w*l. 
Since for all z, w we have Iz - WI = Iw* - .a*/ and I.z*w*I = IzwI, this means 
that, for Ik( *) to satisfy a Lipschitz condition, we must have 
ISkI 
t’z,w~D, - 
Lk a Iwl*lzl . 
(36) 
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For most power systems under normal conditions, the solution of (35) 
that is of interest lies in the neighborhood of unity (after normalization), so 
that it is usual to choose D to be an annulus of the type .z : a < j.zJ < b and 
typical values are a = 0.5, b = 2. For this choice of D, 1~1. IwI 2 a2 for all 
z, w E D, so that from (36) we can conclude that 
L, = &,I 
a2 
(37) 
is a suitable choice of Lipschitz constant for I,(*) in D. 
For nk > 1, an estimate Li of the type (36) holds for each of the 
components of I,( a), whence we may conclude that L, = maxi{ L\) is a 
Lipschitz constant for Z,(e), for any choice of norm on @“k. Consequently, 
maxk{ Lk) = L is a Lipschitz constant for F(. ) in (35) [and for I(. 11. 
Finally, another important characteristic of (35) is that the matrix Y is 
“almost diagonally dominant” in the sense that, for the great majority of its 
rows, the diagonal element is equal to the negative of the sum of the 
off-diagonal elements. 
In this section, then, for a system of the type (35), where Y is a 44 X 44 
complex matrix that represents a 45-bus, LO-machine equivalent of the 
southern Brazilian power system, the asynchronous Jacobi iteration of Sec- 
tion 2 is compared with a synchronous implementation of the same method, 
showing that a considerable speedup is obtainable. 
The parallel computer used to implement both algorithms is a machine 
based on four transputers using an interconnection network which is the 
complete graph on four nodes, i.e., every transputer is connected to all 
others. 
An important feature of any implementation of an iterative method on a 
distributed-memory machine is the partitioning of the problem in a manner 
suited to the interconnection network of the processors of the machine. 
Since, for our machine, all processors are interconnected, this is not a critical 
issue. However, it is convenient to order the rows and columns of the matrix 
Y so that it assumes the following “bordered block-diagonal form” (Hatcher, 
Brasch, and Van Ness, 1977): 
Y= o 
: 
M, 0 0 - N,, 
0 M2 0 - N24 
0 MS - Ns4 ’ 
-N; -N2’4 -N,‘, M4 I 
(38) 
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since the partition is obtainable by inspection of the network and permits the 
use of a star connection: processors 1, 2, and 3 handling the block rows 1, 2, 
and 3, respectively [in (38)], all connected to the root (or center-of-star) 
processor 4. Below we give the synchronous and asynchronous implementa- 
tions of the Jacobi-type block-iterative methods based on (11) and on the 
partition (38) above. 
In what follows, Si denotes the (given) vector of power injected at the ith 
bus, and S, denotes the vector of injected power calculated at the (k + I)th 
step from the formula SF = v(k + l)*Z@ + 1). 
PROCEDURE FOR PROCESSOR i, i = 1,2,3. 
k + 0, stop + false. 
read Vi(k), V,(k), El, s2 
repeat ( 
_ki + 0 
bj + Ni,V, + Zi(VJk))+ Cisi, 
solve MiV$k + 1) = bj for I$k + 1) 
if IlV,(k + l)- V,(k)11 < .sl and J]Si - Sfl] < .sa then 
Edlf+ I 
send V&k + 11, flagi, to proc. 4 
receive V,(k + l), stop from proc. 4 
k+k+l 
) until (stop = true) 
PROCEDURE FOR PROCESSOR 4
k + 0, stop + false. 
read V,(k),i = 1,2,3,4,e,,e, 
repeat { 
flag, + 0 
b, + Ci”=,Nj,&(k)+ z,W,(k))+ C,,i, 
solve M,V,(k + 1) = b, for V,( k + 1) 
if IlV,(k + l)- V,(k)ll < .sl and IIS, - Sill < .s2 then 
flag, + I 
endif 
receive y:.(k + l), jlagj from proc. j, j = 1,2,3 
if jlugk = 1, k = 1,2,3,4, then 
stop + true 
endif 
send V,(k + 11, stop to proc. j, j = 1,2,3 
k+k+l 
} until (stop = true) 
ASYNCHRONOUS BLOCK-ITERATIVE METHODS 501 
For the asynchronous implementation the following modifications are 
made: 
PROCEDURE FOR PROCESSOR i, i=l,2,3 
send Vi(k + l), flag, to buffer of proc. 4 
receive V,(k + l), stop from local buffer 
PROCEDURE FOR PROCESSOR 4
receive Vj:.(k + l), jZugj, j = 1,2,3, from local buffers 
if flag,, k = 1,2,3,4, and IlYV- II),< &a then 
stop t true 
endif 
send V,(k + l), stop to buffer of proc. j, j = 1,2,3 
REMARKS. 
1. The computations of the tolerances of computed power are only 
performed when the voltage tolerance condition is satisfied. 
2. The calculation IIYV- III, < sg in the asynchronous case is only 
performed after the condition jZugk = 1, k = 1,2,3,4, is satisfied. 
These two implementations are compared in Table 1 for two different 
partitions (which specify the sizes of the diagonal blocks Mi), both of which 
are in the BBDF form (381, and for four different initial conditions V(O), 
called, respectively (i) “close”; (ii) “flat start”; (iii) “quasiflat start (up),” and 
(iv) “quasiflat start (down).” The initial conditions are so called because, 
respectively, (i) it is close to the final solution (this is the usual case in 
practice: good starting guesses are usually known); (ii) the v-profile is 
flat-all voltages are chosen to have a real part of unity and an imaginary 
part of zero; (iii) the upper half of the vector V(O) is “flat,” and the lower half 
the same as in the “close” vector; (iv) vice versa. 
Some comments on these results are in order. First, they are representa- 
tives of a large class of similar results obtained by us for this system. Second, 
for a given initial condition, various runs of the asynchronous implementation 
produce, as is to be expected, slightly differing times. Thus the values for 
asynchronous time to convergence in Table 1 are average values, and the 
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TABLE 1 
PERFORMANCE OF TrIE Two IMPLEMENTATIONS 
Time to convergence (set) 
Quasiflat Quasiflat 
Initial condition Close Flat start start (up) start (down) 
Implementation 
Dimensions of diagonal blocks Mi, i = 1,2,3,4: 10,12,8,14 
Synchronous 1.74 3.54 5.90 5.91 
Asvnchronous 0.68 3.55 2.99 3.52 
Speedup 2.56 1.00 1.97 1.68 
Dimensions of diagonal blocks, Mi, i = 1,2,3,4: 11, 11,12,10 
Synchronous 2.12 3.57 6.25 B 
Asynchronous 0.71 6.50 4.59 5.09 
Speedup 2.99 0.55 1.36 - 
“Did not converge. 
highest speedup observed was 3.34. Other general observations based on our 
computational experience for this problem are as follows: 
(i) For a good initial condition, the asynchronous time to convergence is 
usually considerably smaller than the synchronous time. 
(ii) In the absence of any information, i.e. for a “flat start,” the syn- 
chronous implementation converges faster. 
(iii) The optimal relaxation factor w was observed to be unity. 
(iv) For certain partitions and certain initial conditions, it is possible that 
the asynchronous implementation converges while its synchronous counter- 
part does not. This is probably related to the fact that the paths to and 
domains of convergence of the two implementations are different: this is an 
area in which further research is needed. 
(v) In general, the partition has an effect on the performance of both 
algorithms, but the effect is much more pronounced on the asynchronous 
algorithm. 
4. CONCLUDING REMARKS 
As far as the theoretical results obtained above are concerned, we can say 
that the hybrid approach (contraction mapping and vector difference inequal- 
ity) leads to results similar to those of other approaches; it allows greater 
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flexibility (time and space variation) in the choice of delays which model 
asynchronisms, but restricts them to be uniformly bounded in time. 
From a practical viewpoint, the asynchronous algorithm outperforms the 
synchronous algorithm for most partitions and most initial conditions, thus 
indicating that it has potential for large-scale problems. However, as pointed 
out above, an adequate choice of partition is crucial to ensure good perfor- 
mance of the asynchronous algorithm, and this is a difficult problem. One 
approach to it has been suggested by Sezer and Siljak (19891, for example. In 
this context, we point out that the theoretical conditions derived above, 
although difficult and time-consuming to verify in practice, provide some 
useful guidelines for the choice of a partition. For example, a partition that 
has a higher degree of block dominance than another generally leads to an 
iterative method that converges faster. Finally, it is clear that further work is 
needed on practical estimates of domains and rates of convergence of the 
asynchronous algorithm. 
APPENDIX A. STABILITY RESULT FOR ASYNCHRONOUS 
PROCESSES 
Let a Cartesian-product decomposition of Iw” be given as in (21, and let 
us assume that a single norm II* II is used on all the factors Iw”z, Vi E m. 
Assume also that we are in the context of asynchronous computation of 
Section 2 above, for the following fixed-point equation: 
r(k + 1) = xGv(x(k), kMk)> XEW, (39) 
ViErn VkEN, xi(k + 1) = E Hij(r(kl, k)rj(kl> xi E Iw”i, (40) 
j=l 
where 2 = (Hij(x( k 1, k )I, and 
ifkEN, Hij(x(k),k) •[W”f~“j. (41) 
In addition, the uniformly-bounded-delay assumption (10) is assumed to 
hold, and we write the asynchronous implementation of (40) as 
ViEm, Xi(k+l)= 2 Hij(x,(di(k)) ,...,~,“(da(k)),k)xj(d:(k)) (42) 
j=l 
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Under the above assumptions, Kaszkurewicz, Bhaya, and Siljak (1990) 
proved Theorem Al below, using the Liapunov function 
V(k) := i~~apX~d{w~lIIXi(k)Il~w~lIIXi,p(k)ll}~ (43) 
where wi,...,w, are positive weights, d := (0, 1, . . , d}, and 
xi,p( k) := Xi(k - p). (44) 
THEOREM Al. Zf, in a closed set D = D, X * * . X D,,, c R" we have 
J?(D)cD 
and 
P(H) < 17 (45) 
where H = (hij) and 
then the zero solution of (42) is locally exponentially stable in the domain D. 
In the proof of Theorem Al, it is necessary to rewrite (42) in standard 
state-space form, and this is done by using the delayed variables in (44) and 
an augmented state vector as defined in (231, Section 2. To fix ideas, we now 
do this for the following simple case of Equation (42): 
Xl(k +l) = hdk)+W))+ hdk)+Uk))~ (47) 
dk +l) = h,,(k)+;(k))+ h&)+;(k)). (48) 
Let us also assume that the uniform bound d on the delays dj( -1 is unity, 
i.e. 
VkEN, Vi,jE(1,2}, d;(k) E{k,k -1). (49) 
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6;(k) = 
0 if d:(k)=k-1, 
1 if d:(k)=k, 
%(k) = 
1 if df(k)=k-1, 
0 if di(k)=k, 
(50) 
(51) 
and similarly for sff(*), 6:,,(*), 6;(*), S&C*>, 6,2(*X and a&(*). Then we can 
write (47,~~) in terms of the augmented state vector x,(k) = (x,(k), xl,,(k), 
x,(k), x2 ,(k)Y as 
r,(k +1) =H,(k)x,(k), (52) 
where 
h,,(W:W h,,(k)&(k) h,,(WW &W&(k) 
H,(k) 1 0 0 0 = 
UWfW hdW;,,W 4,&V&k) bdW;,,W 
0 0 1 0 
(53) 
COMMENT. It is clear how to generalize this simple example. Note also 
that, for all k, the elements of H,(e) are either zeros, ones, or elements 
hij(9 of H,,W. 
The following lemma is also useful, as it provides several equivalents for 
(45). 
LEMMAA~. For a nonnegative matrix H = (hij), the following are equiv- 
alent: 
1. There exists a positive diagonal D such that (1 D-‘HD((, < 1. 
2. The spectral radius p(H) is strictly less than unity. 
3. I - H is quasidmninant. 
4. H E B := {H : 3 positive diagonal P such that HTPH - P is negative 
definite). 
5. I- H is a nonsingular M-matrix. 
Proof. See Kaszkurewicz, Bhaya, and &ljak (1990). m 
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APPENDIX B: THE COMPARISON LEMMA 
We state and prove a time-varying discrete version of the well-known 
Bellman lemma, following the time-invariant version of Gruji6 and Siljak 
(1973): 
LEMMA Bl. Let z(k; k,,z,) E l%” Vk be a solution of the vector differ- 
ence inequality 
z(k +l) <H(k)z(k), (54) 
where Vk, H(k) E Rhx” and the initial condition is given by 
Let ytk; k,, yo) b e a solution of the associated comparison-vector diflerence 
equation 
y(k +I) = ff(k)y(k) (56) 
with initial condition given by 
yo = y(ko; ko, yo). 
zo = Yo 
(57) 
(58) 
and 
i.e. 
then 
Vk > k,, H(k)=(hij(k))>O, 
Vk z k,, hij( k) >, 0, (60) 
Vk z k,, z(k;k,,z,) < y(k;ko>zo). 
(59) 
(61) 
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Proof. Let us make the following induction hypothesis: 
VkE(k”,k,+l,..~, m), z(k;kJ,+)) G<(k;k,>qJ. (62) 
Multiplying both sides of the inequality (62) by the nonnegative matrix H(k) 
gives, by (54) and (561, 
z(k +1;k,,z,) G y(k +1;k,,z,). n (63) 
COMMENT. The above proof hinges on the observation that if vT := 
(0 1,. . . , o,,) and wT := (w,, . . ., w,,) are any two vectors in W (not necessarily 
nonnegative) that satisfy 
ViE{l,...,b}, vi d wi> (64) 
which we denote 
and if A > 0 is any nonnegative matrix, then 
Au Q Aw. 
(65) 
(66) 
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