We study the correlation functions of SU (n) n > 2 invariant spin chains in the thermodynamic limit. We formulate a consistent framework for the computation of short-range correlation functions via functional equations which hold even at finite temperature. We give the explicit solution for twoand three-site correlations for the SU (3) case at zero temperature. The correlators do not seem to be of factorizable form. From the two-sites result we see that the correlation functions are given in terms of Hurwitz' zeta function, which differs from the SU (2) case where the correlations are expressed in terms of Riemann's zeta function of odd arguments. *
Introduction
The study of correlation functions of integrable quantum spin chains has a very long history [1, 2] . There exist many results for the case of the SU(2) spin-1/2 chain [3, 4, 5, 6, 7, 8, 9, 10, 11, 12] and its higher-spin realizations [13, 14, 15, 16, 17, 18, 19] .
The correlation functions for the SU(2) spin-1/2 case were realized to be given in terms of Riemann's zeta function of odd arguments [8] . Later higher-spin cases were studied and explicit results were obtained where also zeta function values for even arguments appeared [18, 19] . These results were obtained from solutions of functional equations for suitably defined correlation functions. The derivation of the functional equations is based on the Yang-Baxter equation, and crossing symmetry (valid in the SU(2) case) for the R-matrix, see [12] for the finite temperature case.
Nevertheless, one still lacks a better understanding of the correlation properties of models based on high rank algebras. In the SU(n) case for n > 2 [20, 21] , there is no result for correlation functions and this stayed as a longstanding problem for decades. In this paper, we devise a framework to tackle the problem of computing the short-range correlations of the integrable SU(n) spin chains. We also provide explicit solutions for the first correlation functions for the SU (3) case, where already for the two-sites case the solution is given in terms of Hurwitz' zeta function (generalized zeta function). Besides that, we have indications of the absence of factorization of the correlations in terms of two-point correlations. This paper is organized as follows. In section 2, we introduce the integrable Hamiltonians and their associated integrable structure. In section 3, we introduce the density operator which contains all correlation data as well as two generalized density operators. In contrast to the standard density operator, the generalized den-1 sity operators allow for the derivation of discrete functional equations. In section 5, we exemplify our approach for the case of SU(3) spin chains and we present the zero temperature solution for two-and three-sites correlation functions. In section 6, we present some evidence for the absence of factorization of the correlations in terms of two-points correlations. Finally, our conclusions are given in section 7 . Additional details are given in the appendices.
The integrable model
The Hamiltonian of the integrable SU(n) spin chain is given by [20, 21] ,
where P j,j+1 is the permutation operator and L is the number of sites.
For instance, in the case of SU(3) spin chains the Hamiltonian can be written in terms of spin-1 matrices as follows,
The integrable Hamiltonian (1) is obtained as the logarithmic derivative of the row-to-row transfer matrix
A,L (λ) . . . R (n,n)
where the R-matrix R (n,n)
(n,n) 12 (λ − µ) acts non-trivially in the indicated spaces of the tensor product V ⊗ V , where V is the fundamental representation of the SU(n) denoted here by [n] . In other words, it is the irreducible representation of dimension n denoted as a single box in the Young-Tableaux notation. The rational solution of the Yang-Baxter equation can be written and 2 depicted as,Ř (n,n) (λ − µ) = I + (λ − µ)P = +(λ − µ) .
The R-matrix with mixed representations of the fundamental [n] and anti-fundamental
[n] representation of the SU(n) can be written as follows, R (n,n) (λ − µ) = E + (λ − µ)P = +(λ − µ) .
where E is the Temperley-Lieb operator and the anti-fundamental representation is the other n dimensional irreducible representation denoted as a column of n − 1 boxes in the Young-Tableaux notation. For rational models, the remaining combinations can be expressed in terms of the previous one such thať
These are solution to the Yang-Baxter equatioň
where r i ∈ {n,n} for i = 1, 2, 3. In order to simplify our notation it is convenient to group these equations in a group of six standard equations as above (6) and two special ones which have shifted arguments in the intertwining matrix. In order to exemplify, we explicitly write one of the special Yang-Baxter equations,
and the other one is obtained by exchanging the representations [n] and [n].
The fundamental R-matrix has important properties,
where I is the n 2 × n 2 identity matrix. However, differently from the SU(2) case, the SU(n) case for n > 2 does not have crossing symmetry, which makes this model special in the realm of integrable models.
In order to circumvent the difficulties which arise from the fact that the model lacks the crossing symmetry, one has to add a few more ingredients to formulate a consistent framework for the computation of correlation functions.
The crucial observation is that one has to conveniently work with the fundamental [n] and anti-fundamental representation [n] of the SU(n). This is possible since as presented before, the Yang-Baxter equation accommodates different representations in each vector space. Besides that, the above R-matrices with mixed representations also have symmetry properties, which we call special unitarity,
Finally, in order to exploit the full SU(n) symmetry we introduce relations of suitable products of n many R-matrices with the completely antisymmetric state.
For instance, in the SU(3) case these relations read,
and
4 where the object ,
is a fully anti-symmetric tensor (Levi-Civita tensor).
Density matrix
The framework for calculating thermal correlation functions of integrable Hamiltonians was introduced in [23] and has been applied to the case of integrable SU(2) spin chains several times, see e.g. [17, 18, 19] . This approach makes use of the usual inhomogeneous reduced density operator (see Figure 1 ) in the thermodynamic limit L → ∞, however with finite Trotter number N [23] . This formulation can be naturally extended to the case of SU(n) spin chains,
where T (n) j (λ j ) is the j-th monodromy matrix associated to the quantum transfer matrix for the SU(n) quantum spin chains, Φ L and Φ R represent the left and right leading eigenstates of the quantum transfer matrix and Λ (n) 0 (λ j ) is the leading eigenvalue.
The physically interesting result is typically obtained from the above reduced density operator (15) by taking the homogeneous limit λ j → 0 and the Trotter limit N → ∞.
Interestingly, for the density operator of the SU(2) case a set of discrete functional equations can be derived by use of the usual integrability structure plus the crossing symmetry [12] . This allows for the complete determination of the shortrange correlations at finite temperature and for an alternative proof of factorization of the correlation functions in terms of sums over products of nearest-neighbor correlators. The generalized density operator has interesting reduction properties. For in- correlations, the partial anti-symmetrization of the lower n − 1 semi-infinite lines of each bunch of lines associated to the spectral parameter λ i of D 2 (λ 1 , λ 2 ) is depicted in Appendix A (see Figure A. 2). The resulting object is equal to the density operator D 2 (λ 1 , λ 2 ) under the action of two R-matrices. It is worth noting that the physically interesting object we want to compute is precisely the full density operator D m (λ 1 , . . . , λ m ), however, in order to formulate consistent functional equations we have to work in a slightly more general setting and at the end of the calculation to project onto the physically relevant subspace.
The usual (normalized) two-point density operator for the fundamental-fundamental and also for antifundamental-fundamental representations can be written as follows,
It is convenient to define some simple two-point correlation functions to work with,
The above correlation functions will be useful in the coming sections.
Discrete functional equations
In order to derive closed functional equations for the correlators of the SU(n) quantum spin chain, we explore the consequences of setting the value of for instance λ 1 equal to one of the spectral parameters u i on the horizontal lines. By use of the Yang-Baxter equation, the unitarity (9) and the special unitarity property (10) we derive a functional equation for the generalized density operator
where the linear A m (λ 1 , . . . , λ m ) operator is a product of (m − 1)n R-matrices with arguments as depicted in Figure 3 . for the generalized density operator D 2 (λ 1 , λ 2 ) valid for λ 1 = u i . Note that the spectral parameter on the manipulated line is λ 1 on the left hand side, and λ 1 + n on the right hand side.
The framework developed here holds for arbitrary SU(n) spin chains, as outlined in appendix B. However, in order to determine the solution we need a suitable ansatz for the full solution. In the next section, we are going to discuss the solution of the above functional equations for two and three-sites density operators for the case of the SU(3) spin chain.
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SU(3) spin chain
The solution for the generalized density operator D m (λ 1 , . . . , λ m ) for finite Trotter number, at first, seems to be out of control as infinitely many R-matrices depending on λ j enter the definition of this object. However, by exploiting the properties (12-13), we devise a way to bring the semi-infinite lines λ i of the generalized density operator (Figure 2 ) to the vertical direction, see details in appendix B.
Therefore, the matrix elements of the generalized density operator represented in this way are of the kind,
where In order to compute the two (m = 2) and three (m = 3) sites density operator D m (λ 1 , . . . , λ m ) we have to propose a suitable ansatz. This is usually done by choosing a certain number of linearly independent operators (states) as a basis and working out the resulting equations for the expansion coefficients. However, the number of these operators is determined by the dimension of the singlet subspace of the total space of density operators on m sites referred to as dim(m), which for the two and three-sites case are 5 and 42, respectively. Although the two-sites case can still be treated, the high number of required independent operators for three-sites makes the problem very hard to treat.
A crucial observation to turn the three-sites case feasible is to reduce the num- Figure 4) , which still must fulfill the functional equations (20) . This strategy reduces the dimension of the singlet subspace for the two and three-sites case to dim(2) = 3 and dim(3) = 11, respectively. Therefore the density operator can be written as
k , for conveniently chosen operators P k . In addition, the mixed density operator (Figure 4 ) has also the advantage of simpler reduction properties, since under 11 partial anti-symmetrization of the semi-infinite lines it is reduced directly to the physical density operator without the action of R-matrices, see the discussion in appendix A.
Computation of the two-sites density operator
As discussed above, due to the SU(3) symmetry the density operator for two-sites can be explicitly written as a superposition of 3 linearly independent operators as follows,
where the operators P [2] k are chosen as,
and the functions ρ 
where λ = λ 1 − λ 2 and the matrix A [2] (λ) is given by,
These equations can be disentangled by the transformation matrix 
6 18 −6
which expresses the normalization condition and the partial antisymmetrization in the lower and upper two semi-infinite lines of the density operator represented in Figure 4 .
In terms of the above functions, the functional equation becomes,
for λ 1 = u i and arbitrary λ 2 .
Zero temperature solution
At zero temperature, the above functional equations hold for arbitrary λ 1 . This is because at zero temperature one has to take the Trotter limit (N → ∞) and therefore the horizontal spectral parameters u i can take an infinite number of continuous values.
Therefore, we solve Eq.(26) for ω3 3 (λ 1 , λ 2 ) and insert this into Eq. (27) , resulting in
.
In addition, at zero temperature the bi-variate function ω 33 (λ 1 , λ 2 ) turns into a single-variable function ω 33 (λ 1 − λ 2 ) depending only on the difference of the arguments, which allows us to define
Therefore, equation (28) can be written as
whose solution obtained via Fourier transform is given by,
Having this solution we obtain ω 33 (λ 1 , λ 2 ). Taking the homogeneous limit (λ k → 0), we obtain
which is precisely the ground state energy, as expected [20, 21] , which is a special correlation function. Therefore the α 33 coefficient in the density operator (16) is obtained from (18) and (32) such that,
Properties of the two-point function
Differently from SU(2), in the higher-rank case of SU(3) the function ω 33 (λ) is a generating function of special combinations of modified ζ functions (Hurwitz' zeta function).
We define a function G(λ) as follows
,
Expanding G(λ) in a power series we obtain
where now ψ m (λ) is the polygamma function.
We can use the fact that ψ m (z) = (−1) m+1 (m)!ζ(m + 1, z), where ζ(m, z) is the modified zeta function defined as
and re-write expression (35) as
Then we see that G(λ) is a generating function of differences of the modified zeta
), albeit not of the modified zeta function itself.
Computation of the three-sites density operator
In the three-sites case, the density operator can be written as a superposition of 11 linearly independent operators as follows,
where the operators P [3] k are chosen as,
and the functions ρ [3] k (λ 1 , λ 2 ) are to be determined. Inserting the above expansion of the density operator into equation (20) yields the set of functional equations
where ρ(λ 1 , λ 2 , λ 3 ) is a 11 dimensional vector whose entries are the expansion coefficients ρ [3] k (λ 1 , λ 2 , λ 3 ) for k = 1, . . . , 11 and the matrix A [3] (λ 1 , λ 2 , λ 3 ) is given in appendix C.
For convenience, we define the intermediate auxiliary functions
where the matrix M is given by 
It is worth noting that under the natural isomorphism End(V ) ∼ = V ⊗ V * the operators P [3] k can be treated as states P [3] k , likewise for the mixed density operator D 3 (λ 1 , λ 2 , λ 3 ) which can be treated as an expansion over states P [3] k . The equations (39) can be disentangled by making a suitable transformation. This can be done by using the reduction properties like the intertwining symmetry, the partial trace and so on in order to identify 8 linearly independent combinations of the functions f k (λ 1 , λ 2 , λ 3 ) as two-site functions (or simpler) and 3 remaining combinations as true three-site functions. Therefore, the suitable functions can be written in terms of the auxiliary functions as follows,
where x = λ 1 − λ 3 and y = λ 1 − λ 2 and the combination f 1 (λ 1 , λ 2 , λ 3 ) is the normalization condition (analogue of the total trace).
Substituting Eqs.(40) in Eqs.(42) and solving the 11 linear equations for ρ [3] 1 , ..., ρ
in terms of the known two-site functions and the yet unknown three-site functions F 1 , F 2 , F 3 , inserting these expressions into the functional equations (39), reduces these to just three equations for the unknown functions 
where λ 1 = u i , and we have introduced for convenience the G k -functions as,
Zero temperature solution
At zero temperature, again, the above functional equations hold for arbitrary However, equations (43) are more complicated to deal with, since one of the equations contains the inhomogeneity r(λ 1 , λ 2 , λ 3 ) with a more complicated pole structure than in the two-site case. The inhomogeneity can be written in terms of digamma functions. This increases the complexity to obtain a closed solution for (43).
In order to avoid carrying out, for the time being, the Fourier transform of rational functions times digamma functions, we have chosen to write the solution in terms of convolutions. Eventually, the convolution integrals can be evaluated numerically as we will describe in what follows.
The problem can be significantly simplified by partially taking the homogeneous limit λ 2 = λ 3 = 0 and decoupling the equations (43) by the following
where w = e Therefore, the resulting equations become (we now set λ 1 = λ)
where l = 0, 1, −1 and ϕ(λ) = lim λ 2 ,λ 3 →0 r(λ, λ 2 , λ 3 ),
and the prime denotes the derivative with respect to the argument λ.
We use analyticity in the variable λ and Fourier transform the above equations.
The resulting equations are algebraically solved for the Fourier coefficients and yield product expressions. Then, we Fourier transform back and find integrals of convolution type
where
The integral expression can be evaluated numerically at the homogeneous point λ = 0. This allows us to obtain the functions G i (0, 0, 0) (and derivatives of The numerical data for finite lattices indicates an agreement with the infinite lattice result obtained from the solution of the functional equations, see Table 1 .
Although the numerical evaluation of the integral equations (49) is not computationally demanding, it would be desirable to have an exact analytical expression.
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As indicated above, the analytical calculation of the convolution integral requires the computation of the Fourier transform of a product of a rational function with a digamma functions which for the moment we leave as an exercise.
Lack of factorization of the correlation functions
In the case of SU(2) spin chains, it is well known that the correlation functions factorize in terms of two-site correlations [8, 32] . This property was useful in obtaining the correlation functions for the spin-1/2 system and also for higherspin cases [18, 19] .
Unfortunately, in the case of SU(3) our attempts of solving Eq. (43) in terms of some naive factorized ansatz failed. Besides, we have also investigated the factorization for finite Trotter number and surprisingly we realized that the threepoint correlation functions are expressed in terms of the two-sites (m = 2) and also a three-sites (m = 3) emptiness formation probability (EFP). For instance, the following correlation function is given by
where P singlet is the SU(3) singlet projector and
and Q m (λ 1 , . . . , λ m ) are polynomials of known degree in each variable and Λ (n) 0 (λ) is again the leading eigenvalues of the quantum transfer matrix but with finite Trotter number N. It is worth to emphasize that P 3 (λ 1 , λ 2 , λ 3 ) cannot be written only in terms of the P 2 (λ i , λ j ), so it does not factorize in terms of the two-point emptiness formation probability. The correlations for the case m = 4 also do not factorize only in terms of m = 2, 3 correlators, but require one four-point function, e.g. the emptiness formation probability of four-sites P 4 (λ 1 , λ 2 , λ 3 , λ 4 ).
Therefore, this might indicate that the correlations of high rank spin chains cannot be factorized only in terms of two-point functions, which brings an additional degree of difficulty in order to push the calculation to correlations at longer distances.
Conclusions
We have formulated a consistent approach to deal with short-distance correlation functions of the SU(n) spin chains for n > 2 at zero and finite-temperature.
The fact that the model does not have crossing symmetry turned the derivation of functional equations for the correlation functions much more challenging than in the SU(2) case. The difficulties which arise were circumvented by working with a slightly more general density operator. This generalized density operator contains not only the physically interesting correlation functions, but many other correlations with mixed representations. In this sense, this approach exploits the full SU(n) structure.
We considered in detail the special case of SU(3) for two-and three-site correlations (m = 2, 3). We used the discrete functional equations to obtain the equations which fix the two-point correlation functions. Besides, we have solved the equations via Fourier transform at zero temperature and its solutions are explicitly given in terms of digamma functions. The correlation function for the local Hamiltonian gives the ground state energy as expected.
In addition, we considered the case of three-point correlations. The computation is much more involved in this case, since the dimension of the singlet space of the generalized mixed density operator is 11. Therefore, we had to obtain this large number of equations and by appropriate identification of two and three-site functions, we reduced these 11 equations to just 3 decoupled functional equations. We derived an integral expression of convolution type for the remaining three-point functions. The integrals were evaluated numerically giving the result for three-point correlation functions in the thermodynamical limit. We compared the infinite system size result with the result obtained for very finite lattices L = 3, 6, 9, which shows the correct trend. We would still like to obtain an analytical evaluation of the convolution integrals for the m = 3 case. It is completely open, how to solve the functional equation for the cases of m ≥ 4. In the general case of SU(n) (n > 3), we have only the solution for m = 2. Of course, here it would also be desirable to obtain the explicit functional equations for m = 3 and its solution, at least for SU (4) .
Another interesting goal is the explicit evaluation of the correlations at finite temperature. In order to do that, we have to derive the non-linear integral equation for the generalized quantum transfer matrix and more challenging we have to devise a way to evaluate the three-point functions at finite temperature. The standard trick for the evaluation of the two-point function at finite temperature comprises the derivative of the leading eigenvalue with respect to some inhomogeneity parameter [12] , however this trick cannot be applied to three-point correlations. The above mentioned issues are currently under investigation. Another important reduction property is the partial anti-symmetrization of for instance the lower two semi-infinite lines which can be related to the usual twosites density operator D 2 (λ 1 , λ 2 ).
The reduction of the generalized density operator described in Figure A .2 leads to the physically interesting density operator (modulo action of R-matrices), yet the reduction of the mixed density operator depicted in Figure 4 is more straightforward and it results exactly to the density operator D 2 (λ 1 , λ 2 ).
nect the left going semi-infinite line carrying λ 1 with the right-going line carrying u i . Next, we use the unitarity property (9) to move the link towards the right.
Finally, we use special unitarity (10) to move the line around and back to the left.
By use of the action of the R-matrices we obtain the original density operator with the spectral parameter λ 1 shifted by 1. In order to represent the density operator in a way that the analyticity properties are clear, we use the properties (13) to bring the semi-infinite horizontal lines {λ 1 , λ 1 + 1, λ 1 + 2} to the vertical direction. This is done by bending the lines λ 1 and λ 1 + 2 upwards and downwards respectively, so that we obtain precisely the reversed order of the spectral parameters {λ 1 + 2, λ 1 + 1, λ 1 } at minus infinity.
Then, by connecting at the far left a completely anti-symmetric state (14) with reversed order of spectral parameters {λ 1 + 2, λ 1 + 1, λ 1 } so that by use of the rotated version of (13) Appendix C: The matrix A [3] for the three point case.
Here we give the 11 × 11 matrix A [3] which defines the system of functional equations for the functions ρ [3] k (λ 1 , λ 2 , λ 3 ) 
